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Résumé : L’accélération par sillage laser plasma
fournit des gradients accélérateurs plusieurs ordres
de grandeur au dessus de ceux des accélérateurs
actuels, mais la stabilité et la qualité des fais-
ceaux d’électrons accélérées doivent être amélio-
rées. Ce travail est centré sur l’étude d’injecteurs
laser-plasma (LPI) à basse (150MeV) et haute
énergie (1GeV) créés en cellule de gaz. Des outils
expérimentaux et numériques ont été développés
pour l’optimisation et le diagnostic de l’interac-
tion laser-plasma. Une nouvelle méthode de me-
sure monocoup de la densité plasma en cellule de
gaz a été mise au point et utilisée. Des méthodes
d’intelligence artificielles ont été mises en oeuvre
pour l’automatisation, le diagnostic et l’optimisa-

tion d’une expérience de sillage laser plasma. Les
effets du front d’onde du laser, de la position fo-
cale, et de la densité du plasma ont été mesurés et
comparés à des simulations. Des profils laser réa-
listes, utilisés comme données d’entrée, ont per-
mis d’améliorer fortement la précision des simula-
tions et d’expliquer l’impact de l’asymétrie du la-
ser sur les propriétés des électrons. Une expérience
de qualification utilisant une cellule à gaz dans la
zone focale longue de l’installation laser Apollon a
permis d’obtenir des électrons jusqu’au GeV. Une
deuxième campagne a permis d’améliorer la stabi-
lité et la qualité des faisceaux d’électrons jusqu’à
1.8 GeV.

Title : Laser wakefield acceleration of electrons
Keywords: laser plasma wakefield, electron acceleration, laser plasma experiments, optimisa-
tion by machine learning, plasma diagnostic

Abstract: Laser Wakefield Acceleration (LWFA)
provides orders of magnitude higher accelerating
gradients than current accelerator designs, but the
stability and quality of the accelerated electron
bunches require improvement. This work focuses
on the development of low (150MeV) and high
energy (1GeV) laser-plasma injectors (LPI) in gas
cells. Experimental and numerical tools have been
developed for the optimisation and diagnosis of
the laser-plasma interaction. A novel method for
single-shot plasma density measurement in a gas
cell was developed and implemented. Bayesian op-
timisation and automation of an LWFA experiment

were completed. The effect of laser wavefront and
focal position and plasma density in a low-energy
LPI were explored experimentally and compared to
simulations. Realistic laser profiles were used as in-
put data and shown to explain otherwise overloo-
ked effects on electron properties arising from la-
ser asymmetry. The first gas cell experiment in the
long focal area of the Apollon laser facility achie-
ved electron bunches with energy up to 1 GeV. A
second experiment at Apollon was performed lea-
ding to 1.8GeV electrons with improved stability
and quality.
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Résumé de la Thèse

Résumé de la Thèse en Français

L’interaction entre un faisceau laser à impulsion courte et un plasma sous-
dense permet de produire de forts gradients accélérateurs et de focalisants dans le
plasma, par un processus appelé accélération par sillage laser plasma (LWFA). Ces
structures accélératrices transitoires peuvent être utilisées pour piéger les électrons
du plasma et les accélérer à des énergies ultra-relativistes sur de courtes distances.
La théorie de l’accélération par champ de sillage laser est née avec l’article fondateur
de Tajima et Dawson en 1979[1], dans lequel il était prédit que les impulsions
laser pouvaient générer des ondes de plasma relativistes dans un plasma et, par
conséquent, fournir une structure d’accélération utile pour l’accélération d’électrons
à très haute énergie. Les premiers résultats expérimentaux étaient limités en raison
de la puissance crête des lasers et de la durée des impulsions beaucoup plus longues
que la longueur d’onde du plasma. Avec l’avènement de l’amplification d’impulsions
étirées, il est devenu possible d’amplifier et de comprimer les impulsions laser à des
intensités beaucoup plus élevées qu’auparavant, ce qui a entraîné une révolution
dans les systèmes laser disponibles avec les caractéristiques requises pour le LWFA.
Des travaux approfondis ont été réalisés à l’échelle mondiale pour comprendre
l’interaction non linéaire entre le laser et le plasma et la dynamique des électrons
qui en résulte. Le domaine vise maintenant à fournir des sources d’électrons pour les
futurs collisionneurs linéaires de particules, des paquets d’électrons pour les lasers
à électrons libres et des sources de rayonnement secondaire à partir des particules
accélérées pour des applications médicales et industrielles.

Alors que de grands progrès ont été réalisés dans la compréhension théorique
et la production expérimentale de spectres d’électrons avec un sous-ensemble des
paramètres requis pour les futures applications, l’obtention de tous les paramètres
du faisceau tels que la charge, la dispersion de l’énergie, l’émittance, etc. et la
stabilité de tous ces paramètres simultanément est un effort continu. Une méthode
proposée pour améliorer la qualité des paquets d’électrons consiste à séparer les
étapes d’injection et d’accélération. L’étape de l’injecteur fournirait un paquet
d’électrons relativistes grâce à l’interaction non linéaire du laser et du plasma, qui
serait ensuite accéléré à des énergies plus élevées en utilisant une approche par
étapes, où le reste des processus d’accélération est réalisé dans un régime quasi-
linéaire où toute autre injection d’électrons est bloquée.

Cette thèse est consacrée à l’étude des mécanismes physiques permettant le
développement des injecteurs laser-plasma (LPI) envisagés dans le cadre du projet
EuPRAXIA, avec des énergies de paquets d’électrons de 150MeV et 1GeV.

Les expériences sur l’injecteur à "faible" énergie (150MeV) ont été réalisées
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au Lund Laser Centre (LLC) en Suède, où le couplage du laser et du plasma
a été exploré en détail et où les résultats ont été comparés à des simulations
utilisant des paramètres laser réalistes, ce qui a permis d’obtenir un bon accord et
d’interpréter les observations expérimentales. Ces résultats ont permis d’identifier et
de quantifier l’impact de la qualité du faisceau laser sur les propriétés des électrons
accélérés.

Une deuxième expérience au LLC a mis en oeuvre l’apprentissage automatique
(ML) au moyen d’une optimisation bayésienne (BO) pour explorer efficacement
l’espace des paramètres expérimentaux et optimiser une fonction de mérite définie
telle que l’énergie du faisceau d’électrons ou la densité spectrale des électrons.
Ensuite, un réseau neuronal a été mis en œuvre pour la reconstruction du point
focal à l’aide d’une caméra de diagnostics, utilisée comme référence pendant les
tirs à haute intensité, ce qui permet de reconstruire la tache focale équivalente au
niveau du plasma à chaque tir.

Enfin, cette expérience a permis de mettre au point une nouvelle méthode
monocoup de détermination de la densité du plasma basée sur un capteur de front
d’onde, utilisant une suppression de la phase de fond auto-référencée, permettant
de négliger les variations de la phase du faisceau sonde.

Ces deux expériences ont permis d’améliorer notre compréhension de l’interac-
tion laser-plasma grâce à une analyse fine et précise des spectres obtenus et des
paramètres d’entrée expérimentaux.

Des spectres d’électrons avec des valeurs proches des cibles de l’injecteur Eu-
PRAXIA 150MeV ont été produits mais nécessitent une augmentation de la charge
spectrale.

Les expériences 1GeV Les expériences LPI ont été réalisées avec l’installation
de recherche nationale Apollon, qui fournira à terme des faisceaux laser de classe
PW et multi-PW. L’augmentation de l’énergie disponible, multiplée par 10 au
niveau du plasma, permet de focaliser faisceau laser sur de plus longues distances
tout en fournissant une force pondéromotrice suffisante pour créer une onde de
sillage de grande amplitude, permettant d’atteindre des énergies électroniques de
l’ordre de 1GeV.

Deux expériences ont été menées avec Apollon. Une première expérience mise
en service et de qualification du faisceau laser et des équipements expérimentaux,
a permis de valider la génération d’électrons dans cellule de gaz dans la salle longue
focale. La première expérience accueillant des utilisateurs externes a généré et uti-
lisé des spectres d’électrons ultra-relativistes pour produire des positrons par le biais
d’une cascade de rayonnement créée lors de l’interaction du faisceau d’électrons et
d’une cible solide.

Ces deux expériences ont permis de produire des spectres d’électrons de l’ordre
de 1GeV, mais la stabilité du système laser lors de l’expérience de mise en service
a limité la stabilité et la reproductibilité des faisceaux d’électrons. Le diagnostic
des propriétés du faisceau laser proche de la zone d’interaction avec le plasma a
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été mise en place dans les deux expériences. L’analyse des résultats a été entre-
prise pour comprendre comment les fluctuations de la stabilité du laser d’entrée
affectent l’accélération des électrons. les premiers résultats de simulations ont per-
mis d’interpréter la forme des distributions en énergie et les charges des électrons
accélérés.

En résumé, cette thèse a développé de nouvelles méthodes pour l’analyse du
laser à l’entrée du plasma et le diagnostic de la densité du plasma, ainsi que le
ML et la mise en œuvre de BO pour améliorer les spectres d’électrons résultants
et récupérer des paramètres autrement négligés dans les expériences précédentes.
Nous avons ensuite utilisé ces méthodes pour explorer et comprendre les processus
physiques qui soutendent les modifications des spectres d’électrons. Les résultats et
les conclusions de ces travaux sont présentés, ainsi que l’état actuel de la recherche
et la manière dont ce travail s’appuie sur celui-ci.

Ce travail n’aurait pas été possible sans l’aide de notre équipe à l’ITFIP et des
nombreux collaborateurs et membres du personnel/chercheurs des deux installa-
tions expérimentales.

Thesis Summary in English

Interaction between short-pulse lasers and under-dense plasma allows for strong
accelerating and focusing gradients to be produced within the plasma through a
process called laser-wakefield acceleration (LWFA). These transient accelerating
structures can be used to trap electrons from the background plasma and accel-
erate them to ultra-relativistic energies over short distances. The theory of laser-
wakefield acceleration was born with the seminal paper of Tajima and Dawson in
1979[1] where it was predicted that laser pulses could drive density perturbations
in plasmas and, in turn, provide an accelerating structure useful for electron accel-
eration. Initial experimental results were limited due to laser peak power and pulse
durations which were much longer than the plasma wavelength.

With the advent of chirped pulse amplification, it became possible to amplify
and compress laser pulses to much higher intensities bringing about a revolution
in available laser systems with the characteristics required for LWFA. Extensive
work has been completed globally to understand the nonlinear interaction between
the laser and plasma and the resulting electron dynamics. The field now aims
to provide electron sources for future linear particle colliders, electron bunches for
Free-Electron Lasers and secondary radiation sources from the accelerated particles
for medical and industrial applications. Whilst there has been great progress in the
theoretical understanding and experimental production of electron spectra with
a sub-set of the required parameters for future applications, achieving all bunch
parameters such as charge, energy spread, emittance, etc., and the stability of all
of these simultaneously, is an ongoing effort.

A proposed method for improving the quality of the electron bunches is the
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separation of the injector and accelerator stages. The injector stage would provide a
relativistic electron bunch through the nonlinear interaction of the laser and plasma,
which would then be accelerated to higher energies using a staged approach where
the remainder of the accelerating processes are performed in a quasi-linear regime
where further electron injection is blocked.

This thesis focuses on the development of laser-plasma injectors (LPIs) envi-
sioned within the EuPRAXIA framework[2] with electron bunch energies at 150MeV

and 1GeV. The “low” energy (150MeV) injector experiments were performed at
the Lund Laser Centre (LLC) in Sweden, where the coupling of the laser and plasma
were explored in great detail and the results compared against simulations using re-
alistic laser parameters allowing for an improved agreement. A second experiment
at the LLC applied Bayesian Optimisation (BO) to efficiently search the experimen-
tal parameter space and optimise a defined merit function such as total charge or
spectral density of the electrons. Secondly, a neural network was implemented for
focal spot reconstruction using a spatially separated camera allowing for on-target
focal spot reconstruction on each shot. Further, this experiment implemented a
novel wavefront sensor based, single-shot, plasma density retrieval method using a
self-referenced background phase removal technique. This allowed for a dynamic
phase background to be calculated which retrieves the plasma-induced phase shift
for wavefront sensors using probe lines without phase stabilisation. Both of these
experiments improved our understanding of the laser-plasma interaction through
careful analysis of the resulting spectra and experimental input parameters. Elec-
tron spectra with values approaching the EuPRAXIA 150MeV injector targets
were produced but require an augmentation of the spectral charge.

The 1GeV LPI experiments were performed at the Apollon Petawatt Laser
Facility. The increase in available on-target laser energy by a factor of 10 compared
to the LLC allows the laser to be focused over longer distances whilst providing a
sufficient ponderomotive potential for driving the plasma wakes, allowing for 1GeV

electron energies to be achieved. Two experiments were conducted at Apollon: the
first commissioning experiment to implement a gas cell plasma target in the long
focal area and the first external user experiment aimed at using ultra-relativistic
electron spectra to produce positrons through a radiation cascade created during
the interaction of the electron bunch and a solid target. Both of these experiments
successfully produced electron spectra in the 1GeV range; however, the stability
of the laser system in the commissioning experiment limited the stability and the
reproducibility of the electron bunches. Diagnostic of the laser properties in the
focal volume was implemented in both experiments and has been analysed to
understand how the fluctuations in the input laser stability affect the resulting
electron acceleration.

In summary, this thesis provides novel methods for the analysis of the laser on
target through machine learning and diagnosis of the plasma density, along with
and implementation of BO for improving the resulting electron spectra. We then
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used these techniques to uncover the underlying physical processes which result
in alterations of the electron spectra. The results and conclusions are presented
alongside the current state-of-the-art research and how this work builds on this.

This work would not have been possible without the help of our team at ITFIP
and the many collaborators and staff/researchers at both experimental facilities.
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General Introduction

High-energy particles and their associated secondary radiation are used in many
applications from medical imaging, to defect detection in manufacturing, and at
high energies, for fundamental particle physics research. The current highest ac-
celerating gradients used for applications are achieved in radio-frequency cavities,
however, these are limited to 10s of MeV/m due to surface breakdown on the
metallic cavity walls. Limitations in the accelerating gradients that can currently
be achieved lead to large, and expensive accelerator facilities. The development of
novel technologies with stronger accelerating fields could improve access to particle
and photon beams for hospitals, universities and research facilities. One such novel
acceleration method is laser wakefield acceleration. It was predicted by Tajima and
Dawson in 1979[1] that the use of plasmas - a state of matter which is already
“broken down” into electrons and ions – could be excited by laser pulses to create
accelerating structures for electron acceleration.

The field of laser wakefield acceleration encompasses laser, plasma and ac-
celerator physics along with the nonlinear interactions between all of these fields,
providing a rich and evolving field of study. Laser plasma accelerators produce their
accelerating capabilities through transient and dynamic electron structures created
through density perturbations from short-pulse laser-plasma interactions[1]. This
transient structure, or plasma wake, produces its own challenges but provides many
benefits.

As the plasma structure is incapable of the same surface break-down problems
prevalent in radio-frequency (RF) cavities, accelerating gradients up to three orders
of magnitude[3] greater can be achieved, allowing for extreme miniaturisation of
the accelerator. These strong accelerating fields are created by the large charge
separation and short distances within the wake. This miniaturisation could be used
in future linear colliders to reduce the footprint of an accelerator facility by orders
of magnitude or allow smaller facilities to create O

(
100MeV

)
electron accelerators

using off-the-shelf laser systems. Further, as the electron bunch length is on the
order of the plasma wavelength, bunch lengths on the micrometre scale (equiva-
lently fs scale in duration) are produced[4], allowing for electron currents on the
kilo-ampere scale[5]. These are well suited for next-generation free-electron lasers
as they will require higher peak currents and shorter bunch duration than what
is currently available from RF accelerators and without the requirement of bunch
compressors[6]. These ultra-short bunches also provide a unique opportunity for
QED experiments[7, 8], where interaction between the high-current electron bunch
and a secondary ultra-intense laser (I > 1020Wcm−2) can be used to probe the
QED threshold and provide experimental validation of the quantum corrections to
the laser-electron interaction at very high intensities.
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As the electrons are accelerated, they oscillate in the strong transverse fields
of the plasma wake, producing x-ray radiation, commonly referred to as betatron
radiation[9]. The electrons, and their betatron radiation, are intrinsically temporally
synchronised to the drive laser[10] due to their injection and acceleration dynamics.
This can be used in pump-probe studies[11] where the radiation (electrons or x-
rays) produced during the laser-wakefield acceleration is used to probe the excited
matter, which can be pumped by either the original laser or a secondary laser
temporally synchronised to the first.

Electrons, betatron radiation, and interaction of the accelerated electrons with
solid targets to produce γ-radiation through Bremsstrahlung[12] and positrons
through the resulting radiation cascade[13] can be used for medical and diagnostic
studies[14]. The production of relativistic positrons could also have applications in
future lepton-lepton colliders which will require a positron injector[15].

All of these applications, however, require a high-quality electron source. Labo-
ratories around the world have been successful in creating electron sources through
laser wakefield acceleration that approach RF linear accelerators with regard to
peak bunch energy[16], bunch charge[17, 18], and energy spreads approaching the
per mille (‰) level[19]. Achieving these parameters simultaneously, however, and
in a repeatable way remains a challenge and a topic of study. One suggested ap-
proach for simultaneously improving the electron parameters and stabilising the
interaction is the separation of the injection and accelerating regimes. This ap-
proach is detailed in the EuPRAXIA design study[2], which aims to produce an
electron injector with either a ‘low energy’ of 150MeV or ‘high energy’ of 1GeV

electron bunch peak energy, 30 pC of charge and an energy spread of less than 5%,
which is then subsequently injected into another stage for acceleration to higher
energies[20].

Further challenges arise from the highly nonlinear interaction between the laser
and the plasma, which produces the injection and accelerating processes for the
electron bunches. The small source size of the electron bunches - on the order of
the plasma wavelength - leads to large emittances that will require strong magnetic
or plasma-based optics to collimate and transport the bunches. As the electric field
of the electron bunch can also drive a plasma wake, the amount of charge that
can be loaded into the wakefield is limited. This effect, termed beam-loading, can
lead to large energy spreads if improperly matched through amplification of the
bunch’s energy chirp. Finally, the laser systems which drive the plasma density
perturbation typically have poor wall-plug efficiency meaning that the conversion
between input energy and electron energy is poor before the accelerating process
begins. Work is underway to improve the efficiency of drive lasers through pumping
with diode-pumped solid-state lasers or the combination of many fibre lasers, for
example[21].

In this work, we explore the development of such injectors by investigating
the experimental parameters responsible for the accelerated electron characteris-
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tics, by developing plasma and laser diagnostics to improve measurements of the
experimental parameters, and by applying optimisation methods to find optimum
experimental configurations.

The chapters within this thesis are ordered as follows, with specifications on
the work completed by the author:
Chapter 1: Introduction to Laser-Plasma Interaction in Underdense Plas-
mas

1. Presentation of theoretical descriptions of laser, plasmas, laser-plasma inter-
action, and acceleration of electrons

2. Presentation of the state-of-the-art in laser-wakefield acceleration

Chapter 2: Experimental Instruments: Lasers, Plasma Devices, and Elec-
tron Detectors

1. Overview of laser systems and their associated diagnostics, including presen-
tation of the rotational asymmetry parameter

2. Development of a temporally resolved Mach-Zehnder interferometer

3. Presentation of plasma diagnostics and the development of a single shot
self-reference wavefront sensor plasma density diagnostic

4. Overview of electron diagnostics and definition of electron parameters used
throughout the presentation of the results

Role of author : Development of rotational asymmetry parameter, development of
single-shot self-referenced wavefront sensor plasma density diagnostic, development
of temporally resolved Mach-Zehnder interferometer
Role of others: Ovidiu Vasilovici (LPGP): development of gas injection control.
Francesco Filippi (CNR): set-up, acquisition and analysis of Mach-Zehnder during
Bayesian optimisation experiment ; Romain Cadas(LPGP): electron-spectrometer
electron tracking code

Chapter 3: Introduction to Numerical Tools: Machine Learning and Simu-
lation

1. Introduction to generative adversarial networks and Bayesian optimisation

2. Focal spot analysis methods including the calculation of complex laser elec-
tric field from fluence images and focal spot reconstruction using generative
adversarial networks

3. Introduction to particle-in-cell simulations

Role of author : Development of focal spot reconstruction method, acquisition of
focal spot images for focal spot reconstruction (aided by Michael Backhouse, ICL)
Role of others: Gilles Maynard (LPGP): development of modified GSA algorithm
for complex laser electric field retrieval. Ovidiu Vasilovici (LPGP): development of
dual camera 10Hz acquisition software
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Chapter 4: Low Energy Laser-Plasma Injector

1. Exploration of laser-plasma coupling and control of electron parameters
through density downramp, focal position, and laser wavefront

2. Comparison of electron parameters to simulations using realistic laser profiles

3. Bayesian optimisation of laser-wakefield acceleration experiment and resul-
ting spectra

4. Application of Bayesian optimisation to offline data sets for hyper-parameter
optimisation

First laser-plasma coupling experiment: Role of author : Experimental planning
and set-up, data acquisition, analysis of results
Role of others: Gilles Maynard (LPGP)- laser complex electric field retrieval, PIC
simulations and analysis. Jonas Björklund Svensson (Lund University) - calibration
of electron spectrometer, The results of the first experiment at the LLC presented
in this chapter are based on the published article Mechanisms to control laser-
plasma coupling in laser wakefield electron acceleration L.T.Dickson (2022)[22].
Second Bayesian optimisation experiment: Role of author : Experimental planning
and set-up, data acquisition, analysis of electron spectra, development of Bayesian
optimisation and automation code (in collaboration with Michael Backhouse, ICL),
development of off-line Bayesian optimisation code, focal spot analysis, wavefront
sensor plasma density implementation and analysis
Role of others: Cornelia Gustafsson (Lund University): calibration of electron spec-
trometer, acquisition of laser temporal measurements

Chapter 5: High Energy Laser-Plasma Injector: Apollon Experiments

1. Commissioning experiment at Apollon laser facility

2. Analysis of Apollon laser energy, pointing, and radial profile stability

3. Long focal length experiment for the development of high-quality multi-GeV

electron spectra

Commissioning experiment: Role of author : Experimental planning and set-up,
data acquisition, analysis of electron spectra (in collaboration with Ioaquin Moula-
nier, LPGP), focal spot analysis (in collaboration with Ioaquin Moulanier, LPGP),
plasma density analysis
Role of others: Ioaquin Moulanier (LPGP): focal spot analysis, complex electric
laser field extraction and simulations (appendix). Arnd Specka (LLR): Design and
implementation of electron spectrometer. Gilles Maynard (LPGP): electron spec-
trometer spatial calibration
Long focal length experiment: Role of author : experimental set-up and data ac-
quisition, analysis of electron spectra, analysis of laser parameters
Role of others: Matthew Streeter (QUB): calibration of electron spectrometer,
electron spectra calibration code
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Chapter 6: Conclusions

1. Summary of results from the low and high energy electron injector experi-
ments

2. Future prospects for further improvements in laser-plasma injector develop-
ment
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1 - Introduction to Laser-Plasma
Interaction in Underdense Plasmas

Contrary to the metallic components of radio-frequency cavities used for par-
ticle acceleration, the accelerating structure in laser wakefield acceleration (LWFA)
is composed of a transient electron structure excited by the ponderomotive force of
a short pulse laser on the plasma electrons. Here, we will first describe the physics
and mathematical description of short pulse lasers which provide the perturbative
radiation force responsible for LWFA. We will then present plasmas and their pa-
rameters which affect the interaction with the laser and its nonlinear evolution
within this medium. The interaction between the laser and the plasma, resulting in
the expulsion of electrons from the laser axis, and the electric fields/accelerating
dynamics of the plasma wake are explained. They will then be presented alongside
their different regimes. The relevant state-of-the-art physics is then presented.
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1.1 . Description of Short-Pulse Lasers in Vacuum

Laser wakefield acceleration requires high-intensity, short-pulse lasers to provide
the perturbative force required to create the accelerating structures in the plasma.
Modern commercially available laser systems can provide terawatt (1012W) powers
with pulse duration on the 10s of femtosecond (10−15s) scale. These are defined
as high-peak power as they deliver intense light over a very short duration, leading
to the power over the temporal duration of the laser pulse is high but the average
output power is much lower. For example, a laser with 50TW peak power operating
with a pulse energy of 1 J, pulse duration of 20 fs, at a repetition rate of 10Hz
provides an average power of 10W. We will begin by using the Maxwell equations
to derive useful quantities to describe the laser-plasma interaction.

Starting from the Maxwell equations in the Lorenz Gauge[23] allows us to de-
velop useful equations for understanding the laser-plasma interaction. Laser pulses
are electromagnetic waves which can be described in terms of electric, E⃗, and
magnetic, B⃗, fields and, equivalently, their description in terms of potentials. We
can then write:
Gauss’s Law as:

∇ · E⃗ = ∇2ϕ− 1

c2
∂2ϕ

∂t2
= − ρ

ϵ0
, (1.1)

Gauss’s Law for Magnetism as:

∇ · B⃗ = ∇ ·
(
∇× A⃗

)
= 0 , (1.2)

Faraday’s Law of Induction as:

∇× E⃗ = −∂∇× A⃗
∂t

, (1.3)
and Ampere’s Law as:

∇× B⃗ − 1

c2
∂E⃗

∂t
= ∇2A⃗− 1

c2
∂2A⃗

∂t2
= −µ0J⃗ . (1.4)

In all the above equations A⃗, ϕ are the vector and scalar field potentials, respecti-
vely, defined from:

E⃗ = −∇ϕ− ∂A⃗

∂t
, (1.5)

and,

B⃗ = ∇× A⃗ . (1.6)
A reminder for the reader that the Lorentz Gauge in SI units specifies that: .

∇ · A⃗+
1

c2
∂ϕ

∂t
= 0 (1.7)
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Further, c, ρ, ϵ0, µ0, J⃗ are the speed of light in vacuum, charge density, permittivity
and permeability of free space, and the current vector, respectively. Using the
Coulomb gauge instead, ∇ · A⃗ = 0, and Gauss’s law allows us to retrieve the
Poisson equation:

∇ ·
(
−∇ϕ− ∂A⃗

∂t

)
=

ρ

ϵ0
(1.8)

∴ ∇2ϕ = − ρ
ϵ0
. (1.9)

We can categorise the nonlinearity of the laser-plasma interaction by the “nor-
malised peak vector potential” which is defined as the maximum of the normalised
vector potential:

a0 = max(⃗a) =
eA0

mec
=

eEL

mcω0
, (1.10)

which is defined from the electron’s maximum velocity in the laser’s electric field,
eA0/me, normalised to the speed of light c. This electron velocity is also called
the “quiver” velocity since the electron rapidly oscillates back and forth in the
fast oscillating electric field of the laser pulse, whose carrier angular frequency
is ω0. This dimensionless quantity allows us to identify the degree of relativistic
corrections that must be applied to an electron’s motion during the interaction
with the laser pulse and separate the laser-plasma interaction broadly into linear
(a0 ≪ 1) and nonlinear (a0 ⪆ 1) regimes as discussed below in section 1.4. From
Eq. 1.10, the peak electric field amplitude can be calculated[3], for a case with
a0 = 1 , λ0 = 2πc/ω0 = 800 nm, to be 4 TV/m indicating that the electric fields
of the laser pulse are extremely large.

The Gaussian beam description is a solution of the above Maxwell equations
under the paraxial beam assumption. It is a good approximation for short pulse
lasers in the spatial and temporal domains[24]. We can define the complex spatial
profile of a Gaussian laser pulse as[25]:

E⃗(r, z, t) = E⃗0
w0

w(z)
exp

(
− r2

w(z)2

)
exp

(
−ik0

r2

R(z)

)
exp (iϕ(z)), (1.11)

where E⃗0 determines the polarization and the amplitude of the transverse elec-
tric field. We can define the beam properties from the above components of the
Gaussian solution, starting with the beam waist[25]:

w(z) =

√√√√w2
0

[
1 +

(
z

zR

)2
]
, (1.12)

the Rayleigh length as:

zR =
πw2

0

λ0
, (1.13)

33



the beam divergence:

θ = lim
z→inf

w(z)

z
=

λ0
πw0

, (1.14)
the radius of curvature as:

R(z) = z

[
1 +

(zR
z

)2]
, (1.15)

and finally the Gouy phase as:

ϕ(z) = arctan

(
z

zR

)
. (1.16)

In the above equations, we defined the beam waist, w0, as the radius where the
electric field is equal to 1/e2 (≈ 0.135) times its peak value. Geometrically the
Rayleigh length describes the distance along the propagation axis where beam
waist increases by a factor

√
2. It is also important to note that for a given pre-

focusing beam diameter, D, and focal length of focusing optic, f , we can calculate
the beam waist at focus, assuming zero aberration, as:

w0 =
fλ0
πD

. (1.17)
When modelling a drive laser for laser-plasma interaction as a Gaussian beam,

we can define power, fluence and intensity of the pulse from the temporal, spatial,
and temporal and spatial properties of the laser pulse energy, respectively. Fluence
is defined as the energy density per unit area of the laser and is in fact what is
measured when a transverse image of a laser is taken with a charge-coupled device
(CCD) as the measurement is temporally integrated. Using the generalised formula
for the relation between peak and radially dependent fluence for super-Gaussian
beams, we can then set n = 1 for a Gaussian case retrieving:

F (r) = F0

[
−2
(
r

w0

)2n
]
= F0

[
−2
(
r

w0

)2
]

(1.18)
where w0 is the transverse laser waist at focus and F0 is the peak fluence defined
as the maximum energy density per unit area of the pulse. The peak fluence for a
Gaussian laser profile is defined as:

F0 = E
2

1
nn

πw2
0Γ
(
1
n

) = E 2

πw2
0

(1.19)
Here we have used the definition for the gamma function, Γ(1) = 1. The total
beam energy can be retrieved by integrating the fluence over the surface transverse
to the laser propagation as:

E =

∫
F (r)dS (1.20)
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We can similarly describe the power, defined as the energy per unit time of the
pulse, as:

P = κ
E
τ0

(1.21)
where κ is a constant value equal to 0.94 or 0.88 for Gaussian and sech2 pulses,
respectively.

From the peak fluence, we can also calculate the peak intensity of the pulse,
which is more relevant for understanding the dynamics of laser-plasma and laser-
electron interactions:

I0 =
2F0

τ
×
√

ln 2

π
≈ E 2

πτw2
0

, (1.22)
where τ is the full-width at half-maximum pulse duration. Whilst this description
is useful for calculating the intensity from images of the laser pulse, we can also
characterise the intensity from the electric and magnetic fields. The intensity is
defined as the energy per unit area per unit time, equivalent to the magnitude
of the Poynting vector (the vector describing the energy flux of the laser pulse.)
Starting from the definition of the Poynting vector, S⃗ = E⃗ × H⃗, where E⃗ is the
electric field and H⃗ the magnetic field auxiliary vector, we can derive a measure
defined as intensity to describe the power per unit area per unit time, which will be
referred to throughout this manuscript. Taking the modulus of the pointing vector,
using the relation |A⃗× B⃗| = |A⃗||B⃗| sin θ, the relation between the magnetic field
auxiliary vector and the electric field in vacuum |H⃗| =

√
ϵ0
µ0
|E⃗|, and using the

definition for the speed of light in vacuum as c = 1√
ϵ0µ0

we find:

I ≜ |S⃗| = |E⃗| × |H⃗| =
√
ϵ0
µ0
|E⃗|2 = cϵ0|E⃗|2 . (1.23)

Substituting an arbitrary plane wave function to describe the electric field, arbi-
trarily linearly polarised in the y-direction, E⃗ = E0 sinω0tŷ, gives the intensity
averaged over one period:

I ≜ |S⃗| = cϵ0E
2
0 |sinω0t|2 =

1

2
cϵ0E

2
0 . (1.24)

As the intensity is described in terms of the peak electric field, and therefore the
peak vector potential, we can define the normalised vector potential of Eq. 1.10
by substituting Eq. 1.24 into Eq. 1.10 giving:

a0 ≈ 0.86× λ0[µm]
√
I0[1018Wcm−2] . (1.25)

We can further describe the electric field of a short pulse laser in the temporal
domain with a Gaussian function of the form:

E(t, 0) = E0 exp

[
−2 ln(2) t

2

τ20

]
· exp

[
iω0t

]
, (1.26)
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where τ0 is the pulse duration at full-width half-maximum of the peak laser intensity
in time. Equivalently, through Fourier transform, we can extract the frequency
dependence around the central laser frequency, ω0, as[26]:

Ẽ(ω) =
E0τ0

2
√
ln(2)

exp

[
− τ20
8 ln(2)

(
ω − ω0

)2]
. (1.27)

Short pulse lasers require a bandwidth of frequencies around the central fre-
quency where the frequency bandwidth is related to the pulse duration through
the duration-bandwidth product. From the uncertainty principle, in this case, using
the Cauchy-Schwarz inequality for time and energy (equivalently frequency), the
required duration-bandwidth product for a given pulse duration of a Gaussian tem-
poral profile is[27]:

∆ωτ0 ≥ 2.77 (1.28)
This indicates that, for example, a 40 fs laser must have a frequency bandwidth of
6.9× 1013 rad s−1 (FWHM) corresponding to a wavelength bandwidth of 16.9 nm
(FWHM).

1.2 . Plasma Description

The plasma transforms a fraction of the large transverse electric fields of the
laser pulse into accelerating and focusing fields. Further, the plasma alters the
laser evolution in ways beneficial for sustained wake creation. We will therefore
discuss the key principles and equations for the plasma, which will lay the basis for
understanding the more complex phenomena.

Plasma is a state of matter where the atomic constituents are partially or fully
ionised, resulting in a conductive medium capable of sustaining and reacting to
electric and magnetic fields whilst being globally neutral due to Debye shielding[28].
Laser ionisation, which will be discussed in further detail in the section 1.2.3,
typically results in the creation of cold plasmas due to electron tunnelling from
atomic potential-well deformation induced by the strong electric fields of high-
intensity lasers, being the dominant mechanism of ionisation. The cold plasma
electrons can then oscillate at the plasma (or Langmuir[29]) frequency, ωp, defined
by the plasma density and mass of the electrons and assuming infinite ion mass:

ωp =

√
nee2

meϵ0
≈ 5.64× 104

(
ne[cm

−3]
)1/2

rad s−1 , (1.29)
where e and me are the charge and rest mass of the electron, respectively, and ne is
the electron density in units of cm−3. This frequency corresponds to the resonance
of the plasma electrons arising from the dielectric function of the electron gas[30].

36



From this value, we can define the plasma wavelength:

λp = 2πc/ωp , (1.30)
where c is the speed of light in vacuum, providing us with the typical time, ωp,
and length scales, λp of the plasma motion.

1.2.1 . Dispersion of Electromagnetic Waves in Plasma
By examining an electromagnetic wave in the plasma, we can derive the cri-

tical plasma density, defined as the density at which an incoming wave becomes
evanescent, i.e. the wave number, k, becomes imaginary for a given frequency, ω.
Combination of Eqs. 1.3 and 1.4 gives:

∇× (∇× E⃗) = −∂(∇× B⃗)

∂t
(1.31)

∇(∇ · E⃗)−∆E⃗ =
1

c2

(
1

ϵ0

∂j⃗

∂t
+
∂2E⃗

∂t2

)
(1.32)

where we can expand the left-hand side using the vector identity:∇ × ∇C⃗ =

∇(∇·C⃗)−∆C⃗ where ∆ is the Laplace operator defined as∇·∇. Using an arbitrary
plane wave of the form E⃗ = E0 sin (k0 · z − ω0t)ŷ, where we have assumed the
wave-vector is along the axis of propagation z, and substituting the current in the
fluid view j⃗ = −enev⃗, we can then write the terms in the above expression (from
left-to-right) as:

∇(∇ · E⃗) = 0 x̂+ 0 ŷ− k20E⃗ẑ = 0 , ∆E⃗ = −k20E⃗ , (1.33)
∂j⃗

∂t
= −ene

∂v⃗

∂t
,

∂2E⃗

∂t2
= −ω2

0E⃗ . (1.34)
(1.35)

The first term equals zero due to the orthogonality of the unit vectors from the
plane wave definition. We can find ∂v⃗/∂t by taking the time derivative of the
non-relativistic Lorentz equation w.r.t time giving:

∂v⃗

∂t
=
−eE⃗
me

(1.36)
Where we can then finally cancel the electric field, leaving the dispersion relation:

ω2
0 = k20c

2 + ω2
p . (1.37)

Eq. 1.37 shows a cut-off frequency, the plasma frequency ωp, below which the laser
light can no longer propagate in the plasma, as the magnitude of the wave vector
would become imaginary. Rearranging our Eq. 1.29 and defining the density that
creates this condition as the critical density, we retrieve:

nc =
ϵ0me

e2
ω2
0 (1.38)
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In engineering units this becomes:nc = 1.1×1021

λ0(µm) cm
−3. Laser wakefield acceleration

relies on the laser pulse traversing the plasma to drive the wake, and therefore the
plasma is ‘underdense’, i.e. ne < nc as would be expected. Conversely, plasmas
where ne > nc (such as in solid target experiments for laser ion acceleration) are
termed ‘over-dense’.

1.2.2 . Plasma Fluid Equations
In addition to the equations in section 1.1, we can include the electron momen-

tum from the Lorentz force and the continuity equation for the plasma electrons
to complete the Maxwell-Vlasov equations in the fluid description of the plasma
where quantities are average quantities over the particles. Where the continuity
equation is:

∂ne
∂t

+∇ · (nev⃗) = 0 , (1.39)
and the fluid momentum equation is:

dp⃗

dt
=
∂p⃗

∂t
+ (v⃗ · ∇)p⃗ = −q(E⃗ + v⃗ × B⃗) (1.40)

where v⃗ is the particle species’ vectorial velocity. The above equations are only
valid for non-collisional plasmas. Starting from the Debye length, λD, defined as a
characteristic length scale for the electrostatic screening effects in plasma, we can
define the so-called plasma parameter, g, to extract the regime of collisionality[30]:

λD =

(
ε0kBTe
e2ne

)1/2

= 743

(
Te
eV

)1/2 ( ne
cm−3

)−1/2
cm. (1.41)

g :=
1

neλ3D
(1.42)

The definition of g corresponds to the inverse of the number of plasma electrons
contained in a cube with side λD. For typical experimental parameters of laser
wakefield acceleration experiments in underdense plasmas, with low electron tem-
peratures due to the ionisation method discussed in the following section 1.2.3,
g ≪ 1 which implies that collective plasma effects dominate over particle colli-
sions[31]. We can therefore neglect the effect of particle collisions and use the
Maxwell-Vlasov equations to describe the plasma evolution.

1.2.3 . Plasma Production Through Ionisation of Gases
The ionisation of a gas into a plasma using high-intensity laser pulses occurs

through several processes independent of the photovoltaic effect[32] due to typical
laser wavelengths being longer than the required wavelength for single photon
electron ejection. Instead, multi-photon ionisation and deformation of the atomic
binding potential (to varying degrees) due to the large electric fields of the laser
occur. The dominant mode of ionisation is related to the laser intensity, described
by Eq. 1.24.
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Distinctions of the dominant ionisation regimes are described by the Keldysh
parameter[33], Γk:

Γ = ω0

√
2Φi

I0
(1.43)

where ω0, I0 are the laser angular frequency and intensity, and Φi the ion binding
potential. When Γ is large, the ion binding potential is unperturbed by the laser
field, and so multi-photon ionisation dominates. This occurs when an electron
absorbs n photons, where n is dependent on the binding potential and frequency
of the laser pulse. When Γ is close to unity, the ion binding potential is perturbed,
reducing the barrier for electron tunnelling out of the atom. The rate at which
electrons tunnel from the atomic potential is proportional to the deformation of
the potential and the duration of the deformation. Finally, total suppression of the
ionic binding potential is achieved for small Γ where the electrons are no longer
bound to the ion through Barrier Suppression Ionisation (BSI).

For BSI, we can use the binding potential of a given atomic species as the
minimum required potential deformation and calculate the intensity required for
the gas species used during this thesis to be instantly ionised. We can begin by
writing the potential experienced by the electron as a sum of the atomic and laser
potentials gives:

V (r) = − e2Z

4πϵ0r
− q|E0|r , (1.44)

where Z is the charge number of the atom in its current ionisation state, and
e is the electron charge. This allows us to find the position where the potential
experienced by the electron is maximal by taking the derivative w.r.t r and setting
it to zero. From this, we find that the apparent potential is maximum for:

r = ±
√

eZ

4πϵ0|E0|
. (1.45)

Using Eq. 1.24, we can write the maximum electric field in terms of intensity, set
the apparent potential to zero, and substitute r from Eq. 1.45 to find the required
laser intensity for instantaneous ionisation, Ii:

Ii =
cε20π

2E4
i

2Z2e6
≈ 4× 109

(Ei[eV ])4

Z2
Wcm−2 . (1.46)

From Eq. 1.46 it can be seen that for a hydrogen atom (Z = 1) with a bin-
ding energy of 13.6 eV, this would correspond to BSI at an intensity of 1.4 ×
1014Wcm−2. As typical laser intensities in LWFA experiments regularly exceed
1018Wcm−2, ionisation is performed at the beginning of the rising edge of the
laser pulse (termed the “foot”), meaning that the bulk of the laser is propagating
in an already formed plasma. The ionisation intensity gap between the first five,
and the final two electrons, of nitrogen in table 1.1 will be discussed further in
section 1.5.1.2 as a method for controlling electron injection into the plasma wake.
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Species Eion(eV) Ir(W/cm2)H+ 13.6 1.4× 1014N5+ 97.9 7.5× 1015N6+ 552.1 7.6× 1018N7+ 667.1 1.6× 1019

Table 1.1 – Atomic binding energies, Eion, and the required intensity, Ir , for barriersuppression ionisation for different gas species and ionisation states used duringexperiments for this thesis.

1.3 . Laser Propagation in Plasma

Significant nonlinear and relativistic effects must be accounted for when dis-
cussing the propagation of high-intensity lasers in underdense plasmas. Here we
will begin by discussing the ponderomotive force arising from the inhomogeneous
laser intensity profile. We will then explore the spatial and temporal evolution of
the laser in the plasma.

1.3.1 . Laser Phase and Group Velocity in Plasmas
From Eq. 1.37 we can derive the group and phase velocity of the plasma and

use this to define the plasma’s refractive index. From the definition of the phase,
vph, and group, vg, velocity we have:

vph =
ω0

k
=

√

c2 +
ω2
p

k2
, (1.47)

vg =
dω0

dk
=

c2

vph
=

c2k√
c2k2 + ω2

p

(1.48)

Calculation of the refractive index requires that we take into account the re-
lativistic corrections of the plasma frequency i.e ωpγ = ωp /

√
γ⊥, where γ⊥ is the

electron γ-factor perpendicular to the laser propagation defined as γ⊥ = 1+ a⃗2/2.
Here a⃗ is the normalised vector potential and we have assumed that the quiver
momentum is much greater than the electron’s momentum before interaction with
the laser allowing us to neglect the transverse momentum dependence of γ⊥[34].
The refractive index of light is defined as η = c

vph
which therefore gives:

η =

√
1−

ω2
p

γ⊥ω
2
0

≈ 1− 1

2

ne
γ⊥nc

, (1.49)
where the plasma density, ne, and refractive index η, can vary both spatially and
in time.
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1.3.2 . Ponderomotive Force
The Ponderomotive force, arising from the time-averaged effects of an inho-

mogeneous oscillating electromagnetic field of a pulsed laser, is the perturbative
force which cavitates the plasma resulting in the accelerating structures that make
laser wakefield acceleration possible. Qualitatively, it can be thought of as the
low-frequency action arising from the high-frequency field of the laser[35]. As the
electron rapidly oscillates in the electric and magnetic field of the laser, the inho-
mogeneity of the laser pulse, in both the temporal and transverse axis, leads to
an electron experiencing varying field strengths during the oscillation period. The
resulting instantaneous force, which alternates its sign during the oscillations, is
not compensated after one oscillation period due to the inhomogeneous amplitude
of the laser envelope. This results in a net force acting on the electron. This then
shifts the centre of the particle’s oscillation producing a second-order motion of
the particle where it is shifted as well as oscillated in the lasers electric field.

To begin our description of the interaction between laser and matter, we first
consider the case of electron motion induced by an electromagnetic wave where
we consider the interaction to be in the linear regime where a0 ≪ 1. Writing the
fluid momentum equation (Eq. 1.40) in potential notation gives:

dp⃗

dt
=

(
∂

∂t
+ v⃗ · ∇

)
p⃗ = −e(E⃗ + v⃗ × B⃗) (1.50)
= −e

(
−∂A⃗
∂t
−∇ϕ+ v⃗e × (∇× A⃗)

)
. (1.51)

From the Poisson equation in Eq. 1.8, the laser does not provide charge and
therefore the scalar potential, ϕ, describes the potential of the wake from the
charge separation. Further, considering Eq. 1.38 and the relativistic correction to
the plasma frequency ωpγ = ωp/γ⊥, we can see that for underdense plasma den-
sities, the plasma frequency ωp ≪ ω0. Therefore the vector potential descriptions
of the electric field in Eq. 1.5 indicate that the vector potential will predominantly
describe the laser field. Considering only the effects of the laser on the electron
motion, i.e neglecting the effects of the ∇ϕ term and considering A⃗ = A⃗laser, and
separating Eq. 1.51 into linearised (“1” subscript) and second order (“2” subscript)
components we find, first for the linear term:

∂p⃗1
∂t

= e
∂A⃗

∂t
, (1.52)

which describes the fast oscillations, or quiver momentum of the electrons. We
can use this to solve for B⃗ where we have replaced A⃗ with the normalised vector
potential from Eq. 1.10:

B⃗ = ∇× A⃗ =
mec

e
∇× a⃗ =

1

e
∇× p⃗1 , (1.53)

∴ p⃗1 = meca⃗ . (1.54)
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Using our linear solution, separating the time derivative into first and second-order
momenta, rewriting the velocity terms as v⃗ = p⃗/meγ, substituting Eq. 1.54, and
replacing A⃗ with the normalised vector potential, a⃗, we find from Eq. 1.51:

∂p⃗1
∂t

+
∂p⃗2
∂t

+
1

meγ
(p⃗1 · ∇)p⃗1− e

(
−mec

e

∂a⃗

∂t
+

1

meγ
p⃗1×

(mec

e
∇× a⃗

))
, (1.55)

which yields :

mec
∂a⃗

∂t
+
∂p⃗2
∂t

+
mec

2

γ
(⃗a · ∇)⃗a = mec

∂a⃗

∂t
− mec

2

γ
a⃗×∇× a⃗ (1.56)

∴
∂p⃗2
∂t

= −mec
2

γ
(⃗a×∇× a⃗+ a⃗ · ∇)⃗a) . (1.57)

We can use the vector identity, ∇|C|2 = 2
[
(C⃗ · ∇)C⃗ + C⃗ ×

(
∇× C⃗

)]
, to find:

F⃗p ≜
∂p⃗2
∂t

= −mec
2

2γ
∇|⃗a|2 = − e2

2meγ
∇|A⃗|2, (1.58)

which is the ponderomotive force of the laser pulse on the electrons leading to the
second-order motion. From this equation, it can be seen that the ponderomotive
force is proportional to the gradient of the absolute square of the vector potential.
This indicates that a spatially (and/or temporally) inhomogeneous electromagnetic
waves are required to produce a non-zero average displacement of the electrons du-
ring the interaction with the laser. The ponderomotive force will push particles out
of regions where the intensity of the laser is higher (i.e. particles will experience a
force in the direction opposite to the gradient of the intensity). Another interesting
point is that this force is independent on the sign of the charge of the particle and
is inversely proportional to the mass of the particle (hence its name). Electrons will
thus experience a larger effect of the ponderomotive force compared to ions. This
then leaves an ion core after the laser has passed and produces electron sheaths
which are created from the expelled electrons. The restoring force of the ions on
the electrons then induces an oscillation around the ion core, which we term the
plasma wake.

For the relativistic case of nonlinear laser-plasma interaction when a0 ≥ 1

we must include the cross-product term and relativistic corrections to the Lorentz
factor of the electrons, which then gives[36]:

F⃗pnl = −
e2

2meγp
∇|A⃗|2, (1.59)

where the ponderomotive Lorentz factor is defined as γp =

√
1 + |p⃗|2

m2
ec

2 + e2|A⃗|2
m2

ec
2 .

The inverse scaling of the electron momenta indicates that the nonlinear pondero-
motive force will provide a stronger force to low-energy electrons.
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1.3.3 . Self-Focusing
Since the energy gain of the electrons is limited to the existence of the wake

structure, it could be assumed that the diffraction of the laser would limit the ac-
celeration to few Rayleigh lengths (specifically L = πzR, where zR is the Rayleigh
length[37]) before the intensity decreases to below the critical value for driving
electron expulsion. However, the nonlinear effect of self-focusing produces a focu-
sing of the laser which allows for the pulse intensity to be maintained over many
Rayleigh lengths without the need for external guiding. These nonlinear relativistic
effects occur once the laser power crosses a threshold termed the critical power for
relativistic self-focusing defined as[23]:

Pc = 3.851
2πc3me

µ0e2

(
ω0

ωp

)2

≈ 1.68× 10−2

(
ω0

ωp

)2

[TW] (1.60)
For a laser to be self-focused, ∂η(r)/∂r must be negative[38]. This implies also
that the phase velocity of the laser pulse on axis will be slower than the phase
velocity off-axis leading to wavefront curvature of the laser pulse. This curvature
acts to focus the laser radially towards the principal axis of propagation.

Multiple effects are simultaneously responsible for inducing the refractive index
structure required for self-focusing, namely: relativistic self-focusing, ponderomo-
tive self-focusing, and thermal self-focusing. On the temporal scale of short pulses,
we can neglect the effect of thermal self-focusing due to the plasma ion’s collisional
timescale being significantly longer than the temporal scale of the laser evolution
(O
(
ns
)

for hydrodynamic plasma expansion against O
(
fs
)

pulses). Accounting for
the effects of relativistic and ponderomotive self-focusing during the propagation
of high-intensity lasers in plasmas, requires relativistic corrections to the refractive
index of the plasma and inclusion of the local plasma density profile alterations in-
duced by the nonlinear ponderomotive force. We will assume a Gaussian intensity
distribution for the following discussion.

Using the refractive index of a plasma from Eq. 1.49 we see that an increase in
γ⊥ of the plasma electrons will increase η. As the laser vector potential is highest
on-axis for a Gaussian beam, electrons at locations closer to the axis will gain a
higher quiver momentum and therefore an increased γ⊥ factor than those further
from the axis. This effect is referred to as relativistic self-focusing.

Ponderomotive self-focusing relies on the cavitation of plasma electrons due
to the ponderomotive force. Reduction of the on-axis electron density will increase
the refractive index on-axis. As the electron density increases again further from
the principal axis the refractive index does to.

1.3.4 . Pulse Temporal Evolution
In addition to the radial spatial compression of the laser pulse through self-

focusing presented above in section 1.3.3, the temporal envelope of the laser pulse
is also altered during the propagation in the plasma. A model of pulse compression
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is presented by Pathak et al.[39] for the linear and nonlinear interaction regimes.
They present the following equation to describe the evolution of the refractive
index with variations in the plasma density and laser frequency as:

η =

[
1−

ω2
p

2ω2
0

{
1 +

δn

n0
− ⟨a

2⟩
2
− 2

δω

ω0

}]
, (1.61)

where ⟨a2⟩, is the time average normalised vector potential over one laser period,
and δn, δω are variations in the density and laser frequency, respectively. From this
equation, we can interpret the physical mechanisms leading to the shortening of the
laser pulse in the plasma. During the laser-plasma interaction, the electron density
at the front of the pulse is increased and decreased at the rear of the pulse through
the ponderomotive force. This leads to a reduction in the group velocity at the front
of the laser pulse and an increase at the rear. Therefore during propagation, the
distance between the front and rear edge of the laser pulse decreases, shortening
the laser’s duration.

A secondary effect that can reduce the pulse duration is pulse etching that
results from the local depletion of the laser pulse[40]. The pulse etching velocity
was derived, in units of c, as[34]:

vetch =
ω2
p

ω2
0

. (1.62)
Resulting in the velocity of the front end of the laser, again in units of c, being:

vf ≈ 1− 3

2

ω2
p

ω2
0

(1.63)
From geometric reasoning, a given laser pulse duration, τ , sets a limit on the length
the laser can propagate in the plasma before full depletion as[41]:

Ldepletion ≈ (ω2
0/ω

2
p)τc . (1.64)

1.4 . Regimes of Laser Wakefield Excitation

We can characterise the laser-plasma interaction, and the resulting wakefield
dynamics, through a0 of equation 1.10. For a0 < 1, linear interaction is produced
due to the electron momenta being non-relativistic (or weakly relativistic) and the
resulting wake excitation being far from cavitated, i.e., whilst there is a density
perturbation, electrons remain within the ion region. When a0 ⪆ 1, electrons
become ultrarelativistic from the quiver momentum imparted by the fast oscillations
of the lasers’ electric field over a single laser cycle. First, we will explain the process
of wakefield generation qualitatively before defining the interaction in the linear and
nonlinear regime to extract the relevant physics for understanding the resulting
plasma and electron dynamics.
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1.4.1 . Qualitative Picture of Laser Wakefield Acceleration
During the interaction of the UHI short-pulse laser with an underdense plasma,

plasma wakes are created that can sustain large accelerating and focusing fields. As
discussed in section 1.2.3, typical laser intensities used during LWFA experiments
significantly exceed the intensity required to ionise the gas into a plasma instantly.
As this process occurs at the foot of the laser, the laser pulse can be considered
to be propagating within a plasma. The ponderomotive force from the intensity
profile of the laser pulse then expels plasma electrons off-axis from the laser volume.
During the time scale of a short pulse, the ions are immobile due to their inertia.
The ejected electrons from the laser volume form dense sheaths around the laser
axis as they are pulled radially towards the positively charged ion cavity. This
plasma density perturbation then sustains the large accelerating and focusing fields.
Electrons trapped in this wake are then accelerated and travel with the wake,
gaining energy and oscillating in the plasma wake due to the transverse fields. At
the end of the plasma, these electrons then exit with the depleted laser pulse and
continue to propagate freely.

Figure 1.1 – Illustration of laser wakefield acceleration in the ELISA gas cell with
500µm plasma plateau to demonstrate the scale of processes. Laser enters from theleft, electrons are trapped and accelerated and leave the cell in bright blue alongsidethe diffracted laser. The plasma column is visible across the gas volume in line withthe laser. Gas injection arrives from the top of the cell. The gas cell has been extrudedto show the internal setup. Gas leakage through the entrance and exit face has beenomitted for clarity. Zoomed inset shows the laser pulse in red, travelling to the right,creating a rarefied region of electrons surrounded by the background plasma. Thetrapped electron bunch is shown in blue at the back of the first wave bucket.

A typical interaction between the laser and plasma during an LWFA experiment
is displayed in Fig. 1.1, not shown to scale for clarity. Electron density wakes are
displayed in the plasma volume where the electrons are trapped and accelerated.
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1.4.2 . Linear Plasma Waves
In the linear interaction regime, the electrons are perturbed by the pondero-

motive force of the laser pulse without gaining sufficient quiver momentum to be
considered relativistic. This is the case when the laser’s normalised vector potential,
a0 < 1, and we can define the electron density perturbation due to the laser as some
small value around the background plasma density value as:ne − n0 = δne ≪ n0.
In this case, the density perturbation, or plasma waves, are sinusoidal and can be
derived in 3D using the Poisson (Eq. 1.8), continuity (Eq. 1.39) and fluid momen-
tum (Eq. 1.51)[3] equations.

Writing Eq. 1.39 and Eq. 1.8 for the case of small charge density perturbation
where we can linearise these equations, we find:

∂δne
∂t

+∇ · (δnev⃗) = 0 (Continuity Eq.) , (1.65)
∆ϕ = − ρ

ϵ0
= −ene − n0

ϵ0
= −eδne

ϵ0
(Poisson Eq.) . (1.66)

We have defined the Laplace operator as ∆ = ∇ ·∇ and the density perturbation
δne = ne − n0 from the uniform initial density n0. Differentiating Eq. 1.65 with
respect to time gives us:

∂2δne
∂t2

+∇ ·
(
δne

∂v⃗

∂t

)
= 0 (1.67)

We can find ∂v⃗/∂t by combing our linear (Eq. 1.52) and second-order motion
(Eq. 1.58) fluid momentum solutions, adding back the gradient of the scalar po-
tential to account for the non-zero net charge, and dividing by the electron mass
to give:

∂v⃗

∂t
=

1

me

(
∂p⃗1
∂t

+
∂p⃗2
∂t

)
=

e

me
∇ϕ+ c

∂a⃗

∂t
− c2

2γ
∇a⃗2 (1.68)

Inserting Eq. 1.68 into Eq. 1.67 then substituting the linearised Poisson equation
(Eq. 1.66) in the Coulomb gauge such that ∇ · A⃗ = 0 (equivalently ∇ · a⃗ = 0)
gives:

∂2δne
∂t2

+ δne

(
e

me
∆ϕ+ c

∂∇ · a⃗
∂t

− c2

2γ
∆a⃗2

)
= 0 , (1.69)

∂2δne
∂t2

( −e2
meϵ0

δne −
c2

2γ
∆a⃗2

)
= 0 , (1.70)

which can be rearranged to find the equation for plasma wave generation:
(
∂2

∂t2
+ ω2

p

)
δne
ne0

=
c2

2γ
∆a⃗2 . (1.71)

The form of this equation is recognisable as a forced oscillator where the driving
force is provided by the ponderomotive force of the laser on the right-hand side and
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the term ω2
pδne/ne0 represents the space charge. The form of the plasma wave in

the linear case is a sinusoidal oscillation of the plasma electrons where the solutions
in the linear regime for Gaussian pulses have been calculated to be[42]:

Ez(r, z, t) = F(r) cos(k0z − ω0t) , (1.72)
Er(r, z, t) = −F(r)

4c

ωp

r

ω2
0

sin(k0z − ω0t) , (1.73)
where the radially dependent function F(r) is given by:

F(r) = mecωp

e

√
π

2
a20

ωpτ

4
√
2 ln 2

exp

(
−
ω2
pτ

2

16 ln 2

)
exp

(
−2r2

w2
0

)
. (1.74)

Figure 1.2 – Wake electric fields in the a) longitudinal and b) radial direction calculatedfrom equations 1.72 and 1.73, respectively, for a linear plasma perturbation inducedby a laser pulse with a0 = 0.2, τ = 38 fs, w0 = 16µm and for an ambient plasmadensity of ne = 5 × 1018cm−3. Longitudinal and radial fields are normalised to thecold wave-breaking electric field, E0, defined by equation 1.76.
Solving these equations allows us to plot the longitudinal and radial electric

fields produced by the density perturbation as shown in Fig. 1.2. Figure 1.2 shows
the π/2 phase shift between the longitudinal and radial fields described by Eqs.
1.72 and 1.73. This phase shift results in four distinct regions of the plasma wake,
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Phase 0-π/2 π/2 - π π - 3π/2 3π/2-2πAccel./Decel. Decel. Accel. Accel. Decel.Foc./Defoc. Foc. Foc. Defoc. Defoc.
Table 1.2 – Acceleration/deceleration and focusing/defocusing regions of the linearplasma wave as a function of phase.

presented in table 1.2, where accelerating and decelerating regions are π/2 out of
phase with the focusing and defocusing fields.
The ideal phase region for laser wakefield acceleration in Fig. 1.2 is between π/2
and π modulo 2π where the fields are both accelerating and focusing. From Eq. 1.73
we see that the radial fields are zero on axis where r = 0.

From Eq. 1.72, we see that the longitudinal accelerating field scales ∝ a20,
indicating that the accelerating field scales quadratically with the a0. However,
when a0 ≈ 1, our assumptions on small density perturbations and non-relativistic
electron energies are no longer valid as the interaction enters the nonlinear regime.

1.4.3 . Nonlinear Plasma Waves
When the quiver momentum of the electrons becomes relativistic, characterised

by a0 > 1, driver-induced density perturbations can no longer be assumed to
be small, and Eq. 1.71 is no longer valid. Whilst the 3D equations can only be
solved numerically, solving the nonlinear dynamics in 1D is possible under some
assumptions.

This well-known 1D model of the dynamics of an electron in a plasma wave[3,
43-46] still gives an insight into the nonlinear plasma wave excitation and electron
trapping. The presentation of this 1D model is based mainly on that in[45, 46].

The assumptions of the model include a plasma of constant density n0 in
the cold relativistic fluid limit, with immobile ions and a linearly polarized laser
pulse with carrier wavelength λ0, in the quasi-static approximation[47] described
by a transverse vector potential A(ξ = x − vgt) = a0 exp(−ξ2/σ) cos(ξ), where
σ = 0.5(LFWHM)2/ ln 2 (LFWHM is the laser pulse FWHM duration in field)
and vg is the group velocity of the laser pulse. The electrostatic potential of the
wakefield excited by the laser is denoted by Ψ and the longitudinal electric field by
Ez = −∂ξΨ. This electrostatic potential can be found by solving numerically the
nonlinear differential equation[48-50]

∂2ξΨ =

[
βp

(
1− (1 +A2)

γ2p(1 + Ψ)2

)−1/2

− 1

]
, (1.75)

where γp = (1 − β2p)−1/2 = (n0/nc)
−1/2 is the Lorentz factor associated to the

plasma wave phase/group normalized velocity βp.
In the linear regime (a0 < 1), Eq. 1.75 becomes the equation of a forced linear

oscillator, yielding sinusoidal waves. Departing from the linear regime, the plasma
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electron acquires a relativistic velocity and thus increased inertia, changing the
electric field wave profile. The period of the plasma oscillations elongates, and the
waveform departs from a sinusoid, approaching a triangular wave as a0 increases.
For example, Fig. 1.3 was obtained with a0 = 2.15, and the electric field (blue
line) has a waveform which is closer to a triangular wave than to a sinusoidal wave.

Figure 1.3 – Figure adapted from[46], which was adapted from Figs. 2, 5 of[45]. Thelaser and plasma parameters used for the Figure are a0 = 2.15, τ = 42fs, and ne =
6.7 × 1018cm−3 corresponding to the Lund Laser Centre laser results presented inchapter 4. a) Displays phase space trajectories of test electrons, including a fluid orbit,the separatrix and the trajectory of an electron stripped from its atom/ion throughionization. (b) illustrates the laser vector potential A, electrostatic potential Ψ andscaled longitudinal electric field Ez .

Increasing a0 has been shown to lead to a regime termed the “bubble” regime
where full cavitation occurs, and the ion cavity is void of electrons[3]. In this
regime, a 1D cold fluid model is not sufficient to describe the involved phenomena,
and full kinetic numerical techniques like the Particle in Cell (PIC) method[51] are
necessary.
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1.5 . Electron Dynamics

To accelerate plasma electrons, we must first trap them within the plasma
wake. Here we present how electrons are injected into the plasma wave and their
resulting acceleration and oscillation dynamics during their propagation with the
plasma wave. We then describe the limiting factors to the energy gain of the
electrons and how these effects can be mitigated.

1.5.1 . Electron Trapping
The large electric fields of the wake have a phase velocity approaching c. For

electrons to become trapped, they require a relativistic velocity along the same
axis and be temporally synchronised with the wake. When these conditions are
met, and the electrons are injected into the correct phase of the wakefield, the
electron becomes trapped and propagates with the plasma wave, driven forward
and constrained by the longitudinal and focusing fields, respectively.

Referring to the 1D model of the previous section, once Eq. 1.75 is solved, a
Hamiltonian function H can be defined to describe the dynamics of a test electron
in this system. Given a value H0 of the Hamiltonian, the evolution of the test
electron momentum for each value of ξ can be found by inverting the expression of
H and finding px, as shown in[43, 45, 46]. Fig. 1.3 demonstrates the application
of the Hamiltonian method for laser and plasma parameters used during the expe-
rimental campaign presented laser in chapter 4, namely a0 = 2.15, τ = 42fs, and
ne = 6.7×1018cm−3. The curves of constant H in the phase space ξ−px describe
the evolution of the momentum of a test electron and give insightful information
on its trapping.

Electrons with low initial longitudinal momentum are not trapped in the plasma
wave and perform fluid orbits where their trajectories oscillate with the passing of
the plasma wave, as can be seen by the blue line in Fig. 1.3 a). As the plasma wave
propagates, electrons with a trajectory bounded by the plasma wave are trapped
and accelerated. From Fig. 1.3, it is clear that these electrons must have an initial
longitudinal momentum sufficient to be trapped by the wave. The bounding region
between trapped and untrapped trajectories is referred to as the separatrix, shown
by the red line in Fig. 1.3. This encloses the phase space region where electrons
have sufficient momentum, and positions inside of the plasma wave, to avoid phase
slippage out of the wave. The cyan curve in Fig. 1.3 is the trajectory of an electron
stripped from a partially ionized ion by the intense laser field. From Fig. 1.3 it is
clear that this electron slips behind the laser and is accelerated near the end of
the first plasma wave bucket. This process of trapping electrons created through
ionisation injection will be discussed in section 1.5.1.2.

1.5.1.1 . Self-Injection

At the rear of the cavity, the electron trajectories cross, providing very strong
longitudinal electric fields allowing for electrons to be accelerated to the phase
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velocity of the cavity and therefore be trapped in the wake. This requires very high
laser intensity to provide a large enough charge separation to produce these strong
fields for self-injection with full cavitation of the electrons. Self-injection of electrons
from the plasma background into the wakefield within the LPI requires high laser
intensities to induce wave breaking in the nonlinear regime[3]. The wave-breaking
process leading to self-injection of plasma electrons into the plasma wake requires
an a0 > 4[52] therefore requiring intense laser pulses from either smaller focal
spots, higher laser energies for a given spot size, or shorter pulses. Self-injection
reduces the complexity of the plasma source but sets more stringent requirements
for the laser system due to the higher a0 required. The highly nonlinear and often
continuous self-injection phenomenon leads to electron beams with high energy
spread and high divergence[3]. A sudden increase in the cavity’s size, e.g. caused
by sudden self-focusing of the laser pulse or a reduction in the plasma density
to increase the plasma wavelength, can trigger the injection of some energetic
electrons in the right phase of the accelerating field.

1.5.1.2 . Ionisation Injection
We can reduce the required laser intensity for injection, and augment trapped

charge, through a process called ionisation injection[53-55]. The ionisation of the
innermost electrons from dopant heavier atoms (e.g. nitrogen) occurs only in phase
with the peak laser intensity as this provides a sufficient electric field to suppress
the ionic binding potential. Comparison to the laser intensity requirements for a
gas mixture of hydrogen and nitrogen, shown in table 1.1 indicates that a large
intensity gap is present between H+/N1−5+ and the innermost electrons of the
nitrogen atoms, N6/7+. The background plasma is comprised primarily of light
atoms (e.g. hydrogen or helium) ionised at the leading edge of the laser pulse.
The intensity gap allows the inner shell electrons to be ionised only at locations
with sufficiently high laser intensity. This occurs in phase with the peak of the
laser pulse, thus ionising the electrons inside of the ion cavity, contrary to the self-
injection process where the electrons traverse the ion cavity before being injected
at the rear of the bubble.

Chen et al.[53] derived the process of electron trapping with atomic species of
separated binding potentials. Whilst his work originally envisioned using a secondary
transverse laser to localise the ionisation region (a technique later termed “trojan
horse” injection[56]), the idea of using plasma in its mid-charge state was presented
in their work. Experimental validation and further generalisation of the theory of
ionisation injection in the nonlinear regime was presented by Pak et al.[55], and
McGuffey et al.[54].

From the barrier suppression ionisation process, the electrons are ionised at rest
inside the plasma wake and therefore slip towards the rear of the plasma cavity
as the laser passes. During this phase slippage, they may gain sufficient energy
from the longitudinal electric field of the wake and can be accelerated to the phase
velocity of the wake and become trapped. The electrons then continue to gain
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energy until the energy gain limitations - outlined in section 1.5.2.1 - are reached.
During ionisation injection schemes, continuous injection of electrons can occur

when the laser intensity remains sufficiently high to ionise the inner shell electrons.
To mitigate this effect, a process called self-truncated ionisation injection[57] is
implemented. This process requires controlling the evolution of self-focusing of the
laser within the plasma to localise regions of high intensity. This can be completed
through structured plasma density profiles and alteration of the focal position of
the laser such that the laser is unmatched to the plasma and is not continually self-
focused to intensities beyond the ionisation threshold for the inner shell electrons.
Further, as the laser’s self-focusing depends on the plasma density, as discussed in
section 1.3.3, we can create a plasma structure which allows for the control of the
evolution of the laser intensity within the plasma.

1.5.2 . Electron Acceleration

Laser wakefield acceleration transforms a fraction of the transverse electric
fields of the laser pulse into longitudinal accelerating and transverse focusing fields
of the plasma wake, which is then used for particle acceleration[58]. The process
of electron energy gain will be presented alongside the limitations of this and
how it can be overcome. During the accelerating process, the electrons quickly
become relativistic due to their relatively small mass (0.511MeV). Therefore we
discuss acceleration in terms of energy and relativistic mass corrections, which are
important for the discussion on electron spectrometers in section 2.3.1.

1.5.2.1 . Energy Gain

The longitudinal electric field sustained by the plasma wake is responsible for
the energy gain of the injected electrons. Simulation results obtained with a Gaus-
sian driver in an underdense plasma are shown in Fig. 1.4 before electron injection
to demonstrate the typical longitudinal electric field structure across the plasma
wake in the nonlinear regime. Further details on particle-in-cell simulations are
discussed in section 3.3.

The change in relativistic momentum of the electron is linearly proportional to
the negative of the electric field (due to the electron’s charge state.) We can there-
fore decompose the ion cavity into regions of acceleration (E < 0) and deceleration
(E > 0). Electrons are typically injected at the back of the wake as discussed in
section 1.5.1, meaning that they will experience a strong longitudinal electric field
near the electron sheath crossing region when they have sufficient momenta in the
longitudinal direction to avoid immediate phase slippage. Due to their small mass,
the electrons will be quickly accelerated to relativistic velocities and propagate with
the wake gaining energy until the limiting circumstances discussed in the following
section (1.5.2.2) are met.

The maximum longitudinal electric field before wavebreaking, which can be
used for particle acceleration, is often estimated as a function of the ambient
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Figure 1.4 – Simulation results show the creation of an ion cavity in the bulk plasmainduced by a Gaussian drive laser propagating from left to right with the longitudinalelectric field, Ez , in units of Vm−1. The electron density is displayed in blue, wheredarker colours indicate higher densities. This snapshot is extracted before electroninjection, as shown by the lack of trapped electron current. The longitudinal electricfield is illustrated with the solid black line.

plasma density, n0, through[3, 59]:

E0 =
meωpc

e
(1.76)

E0(GVm−1) = 96
√
n0 [1018cm−3] (1.77)

However, more accurate calculations in nonlinear regimes must be carried out with
PIC simulations since relativistic and thermal effects can correct this estimation[3].

1.5.2.2 . Limitations and Mitigation
The electron energy gain is limited by three main phenomena: laser driver de-

pletion due to wake generation, diffraction of the laser pulse and dephasing of the
accelerated relativistic electrons. Optimising electron energy gain for a given experi-
mental set up requires optimising the experimental parameters to match interaction
length to the shortest limiting length, be it dephasing, depletion, or diffraction of
the driver.

The dephasing of the electron can be qualitatively understood from Fig. 1.3
b). The group velocity of the laser pulse is sub-luminal due to propagation in the
plasma ; therefore, the phase velocity of the plasma wave will also be sub-luminal.
A trapped electron with relativistic velocity vz ≈ c will progress with respect to
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the co-moving frame of the plasma wave and enter a region in which the sign of
the longitudinal electric field changes, which occurs after a one-half period of the
plasma wave[3]. The particle is then decelerated. In the linear regime, the distance
over which this phase slippage occurs is referred to as the linear dephasing length:

Ldephase =
λp

2(1− vpp/c)
. (1.78)

This equation is derived from half the plasma wavelength, λp/2, divided by the
relative velocity of the phase velocity of the plasma wave, vpp, and the velocity of an
ultra-relativistic electron ve ≈ c. From this equation, it is clear that increasing the
plasma wavelength or increasing the phase velocity of the plasma wave will increase
the length of interaction before dephasing, which can be achieved by reducing the
ambient plasma density from equation 1.30. However, a reduction of the plasma
density will also limit the energy gain, as seen in equation 1.76.

The phase velocity of the plasma wave in the nonlinear case is given by vppnl ≈
c[1− 3ω2

p/(2ω
2
0)][40]. In this case, the dephasing length can be calculated as:

Lnldephase ≈
c

c− vppnl
R ≈ 2

3

ω2
0

ω2
p

R , (1.79)
where R is the radius of the cavity.

Laser pump depletion occurs when the laser energy is deposited into the wake
and no longer contains sufficient intensity for continued wake generation. The
distance over which this process occurs can be estimated by comparing the etching
velocity and the laser’s pulse duration. We can further use the equations presented
above in section 1.3.4 on laser pulse etching to demonstrate that when etching
continues, the laser becomes depleted after a finite amount of time. The etching
velocity in the nonlinear regime (a0 ≥ 1) was estimated as[34]:

vetch ≈ c
ω2
p

ω2
0

, (1.80)
from arguments based on the depletion time for the density spike at the leading
edge of the laser pulse to deplete the laser’s energy fully. In the 3D nonlinear regime
the depletion length is given by[40]:

Ldepletion ≈
c

vetch
cτFWHM ≈

ω2
0

ω2
p

cτFWHM (1.81)
where τFWHM is the pulse duration measured at Full-Width Half-Maximum inten-
sity.

Optimising the energy gain, therefore, requires maximising the interaction
length, Li, to the minimum limiting distance, i.e:

Li =

{
Ldepletion if Ldepletion < Ldephase

Ldephase, otherwise
(1.82)
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1.5.2.3 . Beam Loading
The electron bunch’s space charge field can alter the wave’s form and thus the

wakefield surrounding the bunch. This leads to changes in the longitudinal electric
field of the plasma resulting in an effect termed beam loading[60]. The alteration
of the wake structure can limit the injection and acceleration of electrons by locally
flattening the wake potential through the bunch charge, compensating for the ion
cavity charge. This limits the amount of charge that can be injected but can also
reduce the energy spread of the bunch. The superposition of the wakefield and
the secondary plasma wave driven by the electron bunch can be used to flatten
the accelerating gradient such that electrons in different regions of the bunch
experience approximately the same accelerating field, leading to a lower energy
spread for an electron bunch with different longitudinal positions and equivalent
energies[61].

Figure 1.5 – Transverse slice of laser wakefield acceleration with Gaussian laser dri-ver simulation performed in particle in cell code FBPIC. The injected electron currentprofile and longitudinal electric field are displayed with solid red and black lines, res-pectively.
It can be seen from Fig. 1.5 that the beam-loading effect is not well optimised

as the differences in the accelerating gradient in different parts of the beam result
in a stronger acceleration at the front than the back of the electron bunch. Electron
bunches in LWFA from self-injection are typically negatively chirped in energy (i.e.
electrons at the longitudinal rear of the bunch have lower energy than the head of
the bunch) due to injection occurring at the rear of the bunch before the electrons
move forward in the cavity region due to the subluminal velocity of the plasma
wave. This means that the beam loading demonstrated here will lead to a growth
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of energy spread where the front of the bunch with already higher energies continue
to increase their energy faster than the rear of the bunch.

1.5.2.4 . Transverse Dynamics

During the acceleration of electrons within the plasma cavity, the strong trans-
verse fields act on the electron bunch similarly to an undulator in a free-electron
laser, creating betatron radiation[62].

Similar to the decomposition of the ion cavity in accelerating and decelerating
regions in section 1.5.2.1, regions of focusing and defocusing fields are also present
and defined similarly for E⊥ < 0 and E⊥ > 0 respectively. In equation 1.78, we
considered only the accelerating portion of the longitudinal field. However, there is
only a quarter of the total ion cavity volume where the electric fields of the plasma
wave are both accelerating and focusing.

1.6 . Laser-Plasma Electron Sources: State-of-the-Art

After the conception of laser wakefield acceleration in 1979[1], the first results
of peaked distribution electron beams - in contrast to the Maxwellian distribu-
tions achieved in the interim - the so-called “dream beams”, arrived in the early
2000s[63-65]. The demonstration that LWFA could be used to create peaked elec-
tron spectra indicated that the fascinating physical interaction of laser and plasma
could also produce electron spectra with desirable properties. The following two
decades of research have refined our theory, experimental, and simulation capabili-
ties to produce LWFA sources capable of high energy[16, 66], high charge[17, 18],
low energy spread[19] and high repetition rate[67, 68] electron sources. However,
achieving all of these parameters simultaneously remains a challenge and requires
an improved understanding of the nonlinear physical processes during the elec-
tron injection and acceleration and novel techniques for electron parameter control
to reach comparable bunch properties of current radio-frequency (RF) accelerator
technology.

In this section, we describe the state-of-the-art research in LWFA that has been
completed by many groups worldwide. Many groups are actively targeting solutions
to these problems through various approaches, including advanced control of the
laser and plasma parameters and their resulting interaction and understanding
of the physical processes which control the electron dynamics, multi-staging of
all optical systems, multi-sectioned gas targets or laser-plasma to particle-plasma
hybrid accelerators and novel injection mechanisms for example.

The use of machine learning (ML) for optimisation and prediction of accelera-
tor parameters has begun to be implemented in laser-plasma experiments and is
discussed in detail in sections 3.1.3.4 and 3.1.1 respectively.

A proposed method for improving the stability and control of electron parame-
ters is the separation of the injection and accelerating regimes. EuPRAXIA targets
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two classes of laser-plasma injectors (LPIs): a ‘low energy’ injector capable of pro-
ducing electron bunches with energy of 150MeV, and a ‘high energy’ injector with
a bunch energy of 1GeV both with 30 pC of charge and energy spread ≤5%[20].

1.6.1 . Laser Plasma Injectors for Multi-Stage Acceleration
Separation of the injection and acceleration dynamics has been simulated[69]

and implemented[70] by spatially constraining the gas mixtures. Using the ionisa-
tion injection method, the first region consists of a low-Z gas doped with high-Z
atoms and a second region of pure low-z gas to act as an accelerator stage for the
electrons. Further injection is reduced in the second compartment by the high a0
requirement of self-injection. Laser-wakefield accelerated electrons have been injec-
ted into a second region where the laser is extracted, and the particle bunch acts as
the drive beam[71-73]. As the particle driver traverses the plasma at approximately
luminal velocity, issues with dephasing are mitigated for a trailing witness bunch
which experiences the wake driven by the particle driver.

Injection of relativistic electrons into a secondary accelerating stage is chal-
lenging due to the plasma wave scales being on the order of 10s of µm and the
strong focusing forces of the plasma wave leading to high divergence of the beams
between the stages[74]. An energy gain of 100MeV in a second stage has been
demonstrated in 2016[75], however the energy spread induced by the chromaticity
of the electron bunch leads to energy spreads > 60%. Methods for reducing the
energy spread and improving the coupling between the stages have been suggested
by rotating the phase space of the electron bunches using a magnetic chicane[76].
An initially negatively chirped electron bunch will then be positively chirped as it
enters the second stage, which compensates for the energy chirp.

1.6.2 . Laser Spatial and Temporal Manipulation
The assumption of a Gaussian laser driver - in terms of both temporal duration

and spatial intensity - is typically taken in LWFA experiments and simulations. This
allows for simplification of the interaction dynamics to understand experimental
results and a speed-up in simulations by reducing the number of angular modes
required to describe the laser pulse and, therefore, the required resolution of the
simulation. Recent experimental work in gas jets has uncovered the effects of
beam halo[77] and non-Gaussian laser profile[78] at low and intermediate laser
intensity, respectively, on the LPI electrons. Including non-Gaussian laser properties
in simulations requires the implementation of realistic intensity and phase maps of
the laser pulse. This was achieved in the cited work by Ferri et al.[78] by imaging
the laser at focus, and 5mm after, on each shot and using the Gerchberg-Saxton
algorithm[79] (GSA) (a modification of this method is discussed in further detail
in section 3.2.1) for the phase retrieval from the two fluence images. Accounting
for the realistic phase evolution of the laser improved the retrieval of the achieved
normalised photon number within the error of the experimental measurements,
indicating that including realistic laser parameters can improve the accuracy of the
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simulated results.
In their work, verification of the phase retrieval efficacy was limited to com-

paring the output of simulated results as only two images were taken in the focal
volume. Both were used for the GSA algorithm for intensity-phase retrieval, mea-
ning that they could not be propagated to check for the efficacy of the retrieval.
In this work, we present the GSA algorithm applied to fluence images of the laser
focal volume to describe the complex amplitude of the laser at different wavefront
phase settings controlled by a deformable mirror. Simulated results for the elec-
tron parameters agree with the experimental measurements when realistic laser
parameters are included.

Similarly, control of the laser spatial phase leads to improvements in elec-
tron dynamics. The first documented application of spatial phase control on the
acceleration dynamics of electrons was performed by He et al.[80] who used a
genetic algorithm to improve electron beam charge density through alteration of
adaptive optic piston control. They found through their work that the laser phase
profile, which produced the densest electron spectra, was not simply the pulse
with the highest symmetry through the focal volume but was far from the perfect
Gaussian intensity distribution. Control of the spectral phase (discussed further in
section 2.1.1.4) of the driving laser pulse allows for alterations in the temporal
duration of the laser pulse and the spectral chirp. Previous work has demonstrated
that the temporal rise gradient of the laser pulse plays a stronger role than the
alteration in the temporal duration arising from the addition of chirp[81].

The first application of Bayesian optimisation to LWFA by Shalloo et al.[81]
(discussed in detail in section 3.1.3.4) altered the spatial phase of the laser using
a deformable mirror to control the position of the laser focus within the plasma.
These results indicated possible control of the electron bunch dynamics by altering
the spatial phase of the drive laser described experimentally and in simulations in
section 4.1.3.3.

1.6.3 . Development of Secondary Radiation Sources
While relativistic electrons can be used directly in QED experiments, future

lepton colliders, etc., their secondary radiation, produced during their acceleration,
and particles/radiation created through their interaction with solid matter, can
provide further useful radiation sources.

Due to the strong transverse wakefields described in section 1.5.2.4, the elec-
trons inherently produce X-ray radiation during the acceleration process. This ra-
diation duration is on the order of the bunch size leading to fs x-ray pulse duration.
Laser wakefield accelerators have been used to perform imaging of car fuel injector
nozzles[82] via tomography using the betatron radiation, studies on future use for
radiotherapy[83], and 3D imaging of human bones to demonstrate the capabilities
of medical imaging applications[84].

Interaction of an ultra-relativistic electron bunch with high-Z material has been
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demonstrated to create positrons through the resulting radiation cascade induced
by γ-rays from inverse Compton scattering of the electron bunch with the atomic
nuclei[85]. These positrons have energies and divergence associated with the parent
electron bunch energy and divergence, respectively[15].

In this thesis in chapter 4, we examine the mechanisms resulting in electron
bunch deflection from the laser axis: an understudied but essential parameter for
multistage acceleration[86] or high-intensity QED experiments requiring precise
electron bunch and secondary laser pulse alignment[7, 8].

1.6.4 . High Energy Electron Sources
Production of electron bunches at the multi-GeV-scale in a single accelerator

stage has been experimentally achieved. 7.8GeV[16] electron bunches with total
charges of hundreds pC and peak charges of tens pC, were created using external
guiding in a 20cm plasma capillary for a 0.85PW peak laser power. The laser pulse
was guided in the plasma channel using a dual laser set-up. An initial long-pulse
laser heated a discharge-induced pre-formed plasma inside the capillary, creating a
region of low plasma density on-axis through the hydrodynamic expansion of the
plasma. This acted as a waveguide for a secondary short-pulse laser to perform
laser wakefield acceleration. This dense guiding structure allowed for the long pro-
pagation distance of the laser pulse whilst reducing the on-axis plasma density.
This allowed for an increase in the electron dephasing length whilst also increasing
the depletion length by guiding the laser pulse.

Using nanoparticle injection, where a secondary laser ablates a metal target
creating small particles within the gas mixture to increase the injected charge,
leads to the production of multi-nC total charges and electron energies up to
10GeV[66] at laser powers of 0.75PW. In their scheme, they also show that it is
possible for accelerated electrons to gain energy from direct laser acceleration in
the region close to the laser pulse, where typically, the electrons are decelerated by
the longitudinal electric field.

Work by Lu et al.[40] uncovered phenomenological scaling laws for the energy
gain of electrons accelerated in the bubble regime related to the laser power and
plasma density as:

∆E[GeV] ≃ 1.7

(
P [TW]

100

)1/3( 1018

ne[cm−3]

)2/3( 0.8

λ0[µm]

)4/3

. (1.83)
We can therefore see that reaching high electron energies in a single accelerator
stage requires very large powers. For example, energy gain for a PW-class laser
operating at a plasma density of 1×1018cm−3 and a central wavelength of 800nm
would provide a theoretical electron energy gain of 3.7GeV.

Increasing the spot size is also known to increase the amount of total injected
charge by increasing the injection volume[87]. Operating with longer focal lengths
to increase the transverse spot size at focus reduces the peak intensity for a given
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pulse energy, as seen from Eq. 1.22. It therefore requires increased peak powers to
compensate for the larger focal spot.

As stated in section 1.5.2.1, the dephasing and depletion lengths of the electron-
laser-plasma interaction limit electron energy gain. We can increase these length
scales through the reduction in the plasma density (equations 1.78 and 1.81). Ho-
wever, this will also reduce the accelerating fields’ energy gain per unit distance (as
in equation 1.76). To increase the energy of the electrons we therefore require that
the interaction length be increased, which can be achieved through increasing the
focal length of the final optic. Neglecting the effects of self-focusing, which can
further contain the laser, the unguided interaction length, Lug, is related to the
Rayleigh length by a factor π, and therefore the F-number of the focusing optic
by:

Lug = Zrπ = F 2λ0 , (1.84)
where F = f/D is the F-number of the focusing optic, f the focal length, and
D the beam aperture diameter. From Eq. 1.84, we can see that even without
self-focusing or external guiding, the interaction length scales favourably with the
F-number.

In this work, we present the development of a high-energy electron source
at Apollon. Using f = 3 and 9 m spherical mirror focal lengths, we explore the
stability of the laser system and its effect on the production of high-quality electron
beams. Energies up to 1.8GeV, with low energy spread, are produced without
external guiding using the f= 9 m spherical mirror with an F-number of 75 (for a
beam aperture of 120mm). Since we rely solely on the self-focusing mechanisms
(discussed above in section 1.3.3), only regions of the laser above the critical
power threshold will have sufficient a0 for longer than a few Zr, reducing the
depletion length of the laser driver. Therefore, this peak-power limitation on the
laser system requires custom-built laser systems in the PW regime to provide high
electron energy gain in the unguided regime.

Whilst longer focal lengths lead to larger focal spots and therefore a more
diffuse transverse energy distribution, the available pulse energy at Apollon allows
for the focal spot to contain ample energy for the production of plasma wakes and
perform electron acceleration over cm-scale plasmas. The effect of the focal length
on the energy of the electron spectra is presented in chapter 5.
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2 - Experimental Instruments:
Lasers, Plasma Devices
and Electron Detectors

Accurate control and measurement of the lasers and plasma sources used to
study laser wakefield acceleration of electrons require precise and reliable diagnos-
tics. In this chapter, we present the main instruments and techniques used during
this thesis. The layout and operation of high peak-power laser systems, specifically
the Lund Laser Centre Terawatt Laser and the Apollon Laser System used during
this work, and their associated diagnostics for characterising laser pulses, are pre-
sented. A novel method for characterising the rotational symmetry of a focal spot is
also presented. The ELectron Injector for compact Staged high energy Accelerator
(ELISA) gas cell, used throughout experiments during this thesis, and its characte-
ristics, are described. Methods for measuring the plasma density within the gas cell,
an important parameter for tuning the non-linear interaction between the laser and
plasma for an LPI, are discussed, including the development of a self-referenced
wavefront sensor-based plasma density measurement. A method using a fast ca-
mera applied to a Mach-Zehnder interferometer to measure temporal filling rates
of the gas cell is described. Finally, the general implementation of dipole-based
electron spectrometers and their imaging systems are discussed.
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2.1 . Laser Systems

The availability of laser systems with short duration and high-peak power ini-
tially limited the study of laser wakefield acceleration physics, proposed by Tajima
and Dawson[1], due to laser pulse duration being significantly longer than the
plasma period. Today, laser systems capable of driving laser-plasma acceleration
in the non-linear regime are available ‘off-the-shelf’[88, 89] due to the advances in
both laser technology and diagnostics. We present in this section the major cha-
racteristic components (CPA, OPCPA) and systems of high peak-power laser and
techniques used to achieve high-quality focal spots due to spectral and wavefront
corrections (AO-PDFs, adaptive optics). The layout of the lasers used during the
work of this thesis and the differences between these systems are presented.

2.1.1 . Overview of Major Components
2.1.1.1 . Chirped-Pulse Amplification

Chirped-Pulse Amplification (CPA)[90, 91] allows for the production of high-
intensity laser pulses through the amplification of a stretched pulse before re-
compression. Amplification of the stretched pulse allows for the pulse energy to
be amplified whilst keeping the peak power below the critical power defined by
Eq. 1.60 for a given amplifier aperture. When this condition is not met, the laser
can self-focus within the amplifier medium causing damage to the crystal [25] and
lowering the quality of the focal spot due to filamentation [92]. In addition, to
avoid self-focusing and amplifier damage, the effect of the pulse intensity is related
to the non-linear phase shift through the B-integral defined as[93]:

B =
2π

λ

∫
η2I(z) dz (2.1)

where λ, η2, I(z) are the central laser wavelength, the non-linear refractive index
of the amplification medium and pulse intensity, respectively. The reduction in
intensity through pulse stretching reduces the B-integral and correspondingly the
influence of non-linear phase shift on the pulse, which would otherwise degrade the
pulse compression through increased phase shift in regions of the pulse with higher
intensity.

Figure 2.1 illustrates a simplified layout of a typical CPA system. An initially
short pulse is extracted from a mode-locked oscillator[26]. In the original CPA pro-
position, the pulse was then stretched using single-mode fibres to linearly chirp the
pulse. This utilised the group delay dispersion arising from the chromatic dispersion
of the medium, and the self-phase modulation due to the optical Kerr effect[25]
where the short pulse intensity produces a modulation of the non-linear refractive
index[90]. Modern systems typically use a stretcher-compressor pair, as shown in
Fig. 2.1, where the initial stretcher has positive dispersion to impart a longer path
length for the higher frequency light, and an inversely matched negative disper-
sion for the compressor to recompress the pulse after amplification. Note that the

62



Figure 2.1 – Illustration of the process of chirped pulse amplification. A short pulseenters from the top left into a stretcher where positive dispersion results in a stron-gly positively chirped pulse elongating the pulse. This pulse is then amplified beforebeing recompressed in the compressor with an inverted dispersion from the stret-cher. Note that the amplification and stretching ratios are not to scale, and the pulseenvelope of the stretched pulses has been omitted for clarity.

telescopic imaging set-up required for the stretcher to provide positive dispersion
has been omitted for clarity. The stretcher provides up to five orders of magnitude
increase in the pulse length from the fs to ns scale allowing for the intensity to be
significantly reduced[26]. The pulse is strongly positively chirped (lower frequencies
at front of pulse) on the exit of the stretcher. The magnitude of compression and
energy gain is reduced for clarity in Fig. 2.1. After amplification and compression,
the peak intensity of the output pulse is up to 106 times greater than at input to
the CPA system.

The choice of compressor configuration will affect the laser system’s achievable
pulse energy and repetition rate. Compressors require both high spectral bandwidth
and high damage threshold to be capable of compressing the amplified pulse. The
damage threshold of gold-based compressor gratings is 0.25Jcm−2 meaning that,
for example, for next generation 10PW laser systems, gratings on the order of
1m are required, leading to high costs and stringent manufacturing requirements.
The gratings must also be sufficiently large that no spectral clipping occurs which
would increase the pulse duration due to the reduced spectral bandwidth.

2.1.1.2 . Optical Parametric Chirped-Pulse Amplification

Optical Parametric Chirped-Pulse Amplification (OPCPA) uses the stretched
pulses of a CPA system to improve the efficiency and pump simplicity of an opti-
cal parametric amplifier. Optical parametric amplification (OPA) uses two-photon
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input with pump and signal frequencies ωpump and ωs respectively, into a non-
linear crystal. The pump energy is then converted into the much weaker signal
pulse whilst also producing a lower frequency photon, ωi, as illustrated in Fig. 2.2
through parametric amplification.

Figure 2.2 – Illustration of the process of optical parametric amplification in a nonli-near crystal. Pump photon (ωpump), signal photon (ωs), and idler photon (ωi) are dis-played in blue, green and red, respectively. Ground and excited state and denotedby solid horizontal lines for ℏωpump and 0.

This method is beneficial to employ as a front end of the laser system to
increase the contrast and quality of the pulse temporal envelope[94] due to the
non-linear amplification process and the high bandwidth that can be achieved
with OPCPA, respectively. The non-linear amplification process improves the pulse
contrast as the gain process is constrained to the short time over which pump
and signal pulses interact in the crystal[25]. Combining OPA with CPA stretches
the input pulses for the parametric amplification and allows them to be pumped
with ns-scale pumps. This increases the amount of pump energy, and therefore
amplification of the input pulse, that can be achieved[95].

2.1.1.3 . Adaptive Optics

Adaptive Optics (AO), or deformable mirrors, allow for the control of the laser
wavefront by changes in the mirror curvature that is modified through actuator
control of the mirror sub-structure. A general layout for an adaptive optic system for
wavefront correction is illustrated in Fig. 2.3. This allows for aberrations, induced
by the optical system, thermal loading on the optical components and gratings[96],
air turbulence[97], etc. to be corrected, producing higher quality focal spots and
resulting in a larger partition of the pulse energy contained within the central spot.
This subsequently has been shown to lead to more efficient wakefield generation
for a given pulse energy by reducing the loss of energy surrounding the focal spot
during the interaction[98].
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Figure 2.3 – Overview of a typical adaptive optic set-up. A pulse with a deformedwavefront enters from the top left onto the adaptive optic. The mirror curvature isaltered with the pistons displayed as small purple lines.

Figure 2.3 illustrates the typical functioning of a closed-loop wavefront correc-
tion set-up. A pulse with a deformed wavefront enters from the top-left and reflects
from the adaptive optic. The surface of the adaptive optic is a membrane whose
curvature is controlled by voltage-actuated pistons. The reflected beam is then
sampled and the wavefront is measured by a wavefront sensor (discussed further in
section 2.2.3). The required wavefront correction is then calculated by the control
software and the corresponding pistons actuated. The pulse with a corrected wa-
vefront then propagates further down the laser chain or towards the interaction
point.

Typically, the deformations in the focal spot can be described using the Zernike
polynomials basis[99]. These are a complete basis of orthogonal functions over the
unit disk which is therefore well suited to describe focal spots in the transverse plane
due to their typically circular nature. Similar to the way Fourier series expansion
provides an orthogonal basis for periodic functions, the Zernike polynomials can be
used to describe a smooth phase map, G, such that[100]:

G(r, θ) =
∑

m,n

[
am,nZ

m
n (r, θ) + bm,nZ

−m
n (r, θ)

]
, (2.2)

where a and b are scaling coefficients, and n and m are the radial order and angular
order numbers, respectively, and Z the corresponding Zernike polynomial retrieved
from the recursion relation in Cartesian coordinates as:
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where:

M =
n

2
− |m− n

2
| , p =

|s|
2
(s+ 1) , s = sgn(d) ,

d = n− 2m, q = (d− s×Mod[n, 2])
s

2
, ξ = 2(i+ k) + p ,

η = 2(i+ j + k)− p .

In this expression the Mod is the modulo operator and sgn() operation finds the
sign of a real number defined as s(x) = 1, for x > 1 ; s(x) = 0, for x = 0 ;
s(x) = −1, for x < 1. The two vector notation terms inside the brackets are
binomial coefficients where

(
h
f

)
= h!

f !(h−f)! .

From Eq. 2.3 we can calculate the first five non-zero Zernike polynomials in Car-
tesian coordinates to describe tip/tilt (n = 1,m = ±1) and astigmatism/defocus
(n = 2,m = 0,±2) to illustrate how higher order Zernike polynomials describe
increasingly complex wavefront deformations. The Cartesian representation of the
Zernike polynomials over the unit disk is illustrated alongside their equations and
Zernike notation in table 2.1. The Cartesian equation is plotted over the unit circle
to produce the Cartesian representation of the corresponding Zernike polynomial.
We omit bias (n = 0,m = 0) in table 2.1 as it is the simple DC component of the
wavefront description, which acts to shift the focal plane of the laser.

Calculation of the relative coefficients of each mode then allows for the inverse
distortion on the phase to be applied using the adaptive optic resulting in an
improved focal spot. During the laser wavefront correction illustrated in Fig. 2.3
the phase map of the wavefront is extracted using the wavefront sensor. The
coefficients of the Zernike polynomials are then calculated from the wavefront
map, commonly completed with a least squares fit, and the pistons controlling the
adaptive optic used to remove these aberrations. Due to non-ideal piston motion
(i.e. hysteresis effects) and a finite number of pistons, the process is completed
in a loop to converge on the flattest wavefront possible for the measurement and
control set-up.

2.1.1.4 . Spectral Phase: Acousto-Optic Programmable Dispersive
Filters

The spectral phase describes the relative phases of the frequencies composing
a short-pulse laser. A spectral description of a short pulse laser is given by equa-
tion 1.27. We introduce a frequency-dependent refractive index η(ω) which will
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Descriptor Zm
n

CartesianEquation CartesianRepresentation

Tip Z−1
1 x

Tilt Z1
1 y

Astigmatism Z−2
2 2xy

Astigmatism Z2
2 -x2 + y2

Defocus Z0
2 1 - 2x2+2y2

Table 2.1 – Zernike polynomials and their corresponding Cartesian representations.All Cartesian representations are scaled between [-1,1] and illustrated with red toblue respectively.

induce a spectrally dependent phase shift, termed the spectral phase[26]:

ϕ(ω, z) = ω η(ω)
z

c
, (2.4)

for propagation in the homogeneous medium for a distance of z. As full experimen-
tal spectral phase functions are typically not tractable, we expand equation 2.4 as
a Taylor series to examine the effects of the lower order terms on the laser pulse.

ϕ(ω, z) = ϕ(ω0, z) +
dϕ(ω, z)

dω

∣∣∣∣
ω0

· (ω − ω0) +
1

2

d2ϕ(ω, z)

dω2

∣∣∣∣
ω0

· (ω − ω0)
2

+
1

6

d3ϕ(ω, z)

dω3

∣∣∣∣
ω0

· (ω − ω0)
3 +

1

24

d4ϕ(ω, z)

dω4

∣∣∣∣
ω0

· (ω − ω0)
4 + ... (2.5)
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The derivatives in the above equation are typically termed Group Delay (GD),
Group Delay Dispersion (GDD), Third Order Dispersion (TOD) and Fourth Order
Dispersion (FOD) for the first, second, third and fourth order derivative terms
above, respectively. As we are interested in parameters which change the laser-
plasma interaction, we can neglect the GD from our discussion as it introduces a
constant shift for all frequencies resulting in only a temporal shift of the laser pulse
whilst the frequency spectrum remains unchanged.

Following the derivation of the effects of the group delay dispersion (GDD)
on an arbitrary Gaussian short pulse laser by Borzsonyi et al.[26], we illustrate the
effect of GDD on a short pulse laser and the resulting chirp in Fig. 2.4.

Figure 2.4 – Comparison between a chirped (blue) and unchirped (red) laser pulsewith their temporally dependent dominant frequency (instantaneous frequencies),below for a 38 fs pulse duration and a central frequency of 2.35×1015 rad s−1(800nm).The oscillating electric field and envelope are displayed for both pulses. The pulsemoves from left to right.

Figure 2.4 shows the effect of introducing GDD into the laser pulse. In this
case, the GDD is > 1, leading to a spectrally negatively linearly-chirped[101] laser
pulse, where the blue light is at the front of the pulse. The oscillations at the end
of the instantaneous frequency plots arise from the comparatively small oscilla-
tion amplitude of the laser envelope and are, therefore, numerical artefacts. It is
clear from the comparison between the chirped and unchirped laser fields that the
introduction of a chirp reduces the peak electric field, correspondingly the expe-
rimental interaction intensity, due to the spreading of the spectral energy in time
from energy conservation. This is related to the initial pulse duration and GDD for
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a laser pulse with a Gaussian temporal profile through[26]:

E∗ = E0
τ0

4

√
τ40 + (4 ln(2) ·GDD)2

, (2.6)

where E0 and E∗ are the original and re-scaled peak envelope electric fields, res-
pectively. For the example in Fig. 2.4 with a pulse duration τ0 = 38 fs and a GDD
of 450 fs2, this corresponds to a reduction in the peak electric field of 15%. From
Fig. 2.4, it is also clear that there is an increase in the pulse duration due to the
linear chirp, which can be described by[26]:

τ∗ = τ0

√
1 +

(
4 ln(2) ·GDD

τ20

)2

; (2.7)
for the above example, the pulse is stretched to 50 fs. The above scaling also
indicates that the percentage change in pulse characteristics from the addition
of GDD is pulse duration dependent, indicating that shorter pulses will be more
strongly altered (in terms of peak electric field and pulse duration) for a given value
of GDD.

The spectral phase of the laser pulse is modified through an acoustic-optic
programmable dispersive filter (AO-PDF). We have limited the expansion to the
fourth order derivative in Eq. 2.5 as this is typically the limit of the spectral phase
control from an AO-PDF. In the experiments in chapters 4 and 5 a Fastlite DAZZ-
LER[102] brand AO-PDF was used. The principle of using acoustic waves with
crystal birefringence properties for controlling the spectral phase of pulsed lasers
was developed by P. Tournois[103]. Paratellurite crystals are used in AO-PDFs
operating on laser pulses in the visible to the near-infrared range, such as the tita-
nium:sapphire amplified lasers used in the majority of high peak power, short pulse
lasers. AO-PDFs are typically used post-oscillator to pre-compensate the spectral
dispersion associated with the amplification chain. This allows for the pulse disper-
sion at the output of the oscillator to be recovered at the exit of the amplification
chain before compression[103] leading to an optimally temporally compressed pulse.

Figure 2.5 demonstrates the principle of operation of an AO-PDF for pulse
shaping. The input pulse enters through the left where the laser polarisation is
aligned to a principal axis of the bulk crystal[25]. In the absence of acoustic waves,
the pulse will propagate through the crystal and be blocked by the polarisation filter
set on the perpendicular axis. An acoustic transducer creates acoustic waves within
the bulk crystal. These waves locally stress the crystal allowing mixing between
the input and orthogonal polarisation axis, which alter the refractive index in a
frequency-dependent manner, leading to a description which is applicable with
Eqs. 2.4 and 2.5. The form of this acoustic wave is a superposition of different
frequencies producing a time-varying waveform allowing for a propagating short
pulse to be shaped. Modification of the temporal phase in comparison to the case
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Figure 2.5 – Layout of a typical an acoustic-optic programmable dispersive filter set-up in a collinear geometry. An input pulse enters from the left, polarised along one ofthe principal axes of the birefringent crystal. An acoustic transducer converts radio-frequency waveforms into acoustic waves in the crystal. The polarization plate, de-noted by “P”, allows only polarised light in the n2 axis. The shaped output pulse thenexits to the right.

for optimum compression allows for control over the pulse duration, pulse envelope,
and chirp of the laser pulse. The laser pulse can be imparted with a chirp, or a
more complex higher-order phase function with TOD and FOD, leading to altered
interaction between the laser and the plasma. For example, the chirped pulse in
Fig. 2.4 would lead to the initial interaction between the laser and plasma of a
higher frequency light with a shallower intensity gradient than in the unchirped
case.

2.1.2 . Lund Laser Centre: Terawatt Laser System
The Lund Laser Centre High Power Laser located at the University of Lund, is a

titanium:sapphire-based laser system utilising CPA[104]. Four amplification stages
provide an at-focus energy of ≈1 J with a pulse duration of 38 fs. A 775mm off-axis
parabola was used as the final focusing optic providing a focal spot with 16µm
FWHM. The phase front of the laser pulse was controlled with a 32 actuator
NightN (opt) Ltd. brand adaptive optic (AO)[105] in tandem with a Phasics SID4
wavefront sensor[106] which uses the full beam attenuated before compression
and extracted in the interaction area to correct aberrations in the wavefront. This
was completed using a correction procedure designed to flatten the phase front at
focus provided by Phasics software. Corrections in the wavefront are then applied by
altering the actuators of the AO. A detailed description of the laser system, before
the user area, is presented in the thesis of Svendsen[107] and will be summarised
here with an overview in Fig. 2.6.

An initially low energy short pulse is extracted from a mode-locked oscillator
before a Pockels cell is used to extract pulses at 10Hz. These pulses are then
pre-amplified to the µJ level and an AO-PDF is used for pre-compensating the
dispersion of the amplification system. The AO-PDF is set to pre-compensate the
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Figure 2.6 – Overview of the LLC Terwatt laser system from initial pulse creation tofully amplified and compressed pulse in the interaction chamber. Numeric values in-dicate the nominal values at the output of the corresponding laser component. Whenvalues differ from the nominal values they are stated in the text. The final three sec-tions - compression, wavefront correction and transport and focusing are completedin vacuum due to high laser intensity. The energy at interaction will be reduced fromthe 2.5 J due to transmission of the compressor and transport line.

spectrally dependent gain profile of the amplification system such that the relative
intensities at the end of amplification are similar to the input spectra, thus conser-
ving the short pulse of the laser. This is done by reducing the relative intensities of
the central wavelength which is optimally amplified. A two-grating stretcher with
a telescopic imaging system is used to stretch the pulse to approximately 400 ps

before amplification. Between the second and third amplification stages, a dual
Pockels cell set-up is used to act as a polarisation gate with an opening duration
on the ns-level allowing for the reduction of pre- and post-pulse laser signal. Spatial
filtering is then applied to the pulse by focusing the beam through an aperture,
allowing for energy outside of the main volume to be removed.

The final amplification stage then brings the pulse to the nominal energy of
2.5 J where the beam must then be spatially expanded to reduce the intensity on
the compressor gratings. The compressor has the inverse dispersion of the stretcher
allowing for the pulse to be recompressed to approximately its initial pulse duration.
Compression and the following wavefront correction are completed under vacuum
due to the pulse intensity now being sufficiently high to experience non-linear
effects in air, such as self-focusing, filamentation, and non-linear phase shift of the
pulse. The adaptive optic is then used to correct for spatial aberrations in the pulse
allowing for improved Strehl ratio and reduction of focal spot asymmetry. The beam
is then transported to the experimental chamber through vacuum piping where it
is focused by the off-axis parabola. An automated laser position control system
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is implemented using piezo motorised mirrors throughout the transport chain to
stabilise laser-pointing drifts at focus.

Figure 2.7 – Experimental roomat the Lund Laser Centerwith an interaction chamberat the centre and optical tables for the pre-interaction laser diagnostics on the right.The black lead-shielded door was in place during the experimental runs.

2.1.3 . Apollon Petawatt Laser System
The Apollon facility represents over a decade of work within the French physics

community and a large collaborative effort between many groups on the Saclay
Plateau. This world-class laser system is built underground inside a portion of
a decommissioned linear accelerator facility at Orme des Merisiers, to study the
next generation of particle acceleration schemes using laser-matter interaction. The
Apollon laser facility currently houses a 1 PW-scale beam (designated F2) with a
planned 10 PW beamline (designated F1) along with a probe beam extracted
from a holed turning mirror of the F2 beam. During the following presentation
of the experimental campaigns for high-energy laser-plasma injector investigation
in chapter 5, the F2 beam was used. Apollon is separated into two experimental
rooms: long and short focal areas (LFA and SFA respectively) where the principal
difference is the focal length of the final focusing optic ; O

(
m
)

vs O
(
cm
)
.

The length of the focusing optic for the F2 beam can be selected in the LFA
area from 3 and 9 m. A 6 m focal length is also available, however, it is not
currently possible to use the nominal interaction point with this configuration due
to spherical mirror mounting constraints. Therefore the 3 and 9-meter focusing
optics were used during the exploration of the high-energy laser plasma injector.
The choice of focusing optic sets the focal spot size and the corresponding Rayleigh
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(a) Long focal area experimental chamber. F2 beam entersfrom right.

(b) LFA experimental layout. F2 beam is shown in greenand F1 in red.
Figure 2.8 – a) F2 Interaction chamber in the long focal area of Apollon and b) over-view of the Long focal area showing the two high power beam paths and main va-cuum chamber implantation. Images are extracted from 3D scan of Apollon facilityproduced by AlphaScan3D[108].

length of the laser, increasing the interaction length with longer focal lengths, and
reducing the requirements of active/passive plasma-based laser guiding. The LFA
was used in all presented analyses as the laser parameters at focus are well suited
for electron acceleration through LWFA.

The interaction chamber and the floor plan of the LFA experimental area,
are displayed in Fig. 2.8 a) and b), respectively. The experimental chamber and
room provide extensive shielding from the ionising radiation generated by the high
flux of electrons and secondary radiation caused by electron-matter and laser-
matter interactions. Diagnostics are EMP and radiation protected through the use
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of shielded cables, off-axis detectors, and lead shielding where applicable. The LFA
currently houses two experimental vacuum chambers for the F1 (future) and F2
beams where the experimental results were acquired. All experimental control is
performed remotely, from a dedicated LFA control room.

The Apollon laser chain is presented in references[109] by Zou and[94, 110]
by Papadopoulos et al. A composite layout of the laser chain from these articles
is presented in Fig. 2.9 along with the component descriptions. Throughout the
laser chain measurements on the laser profile, spectra and energy are measured
allowing for detailed tracking of the laser parameters and quick identification of
issues throughout the laser chain. Calorimetry measurements are performed at the
end of each component section: OPCPA front end, each amplification stage, input
and output of compressor and a final measurement using a calibrated leak on
a portion of the main beam in the interaction chamber. Spectral measurements
are taken before and after the OPCPA process, and after the compressor. The
spectral transmission of the post-compressor mirror was out with the central region
bandwidth of the F2 beam which limited the use of this diagnostic in stability
tracking of the laser pulse. Measurements of the near and far field images of
the laser pulse are acquired at each amplification stage, at the beam steering
between the two experimental areas, and pre- and post-compressor. This laser data
is provided for each experimental shot allowing correlations between fluctuations in
the laser parameters and the accelerated electrons to be deduced such as reduced
charge when the energy drops within the laser chain.

The Apollon laser system uses an OPCPA front end to ensure a large spec-
tral bandwidth and high contrast pulses[94]. The output from a commercial tita-
nium:sapphire oscillator (Rainbow, Femtolasers) produces a broad spectrum that
is extracted at 800 and 1030 nm. The 800 nm portion is spectrally broadened, and
contrast is increased by more than two orders of magnitude in a cross-polarised
wave (XPW)[111]. This beam then enters a ps stretcher consisting of bulk BK7
and is then pulse-shaped using a FASTLITE DAZZLER in a double pass configura-
tion. The OPCPA pump beam is produced through the chirped pulse amplification
and second harmonic generation of the 1030 nm portion in a BBO crystal. Diode-
pumped solid-state laser (DPSSL) allows for 100Hz repetition rate operation for
the OPCPA pump beam. The output of the OPCPA is then stretched to the ns-
level producing a pulse train of 1 ns pulses at 30mJ with a repetition rate of greater
than 10Hz.

The shot picker provides a single shot per minute to the amplification chain
from the OPCPA front end. Four multi-pass titanium:sapphire amplifiers bring
pulses to a nominal 30 J corresponding to the F2 beam. A final amplifier, not
used during this work, provides 300 J at the output corresponding F1 beam. A flat
gain profile is modulated using an AO-PDF at 1 shot/min. Wavefront control is
performed using a 52-actuator adaptive optic before compression to improve the
laser wavefront both at focus and to limit damage on the compressor gratings due
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Figure 2.9 – The layout of the Apollon laser chain, including the OPCPA-based frontend and two amplification paths for the 1PW and 10PW beamlines with their nominalpulse parameters. Hashed boxes indicate that these components are not currentlyin use. This figure is created as a composite from descriptions in references[94, 109,110].

to high-intensity regions in a deformed expanded beam. The beam at the entrance
of the compressors is designed to be at most 140 and 400 mm, respectively, for
the F2 and F1 beams. The pulse is then compressed using gold coated dual-grating
compressor layout.

The beam is then transported to the experimental chamber under vacuum
where the spherical mirror provides the final focusing of the laser pulse at inter-
action. The turning mirror is holed allowing for a circular centre portion of the
beam to be extracted and used as a probe beam for the transverse plasma density
measurements. All plasma density measurements taken at the Apollon facility in
this thesis use this beam that is attenuated, delayed for synchronisation with the
main pulse, and then aligned transversely through the gas cell using two vacuum-
compatible tip/tilt-mirror motors.

Currently, the only laser available is the F2 beam providing 15 J with a pulse
duration of 25 fs. The probe beam used for transverse plasma density measurements
is extracted from the centre portion of this beam at the turning mirror.

2.1.4 . Limitations from Laser System Design
Differences in the laser chain designs between LLC and Apollon define the

amount of control that can be obtained over each laser system. The AO was
placed before the compressor in the Apollon design as it is shared between the long
and short focal area beamlines due to size and cost. Due to the AO being before the
compressor (unlike at the LLC detailed in section 2.1.2), alterations on the focal
spot are strongly limited to avoid high spatial frequencies and peak intensities
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on the compressor gratings. This limits the degree to which aberrations can be
corrected, or artificially introduced, to study asymmetric focal spots for example.
As this is not the case at the LLC the wavefront can be arbitrarily deformed allowing
for the study of the effect of the wavefront on electron acceleration as explored in
section 4.1.3.3.

Exploration of the effect of the GDD, TOD, and FOD on electron spectra is
limited in the case of the Apollon experiment as the spectral phase control is set
during the OPCPA chain limiting the effect of the AO-PDF at focus, as can be
seen in Fig. 2.9. This strongly limits the safe bounds on pulse deformation due to
the interaction required in the OPCPA stage. Since the amplification in OPCPA
is strongly related to the intensity, strong deformations in the temporal envelope
would strongly reduce the intensity and correspondingly the output energy of the
front end.

2.1.5 . Laser Diagnostics

Measurements of the laser system pulse duration, spectral chirp, pointing, and
stability of these parameters are required to decouple the effects of laser fluctuations
on the interaction between laser and plasma. Here we present measurements of
the laser pulse duration and spectral phase, and finally a novel description of the
asymmetry of the measured focal spots.

2.1.5.1 . Pulse Duration

Understanding and accurately simulating the interaction between the short
laser pulse and plasma requires an accurate description of the pulse duration. Self-
referenced methods such as autocorrelators[112] and frequency-resolved optical
gating (FROG)[113] techniques to extract the pulse duration and the pre- and
post-peak intensity, duration, and spectral chirp respectively. These methods are
classified as self-referenced as they use the incoming pulse to interfere with itself in
a non-linear crystal to produce a higher-order pulse containing information on the
pulse duration[27]. These pulse duration measurements were implemented during
the development of the low-energy LPI in section 4.

We can define a minimum physical limit on the pulse duration from a given laser
spectrum measurement as defined by Eq. 1.28 that is useful for verifying the more
complex pulse duration measurements to follow. When the pulse is bandwidth-
limited (or Fourier Limited), Eq. 1.28 is instead an equality allowing us to set the
lower physical limit. For the example a laser spectrum plotted in red in Fig. 2.10
was measured using a spectrometer at Apollon facility at the entrance of the
amplification chain, the values of λ and ∆λ (FWHM in spectral intensity) can be
extracted by applying a Gaussian fit to the spectrum, displayed here as the dashed
blue line. For this example, the spectral bandwidth is measured as ∆λ =51nm

from 2
√
2 ln 2σ where σ is the standard deviation is of the Gaussian fit.

We can combine the transformation between wavelength-bandwidth and frequency-
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Figure 2.10 – Extraction of spectral bandwidth from spectrometer after the shot se-lection stage at Apollon (see Fig. 2.9). Normalised and baseline shifted spectrum isshown in red with the fitted Gaussian function in blue. The central wavelength andbandwidth are marked by the vertical green dashed line and purple horizontal linerespectively.

bandwidth and Eq. 1.28 to find:

∆v = 2π
c∆λ

λ2
(2.8)

τmin =
0.441

∆v
(2.9)

as defined for Gaussian pulses assuming no spectral chirp. For the above example,
this results in a minimum pulse duration of 18 fs.

2.1.5.2 . Radial Asymmetry Parameter: RASP
As will be shown in chapter 4, asymmetries of the laser driver lead to asymme-

tries in the accelerating and focusing fields and resulting electron dynamics[114].
Asymmetric accelerating fields can drive electron beams off-axis[22], induce larger
betatron oscillations due to cavity deformation[115] and alter the electron pa-
rameters[77, 78]. Here we describe a new method for quantifying the rotational
symmetry of a laser pulse through the focal volume in the transverse plane. This
allows for quantification of the quality of the focal spot and its evolution through
focus, using the rotational asymmetry parameter, or RASP, of the laser pulse. This
is a useful comparative tool when comparing focal spots with altered wavefront
settings.

For a given transverse laser fluence map, E(r, θ) in cylindrical coordinates,
where r is the radius with origin at the centre of mass and θ the azimuthal angle
in the transverse plane, we define a projection Pi(r) for each θ = θi, where
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Figure 2.11 – Illustration of the method to calculate the radial asymmetry parameterfor a toy 2D Gaussian model. a) 2D Gaussian function with axial projections b) Trans-verse distribution of Gaussianmodel c) Radial average is displayed in black alongsideeach radial projection.

’i’ is a given projection angle index, for the laser energy map in 0 < r < R,
where R is the maximum radial limit. We then calculate the average radially de-
pendent energy distribution from the centre-of-mass of each image which we call
A(r) =

〈∑i
i=0 Pi(r)

〉
. Finally, R, the normalised rotational asymmetry parameter

(RASP), is obtained by calculating the normalised mean absolute variation between
the rotational average and each projection:

R =

∫ R
0

(
|A(r)− Pi(r)|

)
dr

∫ R
0 A(r)dr

. (2.10)

Experimentally, images are first taken in the transverse plane through the focal
volume at known displacements around the focal plane. These images are then
cleaned and the background is removed to reduce camera and measurement noise
effects on the calculation. Images are then centred with reference to their centre-
of-mass and cropped to a box of constant size allowing sufficient space around the
energy distribution to not crop the numerically interpolated image at any angle
of rotation. We take a projection every 3.6° around the centre of mass as a com-
promise between accuracy of R and image interpolation induced noise, which for
this method was found to be of the order 10−5 using the scipy ndimage rotate
function[116]. From Eq. 2.10 we see that the RASP for a perfect rotationally sym-
metric distribution - such as a Gaussian or Airy distribution where each projection
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is equal to the average projection - would give R = 1 and a perfectly asymmetric
one would correspond to a value of R = 0.

Figure 2.12 – Normalised focal spot images used for the calculation of the radialasymmetry parameter for the four experimental campaigns: a) LLC 2019 (section 4.1), b) LLC 2021 (section 4.2), c) Apollon 2021 (section 5.1.2), d) Apollon 2022 (section 5.2).Images are cropped to an 8×FWHMbox around the peak intensity for each focal spotimage and spatially calibrated. RASP values are inset for each image.
Using a 2D Gaussian with a sigma ratio of 2.33 between σy and σx the cal-

culation of the RASP method is demonstrated in Fig. 2.11. Figure 2.11 a) and b)
show the Gaussian profile in 3D with X and Y projections and a top-down view,
respectively. In Fig. 2.11 c) we have plotted the average radial projection, in black,
from each projection in red. The RASP value is then calculated using the above
method, retrieving a value of 7 × 10−2. This process can then be repeated for
images around the focal plane to calculate the change in RASP through focus.

To illustrate typical values of the radial asymmetry parameter, we apply the
above method to images of the transverse laser profile taken at focus. Figure 2.12
illustrates the focal spot images taken during the four campaigns completed du-
ring this thesis with a cropping of 8×FWHM in intensity for each image where
the FWHM is the RMS of the x and y FWHMs. The RASP value is inset for
each focal spot image where the radial symmetry is best for a), then b) then c)
then d) corresponding to increasing RASP value. As can be seen from the spatial
scaling of the transverse laser focal spot images, the RASP value allows for the
comparison of focal spot symmetry between laser systems with different focal spot
sizes. Qualitatively it can also be seen that the RASP parameter describes well the
focal spots with the increased rotational symmetry where pseudo-Gaussian (a)),
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to pseudo-Airy (b), c)), to modulated pseudo-Airy function(d)) are described by
increasing asymmetry values. Increasing the asymmetry of the focal spot, along
with an asymmetric distribution of laser energy surrounding the main spot, leads
to a higher value of RASP. These results indicate that this parameter can provide
a useful tool when optimising focal spots through adaptive optics or performing
comparative analysis between focal spot configurations. In section 4.1.3.3 we use
this calculation of RASP through the focal volume to compare the effect of laser
wavefront settings on the accelerated electrons.

2.2 . Plasma Characteristics and Diagnostic

2.2.1 . ELISA Gas Cell
Gas cells are small containers set inside a larger vacuum chamber containing

gas in a prescribed volume around the interaction point with the high-intensity
laser. Gas cells[2] allow for increased stability and reliability of the plasma density
profile and control of the gradients for the density up and downramps which are
challenging to implement in gas jets[117-119]. Further, the process of ionisation
injection must be spatially localised to limit the continuous injection of electrons
throughout the plasma volume, which otherwise results in large energy spread[120].
This can be achieved in gas cells by tailoring the entrance and exit structures such
that the plasma density profile can control the laser evolution in the plasma and
thus the a0 during propagation. The majority of experimental results presented
during this thesis were obtained with the ELISA (ELectron Injector for compact
Staged high energy Accelerator) gas cell. Here we present the layout of the gas cell,
the pressure control system and the density profile, which is implemented through
mechanical alterations of the entrance and exit cell face geometry.

The ELISA cell, developed by LPGP in collaboration with LIDYL, is a gas cell
where the gas density profile is controlled via geometric settings of the internal face
displacement to set the plateau length and aperture diameter and length of the en-
trance and exit faces to control the up and down ramp characteristics, respectively.
Demonstration of typical operation of the cell where a short-pulse, high-intensity
laser enters from the left, ionises the gas into a plasma, drives a plasma wake,
traps electrons in this wake through ionisation injection and accelerates the elec-
trons throughout the plasma volume, is shown in Fig. 2.13. The laser and electrons
then exit the cell to the right whilst propagating through the expanded volume of
the exit portion of the gas cell before entering the vacuum under free propagation.
The global coordinate system is displayed where the origin is set at the internal
side of the gas cell’s entrance face located at the plasma region’s left-most side
in Fig. 2.13. A typical experimental set-up of the gas cell mounted on an XYZ
and tip-tilt correction stage in the Apollon LFA experimental chamber is shown
in Fig. 2.14. The gap between the cell faces where the plasma plateau region is
located, and the region where the transverse probing of the plasma density is per-
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Figure 2.13 – Fixed length version of the ELISA gas cell with 500µm plasma plateau.The laser enters from the left ; electrons are trapped and accelerated, leaving the cellin bright blue alongside the diffracted laser. Gas injection arrives from the top. Thegas cell has been extruded to show the internal setup. The global Cartesian coordi-nate system used in all following analyses is inset.

formed is visible on the right-hand side of the window where the white LED light
traverses the cell.

The gas density gradients in the up and downramp regions are controlled
through the hydrodynamic flow of the gas through an aperture of variable dia-
meter and length, allowing for a controllable plasma density up and down ramp to
be produced. The gradient and length of the plasma density upramp are responsible
for coupling the laser pulse into the plasma plateau through self-focusing, where
the density is sufficient for the injection process.

The downramp profile is responsible for coupling the accelerated electrons bet-
ween the plasma and vacuum after the gas cell. The effects of this are discussed
further in section 4.1.3.1 where a 100MeV increase in electron energy is seen with
a 1mm increase in the length of the plasma down-ramp.

Fig. 2.15 illustrates the plasma density profile in the ELISA gas cell. Entrance
and exit face aperture and length control the gradients between a) to b) and c) to
d), respectively, and the separation between the faces alters the plasma length b)
to c).

The gas injection system, illustrated in Fig. 2.16, consists of a Bronkhorst
pressure regulator - to control the gas flow rate to reach a set target pressure -
mounted between the gas bottle and a reservoir that stabilised the backing pressure
of the injection system. The pressure inside the reservoir is monitored by an MKS
absolute gauge. Pressure reduction, and full venting of the reservoir, are controlled
by a butterfly valve mounted between the reservoir and the vacuum backing system.
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Figure 2.14 – ELISA gas cell mounted on an XYZ and tip/tilt positioning stage in theApollon LFA experimental chamber. The laser travels from right to left. Gas injec-tion piping is disconnected and enters above. The alignment blade is visible at theentrance (right side of the cell). A brass exit piece with spacers is displayed on theleft of the cell. High-quality anti-reflection coated glass windows are mounted on thesides of the cell for transverse plasma diagnostics. The transmitted light inside thecell shows the plateau region between the entrance and exit faces.

A solenoid injection valve attached between the reservoir and the gas cell is opened
through a home-built valve actuator which provides the necessary current for valve
actuation when triggered by Transistor-Transistor Logic (TTL) signal.

The opening duration of the valve is controlled by the length of the TTL
signal given to the signal converter allowing for the gas injection duration to be
controlled. Shock-absorbing piping is placed between the solenoid valve and the
internal vacuum piping to the gas cell to limit oscillations on the plasma source
induced by gas injection and vibrations from triggering the solenoid. The full system
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Figure 2.15 – Plasma electron density profile along laser axis in the gas cell from fluidsimulations[121] normalised to the peak plateau density with asymmetric entrance(500µm) and exit plate (1500µm) lengths and a 500µm plateau region. The entranceface begins at a), with the spacing between the two faces creating a plateau regionbetween b) and c) and then the exit plate between c) and d). The laser travels fromnegative to positive z values as marked by the red arrow.

is fully remote controlled and can be automated to provide a closed-loop pressure
regulation system allowing for the pressure regulator and gas venting system to
work in unison to reach arbitrary backing pressures within the working range of the
Bronkhorst of 0 to 1000 mbar and within 2 mbar accuracy.

From the equations of chapter 1 it is clear that the plasma density plays a
defining role in the laser-plasma interaction. The measurement of the on-shot
plasma density using reliable methods is a challenging task. During this thesis, an
on-shot, self-referenced plasma density diagnostic using a wavefront sensor was
developed. An offline Mach-Zehnder based interferometer using a rapid camera
was also developed for measuring the temporal filling on the µs-scale.

The plasma density probing is limited to the region within the ELISA gas cell,
accessible from the glass windows on the sides of the cell. Therefore, the plasma
measurement methods presented here apply to the plateau plasma density. The up
and down-ramp regions of the gas cell are controlled within the aperture of the
stainless steel cell faces and, therefore, cannot be transversely optically probed.
Plasma density gradients within these regions of the gas cell are calculated using
previous openFOAM[122] fluid simulation results by T.Audet et al.[121] and scaled
to absolute values of density using the plateau density that is found between the
entrance and exit faces of the gas cell using the methods described in the next
sections.
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Figure 2.16 – Overview of the gas injection system for regulating the gas pressureinside the gas cell. Green dashed lines indicate the components connected to thegas pressure control script. Red and blue arrows indicate the direction of gas fillingand emptying, respectively.

2.2.2 . Rapid Camera Mach-Zehnder Interferometer
To measure the temporal filling process of the ELISA gas cell and optimise the

laser injection time with respect to the gas injection time, and act as an offline
validation of the maximum on-axis plasma density, a Mach-Zehnder interferometer
with a continuous wave (CW) 633 nm He-Ne laser, combined with a rapid camera
(Phantom VEO 710) was set-up. This was completed using a replica of the ex-
perimental set-up used during the second low-energy LPI campaign (presented in
Chapter 4) with the same piping, injection system and control of the filling and
purging system to produce the same hydrodynamic behaviour of the gas, in this
case, pure hydrogen. Whilst nitrogen-dopant was used during these experiments,
the maximum dopant percentage was 5% leading to minimal differences in the hy-
drodynamic behaviour of the gas allowing the results of the rapid-MZ to simply be
scaled from gas density to electron density of a doped gas by taking into account
the extra electrons from the outer shells of nitrogen.

Fig. 2.17 shows the Mach-Zehnder experimental set-up used during these mea-
surements. The CW He-Ne is first spatially filtered by focusing through a 25µm
aperture to homogenise the beam. The laser is then recollimated and passed into
the vacuum chamber, where the beam is split using a 2-inch beam splitter into
a reference and measurement arm. The gas cell is mounted transversely to the
measurement arm of the interferometer, where the laser passes through the optical
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Figure 2.17 – The layout of the experimental replica used for offline characterisa-tion of the gas cell filling dynamics using a Mach-Zehnder interferometer and a rapidcamera to measure fringe shifts and extract gas density with time. The probe beamenters from the left before being split in two by a beam splitter. The measurementarm enters the cell transversely where the nominal entrance face of the gas cell isfacing towards the reader. The beams are then recombined and the time-dependentinterference pattern is measured on the rapid camera in purple. The camera recordsthe interference pattern at different times ; the area delimited by red dashed linesindicates the internal region of the gas cell in a typical interference image.

quality cell windows and the gas in the plateau region of the cell. The two arms are
then superimposed in a second beam splitter and leave the vacuum chamber ; the
interference pattern is then measured by the rapid camera in air. A rapid camera
with a repetition rate of 25KHz was used to give a temporal resolution of 40µs. The
hydrodynamic timescale is on the order of µs when considering the gas cell length
scales of centimetres and the sound speed of hydrogen at 1320m/s at atmospheric
conditions, which we assume for this calculation.

The camera and gas injection system are temporally synchronised using a signal
generator. During gas injection, the fringe shift due to the phase shift induced by
the change in time of refractive index of the gas in the cell is measured on the rapid
camera. Therefore, the rapid camera allows us to measure the filling dynamics of
the gas cell and calculate the temporal and spatial gas density distribution. We
can then calculate the plasma density profile for a given laser injection time. This
measurement indicates the optimum temporal window for firing the laser pulse into
the gas cell after it has reached the desired gas density.

The analysis method is demonstrated in Fig. 2.18. Figure 2.18 a) shows the
interference pattern after automated rotation, which minimises the average dis-
tance between peak intensities which geometrically occurs at a normal angle to
the fringes. A rotation angle of 49° with respect to the horizontal axis of the cell
was found using this method. This step could be eliminated in future experiments
by improving the alignment of the interference pattern to the gas cell but was not
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completed due to time constraints. Regardless there will likely always be a small
angle between the horizontal axis at the interference pattern, and so this automa-
ted rotation is helpful for the analysis. Figure 2.18 b) demonstrates the tracking
of the peak signal as measured by a line out normal to the interference pattern.
Higher gas densities lead to larger phase shifts, which can result in the initially
tracked peak leaving the region of interest. The analysis, therefore always tracks
the direction of phase shift and selects an appropriate next fringe which is then
backpropagated to extract the pixel shifts from the previous frame. This results in
a continuous phase shift which is inherently unwrapped in terms of 2π shifts. In
Fig. 2.18 c) the fringe shift is converted to phase shift by dividing the pixel shift by
the average spacing of the peaks in the interference pattern. Whilst the pixel size
was calibrated in the imaging system to be 4.3µm/pixel, this value is not required
to extract the phase shift with this method. Only the propagation distance of the
laser through the gas is required. This was measured to be 2 cm within the gas
cell. Finally in Fig. 2.18 d) the measurement of the phase shift at each time is
combined to extract the time-dependent phase shift. Units on Fig. 2.18 c) and d)
have been plotted in ms to display the long-term evolution.

Whilst the analysis method does not require that the plasma density is inte-
grated spatially, no difference was found when measuring the plasma density at
other spatial locations within the gas cell. This spatial homogeneity could have
been caused by the rotated angle of the fringes with respect to the cell structure
that was used during the measurement. This angle means that the phase shift
measurement is spread across both the horizontal and vertical planes leading to a
smoothing of any spatially dependent filling dynamics.

Work completed by Ovidiu Vasilovici at LPGP identified sources of vibration
within the laboratory during interferometry measurements. Main sources of vibra-
tion came from a 29.4Hz signal which was measured to be caused by the primary
vacuum pump running at a nominal 1750 RPM, and an unknown source of higher
frequency noise between 140 and 216 Hz. These frequencies were present under
experimental conditions but without gas injection and have therefore been removed
from the phase shift signal using two notch filters between 25 and 35 Hz and 140
and 216 Hz. Comparison of the low pass filter limited at 140 Hz and the two notch
filters, supported by analysis in frequency space of the signal through FFT, indicate
that the majority of signal noise comes from high frequencies. Signal analysis after
removal of these frequencies leaves a strong frequency at 120 Hz for the example
presented in Fig. 2.19.

The final phase shift is extracted as the average cumulative sum of the phase
shifts as shown by the orange line in Fig. 2.19. The average cumulative sum is
calculated after the initial injection period which is extracted by fitting a step-
function to the signal and found to be approximately 25ms after valve opening.
Peak phase shift is therefore calculated after the injection point at the end of
the fast increase to calculate the peak plasma density. Molecular density is then
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Figure 2.18 – Analysis method performed on the rapid camera Mach-Zehnder inter-ferometer measurements. a) Interference pattern median filtered, cropped and ro-tated. b) Peak signal is tracked frommagenta lineout of a) where tred < tgreen < tblue.c) Fringe shift is converted to phase shift where the raw signal is in blue, the noise-suppressed signal is in black, and the running average of the cleaned signal is inorange. d) Plasma density at each time is extracted from the running average. Zerotime is defined as the triggering of the solenoid valve with takes approximately 30msto open. The end of the trigger signal, and the start of the valve closing, begins at
70ms as shown by the vertical red line.

calculated from the phase shift through:

∆ϕ =
3

2
Armg

2π

λ0
nH2L , (2.11)

where ∆ϕ is the phase shift, Ar, mg, nH2 are the molar refractivity, gas atom mass
and molecular gas density respectively, and λ0 = 633 nm is the laser wavelength.

Using known values for pure dihydrogen[123] we can reduce 3
2Armg = 5.22×

10−24cm3. The plasma density is then calculated assuming full ionisation, by multi-
plying the molecular density by 2 for 2 electrons ionised from the H2 molecule. We
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Figure 2.19 – Example of the phase shift output against time for a backing pressureof 400mbar. Zero time is defined as the triggering of the solenoid valve with takesapproximately 30ms to open.

can then calculate a scaling factor, S, for the plasma density to include the electrons
from the nitrogen dopant using:S = (NH2

e ∗ (100 − D)/100) + (NN2
e ∗ D/100)

where NH2
e , NN2

e are the number of electrons donated by dihydrogen (2) and
dinitrogen (10) respectively and D is the dopant concentration.

This method allows for us to calibrate the plasma density versus backing gas
density over the whole experimental range. In Fig. 2.20 we present the values for
pure dihydrogen.

Rapid Mach-Zehnder interferometer measurements were completed using the
method above, over the full range of backing pressures used during the second low-
energy LPI campaign. Each measurement in Fig. 2.20 corresponds to the average
of two measurements where the error is given by the standard deviation. Extracting
the line of best fit we find ne = 3.05×1016P −4.58×1017, where P is the backing
pressure in mbar, and the plasma density in electrons per cubic centimetres, giving
zero density at a backing pressure of 15mbar. This is likely due to a different filling
regime at very low backing pressures where the cell is not efficiently filled due to
the low pressure throughout the injection piping. The theoretical plasma density
for pure hydrogen gas is displayed in green. This is calculated assuming perfect
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Figure 2.20 – Plasma density calculated from the rapidMach-Zehnder interferometermeasurements assuming pure hydrogen plasma at various backing pressures in theELISA gas cell. Each measurement, blue crosses, is analysed using the method pre-sented in Fig. 2.18 and averaged over two experimental data points then a linear fitis applied, shown by the red dashed line. Theoretical density assuming perfect fillingfrom reservoir to internal gas cell is plotted as a green line.

filling between the gas cell and the gas reservoir and using the ideal gas law due
to the low pressure:

ne[cm
−3] =

nH2P × 100

kbT106
, (2.12)

where the temperature T is assumed to be 295K, kb is the Boltzmann constant,
pressure P is in mbar, and the number of electrons from dihydrogen, nH2 = 2.
This indicates that, whilst the filling response of the gas cell as measured by the
rapid Mach-Zehnder interferometer is linear, the gradient is significantly smaller.
This infers that the density inside the gas cell is smaller than the backing pressure
and that the difference is larger for the higher pressure range. The range of interest
for gas cell experiments is for plasma density lower than 1019 cm−3, where backing
pressures are lower than 400 mbar.

The results of this gas fill measurement will be compared to direct electron
density measurements in section 2.2.4.

2.2.3 . Wavefront Sensor as Plasma Density Diagnostics
2.2.3.1 . Principle

Wavefront sensors (WFS) are used to retrieve phase gradients of an input laser
beam through shifts in reference images recorded through masks or arrays on a
CCD. Arrays of spots are typically created by sending a beam through diffraction
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masks or micro-lens arrays. During these measurements, a PHASICS SID4 WFS
was used providing an imaging resolution of 160 x 120 pixels with 30µm apparent
pixel size after the phase retrieval algorithm. Phasics SID4 wavefront sensors use a
“Quadriwave lateral shearing interferometry”[124, 125] technique which splits the
incoming wave into four separate waves using a diffractive grating. These waves
then overlap on the detector and interfere where the interference pattern encodes
the phase gradients of the incoming beam.

Figure 2.21 – Comparison of diffracted ray positions for flat (in purple) and deformed(in red) wavefronts propagating through a diffraction mask. Ray shift is proportionalto phase curvature at each location and where the position of the ray is determinedby the interference between the beamlets passing through the diffraction mask. Theperpendicular view illustrates the 1Dprinciple and the optical axis view demonstrateshow the 2D gradients are extracted at each grid point. During a measurement with aWFS only one wavefront is used: two are shown here for comparative purposes only.

Figure 2.21 illustrates a simplified 1D overview of a wavefront sensor using a
diffraction mask inspired by the description in reference[100]. Typically, imaging
of the diffraction grating will be performed to produce an array of spots focused
on the CCD. In the flat wavefront case, the focal spots are equally spaced on the
reference positions of the wavefront sensor. Deviation from a flat phase profile
leads to shifts in the focal spot position, which arise from the local wavefront cur-
vature, leading to changes in beamlets’ angle and position through the diffraction
grating. Retrieval of the phase gradients from shifts in the beamlet images is a
complex problem which has been tackled with correlation methods in the spatial
and frequency domains[126]. In the case of the Phasics SID4 with the four-wave
interference pattern, the phase gradients are calculated through a minimisation
of the phase gradient map to be calculated and the input interference pattern in
Fourier space[124]. This allows for the beam curvature to be calculated at discrete
positions of the wavefront and interpolated between these positions and then inte-
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grated to retrieve the phase map. Imaging of the focal spot position in x/y requires
four pixels to map the gradients in 2D at each position.

2.2.3.2 . Wavefront Sensor Plasma Density Measurements: State-
of-the-Art

Plasma density measurements are a key issue in LWFA experiments where
accurately describing both the plasma density and distribution are required for
modelling, for example, the evolution of the laser a0 in the plasma from self-
focusing or electron injection due to gradients in the plasma. Typical two-arm
interferometric plasma density measurements such as Mach-Zehnder interferometry
are extensively used to measure the phase shift acquired by a probe beam. However,
they come with the disadvantage that they are challenging to align, require precise
timing of the two beam paths when using short pulse probes, and the different paths
of the two arms can be prone to vibrations which cause variability in the phase
measurement[127]. Wavefront sensors, on the other hand, provide an incredibly
simple alignment where the plasma is imaged onto the wavefront sensor, in a
single-arm manner, meaning that the effect of vibrations is reduced.

Here we present the state-of-the-art of using wavefront sensors for plasma den-
sity measurements. Plateau compared the use of a wavefront sensor and a folded
wave interferometer to measure plasma densities during an LWFA experiment[127]
where they calculate the plasma density, in both cases, by averaging 50 phase maps.
Wavefront sensors have also been applied to discharges in air where a background
phase map[128] was used and have been averaged over many measurements[129].
In this work, we present a single-shot method where phase averaging is not required
due to the lack of reliance on a background phase map. In this work, we present
the development of a single-shot self-reference wavefront sensor-based plasma den-
sity measurement technique which removes the requirement of background images
through a self-referenced background subtraction. This provides the benefit that
shot-to-shot fluctuations in the probe wavefront are accounted for in the analysis
method. Single-shot plasma density measurements are, therefore, more stable and
do not require averaging over multiple shots.

2.2.3.3 . Abel Inversion for Density Retrieval

Abel transforms were applied to WFS measurements of plasma density in order
to take into account the radial dependence of plasma density in the direction
perpendicular to laser propagation.

An Abel transform allows for the conversion between 3D cylindrically symmetric
distributions and their 2D projections. Calculation of the 3D volumetric phase shifts
from 2D projections, which are measured with the WFS, can be performed using an
Abel inversion which maps in the opposite sense to the Abel transform. The Abel
inversion can be performed if the projection is smooth, axially symmetric and decays
to zero within a finite distance. In our experimental case for the plasma density
measurement, the plasma column is typically axis-symmetric, smoothly varies, and
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is confined to a small region of the WFS, meaning that the Abel inversion integral,
Eq. 2.14, is finite.

The Abel transform (3D → 2D) and inversion (2D → 3D) described by[130]
are written in 1D coordinates as:

F (x) = 2

∫ ∞

x

f(r)r√
r2 − x2

dr , (2.13)
f(r) =

−1
π

∫ ∞

r

dF

dx

dx√
x2 − r2

. (2.14)
Applying the Abel inversion to an arbitrary 2D phase shift map F(x,y), allows us
to calculate the radial phase shift f(r) resulting from the electron density of the
plasma. We can then calculate this electron density with the following equation:

nex,y = nc

[
1−

(
1− λf(r)

2πLpix

)2
]

(2.15)
where λ and Lpix are the probe laser central wavelength and the apparent pixel
size for density scaling, respectively. During the analysis in this thesis, the python
Pyabel package[131] was used to perform the Abel inversion.

We take the plasma column to have cylindrical symmetry around the central
acceleration axis that must be assumed without a secondary orthogonal plasma
diagnostic. The typical RASP values are on the order of 10−2 for the focal spots
presented in this thesis (see Fig.2.12), meaning that the laser pulse deviates from
a perfect rotational symmetry by 1%. As the plasma columns structure on the
short time scales is directly linked to the intensity profile of the laser pulse through
barrier suppression ionisation (presented in section 1.2.3), rotationally symmetric
laser pulses will create rotationally symmetric plasma columns and therefore the
assumption of cylindrical symmetry can be made.

2.2.3.4 . Self-Referenced Wavefront Sensors for Plasma Density
Measurement

During this thesis, we apply a self-referenced technique for the background
phase shift removal measured by the WFS. This technique assumes that the plasma
region is surrounded by unionised gas (in the transverse and vertical direction with
reference to the laser path.) This produces a phase shift which can be separated
into the gas and plasma phase shifts.

Here we present the development of a self-referenced, single-shot, wavefront
sensor-based plasma density measurement. In gas cells, the plasma is typically
surrounded by unionised gas in regions where the electric field of the laser is too
weak to perform barrier suppression ionisation (I < 1014Wcm−2 for H2). In other
wavefront plasma density measurements, a reference image is taken of the phase
distribution of the probe pulse with gas but without the ionising main beam. This
phase map can then be used as a reference to calculate the plasma-induced phase
shift when the main beam is present. However, this method has an inherent flaw

92



in that it relies on the wavefront phase stability of the probe beam. Since probe
beams used in most experimental setups are not phase stabilised and could change
throughout the experiment with a shift in main beam properties if they are extracted
as a small portion of the main beam, this introduces an unknown error into the
density calculation, which would require a secondary phase map measurement to
correct. Here we present the results for single-shot plasma density retrieval without
a reference image, to reduce the reliance on phase-stability.

Figure 2.22 – Simplified experimental set-up of the wavefront-sensor and MZ inter-ferometry measurements of the plasma density as part of the LWFA experiment. Theoff-axis parabola is contained within the cube on the right and focuses themain laserin red into the gas cell above the centre circle. The probe line, in orange, propagatestransversely to the gas cell. The wavefront sensor takes the reflection from the firstbeam-splitter at the lower portion of the orange beam path. The Mach-Zehnder in-terferometer uses a delay stage to synchronise the two arms of the interferometer.
Figure 2.22 illustrates the experimental layout used during the LWFA expe-

riment for plasma density retrieval. During the low-energy LPI experiments descri-
bed in section 4, a probe beam is created from a small pickup mirror on a movable
stage which could be inserted into the collimated main beam before focusing. At
the Apollon facility used for the high-energy LPI experiments described in section 5,
the central portion of the main collimated beam is extracted through a holed tur-
ning mirror. The probe beam is then temporally synchronised to the main pulse at
the interaction point using mirrors mounted on a delay stage as shown in Fig. 2.23
and looking at the probe signal through the gas cell. Temporal synchronisation was
achieved by imaging the plasma column with the shadowgraphy and interferometry
CCDs whilst changing the position of the delay stage for the probe line. As shown
in Fig. 2.23, the delay was lengthened until the entire plasma column was visible,
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indicating that the probe beam arrived just after the plateau plasma column had
been formed. We then define this delay time as the zero point, and as illustrated
in Fig. 2.23, by changing the probe delay we can image a plasma column formed
over a fraction of the gas cell length.

Figure 2.23 – Plasma column creation as a function of the probe beam delay as mea-sured by shadowgraphy (top line) and interferometry (bottom line) in the plasmaplateau region. Relative delays of the probe line are annotated above, where 0 delayis defined as the laser traversing the whole plasma plateau. Laser propagates fromright to left.
WFSs calculate the phase gradients and intensity maps based on the relative

shifts of an array of focal spots as described in section 2.2.3. In this analysis, the
intensity map is used for localising the plasma column and creating a region of
interest which is then applied to the phase map to calculate the plasma density.
The different steps of the method are illustrated in Fig. 2.24. The intensity map
retrieved by the WFS is displayed in a) where the laser travels in the negative Z
direction. These images have been spatially calibrated at 30µm/pixel to allow for
the number density of electrons to be calculated in the final result. The plasma
column is visible across the gas cell between Y = 1000 and 1400 µm, while gas
only is present for Y outside this interval. The dark areas are images of the cell’s
metallic walls blocking the probe beam. In Fig. 2.24 b) is displayed the result of a
Sobel–Feldman operator (commonly Sobel filter[132]) applied to the image in a),
to calculate a 2D map of the intensity gradients at each pixel location. This allows
us to extract the ’edges’ (regions of high-intensity gradients) in the image, which
are characterised by strong amplitude gradients between adjacent pixels located at
the cell walls and the plasma column edges. Ideally, these would represent only the
edges of the cell and plasma, however, due to diffraction noise in the probe beam
image b) contains ’edges’ within the gas region of the plasma. These diffraction
rings arise from the edges of the small pick-up mirror placed into the beam path
of the collimated main beam to extract the probe line during these results. The
image is then projected and averaged in the horizontal and vertical direction to give

94



the solid green and red lines, respectively. A peak-finding method is then applied
to these projections, and the cell edges are extracted directly from the vertical
projection displayed as the vertical dashed red lines. For the plasma column edges,
we take the peaks in the horizontal direction and then shift the limits away from
the plasma column by 10 pixels to ensure that the plasma signal is not included in
the background phase map analysis. These final plasma column limits are shown
by the horizontal dashed red lines.

Figure 2.24 – Demonstration of the plasma finding algorithm and phase retrieval onexperimental data from the second low-energy LPI campaign. a) Intensity map retrie-ved from the WFS. b) Plasma edge-finding through the integrated signal of intensityimage after Sobel-filtering. Box enclosed by red dashed lines is used for plasma den-sity analysis c) Phase map cropped to red dashed enclosed region calculated from inintensity image in b). d) Total, gas, and plasma-induced phase shift, for a single phasecolumn corresponding to the column from the dashed orange line in c). e) Plasmaphase map after completing the iterative phase extraction over each column.
As can be seen from Fig. 2.24 b) the edge-finding method resolves the plasma

position which allows for the analysis to be highly flexible and the plasma column
well retrieved even when moving the gas cell during focal position optimisation or
drifts in the vertical direction from day-to-day. Figure 2.24 c) shows the phase map
cropped to the region of interest enclosed by the horizontal and vertical dashed red
lines in b). To illustrate the phase calculation, we have taken an example column
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Figure 2.25 – Plasma density distribution across the plasma column. Average non-zero signal of the plasma column, displayed in b), is calculated through longitudinaland transverse projections in a) and c), respectively. The laser travels from right toleft in b).

at the centre of the image. The following analysis is conducted for each column
in the phase map to create a 2D plasma phase shift map. For each column in the
phase map an interpolated spline fit is applied over the region outside of the plasma
column from Fig. 2.24 b) to extract the phase shift induced by the background
gas and inhomogeneous phase in the probe beam due to pick up extraction of a
partial beam. This background fit is then interpolated across the plasma region
within the red dashed region as demonstrated by the background fit dashed blue
line in Fig. 2.24 d). Here we show only a cropped view to align the scales of
the phase map and extracted fits, whereas during analysis this fit is performed
across the full gas volume. The background fit is then subtracted from the raw
phase shift signal, shown as the orange line, for each column which then retrieves
the phase shift due only to the presence of the plasma, shown in d) in magenta.
Applying this process over each column, each time extracting a new background
fit, allows a 2D phase shift map to be created. This phase map is a 2D projection
of the phase shifts induced by the 3D plasma volume, and therefore to estimate the
phase shift per unit volume, which is a function of the plasma density, we perform
an Abel inversion. These volumetric phase shifts are then scaled to plasma density
through calibrated pixel size (30µm) and critical plasma density as in Eq. 2.15.
An inherent limitation of the Abel inversion technique is the assumption of axial
symmetry leading to plasma columns which are rotationally symmetric around the
laser axis.

Using the method presented above, the plasma density array displayed in
Fig. 2.25 was retrieved demonstrating the single-shot capabilities of the plasma
column. he horizontal axis is the same as the ones shown in Fig. 2.24 c) and e)
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and the vertical axis has been resized to the detector range. As can be seen at the
peak value in the longitudinal projection (left), density fluctuations close to the
axis are due to the increased error close to the axis of the Abel inversion due to
the error scaling inversely with the radial distance from the axis. It was therefore
chosen to define the average plateau plasma density as the average of the average
transverse projection (lower projection plot in Fig. 2.25 c)). Note that in this plot
the values outside of the red dashed region of interest in Fig. 2.24 b) have been
set to zero for the plasma phase shift ; an assumption which is confirmed with
Fig. 2.24 d) plasma shift extraction, where the plasma shift already goes to zero
within this region of interest.

This method was applied to each shot, however, the retrieval efficacy was
approximately 53% indicating that further improvements in the phase retrieval
algorithm are required. It should, however, be noted, this issue was mostly due to
limitations in the imaging system when working with short cell setups, as sufficient
phase curvature could only be calculated for a small number of pixels leading to
a larger error in the retrieved density. Erroneous measurements were characterised
by a zero on-axis density, multiple plasma columns, and thin repeated structures,
all of which were seen to arise from a lack of signal being supplied to the Abel
inversion algorithm.

WFS results are not well retrieved below 50mbar backing pressure due to
plasma-induced phase shift being on the order of the fitting noise and therefore all
analysis and comparison were conducted above this backing pressure. Comparison
of the efficacy of the plasma density retrieval using this self-referenced method
are benchmarked against a Mach-Zehnder interferometer used during the second
low-energy LPI experiment. Analysis of the Mach-Zehnder interferometer was per-
formed by Francesco Filippi for each dopant percentage and cell length/exit face
setting used during the experiment.

2.2.4 . Plasma Density Retrieval Method Comparison

As will be shown in chapter 4, a comparison of the simulated results of Fig. 4.10,
small changes in the plasma density can lead to large effects in the resulting laser-
plasma dynamics and the resulting electron spectra. To improve the determination
accuracy of the plasma density we performed three measurements of the plasma
density: a typical MZ set-up with a vertically split reference, where one image was
used as an interferogram, and the second as a shadowgraphy measurement, a
PHASICS SID4 wavefront sensor (WFS) used to extract the wavefront curvature
as a single arm, self-referenced single-shot measurement of the plasma density,
and finally, an offline measurement of the gas filling dynamics measured with a
rapid camera through a MZ on a replica of the experiment to study the filling
dynamics on the 10s µs-scale and also provides a measurement of the plasma
density in the plateau region whose results are presented in section 2.2.2. Plasma
density measurements were collected during the Bayesian optimisation experiment
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presented in chapter 4.
Here we compare the results of these three types of measurements and validate

the WFS and rapid camera based methods against the well-tested online MZ set-
up. Figures 2.26, 2.27, and 2.28 show the evolution of the plasma density in the
plateau region of the gas cell as a function of reservoir pressure obtained with
the three different plasma density diagnostics. For this discussion, we refer to the
self-referenced wavefront sensor as SRWFS, the rapid Mach Zehnder as RMZ and
use the usual acronym for the Mach-Zehnder interferometer. These measurements
were conducted in the ELISA gas cell, presented in section 2.2.1, with a 500µm
plateau length. The theoretical line is the maximum achievable plasma density
assuming full conversion of the reservoir pressure into cell pressure for the given
atomic species.

In general, the three Figs. 2.26, 2.27, and 2.28, show that the three measu-
rements are comparable and provide measurements on different backing pressure
scales. The combination of the electron plasma diagnostics with the gas-filling
resolution of the RMZ allows for full characterisation of the gas cell plateau. In

Figure 2.26 – Plasma density as a function of backing pressure for a 99.75% H 0.25%N gasmixture, for online self-referencedwavefront sensor (SRWFS - purple triangles),Mach-Zehnder (MZ - blue circles) directly measuring plasma density and offline tem-porally resolvedMach-Zehnder (Rapid MZ Red circles) measuring pure hydrogen. So-lid and dashed lines represent the line of best fit to the data for the MZ and the novelplasma density diagnostics, respectively. RapidMZ and theoretical maximum density(green) are scaled corresponding to extra electrons from the dopant percentages. Ba-cking pressures were measured with the same injection system for all cases.
Fig. 2.26 we see that for backing pressures below 200 mbar, the three methods
are in agreement. However, the lines of best fit deviate at higher pressures. One
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measurement is significantly outside the line of best fit for the SRWFS around a
backing pressure of 275 mbar. Shadowgraphy images for this shot indicate that
the plasma column is well formed, the Abel inversion is completed correctly and
then the density map is constructed well. As there are no MZ measurements at
higher pressures for this sample set, it is unclear whether there was a plateauing of
the filling rate in these gas pressures on this day or if the difference comes from in-
correct plasma phase signal calculation, as the other points agree well with the MZ
measurement. Comparison between the rapid MZ and the online MZ in Fig. 2.26,
indicates that the two lines of best fit have only a 17% difference in their gradients
(rapid MZ: 3.17 × 1016 vs MZ: 3.83 × 1016 cm−3mbar−1) and approximately a
1× 1017 cm−3 shift in their intercept. A systematic error in the MZ measurement
of this degree would be below the measurement threshold and should be explored
in further work.

Figure 2.27 – Same description as Fig. 2.26 for 99.5% hydrogen and 0.5% nitrogendopant.

Figure 2.27 shows a different example of electron density measurements using
0.5% nitrogen. In this case, the best agreement is achieved between the SRWFS
and the RMZ where the SRWFS displays the same linear correlation with the MZ
over the region 90 to 150 mbar. The measurements are also significantly more
stable for the SRWFS as can be seen by the reduced error bars and a linear trend
after 100 mbar. At low gas pressures, the limitations in extracting the plasma
phase shift from the background noise become apparent for the SRWFS as the
points increase in plasma density at lower pressures.

Larger fluctuations in the plasma density, calculated by the SRWFS, are seen
in Fig. 2.28 in comparison to the previous examples.During this experimental run,
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Figure 2.28 – Same description as 2.26 for 99% hydrogen and 1% nitrogen dopant.

measurements of the apparent cell size using the shadowgraphy indicate a line
of sight through the cell of 190µm which corresponds to only six pixels on the
SRWFS. As the mean values are still between the MZ and RMZ densities, this
indicates that the SRWFS method can work at short cell lengths, but an increase in
the measurement uncertainty is seen. As the gas cell is set to plasma plateau length
of 500µm, with cell width 40 times greater at 20mm, small angular misalignment
of the probe line, or in the cell alignment, can reduce the viewing angle significantly
as seen in this set of measurements.

In summary, both the SRWFS and RMZ have been shown to be in good agree-
ment with the MZ interferometer, especially in the region 70-150 mbar where the
majority of LWFA experiments were performed. Limitations in the phase retrieval
at short cell lengths require higher magnification and more reliable transverse probe
alignment.

For long plasma targets such as those presented in chapter 1.6.4, the 30 µm
pixel size of the SRWFS limits the field of view whilst keeping adequate resolu-
tion on the plasma gradients. One method of tackling this problem is the use of
cylindrical optics, which allow the light to be focused on one axis. A system of
these lenses would allow for the plasma to be magnified in the vertical direction to
provide resolution on the phase curvature and demagnify in the horizontal axis to
expand the field of view.
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2.3 . Electron Diagnostics

The development of high-quality laser-plasma injectors requires reliable me-
thods to measure the properties of accelerated electrons. Measurements of the
charge, energy distribution, and spatial properties of accelerated electrons for short
relativistic electron bunches were used to understand the laser-plasma interaction
during this thesis. In this section, we will present the theory of energy and charge
measurements for the accelerated electrons alongside the parameter definitions of
the electrons, which will be used throughout the rest of the results.

2.3.1 . Electron Spectrometer
Here we present the principle of an electron spectrometer consisting of a perma-

nent dipole magnet, scintillator and imaging system and the corresponding energy
and charge calibration for this system. The electron spectrometer allows for mea-
surements of the charge, energy and spatial distribution, such as the divergence
and average bunch displacement from the accelerator axis, of the electron spectra.
Measurements of the accelerated spectra allow us to extract information on the
accelerating dynamics produced during the laser-plasma interaction such as the
charge injection process, beam loading, accelerating gradients of the wake, etc.
Whilst the specifics of each design are different in each experiment presented in
this thesis, the basic principle remains the same throughout: accelerated electrons
beams are dispersed in terms of energy through interaction with the magnetic
field of a permanent dipole magnet. The interaction between this energy-dispersed
beam and a scintillating screen produces transient radiation in the visible spectrum
which is then imaged by a high-dynamic range camera system. A counts-to-charge
calibration is then performed - which is outlined below in sections 2.3.1.3 and
2.3.1.4 - on the imaging system, allowing the dQ/dE to be calculated for each
spectrum which can be used for peak detection to calculate electron parameters.
Spatial calibration is also performed to recover the pixel-to-energy scaling from the
theoretical electron dispersion curves due to the magnetic field and geometric dis-
tances. The spatial properties of the electron bunch in the non-dispersive plane can
then also be calculated from the geometric distances from the electron source to
the scintillator and changes in path length due to the curved path in the magnetic
field.

2.3.1.1 . Calculation of Electron Trajectories

Dispersion of an electron bunch in terms of energy allows us to measure the
number of electrons at each energy within our measurement range (which is deter-
mined by the magnet strength and imaging system.) Electron paths between the
LPI source and scintillator can be theoretically calculated to produce an energy-
space calibration of the imaging set-up. We begin by assuming non-divergent elec-
tron bunches so we can neglect off-dispersive plane displacements. Before and after
the magnetic field of the magnet the electrons are freely propagating where only
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the drift velocity from the divergence of the electron bunch from the source alters
the path of the electrons.

Once an electron enters the dipole magnet with constant magnetic field B0

transverse to the motion of the incoming electron bunch, it will undergo a partial
circular trajectory with a constant angular frequency, ωc, which is defined as the
relativistic cyclotron frequency:

ωc =
eB0

meγe
, (2.16)

where we have included γe for the relativistic mass corrections to the electron
mass, me. Assuming relativistic electron motion, which is applicable to all electron
spectrometer energy detection bounds used during this thesis, the radius can then
be calculated as:

Rc =
c

ωc
=
cmeγe
eB0

. (2.17)
The relativistic energy for a particle is given by

E2
rel = m2

ec
4 + p2c2 . (2.18)

When the rest mass is much less than the particle momentum, i.e mec≪ |p⃗|, we
can neglect the rest mass term and using the relativistic momentum where ve ≊ c

retrieve γe as:

γe ≈
Erel

mec2
. (2.19)

Combining equations 2.17 and 2.19 gives us the Larmor radius in terms of the
particle energy:

Rc =
c

ωc
=

1

eB0

Erel

c
. (2.20)

In our simple zero-divergence example, we take the origin of the circular portion
of the electron’s trajectory to be at the centre of the magnet gap. We can then
define our coordinates as in Fig. 2.29 with y in the vertical axis, x transverse to the
magnetic field and z longitudinally along the initial electron propagation direction.

For an arbitrary geometry, we can then calculate the time-dependent position
of a particle interacting with the magnetic field before free propagation as:

θ(t) = ωct , (2.21)
x(t) = Rc [1− cos (θ(t))] , (2.22)
y(t) = 0 , (2.23)
zB(t) = z − zi magnet = Rc sin (θ(t)) . (2.24)

(2.25)
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where θ is the angle in the x0z plane. We can then calculate the angle of exit as:

θx = arccos

(
1− WB

Rc

)
, (2.26)

θz = arcsin

(
LB

Rc

)
, (2.27)

θexit = min[θy, θz] . (2.28)
where WB and LB are the half-width (in the x-direction) and full length (in the
z-direction) of the magnet respectively. It is necessary to take these two conditions
into account for electrons at different energies where they can exit at the side or
end of the magnet.

Using the above equations we perform electron tracking for the f9 Apollon
campaign presented in chapter 5, where the realistic magnetic field map (i.e using
a 3D array of magnetic field strengths inside and outside of the bulk of the magnet)
was used with a mean field of 1.73T, 250mm length, 100mm width and a 17mm
gap. Measurements performed by LLR indicated that edge fields were minimal.
Using the above equations of motion for the electrons in free drift and interaction

Figure 2.29 – Electron trajectory tracking for electron energies between 0.4 to
2.0GeV. a) electrons accelerated from the LWFA process exit the gas cell and freelypropagate in zone I. In zone II themagnetic field of the dipolemagnet, b), thendeflectsthe electrons as a function of their energy. In zone III the electrons freely propagateagain until they reach the diagnostic axis at c).
with the magnetic field of the dipole, we can produce Fig. 2.29 where the paths
of the electrons with different energies are mapped throughout the electron spec-
trometer. From Fig. 2.29 we can see that as the electron energy increases, their
deflection angle decreases placing them closer to the laser axis at x = 0.
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A complication of the high-energy spectrometer was the inclusion of electrons
which exit at the side and the end of the C-shaped magnet. This leads to a dis-
continuity in the electron tracking which corresponds to the corner of the magnet
closest to the scintillator. The high field of the magnet is, however, required for ha-
ving ample resolution of electrons at high energy and is, therefore, a design choice
which must be considered.

From this analysis, it can be seen that the design of the spectrometer in terms of
magnet strength, and geometric layout of the magnet and scintillant, will determine
the energy measurement range and the resolution at each energy i.e the δE for
each pixel along the energy dispersion axis.

2.3.1.2 . Calculation of Induced Energy Error due to Divergence
Electron bunches will have a finite divergence due to the injection and accele-

rating processes inside the wake occurring over finite volumes. Taking a non-zero
initial divergence we can solve the equations of motion with the addition of an initial
displacement term into the dipole with allows us to produce Fig. 2.30. Figure 2.30

Figure 2.30 – Electron trajectory tracking for electron energy of 1GeV and a range oflaser-plasma exit angles, θcell between±10mrad. The black line indicates the positionof the detector with zero initial angle.
shows electron trajectories with a non-zero initial angle at the exit from the gas cell
for 1GeV electrons. This finite divergence exists in both the spatial and energy-
dispersion planes, leading to uncertainties in the energy measurement which must
be taken into account. We can calculate the induced error for a known divergence
in the energy plane, however, during experiments we do not have access to this
information. So this requires that we assume that the divergence measured in the
non-dispersive plane is on the same order as the divergence in the energy-dispersion
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plane. This assumption is valid for symmetric accelerating cavities as they will lead
to similar divergences in both transverse axes. One effect to be considered, ho-
wever, is the laser polarisation plane which leads to electron bunches with larger
divergences in this plane[133]. This effect arises from the ionised electrons gaining
momentum in the laser polarisation direction[134]. In the case where the dispersive
plane of the dipole magnet is aligned to the polarisation direction, literature values
for expected increases in electron bunch divergence can be included in the energy
errors.

2.3.1.3 . Charge Determination from Scintillator Based Diagnostics

Theoretical CCD count-to-charge calibration can be performed using the fol-
lowing method and using calculated constants for LANEX screen emission. An
example of this calculation is given here for the electron spectrometer imaging
system used during the low energy injector Bayesian optimisation experiment (sec-
tion 4.2.) However, the processes is similar for other spectrometer geometries.

The charge calibration depends on:

— Scintillator used ;

— Collection efficiency of the imaging system ;

— Solid angle of the light collection ;

The type of scintillator determines the calibration factor of photon emission
to impinging charge. During this thesis, most measurements used LANEX as the
scintillating medium. However, a YAG-based crystal detector was also implemented
during the second Apollon campaign outlined in section 5.2. This was however
calibrated using the method described in section 2.3.1.4. The collection efficiency
can be calculated using a power calibrated laser where the transmission ratio is
calculated from the source position to the CCD position using a calorimeter. Finally,
the solid collection angle can be calculated geometrically from the light collection
and transport optics.

Using the geometric layout of the light collection optics in Fig. 2.31 resulting
in a total distance of 54 cm and noting that the 50 mm/1.8 Nikon Nikkor camera
objective used with the Princeton Instruments Pixis 400 has an aperture diameter
of 3.5 cm we can calculate the CCD collection solid angle as:

Aobjective

r2
= 3.30× 10−3sr . (2.29)

Using the value for solid angle photon emission per pC charge given by Kurz et
al.[135] for Carestream LANEX Regular as 3.1×109 ph/sr pC. and the geometric
collection solid angle, we calculate the portion of photons that are collected, giving
the photons per pC as 1.023×107ph pC−1. Using a 520 nm, calibrated light source,
set to 1.00 mW, directed at the camera, the approximate number of photons per
count can be calculated using the energy per photon to find the number of photons
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Figure 2.31 – Image of the experimental set-up of the dipole-LANEX electron spec-trometer at the LLC. The electrons, shown in blue, which are accelerated by the laser,shown in red, from the gas cell, indicated with the yellow arrow, are dispersed inenergy (even though the dipole magnet is off-axis in the displayed image.) The boun-dary of the LANEX screen, protected by a piece of aluminium foil, is shown with thedashed green line. Distance L1 and L2 are the distances between the LANEX screenand the vacuumwindow and the 16-bit CCD chip respectively. The view of the camerais obscured here by the vacuum chamber.

over a short period of 20 ms which was also used for the acquisition during the
experiment:

P =
E
τ
=
nγℏω
τ

(2.30)
where E and nγ are the total energy and the number of photons respectively. The
acquisition time of the camera is optimised such that it opens just after the passage
of the laser pulse to limit x-ray noise on the camera produced during the laser-
plasma interaction from electron-ion recombination, laser-cell/dipole interaction,
etc., and for a sufficiently short time to minimise thermal noise on the camera.
Integrating the total counts on the camera from the continuous wave power cali-
brated laser for a short exposure time allows for the number of counts per photon
to be calculated. We found nγ = 4.587 × 108 photons for 1.168 × 108 counts
leading to approximately 3.927 photons/count. Finally, we can scale this value by
the power-calibrated transmission ratios of the imaging objectives to retrieve the
count to charge calibration and arrive at 5.1× 10−4 fC/count.

Performing this calibration for other scintillating-based electron detectors re-
quires calculating the collection angle, measuring the transmission of the imaging
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system, and applying standard emission values for the scintillant. For the Apollon
experiments presented in chapter 5, this process was performed for the LANEX-
based electron spectrometer that used a periscope system to transport the emitted
light above the experimental chamber to the radiation-protected CCD. The col-
lection angle of these mirrors and the imaging objective on the camera were then
taken into account providing a count-to-charge calibration of 4.1×10−2 fC/count.

2.3.1.4 . Integrating Current Transformer Charge Calibration
During two of the four experiments (low energy injector Bayesian optimisation -

section 4.2 - and high-energy injector f9 - section 5.2) conducted during this thesis,
an integrating current transformer (ICT), shown in Fig. 2.32, was implemented, and
the results analysed by the LIDYL group. This device measures the total charge
through an aperture allowing for the direct measurement of the bunch charge
without the imaging system calibration defined above in section 2.3.1.4. However,
it sacrifices information on the bunch’s spatial properties and energy spectra.

The operating principle of an ICT can be understood from the Fourier transform
of an arbitrary bunch current profile in time, i(t), into frequency space[136]:

I(ω) =

∫ +∞

−∞
i(t) e−i ω t dt, I(0) =

∫ +∞

−∞
i(t) dt = Q (2.31)

Disregarding the higher frequency terms and taking only the DC bias (ω = 0)
removes our knowledge of the bunch shape, but provides us with information on
the total charge of the bunch.

Figure 2.32 – Simplified principle of integrating current transformers. Current indu-ced in a secondary conducting medium from the magnetic field from the current ofa charged particle bunch (here electrons.) is used to calculate the total charge of theparticle bunch.
Figure. 2.33 shows the method for charge calibration of the LANEX and YAG

electron scintillating detectors used during the second Apollon high-energy LPI
campaign in section 5.2. To calibrate the charge of the other destructive electron
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Figure 2.33 – a) Dipole magnet on the beamline dispersing the electrons (in green) interms of their energy onto the YAG and LANEX scintillant detectors. b) Dipole magnetoffbeam line, electron bunches leave the vacuum through the flange and their chargeis measured by an ICT. The LANEX screen has been made transparent for visibility.

diagnostics, experimental parameters were optimised to achieve spectra which were
stable in terms of total charge from shot-to-shot. A sample set of data were then
collected on the LANEX and YAG crystal detectors at different set pressures to
vary the quantity of charge on the detectors. The dipole magnet was then removed
from axis so that the electrons propagate through the aperture of the ICT and the
same pressure settings were used. This was completed over several shots and the
average charge calibration was calculated from the signal on the destructive and
ICT electron diagnostics ; this calculation was completed by Matthew Streeter.

2.3.2 . Electron Parameter Definitions and Calculation Methods
From the energy-dispersed electron spectra, many physical parameters of the

electron bunch can be calculated. Here we will describe how the different parame-
ters calculated during this thesis for the electron bunches are defined and calculated,
including total and peak charge, bunch energy, maximum bunch energy, average
displacement angle and bunch divergence.

Figure 2.34 shows an example of typical parameter extraction for a peaked
electron spectrum achieved during the campaign described in section 4.2. The
following section uses this figure to describe how electron parameters are defined.

2.3.2.1 . Charge Parameters
The total charge is defined as the integrated signal of dQ/dE over all energies:

Qtot =

∫ Emax

Emin

dQ

dE
dE , (2.32)

where Emin is cropped in Fig. 2.34 to 30MeV and Emax to 150MeV.
Peak charge was chosen to be calculated as the integral of the charges within

the blue and red shaded regions of Fig. 2.34 as global analysis of the electron

108



Figure 2.34 – Electron distribution in divergence-energy space. The whole angledQ/dE (pC/MeV) is displayed with the solid white line. The energy at the peak dQ/dE ismarked by the vertical yellow line. Full-width-half-maximum (FWHM) dQ/dE is shownby the horizontal green line. The FWHM region is shown by the blue-shaded region.2×FWHM is shown by the red shaded region. The maximum energy is shown by thevertical cyan line. The yellow dashed line is the lineout in pC/mrad through the bunchat the peak energy corresponding to the column marked by the peak energy. Solidmagenta horizontal lines indicate the FWHM limits on the bunch in the divergenceaxis. The dashed horizontal magenta line is the average angular displacement of thebunch over the energy FWHM in the divergence plane.

spectra was seen to be sensitive to the calculation of the FWHM. Using 2×FWHM,
therefore, represents a higher value of charge, but better captures the charge within
the peaked region for analysis and comparison to the simulated results. This is
therefore defined as:

Qpeak =

∫ E+2FWHM

E−2FWHM

dQ

dE
dE , (2.33)

where ±2FWHM corresponds to the upper and lower vertical red dashed lines
respectively.

2.3.2.2 . Energy Parameters

Maximum energy is defined as the energy value in which the dQ/dE signal
drops to 10% of its peak value in the positive energy direction. The choice of 10%
allows for the signal to remain above background noise whilst still well describing
the maximum achievable electron energy of the system.
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The energy spread of the bunch is calculated as the FWHM width in energy,
illustrated with the horizontal green line, divided by the peak energy value shown
by the vertical yellow line as a percentage.

The total energy contained within the bunch can be extracted by calculating
the number of electrons from the charge in each energy bin and then scaling by the
absolute energy of each bin. This process is completed for both the total energy
range and the energy range defining the peak of the spectra which gives the total
and peak beam energy respectively. This parameter provides a measure of the
transformer efficiency between the energy contained within the drive laser and the
extracted energy converted into the electron momenta. It should be noted that the
bunch energy in this case is in units of Joules rather than electron volts.

Qi = dqi × dEi ∀i (2.34)
Ee− =

E+∑

i=E−

Qi × Ei (2.35)

where E+, E− are the upper and lower energy limits which for the total and peak
energies are defined as:E− = Emin, E+ = Emax, and E− = E−2FWHM , E+ =

E+2FWHM , respectively. The energy of an electron in MeV is then converted to
Joule for comparison to the laser driver energy by multiplying by 1.6× 10−13 from
the definition of the electron volt.

2.3.2.3 . Spatial Parameters
As the electron bunch is dispersed in energy along a single axis, we can extract

information from spectrum measurement on the spatial quality of the beam in
the transverse axis. We use this to calculate the bunch divergence and angular
displacement from the accelerator or reference laser axis in vacuum (equivalently,
the average divergence.) The accelerator axis was defined in the experiment by
sending an attenuated laser onto the scintillator and measuring the average pixel
position on the scintillating screen.

A lineout of the dQ/dmrad signal extracted at the peak energy is shown by the
dashed yellow line in Fig. 2.34. The horizontal magenta lines display the FWHM
for this lineout. The distance between these two lines is defined as the divergence
of the electron bunch at a single energy. The FWHM is calculated for all lineouts
within the blue region of Fig. 2.34 to calculate the average divergence of the bunch.
Similarly, the average angular deviation of the bunch is calculated by finding the
displacement of the peak in the spatial axis for each lineout and averaging over
these values, as shown by Fig. 2.35.
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Figure 2.35 – Illustration of the angular displacement of the electron bunch calculatedfrom the FWHM around the peak in dQ/dE shown by the vertical dashed red line.Divergence-energy spectrum is the same data as Fig. 2.34 cropped to the FWHM inenergy. The average displacement is shown by the dash-dotted cyan line. The valueshave been charge-weighted (dQ/d mrad).
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3 - Introduction to Numerical Tools:
Machine Learning and Simulation

This chapter covers the theory and development of numerical tools applied
during this thesis including machine learning techniques applied to laser wakefield
acceleration experiments and particle-in-cell (PIC) simulations using realistic la-
ser descriptions. The application of Bayesian optimisation for finding experimental
optima is presented with an explanation on the theory of Bayesian optimisation
and relevant terminology. Implementation of realistic laser descriptions in the si-
mulations is shown to improve the accuracy of simulated results (results described
in section 4.1.3.2). We therefore describe the method of calculating the modal
description of the complex electric field of the laser via transverse fluence images
around the focal plane which can then be introduced into simulation codes. In this
chapter, the development of a generative adversarial model (GAN) which allows
for the on-shot focal spot to be reconstructed will be presented. Particle-in-Cell
simulations provide an invaluable tool for the study of underlying physical processes
of the highly non-linear interaction between laser and plasma at the heart of laser
wakefield acceleration. A general description of PIC simulations will therefore be
provided, followed by the specifics of the Fourier-Bessel PIC code (FBPIC) used
for simulation results and details on the inclusion of realistic laser profiles in these
simulations.
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3.1 . Machine Learning

The use of machine learning (ML) techniques in LWFA is an emerging field[137].
In this section we focus on signal prediction networks through the use of a trained
neural network (NN) to predict on-shot focal spots, and on the problem of ex-
periment optimisation, where we applied Bayesian Optimisation (BO) to perform
high-dimensionality optimisation searches during an LWFA experiment.

3.1.1 . Artificial Neural Networks in Laser-Matter Interaction
Artificial neural networks have been applied to the prediction of experimental

results, and automated analysis in laser-matter interaction experiments. Typically
NNs are used to correlate complex relationships between input and output states
which have difficult to characterise, or hidden, relationships[138]. The large quantity
of data obtained from a large number of diagnostics during experiments, and the
nonlinear interaction between the laser and plasma, make LWFA experiments prime
candidates for the application of NNs.

To understand the cause, and predict the effect of electron parameter fluc-
tuations from laser driver fluctuations in a laser wakefield accelerator, Kirchen et
al.[70] trained a NN to estimate the beam charge, median and spread of energy
from 15 laser parameters. During NN training they used the mean absolute error
between the real and estimated electron parameters as the loss function. Including
only the laser parameters, they were able to estimate the electron parameters to
a coefficient of determination better than 0.73 meaning that at least 73% of the
variance in the electron parameters can be explained by the variance of the input
parameters using their NN. NNs have also been developed for ion acceleration to
predict the ion energy and temperature using experimental inputs[139].

NNs have also been used for automated analysis where for example, Simpson
et al. used a NN to perform rapid analysis of the x-ray spectra resulting from the
betatron oscillations of electrons in an LWFA experiment[140]. This application of
NNs to data processing allows for the speed-up of diagnostics necessary for future
high-repetition-rate LPIs.

Calculation of wavefront distortion and Zernike polynomials (discussed in sec-
tion 2.1.1.3) from intensity image distortion was performed by Wang et al.[141]
where they created two encoder-decoder architecture for atmospheric turbulence
correction for telescopes.

During this thesis, we trained a NN for image-to-image translation to recons-
truct the focal spot of the drive beam using measurements of a fraction of the
main beam, on a spatially separated camera. The reconstruction of the transverse
fluence profile of the focal spot is possible due to the large degrees of freedom
that can be encoded by the NN to describe the complex changes between the two
focal spot images due to alterations in imaging set-up, the spectral transmission
of the extraction and imaging optics, differences in the magnification, etc. that
would be extremely difficult to map analytically. To the author’s knowledge, this is
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the first time that a machine-learning method has been applied to laser focal spot
reconstruction.

3.1.2 . Generative Adversarial Networks : Neural Networks for
Image-to-Image Transfer

During laser experiments, a portion of the focusing beam is typically sampled
to track pointing fluctuations. It would be, however, beneficial to have knowledge
of the fluence distribution alongside these measurements. We therefore applied
neural networks to the problem of image-to-image translation where one input
image is mapped to another. Here we will present the theory of the neural network
architecture that was used to produce this model, and in section 3.2.2 describe the
experimental implementation, training of the model, and the resulting efficacy of
the focal spot retrieval.

Figure 3.1 – Overview of a sub-network neuron with two input and three outputconnections as part of a larger network. We examine the output of neuron 2 in layern+1. Signals from the input neurons are weighted and summed. If the output of thesum, σ, is greater than some threshold value, T, a 1 will be output and 0 otherwise.This simple type of threshold is referred to as threshold logic unit[142]. This outputis generalised over all neurons. Weight notation for the first to third and second tofirst neurons of layers n to n+1 have been omitted for clarity.
Artificial neural networks are systems of neurons which take inspiration from

biological neurons[142]. On a basic level, these act as signal processors, where an
input signal passes through n-layers of m-neurons (where the number of layers,
and neurons in each layer, changes depending on the application) resulting in a
processed output signal. A simple overview of a small portion of an artificial neural
network is depicted in Fig. 3.1. In red, we have the first layer which we will consider
as the input in this example and where the input neurons, marked with 1 and 2 in
red, are connected to every blue neuron in the second layer. The weighting on each
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connection, which controls how the signal is processed by each neuron, is defined
with Wn,m,i. Here i refers to the weight of the connection to the ith neuron of
the n + 1 layer from the mth of the nth layer. We have excluded the weighting
on the two longest connections (red 1 to blue 3 and red 2 to blue 1) for clarity.
Each neuron also contains a bias, which is shown for the case of blue 2. This is a
constant added to the summation of all the signals entering a neuron, which alters
the level of signal required to activate the neuron and pass a 1 signal rather than
a 0. This process is displayed for blue 2 where the input connections are multiplied
by their weights, summed, a bias is added, and then this value is checked against
a threshold value which determines whether the neuron sends a 1 or a 0 to the
next layer. This weighting between the neurons and the biases of the neurons are
typically what is “trained” when creating a neural network for a specific application.

Neural networks are useful for image processing tasks as they allow for complex
relationships between the pixels of pre- and post-transformed images to be mapped.
Classically, during image-to-image translation tasks, where an input image array is
mapped to an output image array, a neural network model would be produced on
a pixel-by-pixel basis to perform the translation. This results in each pixel’s model
being independent of the surrounding pixels. In the case of focal spot reconstruction
from a spatially distinct camera - as targeted in this work - it was hypothesised
that the relation between a single pixel in the reference and measurement images
would likely not be strongly correlated, but the overall structure of the focal spot, in
terms of both energy distribution and average position, would play a stronger role
in focal spot prediction. This was hypothesised due to the different imaging systems
used on the cameras where the apparent pixel size was significantly larger for the
reference camera meaning that a one-to-one mapping of the pixels between the
cameras could not be achieved. During the development of a focal spot prediction
artificial neural network, we chose to use a Generative Adversarial Network (GAN)
as the model. GANs were chosen as they provide a generalised approach to artificial
neural network building which trains on the structure of sub-regions of the input and
target data[143], and have had success in other image prediction and translation
applications[144]. They are fully unsupervised in their training where the user needs
only to supply grouped sets of input and output images. Specifically the “pix2pix”
method, developed by Isola et al.[143], was chosen due to its flexibility and efficacy
in image translation.

A further advantage of GAN models arises from their architecture, displayed
in Fig. 3.2, where the generator and discriminator are shown. A difficult task in
image-to-image translation is describing a loss function which can be minimised
during the training of the transfer neural network. Rather than directly training on a
predefined loss function, the model is trained on a loss that tries to classify whether
an image is real (from the input sample set) or fake (generated by the generator
model)[145]. It is this method of training that provides GANs with flexibility as the
loss function adapts to the data type.
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Figure 3.2 – Simplified process of generative adversarial model training. We use herethe example of laser focal spots, however, the process is generalised for all types ofimages. The generator is given an input image, which it then uses to create a genera-ted “fake” image. Either the fake image or thematching reference image for the inputimage, are then given to the discriminator. The discriminator then attempts to deter-mine if the image is fake or not by comparison to the input image. If the discriminatorchooses correctly it is positively rewarded and the generator is negatively rewardedas it has not been able to fool the discriminator. If the discriminator chooses incor-rectly it is negatively rewarded as it has been fooled by the generator which is thenpositively rewarded. This competition continues, with the generator and discrimina-tor improving at their respective tasks.

This specific type of GAN model employed in this work is classified as a condi-
tional generative adversarial network (cGAN)[146]. This means that the discrimi-
nator in Fig. 3.2 has knowledge of the input image. To train a neural network we
need something to describe how well it is performing ; this is the role of the loss
function[147]. The loss function of the cGAN is described by[143]:

LcGAN (G,D) = Ex,y [logD(x, y)] + Ex,y [log(1−D(x,G(x)))] , (3.1)
where G, D are the generator and discriminator respectively, E is the expected
value, and x, is the input image, y the reference image.The first term on the right-
hand side refers to the discriminator being able to correctly distinguish that an
image is real given the input and reference image, and the second term refers
to the discriminator being fooled by the generator. The generator, G, acts to
minimise equation 3.1 whilst the discriminator, D, attempts to maximise it. The
usefulness of this type of neural network architecture is that the loss function,
LcGAN , in Eq. 3.1, is defined by the discriminator and so we do not have to define
a specific loss function for training the generator that could bias the type image
transformations that are produced.

3.1.3 . Bayesian Optimisation
Black-box functions are those in which we observe only the input and output

values without knowledge of the functional form. Performing a maximisation of
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this black box function can be described as:

x⋆ = arg max
x∈X

f (x) (3.2)
where f is our black-box function, x is a choice of input parameters that is a
subset of all possible input parameters X , and the arg function extracts the argu-
ment of the function. Bayesian optimisation (BO) is a machine learning algorithm
for optima finding of expensive to evaluate black-box functions. In our examples,
the black-box functions are the merit functions that we try to optimise. These are
based on the underlying physical processes during the laser-plasma interaction and
are characterised in terms of measurable parameters such as total charge, average
electron energy, average angular deviation from the accelerator axis, etc. The ad-
vantage of Bayesian optimisation arises from the optimisation process as it uses a
surrogate model to optimise the merit function rather than direct optimisation of
the function itself.

Figure 3.3 – Overview of the Bayesian optimisation process.

The BO process can be dissected into four main steps as shown in Fig. 3.3. We will
describe the process here before defining in more detail the specific terms below.

First, data points are observed and a merit function is evaluated on these points
to produce an initial data set. Secondly, a surrogate model is built to describe these
sampled points in terms of a posterior distribution which is typically a Gaussian
Process. Next, an acquisition function is created from the posterior distribution,
which is then maximised, dictating the next optimal point for sampling. Finally,
this new data point is sampled and added to the list of sampled points to update
the posterior distribution. This process is then repeated allowing the black-box
function to be maximised until a target value or number of iterations is achieved.
A detailed discussion of each of these processes follows.

118



3.1.3.1 . Sampling and Merit Functions

Initial data sampling to provide a basis for the surrogate model is provided by
random sampling or known data points. In the case of laser wakefield experiments,
this would correspond to data point sampling within physically reasonable para-
meters in terms of focal position, plasma density etc. corresponding to previous
facility or literature results. An example starting sample set, if not randomly sam-
pled, could include, for example, plasma densities far from resonant conditions,
which for a given laser system, will likely lead to no electrons being trapped and
accelerated, and plasma densities close to resonant condition, such that the model
quickly learns the merit function scaling with the plasma density.

3.1.3.2 . Gaussian Processes and Kernels

After the initial sampling, the surrogate model then fits the observed data
points and attempts to quantify the mean value and uncertainty of the parame-
ter space which is yet to be sampled. This process is completed by a Gaussian
process that makes assumptions on the behaviour of the black-box function wi-
thout assumptions on the functional form[148]. For example, a Gaussian process
assumes that the function is smoothly varying and that points close together in the
input parameter space will result in points close together in the output parameter
space[149]. The Gaussian processes are described in terms of their predicted mean
and uncertainty as a function of each point in the input parameter space.

Given a distribution of sample measurements, there are many functions that
will fit these samples. Gaussian processes calculate the mean from the probability
distribution of all these possible functions providing the most likely function which
describes the sample data[150]. The Gaussian process produces a posterior distri-
bution which describes the uncertainty in the model of the function from the set
of sampled points. Fig. 3.4 illustrates fitting by the Gaussian process applied to
randomly selected sample points with no optimised sample selection.

The code to produce this figure was adapted from the example code provided
with scikit-learn[151]. Figure 3.4 a) illustrates the prior distribution of functions
Y = f(x), where no data points have been sampled. In this case, the average of
the sampled functions will form a Gaussian distribution around the mean value at
zero. After sampling in Fig. 3.4 b) the standard deviation close to the sampled
points decreases, which can be understood from the constrained functions in this
region producing a Gaussian distribution with a smaller standard deviation. Conti-
nued sampling in Fig. 3.4 c) - f) reduces the standard deviation throughout the
space and provides a Gaussian process where the posterior distribution is a good
approximation of the toy model displayed with the red line in Fig. 3.4 f).

The chosen kernel calculates the uncertainty for the unsampled points in the
parameter space. The kernel, or covariance function, encodes the assumptions on
how similar (equally correlated) two points in input parameter space are, allowing
for uncertainty on this space to be approximated[148]. This is where the above
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Figure 3.4 – The Gaussian process is applied to randomly sampled points from a1D toy function. Dashed lines are a sample of possible functions from the Gaussianprocess distribution. The solid black line indicates the mean value calculated fromall possible functions. The shaded region indicates the standard deviation aroundthe mean value. Blue circles are randomly sampled points. a) is the prior distributionbefore any samples are taken, and b) - f) displays the posterior distribution of theGaussian process after data sampling. The red line in f) indicates the toy functionvalues.

assumption, that points close together in the input parameter space will result in
points close together in the output parameter space, is required. In Fig. 3.4, the
radial basis function kernel was used which is described by:

K(x, x′) = exp

(
−||x− x

′||
Σ

)
(3.3)

where, x and x′ represent two points in the input parameter space and Σ is a free
parameter. It can be seen from this equation that the closer the points are together,
the closer K is to one. The kernel describes how the correlated input parameter
space. Fig. 3.5 a) shows a visual representation of the radial basis function kernel.

The form of the correlation between the input parameters can be altered by
choosing different kernels for the Gaussian process. The correlation matrices for
various kernel choices on toy input parameters are shown in Fig. 3.5, where the
correlation between input parameter values for xi and x

′
i are indicated by the

normalised heat map.
It can be seen, for example, that in the case of Fig. 3.5 a), for the radial basis

function kernel, that numerically similar xi and x
′
i are highly correlated, and this

correlation quickly decreases for larger separations. The effect of choosing different
kernel functions on the optimisation efficacy are presented in section 4.2.4.2.
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Figure 3.5 – Examples of normalised covariance matrices in 2D produced from thea) radial basis function kernel, b) period kernel, and c) linear kernel. xi and x′

i arearbitrary parameter space inputs used to calculate their covariancewhere one is highand zero is low covariance.

3.1.3.3 . Acquisition Functions

In the previous section (section 3.1.3.2) in Fig. 3.4 we sampled the 1D parame-
ter space at random. During Bayesian optimisation, however, the following sample
point is chosen by maximising the acquisition function.

The acquisition function examines the Gaussian processes and characterises
the points by a combination of their mean and uncertainty. Whilst the form of the
chosen acquisition function can change, and the weighting of the exploration vs
exploitation (preference for a reduction in uncertainty vs increase in mean value,
respectively) can be altered, this function always acts as the middle process between
the Gaussian process of the black-box function and the subsequent measurement
choice.

As shown in Fig. 3.6, the parameter set that maximises the chosen acquisition
function is selected for the following sampling. To clarify, the optimisation is per-
formed on the acquisition function rather than the Gaussian process model of the
black box function itself. This proves advantageous since the acquisition function is
not costly to evaluate as it is defined in terms of only the mean and uncertainty at
each point[149]. After this new parameter set is chosen, measurements are taken
at these settings, and the Gaussian process model is updated as shown in the top
row of Fig. 3.6. The acquisition function then chooses the next best position, and
the process continues until a threshold value or maximum number of iterations is
met.

3.1.3.4 . Bayesian Optimisation in LWFA: State of the Art

As BO provides a means of optimising expensive to evaluate black box func-
tions, such as that of the parameter space in LWFA schemes, applying BO tech-
niques to LPIs and their associated secondary radiation is a developing field. Fur-
ther, BO allows for the inclusion of measurement error into the acquisition func-
tion[149], which is critical in an LPI due to shot-to-shot variability. As BO in LWFAs
is an emerging field of study, we will examine the work completed by other groups
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Figure 3.6 – Fitting of Gaussian process to arbitrary function using expected impro-vement (EI) acquisition function. The top row shows the sampling per iteration wherethe real function (grey line) is sampled (black circles), and the next point to be sam-pled (white circles) are selected by the acquisition function in the bottom row. Themean and standard deviation of the Gaussian process are shown by the blue lineand shaded area, respectively. In the bottom row, the acquisition function (red line)is maximised (green dashed line) to select the next X value for sampling.

and the relevance of the work completed during this thesis.

The first work applying BO to LWFAs was completed by Shalloo et al.[81] in
2020. Their results demonstrated the use of BO models for improving, separately,
the electron charge, total bunch energy and divergence, and the x-ray flux through
the 6D optimisation of laser focal position, plasma density and length, and 2nd,
3rd, and 4th order spectral phase terms. During 6D optimisations of the electron
bunch charge, they demonstrated a threefold increase in charge from 5.6 to 17 pC

between the previous day’s best experimental settings and the optimum retrieved
by the BO process. An increase in the x-ray yield was noted with a five times
increase during a separate 6D scan optimising the counts on an x-ray camera,
demonstrating that the laser that would typically be considered too low energy
to produce a usable betatron induced x-ray flux in the keV range[14] could be
obtained through high-dimensional parameter tuning with BO.

Recent work by Ye et al.[152] also focused on optimising betatron X-ray pro-
duction, where they performed a 2D optimisation of the plasma density and laser
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focal position within a gas cell. Optimised settings found through BO produced
a maximum photon count of 2 × 107 photons in their experiment. In comparison
to the work by Shalloo et al.[81], the photon count was increased by a factor of
approximately ten by using a laser system with three times greater a0 ; however,
photon energies are not stated in the work of Ye et al. This indicates that lower-
power laser systems can produce comparable results when a higher dimensional
optimisation is performed. We explore in this thesis higher dimensional searches
where focal position, plasma density, and the GDD, TOD, and FOD of the spectral
phase are altered.

Work completed by Jalas et al.[153], and Kirchen et al.[70] in 2021 combined
BO of PIC simulations with experimental validation for the flattening of electron
bunch phase-space and a secondary optimisation on the stability of the electron
spectra. Their simulations indicate that the electron energy spread could be reduced
by flattening the phase space through LPI parameter tuning.

They performed 4D BO of the focal position and energy of the laser, the plasma
density and dopant concentration of the first gas mixture in a two-compartment
cell to optimise electron spectral density defined using the merit function

√
QE

∆EMAD
,

where E, ∆EMAD, and
√
Q are the median and median absolute deviation of

the bunch energy and the scaled charge, respectively. They showed using simula-
tions that the main improvements in the energy spread come from optimising the
effects of the initial phase space of the injected electrons, the correlated energy
spread produced by the strong acceleration gradients that are non-constant over
the longitudinal axis of the bunch, and the beam loading of the bunch that causes
flattening of the accelerating gradient due to the space-charge field of the electron
bunch.

Work by Irshad et al., in 2022, applied the BO method to simulations with
the multi-objective method for the first time to explore the Pareto front, which
describes the region, in this case of an LPA, where an objective cannot be impro-
ved further without detriment to another[154]. Future facilities will likely wish to
optimise multiple parameters of the electron source, such as the charge and bunch
energy. Inherent physical limitations, such as an increase of injected charge lea-
ding to an overloading of the wakefield that will induce a positive energy chirp on
the bunch leading to increased energy spread, leads to trade-offs when optimising
multiple bunch parameters simultaneously. Multi-objective optimisation allows for
the Pareto front to be extracted, which can then define the constraints on how
parameters can be optimised concurrently. This not only defines the limitations of
an LPI arising from the experimental set-up (such as laser energy, focal spot size,
and laser temporal duration) but also on optimum working points, which can be
chosen based on these results. They further examine the effect of merit function
choice on the final optimised electron spectra in simulations through different sca-
ling and combinations of the total and bunch charge, median energy, energy spread
and the difference between the median energy and target energy.
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These results suggest that the ability of LPIs to produce electrons with a broad
range of spectral properties allows them to be highly adaptable systems capable
of producing user-defined bunch properties. However, this flexibility requires opti-
misation methods that are flexible and carefully chosen merit functions to produce
desired particle bunch and radiation properties. Whilst BO currently provides the
optimiser flexibility, further work on the choice of merit functions and their resulting
spectra is required to use this technique fully. In chapter 4 we will present the effect
of merit function selection performed online during the experimental campaign on
the resulting electron spectra and their properties.

3.2 . Focal Spot Analysis Methods

Knowledge of the on-shot experimental focal spot allows for the input of realis-
tic laser parameters into simulations and analysis of the spatial effects of the laser
on the electron spectra. The improved accuracy of simulations using realistic laser
profiles (in both time and space) will be shown in sections 4.1.3.2 and 4.1.3.3.
In this section, we will present the methods of on-shot focal spot retrieval using
conditional generative adversarial networks and the calculation of the complex elec-
tric field of the laser from transverse fluence focal volume images. Gilles Maynard
completed the development of the complex electric field retrieval.

3.2.1 . Retrieval of Laser Electric Field: Modified GSA Algo-
rithm

Here we present a method to produce a Hermite-Gauss (Cartesian) / Laguerre-
Gauss (Cylindrical) mode-based description of an arbitrary laser pulse from fluence
images recorded experimentally throughout the focal volume. This modal des-
cription can then be used to input realistic laser profiles into PIC codes. In this
thesis, the FBPIC simulation code (see section 3.3.2) was used. It is based on
quasi-cylindrical geometry, and therefore the discussion here will be tailored to the
Laguerre-Gauss modal description.

We present a method to extract a modal description of the laser electric field
from fluence images throughout the focal volume based on a modified Gerchberg-
Saxton algorithm[79]. By neglecting spatiotemporal coupling (STC), the fluence
distribution can be directly transformed into an intensity distribution using the ex-
perimentally measured pulse duration. To obtain the complex amplitude of the laser
electric field (CAL) from the intensity, it is necessary to determine the distribution
of the CAL phase. As shown in chapter 4, experimental electron parameters can
be well retrieved from the simulation using only the transverse energy distribution
and neglecting STC. This indicates that the effect of STC, in this case, can indeed
be assumed negligible. This was done using the following procedure that takes into
account shot-to-shot pointing fluctuations of the laser beam.

The complex amplitude of the laser electric field (CAL) is required for realis-
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tic laser description. In the paraxial approximation, the vacuum CAL of the laser
transverse electric field (the dominant component) is described by:

E(x,y,z,t) = A(x,y,z)× exp

[
−
(
t− z/c
τL

)2
]
× exp [−iω0(t− z/c)] (3.4)

where ω0 is the central laser frequency, τL is the laser 1/e2 pulse duration, and
x0y and z are the transverse planes and laser propagation axis, respectively. We
can describe the laser intensity from the transverse component of the vector po-
tential A(x, y, z) as I0(x, y, z) = κ|A(x, t, z)|2 where κ is a constant. Retrieval
of the CAL, however, requires that we have both the phase and the intensity. The
CAL must satisfy Maxwell equations providing a relation between the electric field
amplitudes at two spatially separated values of z. Therefore we can use multiple
measurements of the fluence distribution in the transverse plane (as measured ex-
perimentally by a CCD) to calculate the intensity from the pulse duration, and
then use these measurements to calculate the intensity and phase map of the laser
pulse.

The CAL is first projected over a large number of Hermite-Gauss (HG) func-
tions, with a fixed origin given by the maximum intensity in the focal plane. Initially,
we assume a uniform phase for the CAL in the focal plane. The images before the
focal plane are then included in a generalised Gerchberg-Saxton iteration[79] to
determine the phase corresponding to initially fixed origins of the HG functions at
these image positions. The error associated with this procedure also depends on
the position of the HG mode’s origins, which are optimized separately. Minimizing
the reconstruction error directly, varying together the coefficients of the HG modes
and the origins of the modes would yield a computationally expensive procedure.
Thus, the positions of these origins are separately determined - allowing the re-
construction to be performed more quickly - by minimising the error between the
reconstructed and the experimental intensity distributions at the pre-focus longi-
tudinal positions (z ≤ 0 where z = 0 denotes the nominal focal position).

The FBPIC simulations using the reconstructed laser field are performed on
a cylindrical grid, meaning an expansion in Laguerre-Gauss (LG) modes for the
reconstructed field is necessary. However, the minimisation of the error on the
origin position is performed on the HG functions rather than their LG projections,
as the polynomial coefficients are less sensitive to alterations of the function origin.
During this iterative procedure, the HG modes are propagated to the following
position, where their coefficients are mixed with the previous iteration results,
along with a weighting factor, until convergence. Finally, the reconstructed intensity
distributions for the positions z > 0 are compared to the experimental ones to
validate that the CAL has been well retrieved.

From the reconstructed expression of the obtained CAL, one can then determine
the dependency of the laser energy on the azimuthal angle by writing the CAL in
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cylindrical coordinates:

AHG(x, y, z, t) =

NC−1∑

ℓ=0

ALG,ℓ(r, z, t)e
jℓθ, (3.5)

where j2 = −1, AHG is the CAL in Cartesian coordinates projected on HG func-
tions while ALG,ℓ is the CAL corresponding to the ℓ angular mode, written as a
sum of Laguerre-Gauss (LG) functions. NC is the total number of complex angular
modes taken into account, and the total number of angular modes in real space
is N = 2NC − 1. The fundamental angular mode ℓ = 0 has a perfect cylindrical
symmetry, while the contribution of the excited angular modes ℓ ̸= 0 reflects a
departure from this symmetry. Once the projection has been completed, the CAL
in cylindrical geometry can inject a realistic, complex electric field of the laser pulse
into PIC simulations with a cylindrical grid like those performed with FBPIC.

3.2.2 . Retrieval of On-Shot Focal Spot: GAN Modelling

The use of realistic laser parameters shown in section 4.1.3.2 in PIC simulations
have been shown to improve the accuracy of simulation results. High-power laser
systems have fluctuations in the spatial energy distribution and pointing of the
laser beam due to heating, turbulent air effects, changes in humidity, day-night
cycle, etc.[2, 87, 155]. Accounting for these fluctuations in simulations requires
estimating the focal spot size on each shot. It is, however, not possible to measure
the focal spot size directly due to the laser being focused into the plasma.

The introduction of realistic laser parameters into simulations has classically
been completed using parameters measured from the focal spot in vacuum at dis-
crete moments throughout an experimental campaign. However, the evolution of
the laser profile can occur over the course of an experiment leading to the initially
measured parameters being invalid or at least a worse approximation of the laser
profile. Further, it has been demonstrated by Maier et al.[87] that fluctuations in
the laser focus position, pointing, and energy result in fluctuations of the electron
bunch energy. It can therefore be extrapolated that alterations in the transverse
energy distribution of the laser would likely modify the spatial properties of the
resulting electrons. Alterations of the transverse laser energy profile are amplified
during self-focusing of the laser pulse. In turn, the wakefield generation and evolu-
tion, and therefore the accelerating fields, are modified as they occur in the most
intense regions during laser propagation. As demonstrated later in this thesis in
section 4.1.3.2, we will see that this in fact the case, and that alterations in the
transverse energy distribution of the laser do alter the spatial properties of the ac-
celerated electrons. In order to develop more accurate single-shot laser diagnostics
we therefore present a method for calculating an approximate transverse intensity
distribution for the focal spot on each shot.
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3.2.2.1 . On-Shot Focal Spot Reconstruction Method Overview

Using an externally calibrated CCD and a conditional generative adversarial
network model trained on correlated data between the external camera and a
camera at focus, one can generate an approximate focal spot transverse energy
distribution with high accuracy. An on-shot energy-calibrated CCD is then used
to re-scale these retrieved focal spots in terms of energy, allowing for a fluence
map to be calculated on each shot. The fluence map can finally be converted to
intensity through the measured pulse duration (assuming negligible spatiotemporal
coupling). As the focal camera must be displaced to allow the laser pulse to impinge
on the gas cell during the experiment, without this calibration, there is no direct
way of measuring the focal spot, and its intensity, on each shot.

To overcome this intrinsic obstacle during specific measurements, a portion of
the laser leaking through a dielectric mirror was extracted, focused, and correlated
with the "real" focal spot, at the interaction point.

Figure 3.7 – Experimental set-up during the 2021 Lund campaign for creating thedata set of trainable focal spot and reference images. The laser is focused by an off-axis parabola after full amplification and attenuation before compression into a CCDat focus. The leak through a dielectric mirror is used to extract a portion of the beamand focus this onto a secondary reference CCD. These data sets are used to train aGAN model. Typical focal spot images on the two cameras are shown in the insets.
To apply this reconstruction to experimental data, we must first prepare a data

set for training a neural network to perform the transform between the measure-
ment and “real” focal spot measurement. As can be seen in Fig. 3.7 the reference
camera is placed at focus in vacuum with the laser fully amplified and attenuated
before compression to allow for the direct measurement of the focal spot with para-
meters closely resembling those that will be used during the LWFA experiment. The
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measurement camera collects a leakage through the final dielectric mirror before
focusing and is imaged outside of the experimental chamber such that this data
is available on each shot throughout the campaign. 1000 images were then taken,
background subtracted and cropped, sorted and paired into a data set where the
correlated images can be used to train the neural network. The reference camera
is then removed from the beamline during the experiment.

Due to the saving rate for the two cameras running at 10Hz being close to
the maximum writing speed of the PC, the images were first temporally aligned
to ensure that matching data were used for the model training. Images are then
processed to remove the background signal and cropped to the size required for
the training model at 256×256 pixels.

In Fig. 3.8 we use the models saved throughout the training process to de-
monstrate the improving efficacy and eventual saturation of the transfer function
between the two images.

Using the terminology from section 3.1.2, the reference camera provides the
“real” images for the discriminator to train from the measured images. This data
set was used to train the adversarial model where two models are produced: the
generator that attempts to create increasingly accurate fabricated images resem-
bling the measured focal spot and a secondary model, the discriminator, which
attempts to ascertain whether the images are from the measurement camera or fa-
bricated by the generator. The training is completed by rewarding the discriminator
for correctly choosing the origin of the image, and rewarding the generator when
it successfully fools the discriminator by creating images that are indistinguishable
for the discriminator from the reference sample set.

This method applies the general pix2pix algorithm based on the generative
adversarial network (GAN) method described in detail in section 3.1.2, which is
typically used for image-to-image transfer tasks. After this model has been trained
the weights of the neural network are stored and can be used to rapidly convert
any measurement camera image into an image of the reconstructed focal spot.

The training was performed on an Nvidia 1070 in approximately 10 minutes for
a data set of 1000 images. GAN models typically find an equilibrium between the
generator and discriminator models as they do not necessarily converge. Therefore
tracking the accuracy of the conversion between the reference and reconstructed
images is completed periodically throughout the training. The most efficient model,
in terms of minimising the average error between a randomly selected sample of
the reconstructed and target images, is then chosen. This model is then used for
the focal spot reconstruction for the remainder of the images taken throughout the
experimental campaign.

3.2.2.2 . Training Results and Model Validation
To demonstrate the progress of model training, we show the pre-interaction

laser measured by the reference camera with the generated and actual focal spot
against training iterations. As illustrated in Fig. 3.8 the initially noisy generated
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image begins to contain the general features of the focal spot after 110 iterations
when the majority of the signal is contained within a central spot. Between ite-
rations 110 and 250 the fine structures of the focal spot begin to be retrieved
such as the slight astigmatism of the focal spot due to a probe beam pick-up mir-
ror. By iteration 650 we see that the signal between the generated and reference
image begins to match, and for the next approximately 10,000 iterations there are
diminishing returns on the training of the model.

Figure 3.8 – Measurement, generated and reference focal spot images extracted du-ring the GAN training to evaluate the effect of iterations on the efficacy of the model.
To examine the fine structure retrieval we artificially saturated the reference

and generated images in Fig. 3.9. The small structures of the focal spot are well
retrieved where we see an effectively smoothed version of the reference focal spot
in the case of the generated image created from the reference input.

Figure 3.9 – Cropped and saturated images of the expected and generated focalspots.
Figure 3.10 demonstrates the result of the focal spot retrieval method for a

single randomly chosen focal spot reconstruction. The measurement camera input,
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displayed in a), is transformed into the generated focal spot, b), using the GAN
neural network. The difference between the generated image and the reference
focal spot, c), for the 16-bit re-scaled images is plotted in d). The maximum and
minimum count differences are 6892 and -4090 respectively. For the 16-bit image
format, where the images range between 0 and 216 = 65536, this corresponds to
a maximum deviation of 10.5%.

Panel e) demonstrates that the average radial profiles for the generated and re-
ference focal spots, when rotated around their peak signal, produce almost identical
radial projections. Results of Fig. 3.10 f) demonstrate that this method provides
sub-µm centroid reconstruction accuracy and almost identical radial projection re-
trieval. Comparing the results of e) and f) of Fig. 3.10 we can see that the difference
in the generation accuracy shown in Fig. 3.10 d) is mostly due to the shift in the
predicted focal spot centre which was extracted with a Gaussian fit to the reference
and generated focal spots. In this measurement, the spatial calibration of the CCD
was 1.13µm/pixel indicating that the peak focal spot position is also limited by
the imaging accuracy.

Figure 3.10 – Randomly selected focal spot generation using trainedGANmodel. a) In-put focal spot image, b) Generated focal spot image, c) Reference focal spot image, d)Difference between generated and target image e) Radial average of reference focalspot shown as red solid line and generated as dashed blue line f) Centre of referenceand generated focal spot in red and blue respectively extracted from Gaussian fit.
Analysis of a larger sample set of measurement input images indicates that

the average deviation between the radial projection of the generated and reference
focal spots, cropped to 50µm in the radial direction to limit bias by areas far away
from the focal spot, results in a percentage difference of 5.7%.
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3.2.2.3 . Comparison of Retrieval to Typical Laser Stability

To illustrate the efficacy of focal spot retrieval we compare a sample of ex-
perimental data used to train the GAN against the resulting generated focal spot
images. The efficacy of the focal spot reconstruction is characterised by fitting
a 2D Gaussian to the transverse fluence images and generated focal spots, then
extracting the origin of the Gaussian fit and σx/y for comparison.

Fig. 3.11 compares the relative shifts in the real focal spot origins (red) and the
generated focal spot origins (blue). If pointing was generally well retrieved by the
model, we would expect the blue and red distributions to have the same distribution
and centroid. As can be seen in Fig. 3.11, the centroid of the generated distribution
is shifted in the negative y direction with respect to the real focal spot images.
This result indicates, that in its current state, the model does not reconstruct well
the pointing jitter of the real focal spot in comparison to the transverse energy
distribution. Numerically, the average angular pointing fluctuations in the case of
the real and generated focal spots in this data set are 1.017µrad and 0.269µrad
in rescaled units due to re-centring of images during training. This indicates that
the model underestimates the pointing fluctuations by a factor of almost four. The
reduction in the pointing retrieval efficacy could be due to image preparation for
training, where cropping to the region of interest for the reference and measurement
focal spot images input training laser images were centred on the peak intensity.
This leads to a reduction in the shot-to-shot fluctuations in both the reference
and measurement focal spots. Discussion on the stability of the laser system in an
absolute case is presented in section 4.2.2.2.

3.2.2.4 . Conclusions, Limitations, and Future Improvements

The ability to reconstruct on-shot focal spots is useful for experimental and
simulation analysis. We have shown that the model reconstructs well the average
radial profile and spatial energy distribution of the real focal spot. For simulations,
a major benefit of producing this type of calibration is the ability to accurately
input realistic laser parameters into simulation codes for shots of interest rather
than relying on spare measurements during the experimental campaign. Whilst
the pointing retrieval is currently inadequate for describing the jitter in the focal
spot position, simulations typically initiate the laser on-axis and will therefore still
benefit from this calibration method.

As the calibration images are taken for a single experimental set-up, care has
to be taken to avoid altering the alignment and components of the optical system.
Whilst the laser and CCD systems were capable of data taking at 10Hz, at higher
power laser systems these repetition rates are not possible leading to long calibra-
tion times if experimental layouts are altered. From a predictive perspective, as the
NNs are generative, the exact conversion between the input and output images is
seeded with random noise leading to variations when recalculating a single shot.
This leads to a randomly seeded error in the focal spot reconstruction which, al-
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Figure 3.11 – Comparison of pointing fluctuations for real focal spot data and gene-rated focal spots in red and blue, respectively, in units of average focal spot radiusfor the real focal images. The origin of both sets of focal spots was centred onto theaverage focal spot position for the real data.

though small, will need to be accounted for in future work which uses these focal
spots for simulations.

As we show in chapter 4, the inclusion of realistic laser parameters improves
the agreement between simulated and experimental results. Including the laser
transverse energy distribution at focus for a single corresponding shot would likely
improve the agreement further.

During a Bayesian optimisation procedure, the focal spot may be significantly
altered through the implementation of laser spatial phase control by adaptive op-
tics. As focal spot reconstruction is fast once the GAN model has been created,
on-shot retrieval of the focal spot and its fluctuations could be included in the
Bayesian optimisation model errors. This would likely increase the efficacy of the
optima finding by including more experimental errors and removing their fluctua-
tions from the effects of changing the experimental parameters.

This current method is limited by the stability of the LLC laser being excep-
tionally stable with an average pointing fluctuation of 6µrad and a stable radial
profile. This induces limitations in the type of focal spot that can be reconstructed
by the cGAN as it is trained on a sample set where the images are close in both
pointing and energy distribution. Purposefully inducing aberrations in the beam
through alterations in the adaptive optic or creating instabilities in the laser chain
would provide a more diverse training set and a more adaptable final reconstruction
model.

The GSA algorithm presented in section 3.2.1 requires at least two transverse
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laser images for calculating the intensity and phase map of the laser pulse and a
further image for validating the propagation of the laser modes. Since this method
returns solely the focal plane measurement of the laser it limits the implementation
of this method to assume that the near-field images of the laser before and after
focus are static and only changing at focus, which is an unphysical assumption.
To improve this method in future implementations two additional cameras could
be added to the reference and measurement arms of the experiment (six cameras
in total) to measure the laser pre, at and post-focus to enable the retrieval of the
phase and intensity maps of the laser on each shot with a verification position.
This would allow the GSA algorithm to provide a modal description of the laser
pulse after projection on HG-modes (Cartesian simulations) or LG-modes (cylin-
drical simulations) which could then be used in PIC codes to provide realistic laser
input for every shot effectively decoupling laser intensity and pointing fluctuations
from comparisons between experimental and simulated results. This would require
training three separate transfer models for each camera pair.

3.3 . Particle In Cell Simulations

Due to the non-linear interaction between the laser and plasma, and the many
coupled effects, it is not possible to find analytical expressions to accurately describe
laser-plasma interaction regime a0 ⪆ 1 in the general 3D case[3]. Since this is the
regime of interest for a laser-plasma injector, we therefore rely on simulations to
uncover the physical influence of different parameters in experiments and to validate
experimental results. Here an overview of the Particle-In-Cell (PIC) method[51] is
provided, which is the most common numerical technique to simulate LWFA and
the method that has been used during this thesis for validating experimental results.

3.3.1 . Principle
Solving the Maxwell-Vlasov equations for the laser-plasma system numerically,

typically written in terms of E⃗ and B⃗ contrary to the description in terms of
potentials provided in section 1.1, allows for the laser-plasma interaction to be
simulated. The goal of a PIC code is therefore to simulate the self-consistent inter-
action between particles and electromagnetic fields[156]. A fully kinetic simulation,
however, involving the evolution of all plasma particles, with their corresponding
6D momenta-position space and all corresponding self-consistent electromagnetic
fields would require a prohibitively high computing cost. PIC codes therefore group
real particles in a small volume of phase-space into macro-particles by making
some assumptions about their distribution in this phase-space subset. Formally,
the macro-particles sample the plasma distribution function in the Vlasov equa-
tion, whose characteristic lines have the form of particle trajectories in the phase
space. Therefore, the evolution of positions and momenta of the macro-particles
can be obtained by solving their "equations of motion". While the macro-particles
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can move continuously in space, the electromagnetic fields and their sources are
defined on a numerical grid made of many cells, hence the name of the PIC method.

In addition, the different scales of the laser-plasma interaction and electron
dynamics in time and space pose problems for the required resolution of the simu-
lations. For example, the ionisation injection of electrons requires sufficient reso-
lution on the laser oscillations to describe the injection process as it is dependent
on the fast oscillations of the laser’s electric field on the order of λlaser, whilst
the acceleration length of a typical LPI will be on the order of mm to cm. Several
methods have been proposed to tackle this issue such as the envelope model which
approximates the laser to the modulus of its complex amplitude[47] increasing the
minimum spatial scale to be resolved by a factor λp/λlaser ≈ 10− 100 for typical
pulse duration on the order of 10s of fs[157, 158].

A typical time step in a PIC simulation code involves the steps outlined in
Fig. 3.12.

Figure 3.12 – The PIC cycle over one time step is illustrated. a) Electric and magneticfields defined on the numerical grid are updated using the fields on the grid at theprevious time step and the current density on the grid as source terms of Maxwell’sequations. b) The fields are interpolated from the grid to the macro-particles’ posi-tions. c) A macro-particle pusher performs the change of position andmomentum ofthe macro-particles by solving its equations of motion. d) The updated positions andvelocities of the macro-particles are used to project their current and charge densityon the grid, to be used as source term in Maxwell’s equations to perform the nexttime step.
In step a) of Fig. 3.12 the electric and magnetic fields are calculated from:

∂B⃗

∂t
= −∇× E⃗

∂E⃗

∂t
= c2∇× B⃗ − µ0c2J⃗ (3.6)
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These fields are then interpolated onto the n macro-particles positions in step b). In
step c) the position and momentum of the macro-particles are then updated using
their equations of motion, with the fields interpolated at step b) acting as source
terms. For the macro-particle n, the evolution of its position and momentum will
be thus found by solving the following equations:

dx⃗n
dt

= v⃗n (3.7)
dp⃗n
dt

= q(E⃗n + v⃗n × B⃗n), (3.8)
where q, x⃗n, v⃗n and p⃗n are the macro-particle charge, position, velocity and mo-
mentum, E⃗n and B⃗n are the electromagnetic fields interpolated at the macro-
particle position. In step d) the charge density and current of each macro-particle
of index n is then calculated from its x⃗n and v⃗n and then added to the global charge
and current density on the grid. After the contribution of each macro-particle to
these densities is added, the current density on the grid can be used as the source
term of Eq. 3.6 to calculate update the electric and magnetic fields. The charge
density on the grid is typically used as a diagnostic. This process repeats until the
desired number of time steps have been completed.

3.3.2 . FBPIC
The PIC code used during this thesis is Fourier-Bessel Particle-In-Cell (FB-

PIC)[159]. The code uses quasi-cylindrical geometry to simulate the laser-plasma
interaction using 2D-radial grids[160]. Laser-plasma interactions tend to have ap-
proximate cylindrical symmetry due to Gaussian focal spots having the highest laser
intensity at focus. Deviations from cylindrical symmetry can be included in FBPIC
through the azimuthal mode decomposition[161], which allows for each radial grid
to describe higher-order asymmetry. This allows for the injection of realistic laser
profiles into the simulation code. Note that it is the inclusion of the azimuthal
mode decomposition that renders the geometry as quasi-cylindrical. Here we will
denote the azimuthal mode number as ℓ where we have NM total azimuthal mode.
We can therefore write the complex amplitude of the laser pulse (whose method
of calculation is presented in section 3.2.1) as:

A(r, z, θ) = Aℓ=0(r, z) +

NM∑

ℓ=1

[Aℓ(r, z) cos(ℓθ) +A−ℓ(r, z) sin(ℓθ)] (3.9)
From this description, we can see that the initial term with ℓ = 0 is independent
of θ. It should be noted that NM = 1 is required for any polarised laser pulse to
take into account the polarisation direction.

A major issue with PIC codes is the numerical dispersion due to the finite
difference method typically used for the solver of the Maxwell equations for field
propagation. This numerical error artificially slows down the propagating electro-
magnetic fields, which interact with relativistic macro-particles and generates the
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numerical artefact referred to as numerical Cherenkov radiation[162]. To mitigate
this effect FBPIC uses a spectral solver where the electric and magnetic fields are
calculated in the spectral space[160] which correctly calculates the dispersion of
the electromagnetic wave[163] thus removing the numerical Cherenkov radiation.

The code allows for the input of arbitrary laser pulses through a Laguerre-Gauss
polynomials description that is calculated via the method described in section 3.2.1.
The inclusion of the plasma density functions can also be described in terms of
splines allowing for the inclusion of realistic density profiles.

Figure 3.13 – Principle of the boosted frame techniquewhere the simulation is perfor-med in a Lorentz boosted frame with a relativistic factor γboost. In the boosted framethe frequency of the laser is reduced, thus increasing the minimum grid cell size thatcan be used to sample the laser oscillations. Besides, the length of the plasma is re-duced, thus reducing the total propagation length to simulate. These two effects yielda considerable speed-up for PIC simulations in the boosted frame compared to PICsimulations performed in the laboratory frame.

Reduction of the ratio between the longest scales to be simulated and the
smallest scales to be resolved in a PIC simulation of LWFA can be achieved through
performing the FBPIC simulation in a Lorentz-boosted frame[164]. This allows for
a speed-up of the simulation time by one order of magnitude[165]. The principle of
the boosted frame method is that the spatial and temporal scales of the interaction
can be found to result in few required time-steps with larger spatial scaling in a
Lorentz boosted frame[165]. Figure 3.13 demonstrates qualitatively the effect of
using a boosted, rather than laboratory reference frame, when simulating the laser-
plasma interaction. In a Lorentz-boosted frame following the laser propagation, the
laser frequency is reduced. This increases the minimum spatial step size that can
be used in the simulation. The length of the plasma also decreases due to length
contraction from the relativistic drift velocity in the frame following the laser pulse.

The Lorentz factor used for the boosted frame can be chosen based on the
Lorentz factor of the plasma wake (i.e γboost ≈ γwake). As the velocity of the wake
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is approximately the group velocity of the laser pulse, one can calculate γboost in
terms of the plasma density using Eq. 1.48 and 1.29. For boosted-frame simula-
tions in FBPIC, it is recommended to use γboost < γwake/2 to avoid discrepancies
in the temporal and spatial scaling of the results when transformed back into the
laboratory frame. Using γboost, the plasma macro-particles initially at rest in the
laboratory frame are instead initialized with relativistic velocities in the boosted
frame. With a finite difference solver for Maxwell’s equations, the Numerical Che-
renkov radiation and Numerical Cherenkov instability generated by many relativistic
macro-particles would have detrimental effects on such a boosted frame simula-
tion. Instead, the use of a spectral solver in FBPIC can considerably reduce these
artefacts arising when using the boosted frame[164].
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4 - Low-Energy Laser-Plasma
Injector

During two experiments in 2019 and 2021 at the Lund Laser Centre (LLC),
the optimisation of a 150MeV LPI was targeted through control of plasma pla-
teau density and profile, focal position, laser wavefront, and spectral phase control
through an acousto-optic crystal. The aim was to understand the impact of these
mechanisms to approach the set of parameters, bunch energy (150MeV), energy
spread (<5%) and charge (30 pC) outlined in the EuPRAXIA Conceptual Design
Report[2]. During the first experiment, the effect of these parameters on the acce-
lerated electron spectra was studied and the physical origins of these effects were
explored through the comparison of experimental and simulated results.

Extension of the plasma density downramp by 1000µm was seen to increase
the electron energy by 100MeV and increase the range of focal positions that could
trap electrons allowing for improved tuning. The electron total charge and average
angular displacement of the bunches were then optimised through alterations in
the focal position of the laser within the plasma. These results were compared to
realistic simulations where a good agreement is achieved when including realistic
laser intensity and temporal profiles. Spatially-Gaussian laser drivers are shown to
strongly overestimate the accelerated charge in comparison to the realistic case.
The underlying process for the average angular displacement was explored through
PIC simulations that cannot be explained when using symmetric Gaussian laser
drivers. Finally, the effect of the laser wavefront on the injection and acceleration
dynamics of electrons is explored by alterations of an adaptive optic.

Investigation of the effect of pre-focal plane laser symmetry on ionisation in-
jection uncovered a novel injection regime, where the laser is focused far before
the plasma target, with improved pre-focal symmetry, resulting in electron spectra
with reduced energy spread and divergence. These results can be understood from
the a0 injection threshold of the inner shell nitrogen electrons which are strongly
localised due to the realistic laser evolution in the plasma.

The second experiment develops an optimisation procedure by the implemen-
tation of machine learning (ML) methods - namely Bayesian optimisation and the
automation of the experimental control. The Bayesian optimisation process was
shown to successfully improve the electron properties from an initially far from
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optimum configuration resulting in strongly peaked spectra with high peak charge
percentage. The effect of group delay dispersion (GDD) of the laser pulse on the
electron’s total charge was investigated. The optimum GDD was seen to change
with the plasma density in terms of accelerated charge and higher plasma densities
allowed for a wider range of GDD to inject comparable total charge.

The Bayesian optimisation process was then explored using offline optimisation
where the Bayesian optimiser searched over a parameter space corresponding to
the one explored during the experiment. We use this search to justify the use of
Bayesian optimisation alongside qualifying the use of different figures of merit,
kernel choices, and acquisition functions used during the optimisation procedure.
This technique allows for improved selection of the Bayesian optimisation processes
hyper-parameters for given experimental data as preparation for, or post-analysis
of, laser wakefield experiments.

Machine learning using conditional generative adversarial networks was applied
for the retrieval of focal spot images using a spatially separated camera and a
neural network trained to convert between these images using data taken during
the second experiment. This produces a reconstruction of the on-shot focal spot,
allowing for alterations in the pointing and energy distribution of the focal spot to
be tracked for each experimental data point thus decoupling the effects of laser
fluctuations from those of the electrons.

These two experiments are used to qualify the progress on producing a 150MeV

injector and understanding the physical processes that can be used to further
improve the quality and stability of the accelerated electrons. It is shown that whilst
the bunch energy and energy spread of the electrons can be achieved in line with
the EuPRAXIA guidelines for an injector, the bunch charge needs augmentation to
reach the required value.
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4.1 . Laser-Plasma Coupling for Injector Control: 1st

Experiment at LLC

4.1.1 . Introduction
An experiment was performed using the TW laser at the Lund Laser Centre

(LLC) to explore laser-plasma coupling through density downramp length, focal po-
sition and laser wavefront, as means of controlling electron bunch parameters. We
present an overview of the LWFA experiment followed by an in-depth analysis of the
achieved experimental results, which, when compared to simulations using realistic
laser parameters, allow us to extract the underlying physical effects responsible
for the recorded electron dynamics. As the laser pulse quality is a key component
for the mechanism of ionisation injection, particular care was taken to analyse the
characteristics of the laser pulse in the experiment and implement these properties
in the simulation code. Working at intermediate laser energy (≈ 0.7 J) and low
dopant concentration (0.25 - 1%) we examine the effect of laser wavefront control-
led by an adaptive optic (AO) on resulting electron spectra. This work provides
information on the physical mechanisms to control accelerated electrons’ energy
spectra and alignment of the accelerated bunches with the laser axis. The axial
alignment of the accelerated electrons is an important consideration for accelera-
tor applications, and experiments requiring fine alignment between the accelerated
bunch and the accelerator axis is the average displacement of the electron bunch
from the central axis (defined in LWFA experiments as the laser axis.) Experimen-
tal results are compared to particle-in-cell (PIC) simulations, and difficult-to-model
parameters such as charge are reliably reproduced using realistic laser and plasma
parameters. We first present the numerical and experimental methods, followed by
a discussion of results, which highlight the main effects on bunch quality through
comparison of experimental and simulation results.

4.1.2 . Experimental Arrangement and Methods
An overview of the experimental arrangement is shown in Fig. 4.1. The dif-

ferent aspects of the set-up are described in chapter 2. For the reader’s reference
(in order of laser path) adaptive optic (section 2.1.1.3), wavefront sensor (sec-
tion 2.2.3 & 2.1.1.3), ELISA gas cell (section 2.2.1), and electron spectrometer
(section 2.3.1).

4.1.2.1 . Laser Pulse Characterisation and Modelling

The LLC 20 terawatt laser (described in detail in section 2.1.2), measured
during this experimental campaign to have an average pulse energy of 736mJ and
0.8µm central wavelength, was focused with a f = 775mm off-axis parabola to a
focal spot size FWHM of 12µm, achieving a peak intensity of 9.8×1018Wcm−2,
corresponding to a peak normalised vector potential of a0 = 2.15.

The temporal envelope was determined from measurements using frequency-
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Figure 4.1 – Experimental set up at the Lund Laser Centre. The laser is focused intothe gas cell by the off-axis parabola. The interaction between the laser and the plasmaproduces an accelerating cavity and electron bunch from ionisation injection. Acce-lerated electrons exiting the gas cell are then dispersed with the permanent dipolemagnet and produce scintillating radiation on a LANEX screen which is then imagedonto a 16-bit CCD. An Adaptive optic, set after the compressor, is used to tune thebeam wavefront. Laser diagnostics are performed in vacuum using attenuators be-fore the compressor: using the flip mirror, the beam (in pink) can be extracted tomeasure wavefront curvature using a Phasics wavefront sensor ; the energy distri-bution in the focal volume is recorded in vacuum using a camera movable on axisin place of the gas cell. The adaptive optic settings are altered to produce the threelaser setting cases displayed in Fig. 4.4 as measured by the focal spot camera undervacuum. Energy measurements are taken using the leak beam (shown in light red)through a dielectric mirror and a calorimeter-calibrated camera.

resolved optical gating (FROG)[166] for various compressor grating separations.
The optimum value of this separation (in terms of LWFA efficiency) was at the
shortest pulse duration, with an FWHM pulse duration of 42 fs shown in Fig 4.2.
These measurements also show an asymmetry between the front and back of the
pulse gradients as illustrated in Fig. 4.2. Note that in these measurements the ne-
gative direction is earlier in time meaning that the rising edge of the laser is located
in the t < 0 portion of the plot. In order to take into account this asymmetry, the
pulse temporal profile was expressed using a bi-Gaussian function. The bi-Gaussian
function is described by the function:

y =




y0 +Aexp
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2
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)
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(
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2

(x−x0)2

σ2
a

)
if x ≥ x0

(4.1)

FWHM in intensity pulse duration was extracted as σb/a × 2.3548 for the pulse
for the σ value of the bi-Gaussian before (b) and after (a) the peak in intensity.
The 42 fs full-width half-maximum (FWHM) pulse duration was measured to have
a bi-Gaussian pulse profile with 25 fs half-width at half-maximum (HWHM) after
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Figure 4.2 – Measured normalised intensity of the laser pulse from the LLC at optimalcompression as a function of time over a 500 fswindow. Gaussian and bi-Gaussian fitsare shown in red and black lines respectively for the pulse duration measurementsshown by the green circles. The zoomed inset shows the pulse between ±45 fs andindicates that the bi-Gaussian fit provides a closer representation of the temporalprofile than a single Gaussian function.

the peak intensity and 17 fs HWHM before, using frequency-resolved optical gating
(FROG) described in section 2.1.5.1. Comparison of the Gaussian and bi-Gaussian
fits demonstrates that the pulse shape is better described by the bi-Gaussian profile,
which better fits the sharper rising edge and shallower gradient of the falling edge.
This asymmetric pulse duration has been included in the simulations. The spectral
chirp was also extracted from this measurement and included in the simulation
for completeness, although it was found to have minimal effect on the electron
dynamics.

A laser energy measurement was taken at the output of the final amplifier
before compression. The energy was also measured on every shot using an energy-
calibrated laser leak through the final mirror before focusing as shown in Fig. 4.1,
and an energy stability of 1.95% (std) fluctuations was measured as shown in
Fig. 4.3.

Finally, the calibration of the system transmission was performed at mul-
tiple points throughout the experimental campaign to globally validate the energy
measurements between the amplifier and the energy-calibrated CCD. Tuning and
control of the laser were performed in vacuum using the fully amplified laser beam,
attenuated before compression to allow direct diagnostics at focus.

Images of the transverse fluence distribution, taken at different positions using
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Figure 4.3 – Laser energy asmeasured by the energy-calibrated CCD over 500 conse-cutive shots shown by green circles. RMS energy and standard deviation around thisvalue are shown by the horizontal red line and blue-shaded region respectively.

Figure 4.4 – Laser energy distribution in the transverse plane around the focal po-sition - relative position marked above - for three different settings of the AO andtheir corresponding energy profiles displayed from their modal description used inthe simulation (denoted by Sim.). Flat phase setting (FPS) and two manually alteredAO setting fluence profiles, 1bFPS and 2bFPS, are displayed in pink, blue and greenrespectively. Each image is normalised to its maximum value for visibility.

the vacuum focal spot camera in Fig. 4.1, ±1.5,±1,±0.5, 0 mm from the fo-
cal plane along the laser axis and for three different AO settings, are shown in
Fig. 4.4. Each image was cropped to a 130µm box around their centre of mass.
These fluence distributions have been obtained for three AO configurations: the
wavefront sensor feedback loop provides a nearly flat phase profile at focus, FPS
(flat phase settings). Next, to improve the laser pulse quality at the beginning of
the laser-plasma interaction when focusing inside the plasma, we have manually
altered the AO settings to improve the pre-focal plane cylindrical symmetry at
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z =−1mm, leading to configurations 1bFPS and 2bFPS, obtained during two dif-
ferent experimental days. Fig. 4.4 shows that the three AO settings provide similar
fluence distributions, particularly at the focal plane where the size of the central
spot yields a Rayleigh length zR ≃ 400µm. A significant variation of the laser
spot shape is observed qualitatively between the AO settings at each consecutive
position.

Angular asymmetries can have detrimental effects on LWFA by inducing large
transverse fields that can deflect the trapped electron bunch. We therefore analyse
in more detail the rotational symmetry of the laser spot in a transverse plane for
the three AO settings at the same longitudinal positions as in Fig. 4.4. As described
in section 2.1.5.2, we can calculate the rotational asymmetry parameter (RASP),
R, using transverse fluence images of the laser. We calculate the RASP at each
fluence image position through the focal volume to compare the evolution of the
three laser settings as shown in Fig. 4.5 a).
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Figure 4.5 – a) Rotational asymmetry parameter through focus for the three experi-mental laser energy distributions shown in Fig. 4.4 ; b) Cumulative fraction of energycontained in successive angular modes in the simulated laser distributions. For botha), b) FPS, 1bFPS and 2bFPS are displayed in red squares, blue triangles and greencircles respectively.

In Fig. 4.5a) the calculated values ofR are plotted for the longitudinal positions
and AO configurations corresponding to those in Fig. 4.4. It shows that the three
AO settings yield the same small minimum value of R ≃ 1%, obtained at the
focal plane position. R remains close to its minimal value over a distance of ≃
0.5mm, then rapidly increases by more than a factor of six at ± 1mm from the
focal position. These images have a factor of 2 higher RASP (higher asymmetry)
at focus than in the example case shown in section 2.1.5.2, Fig. 2.12 a), as the
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pick-up mirror used to extract a part of the main pulse as a probe beam has been
inserted into the laser path.

The experimental results for the fluence distribution shown in Fig. 4.4, were
used to derive an analytical form of the complex amplitude of the laser electric field
(CAL) using the modified Gerchberg-Saxton method presented in section 3.2.1
using images at z = −1.5, −1.0, and −0.5 mm and at/post focus for result
validation. As seen from Fig. 4.4, the obtained analytical intensity distributions are
in very good agreement with the experimental ones at all positions for the three
AO settings, validating this procedure. This agreement also demonstrates the good
shot-to-shot stability of the laser beam at the LLC since the phase retrieval method
has converged accurately on input data (z ≤ 0) and predicts well future positions
(z > 0), whilst using data from different laser shots.

In Fig. 4.5b), the percentage of modal laser energy, calculated from the CAL
given by equation. 3.5, is plotted versus the angular mode number N for the three
AO settings of Fig. 4.4. This plot indicates the fundamental mode contains more
than 85% of the laser energy for all the AO settings, with the 2bFPS configura-
tion having the best cylindrical symmetry with more than 90% of energy in the
fundamental mode. The laser energy rapidly increases with N , where 99 % of the
pulse energy is contained when N = 7 angular modes are included. This indicates
that the main part of the asymmetric contributions come from low-order excited
modes ; justifying the description in quasi-cylindrical geometry which is implemen-
ted in the FBPIC (described in section 3.3.2) simulations used during this work.
Importantly, this asymmetry is generated mainly in a transverse space approxima-
tely 30µm from the propagation axis, in comparison to a plasma wavelength of
λp ≈ 13µm. It therefore contributes little to the plasma wave that can trap and
accelerate plasma electrons. The contribution of high-order excited modes is redu-
ced when considering only the domain close to the central laser spot, in which the
use of modes up to N = 5 already accounts for 99% of the total laser flux. The-
refore, this value of N = 5 was used in the simulations of laser-plasma interaction
presented in this section.

4.1.2.2 . Gas Cell Characteristics
To achieve localised injection in this experiment, the evolution of the laser

intensity is controlled through non-linear self-focusing[3] via a tailored plasma den-
sity implemented in the custom-built ELISA (ELectron Injector for compact Staged
high energy Accelerator) gas cell used in this experiment, through variation of the
aperture and length of the entrance and exit cell facings[134, 167]. The gas cell
was set in two configurations, short exit (SE) and long exit (LE), providing two
different density profiles by changing the cell exit face, previously calibrated[167],
and shown in Fig. 4.6.

Gas mixture values of 99.75% hydrogen doped with 0.25% nitrogen were chosen
according to previous simulations results[134] and following optimisation of the
dopant concentration during the experimental campaign between values of 1, 0.5
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Figure 4.6 – Normalised electron density profile along laser axis in the gas cell fromfluid simulations. Short and long exit configurations are indicated by purple andgreen plasma densities and inset dimensions, respectively. The laser travels fromnegative to positive z values as marked by the red arrow.

and 0.25% nitrogen. Results presented in this section were obtained at a plasma
density of ne ≃ 7 × 1018 cm−3. The gas density was calibrated offline using a
Mach–Zehnder interferometer whose principle is described in section 2.2.2.

4.1.2.3 . Electron Diagnostics

Measurement of the accelerated electron energy distribution was performed
using an electron spectrometer composed of a 20 cm, 0.83T permanent dipole
magnet, and LANEX scintillating screen imaged with a 16-bit Andor camera, pro-
viding an energy detection range of 11.3 to 300MeV as illustrated in Fig. 4.1.
The CCD signal-to-charge calibration was performed using known intensity light
sources, calibrated optical density filters, and the values by Kurz et al.[135] for
the count-to-charge calibration of the scintillating screen[168] using the method
presented in section 2.3.1.3.

A spatially moving mask of ±4mrad around the electron peak dQ/dE value
in the non-dispersive axis (vertical direction on all spectra plots) was used for both
the experimental measurement and analysis of simulated results. The divergence
of the moving mask was chosen to include the accelerated electron peak whilst
minimising the effects of highly diffuse electrons over the measured parameters.
This analysis technique was applied because, in simulations, all accelerated charge
can be tracked and accounted for, whereas highly diffuse electrons can be lost
during the interaction with the magnetic field of the dipole in the electron spectro-
meter. Electron spectra are displayed within windows of ±7.5mrad angular width
symmetrical around the laser axis ; analysis of all spectra was conducted between
±4mrad symmetrically around the electron peak axis in the angular plane for each
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spectrum. This dynamic cropping is illustrated in Fig. 4.7 within a larger angular
window.

.
Figure 4.7 – Illustration of the moving divergence cut applied to an arbitrary electronspectrometer measurement. Solid white lines indicate ±7.5mrad around the laseraxis used for the angular cropping for all spectra visualisation and dashed white linesthemoving angular cut at±4mrad around the electron peak axis in the angular planefor all electron bunch parameter calculations.

Using the method presented in section 2.3.1.2 we can estimate the divergence-
induced error in the energy measurement of the electron spectra. Using the ap-
proximation that divergence in the non-dispersive and dispersive axis are of simi-
lar values, divergence-induced energy errors of 0.5, 1.2, and 1.6% per milliradian
divergence at 11, 150, and 300 MeV, respectively, were calculated. In this expe-
riment, the laser polarisation is along the energy dispersion plane likely leading to
larger divergences and therefore larger induced energy errors. Previous simulation
results[134] for a similar cell configuration, nitrogen dopant percentage, and lower
a0 = 1.6, indicate there is a factor 1.4 between the electron divergence in the
non-dispersive and dispersive axis which validates this assumption.

4.1.2.4 . Simulation Method
Numerical simulations were performed with the spectral quasi-cylindrical PIC

code FBPIC[160] presented in section 3.3.2. The complex laser amplitude at the
plasma entrance was introduced through an analytical form, as described in sec-
tion 3.2.1, corresponding either to a given AO setting shown in Fig. 4.4, or to
a Gaussian transverse profile. In the former case, the laser complex amplitude is
described with NC = 3 complex angular modes (N = 5), while the simulations
are performed with NC + 1 complex angular modes to take into account the li-
near polarisation along the x-axis of the laser electric field (corresponding to the
energy-plane of the experimental spectra.) For a Gaussian profile, only two complex
angular modes are required. In all cases, the temporal profile of the laser pulse has
the bi-Gaussian form extracted from the FROG measurement above from Fig. 4.2.
The simulations used a moving window, together with the boosted-frame tech-
nique[169], described in section 3.3.2, with γboost = 4. The Lorentz factor for the
wake, calculated at a plasma density of 7× 1018cm−3, gives γwake ≈ 15, therefore
comfortably satisfying the back-transform requirements of γboost < γwake/2. The
simulation box has a dimension of 70µm along the propagation axis and 200µm
in the radial direction with 2800 and 1500 cells respectively and 48 macro-particles
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per cell. The initial ionisation state of plasma atoms was 1+ for hydrogen and
5+ for nitrogen. Calculations were performed at the Mesolum cluster of Univer-
sité Paris-Saclay. Typical running time was 104 core-hours per simulation with four
complex angular modes. Simulations took three times less in the Gaussian laser
case.

4.1.3 . Results and Discussion
Here we analyse the relative importance of three main parameters: plasma den-

sity profile, laser focus position and laser wavefront quality on the control of the
accelerated electrons as evaluated through their energy, charge and bunch angular
deviation. In the following section, we demonstrate that, in this configuration, ex-
tension of the plasma density downramp provides an increase in the electron energy
and peak charge ; change of the focal position of the laser within the plasma has
a large effect on the total trapped charge and displacement from the laser axis for
the accelerated bunches ; and finally, change of the laser symmetry can be used
to improve the accelerated electrons in terms of divergence and energy spread,
down to the mrad and per cent level, respectively, whilst minimising the amount
of charge in the low energy part of the spectra.

4.1.3.1 . Plasma Downramp Length

Simulations of ionisation-induced injection in a laser-driven plasma wakefield[134,
170] show that high-quality electron injectors in the 50–200 MeV range can be
achieved in a gas cell with a tailored density profile. Extending the plasma exit
downramp was shown numerically to provide an increase in the peak and maximum
electron energy of the accelerated bunches. This effect was observed experimentally
and is illustrated in Fig. 4.8 and 4.9. AO settings correspond to the FPS case with
laser focus in the up-ramp at z =−0.35mm for Fig. 4.8 and at the beginning of the
density plateau, z =0mm, for Fig. 4.9. For each case of focus position, experimen-
tal electron spectral density images in the angular-energy plane illustrate a) short
exit (SE) and b) long exit (LE) configurations. For all dQ/dE plots the solid line
corresponds to the spectral density images displayed to their left with the standard
deviation of multiple consecutive shots. The spectrum in Fig. 4.9 were selected by
choosing the spectra that minimised the difference between their dQ/dE and the
average dQ/dE of the sample set for both cases. For both laser focus positions,
measured electron spectra show an increase of almost an order of magnitude in
spatial integrated charge density and approximately 100MeV in maximum energy
in the LE case, compared to the SE case. Extending the density downramp from
500µm to 1500µm, corresponding to the change in plasma structure illustrated
in Fig. 4.6, increased the peak energy from (51± 2)MeV to (158± 11)MeV, as
illustrated in Fig. 4.8. This corresponds to an average accelerating gradient greater
than 100GeVm−1 throughout the density downramp.

Comparing peak dQ/dE values from Fig. 4.8a) and Fig. 4.8b) demonstrates
an increase in the accelerated charge-energy density of 1.9 times for the LE case,
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Figure 4.8 – Experimental electron charge density in divergence-energy space andtheir corresponding spatially-integrated dQ/dE (pCMeV−1) within a ±7.5mrad win-dow around the laser axis indicated by the dashed horizontal grey line with the laserfocus at z =−0.35mm for the two exit plate configurations illustrated in Fig. 4.6: a)short exit configuration (SE) case, and b) long exit configuration (LE). Standard devia-tion of four and three consecutive shots for a) and b) respectively are illustrated bythe shaded green region. All dQ/dE plots are plotted from zero (pCMeV−1) in linearscaling. The purple and red dashed lines indicate the maximum value of dQ/dE forthe displayed spectra.

Figure 4.9 – Same as Fig. 4.8 for laser focus at z = 0mmwith three consecutive shotsincluded in the standard deviation.

indicating that trapping continues to occur in the plasma downramp region, leading
to a broad energy spectrum. Reduction in energy spread of the electron bunches is
achieved for the LE case by moving the focus position of the laser to the beginning
of the plasma density plateau, as illustrated in Fig. 4.9b). A broad, low-energy
spectrum is produced when the same settings are used in the SE case (Fig. 4.9a)).
This indicates that the laser does not undergo sufficient self-focusing when focused
at the start of the plasma density plateau with the short ramp to both inject and
accelerate the electrons. The extension of the downramp allows for the electrons
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which are injected deeper into the cell to be accelerated through the downramp,
reaching energies over 100MeV. The large increase in peak dQ/dE The LE confi-
guration was used for all results shown in the following sections.

4.1.3.2 . Optimisation of Laser-Plasma Coupling Through Focus
Position

In addition to the density downramp increase of the LE case, further control
and improvements of the electron spectra were achieved by exploring the focal
position of the laser with respect to the plasma density profile. The position of
laser focus relative to the density profile is one of the main input parameters that
can be used to tune the electron bunch properties. The focal position defines
the initial conditions for laser-plasma coupling through self-focusing which alters
the resulting accelerating fields and electron bunch dynamics. Guiding simulations
for this campaign predicted improvements in accelerated electron parameters by
focusing close to z = 0.

Fig. 4.10 a) to c) show representative experimental electron spectral density
images (again chosen through the minimisation of their dQ/dE versus the ave-
rage) in the angular dispersion-energy plane at three laser focal positions, a) pre-
plateau: z =−0.8mm, b) peri-plateau: z =0mm, and c) post-plateau: z =0.8mm

for the LE case and 1bFPS AO settings. The average total charge and vertical
angular displacement of the electron spectra over multiple shots are plotted at
different laser focus positions relative to the plasma density distribution (indicated
by the grey line in Fig. 4.10d)). Total charge for the spectra are calculated inside a
mask of ±4mrad of the electron bunch peak spatial location which is calculated
from the laser axis using the method presented in section 2.3.2.3. The light blue
shaded area indicates the amplitude of shot-to-shot fluctuations.

Ionisation-induced injection of the innermost nitrogen electrons (N6/7+ states)
is the main electron trapping mechanism at the laser intensity and plasma density
used in this experiment. This has been confirmed experimentally and in the si-
mulations, indicating minimal electron self-injection. For the value of density used
(ne ≃ 7 × 1018 cm−3) self-injection requires a0 ≥ 4.3[52]. In this experimental
configuration, simulations show that a0 remains below this value, even for cases
leading to the highest accelerated charges.

Figure 4.10d) shows that the accelerated charge is strongly dependent on the
focal position of the laser with a characteristic length ≃ 0.5mm close to the value
of the Rayleigh length zR. This result is in accordance with the variation of the
laser fluence profiles with the focal position shown in Fig. 4.4. As relativistic self-
focusing becomes efficient slightly before the density plateau, when the focal plane
is too far from this position the laser intensity cannot reach high enough values
for trapping a significant amount of charge (as seen in Fig. 4.10d)) and the large
deformation of the laser radial profile leads to a large bunch angular deviation (as
seen in Fig. 4.10e)).

Focusing at z =−0.8mm produces a spectrum peaked at (118± 5)MeV with
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Figure 4.10 – Representative experimental electron spectra within ±7.5mrad win-dow around the laser axis between 11 and 175MeV, corresponding to laser focalpositions along the longitudinal spatial axis, z, a) pre-plateau: z = −0.8mm, b) peri-plateau: z = 0mm, and c) post-plateau: z = 0.8mm for the LE case and 1bFPS AOsettings. d) total charge within a±4mrad of the electron bunch peak spatial location,and e) electron bunch peak displacement from laser axis, defined as zero angulardeviation, are shown as blue circles as functions of position along the laser axis. Si-mulated results for ne = 6.7×1018 cm−3 and a0 = 2.15 are plotted as black hexagonsfor a Gaussian laser bunch and realistic 1bFPS sim laser as blue squares ; for compari-son ne = 7.5×1018 cm−3 and a0 = 2.15 are indicated by cyan down triangles (a0 = 2.0by magenta up triangles). Plasma density profile is illustrated by the grey line. Errorsare given by the standard deviation of the values for both parameters and dQ/dEfrom consecutive shots.
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an energy spread of 27%, a divergence of (2.9 ± 0.6)mrad (full angle), and an
average bunch deflection of (−3.6±0.3)mrad. In this case, the accelerated charge
is low at (3.32 ± 0.64) pC due to the reduced effect of self-focusing because the
laser starts diverging before self-focusing. However, the percentage of charge within
2× FWHM of the peak reaches 94.8% showing that the majority of accelerated
electrons are within the peak, leading to an exceptionally clean signal.

Placing the focal position at z = 0 produces spectra with the highest charge
(Fig. 4.10b) with peak dQ/dE of (0.30 ± 0.06) pCMeV−1 at (102 ± 4)MeV

and charge of (33.6 ± 6.6) pC. These bunches have improved coaxiality with the
laser axis with a reduced average displacement close to zero for these settings
and a slightly increased divergence of (4.4± 0.6)mrad. The reduced value of the
peak energy and the broad energy spectra that extend up to (200 ± 14)MeV

give a signature that a large plasma-wave accelerating field is generated, but it
is significantly reduced for a large part of the trapped electrons by beam loading
effects. As described in section 1.5.2.3, a non-optimal beam loading will lead to
an increase in energy spread due to the inhomogeneous accelerating field over the
particle bunch. The increased peak dQ/dE in this case indicates significant charge
at higher energies capable of changing the wake structure, leading to the increased
energy spread that we see in the electron spectra at this focal position setting.
We find a difference in the energies of the lowest and highest energy electrons
of approximately 200MeV. Further, from simulations we know that injection of
electrons is unlikely to occur in the upramp due to the contracting wake structure
during the increase in plasma density, so we can assume z = 0 to be the earliest
injection point providing 2000µm of plasma for acceleration. Assuming that the
charge was injected over a short distance (i.e. Linj. ≪ Laccel.), we find an alteration
in the accelerating gradient of the wake structure of approximately 3 GV/m/pC.
Beam loading has been found to alter the wakefield structure longitudinal field by
approximately 1 GV/m/pC[61] and so this toy model over-estimates the magnitude
of the effect of the beam loading on the energy spread of the electrons.

Finally increasing the focal position to z = 0.8mm decreases the trapped
charge down to (10.7 ± 2.1) pC with a peak energy of (71 ± 10)MeV and an
energy spread of 39% (spectrum Fig. 4.10c)). The presence of low-energy electrons
indicates two different zones of trapping. The bunch broadens with a (13.0 ±
0.6)mrad full angle divergence. Focusing at z = 0.8mm further increases the
fluctuations in the electron bunch pointing as seen by the increases in the errors
due to the increased sensitivity to the laser energy distribution pre-focus. More
generally, comparing 4.10d) with 4.10e), larger fluctuations in the bunch angular
deviation than in the total charge is observed.

Simulations were performed for different settings of the input laser pulse ; the
resulting electron charge and bunch angular deviation are plotted in Fig. 4.10d) and
e) for comparison with experimental data. Gaussian pulse case (black hexagons)
is compared to a realistic transverse distribution using 1bFPS settings (plotted as
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blue squares), for a0 = 2.15 at ne = 6.7 × 1018 cm−3, which are the estimated
experimental values. In order to show the influence of the plasma density and the
laser intensity, we have also plotted simulation results for ne = 7.5 × 1018 cm−3

with either a0 = 2.15 (cyan down triangles) or a0 = 2.0 (magenta up triangles).

The overall dependence of charge against the focal position is adequately des-
cribed in the four simulation cases. However, the Gaussian calculation results in
an overestimated charge, with an error of more than a factor of two close to the
maximum charge, and significantly higher simulated charges for early and late va-
lues of focal position. The higher accelerated charge is due to the increased laser
energy partition within the bubble which produces a larger proportion of the laser
above the threshold intensity for ionisation of the inner shell electrons of nitrogen.
Further, as the laser energy is more concentrated, the efficiency of self-focusing
increases which then drives the laser intensity to higher values. On the contrary,
simulated results using realistic laser parameters provide good agreement to ex-
perimental results: the fast decrease of the charge at late focal positions is well
reproduced. Further, the overestimation of the maximum charge is only 17% in the
realistic case. Increasing the density in the simulation by 12 % leads to an addi-
tional increase of 41% for the value of the maximum of charge and a broadening
of the corresponding charge curve in Fig. 4.10d) (cyan down-triangles), which ap-
proaches the Gaussian case. Finally, as seen in Fig. 4.10d) (magenta up-triangles),
a decrease of 14 % of the laser energy compensates for the effect of the density
increase at early and late focal positions.

As expected, the electron bunch remains aligned with the laser axis for all focus
positions when the axis-symmetric Gaussian pulse is used (see Fig. 4.10e) black
hexagons) as there is no radial asymmetry to drive asymmetric wakes. Experimental
data for the angular deviation of the bunches are well reproduced by the simulation
when including the realistic laser complex amplitude. In particular, the counter-
intuitive fact that the sign of the displacement is unchanged when going from
large negative z values to large positive ones. In the former case, laser-plasma
interaction occurs mainly with the laser profile in front of the focal plane, whereas
in the latter case, it is behind. Between these two positions, there is a change of
sign of the laser phase in vacuum, but not for the electron displacement inside the
plasma, indicating that large non-linear effects determine the final direction of the
electron bunch. Fig. 4.10e) shows that the bunch angular deviation exhibits similar
trends as the charge along the laser axis for variations of 12 % in plasma density
or 14 % in laser power.

In order to analyse more closely the correlation between the laser propagation
and the transverse displacement of the electrons accelerated up to the peak energy,
we have plotted in Fig. 4.11 the evolution of corresponding average values inside the
plasma with the same spatial units as Fig. 4.6. Here three cases are presented: a pre-
and post-plateau focal position corresponding to positions a) and c) of Fig. 4.10,
and a peri-plateau focal position corresponding to the simulated case with the
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Figure 4.11 – Simulation results for a) the evolution of the centre of mass of the laserfluence inside a disk of 20µm radius, and b) of the average angle of the electronsaccelerated to the energy peak, as a function of position on the laser axis, for threefocal positions:−0.8mm (purple square symbols), 0.4mm (grey triangles) and 0.7mm(black circles).

lowest electron bunch axial deflection. Simulation results for the evolution of the x
positions of the centre of mass of the laser fluence < x >Laser during propagation,
calculated over a transverse disk of 20µm radius centred on the z-axis, for three
focal positions zfoc = −0.8mm, 0.4mm and 0.7mm as parameters, are plotted in
Fig. 4.11a), corresponding to the case of 1bFPS AO settings, ne = 6.7×1018 cm−3

and a0 = 2.15 (blue squares in Fig. 6). Here we use zfoc to distinguish between the
vacuum focal positions and the longitudinal position (z) dependent behaviour of the
laser and electrons. During the first stage of propagation, < x >Laser is decreasing
for all focal positions, with an angular direction of the order of −1mrad, reflecting
the asymmetry of the injected laser intensity profile. This decrease of < x >Laser

continues during self-focusing. This variation of < x >Laser induces a displacement
of the centre of mass of the accelerated electrons toward negative values of x. After
z =1.5mm for zfoc =−0.8mm, z =2.5mm for zfoc =0.4mm and zfoc = 0.7mm,
the value of < x >Laser either stabilises or increases as transverse diffraction of
the laser becomes dominant with the decrease of plasma density.

Between z =0.5mm and z =2mm, the plasma wakefield has the highest
amplitude, not only accelerating electrons but also producing transverse betatron
oscillations of the accelerated electrons as can be seen from the average electron
angle evolution, plotted in Fig. 4.11b). After z=2mm, electrons can perform only
a fraction of the betatron oscillation period, determining the final average angle
at the exit. For zfoc = 0.4mm, there is a nearly perfect final focusing, leading to
a very small exit angle. At the same time, for the other two focal positions, the
coupling between the laser intensity and density gradient have non-optimal values
close to the plasma exit, resulting in larger final angles. [171]

It has already been reported that the exit gradient can be optimised to reduce
the final RMS divergence of the electron bunch[172-174]. The interaction between
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the wake and electron bunch has been studied extensively in these references in
terms of RMS bunch parameters. In addition to the above references, we show
that the asymmetry in the laser fluence profile can influence the electron bunch
axial displacement due to the final average bunch divergence, as demonstrated in
Fig 4.11b) after z = −0.8mm. The magnitude of this effect can be controlled by
modifying the laser-plasma coupling through a shift in the focal position.

In summary, the final angular deviation of the electron bunch is determined
by three main factors. First, the initial symmetry of the focusing laser. Second
the position of the focal plane relative to the plasma density profile at which self-
focusing becomes dominant. Third, laser amplitude and plasma density gradient at
the exit region of the plasma. These results show that for optimal focal positions,
the plasma density profile originating from the ELISA gas cell design can efficiently
reduce the angular deviation leading to better coaxiality of the electron bunch with
the laser axis. Simulations show that this reduction of the angular deviation is
efficient for both transverse directions, y as well as x.

4.1.3.3 . Influence of Laser Wavefront on Electron Bunches
A third control mechanism was explored using the AO settings to study the

influence of the laser wavefront on the injection process. This influence is analysed
in more detail for the focal position zfoc= −0.8mm because, as seen in Fig. 4.10a),
it can produce electron bunches with single peak spectra and was not previously
studied. In most previous works, either experimental or theoretical, the laser focal
plane was set deep inside the plasma to optimise the position where the primary
trapping process occurs[17, 70, 134].

Results obtained at focal position z =−0.8mm are compared in Fig. 4.12 for
the three AO settings described in section I, FPS, 1bFPS and 2bFPS. These three
AO configurations (FPS, 1bFPS, 2bFPS) yield similar values for the total charge
in the peak (1.6± 0.3, 2.3± 0.4, 3.7± 0.7) pC and for the peak energy (126± 8,
114± 7, 125± 3) MeV. However, the corresponding experimental electron spectra
differ significantly for the FPS case, as seen from Fig. 4.12 a) to c).

Whereas FPS settings yield a broad spectrum in energy and a larger disper-
sion in angle, the 1bFPS and 2bFPS configurations generate single peaks with
a lower dispersion both in energy (18% and 8.7% FWHM) and angles (4.4± 0.6,
1.8± 0.6) mrad full angle, a maximum dQ/dE of (0.09± 0.02, 0.22± 0.04) pCMeV−1

and a bunch angular deviation of (-3.3± 0.3, -4.3± 0.3) mrad ; it contains (93,
60)% of the total charge in ±1× FWHM leading to a total energy of (0.2, 0.4) mJ.
These values indicate that the 2bFPS configuration provides better quality elec-
tron bunches, with two times more energy in the peak (see Eq. 2.35 for definition),
together with a reduced dispersion in energy and angle. Simulation results are in
good agreement with the experimental data. The maximum value of the power of
the laser during the experiment was P0 = 16.5 TW, and for ne ≃ 7× 1018 cm−3,
the critical power PC for relativistic self-focusing is 4.2 TW. The ratio P0/PC ≃ 4

corresponds to the intermediate non-linear regime[3, 175]. Laser-plasma coupling
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Figure 4.12 – Experimental spectra a)-c) illustrating the effect of phase front op-timisation on accelerated electron bunches at laser focus zfoc = −0.8mm for wa-vefront configurations a) FPS, b) 1bFPS and c) 2bFPS. Electron charge densityin divergence-energy space (pCMeV−1 mrad−1 and their corresponding spatially-integrated dQ/dE (pCMeV−1) within a±7.5mradwindow around the laser axis indi-cated by the dashed horizontal line and in an energy window 11.3MeV and 175MeV.Standard deviation was calculated over five shots and plotted here in cyan. d) simula-tion results for the evolution along the propagation distance z of the normalised vec-tor potential a0 of the laser pulse: the black curve represents the normalised plasmadensity profile, while the focus position, zfoc, is marked by the red arrow; e) evolutionwith z of the charge of the electrons having final energy above 10 MeV (solid lines)and average energy of the electrons contributing to the peak in energy normalisedby its maximum values (dashed lines). For figures d-e, the red curves correspond toFPS, blue curves to 1bFPS, and green to 2bFPS.

during propagation, which strongly impacts electron injection and acceleration, has
a strong dependency on the laser wavefront shape at the plasma entrance in this
regime as the laser is self-focused but does not strongly collapse. It thus provides
additional means to control the number of trapped electrons and the output bunch
parameters.

The simulated result plotted in Fig. 4.13 shows the electron density map and
laser amplitude in the xz plane (transverse to the laser polarisation plane) corres-
ponding to the best case of this study (Fig. 4.12 c)) at z =1mm. This illustrates
the asymmetry of the laser shape acquired during propagation and highlights the
importance of analysing the impact of the input laser mode distribution.

To better understand the physics involved, we have plotted simulation results
for the laser a0 in Fig. 4.12d), and the evolution of the charge of the accelerated
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Figure 4.13 – Snapshot of electron density and laser amplitude in the xz plane fromFBPIC simulation after 2mm of laser propagation in the plasma. Accelerated elec-trons are shown in black along with their current profile in arbitrary units and thebackground plasma in blues where darker blue is amore dense region of the plasma.This simulation was performed by Gilles Maynard and Ioaquin Moulanier.

electrons and the average energy of the electrons contributing to the peak of energy
in Fig. 4.12e). The three AO settings provide similar curves with two maxima for
the evolution of a0. The first maximum is due to the focusing of the incoming
beam being slightly increased by relativistic self-focusing of the front of the laser
pulse. In contrast, the second maximum comes from the ponderomotive focusing
of the rear of the pulse.

Injection through ionisation occurs only if the laser field is high enough to
tunnel ionise the ion N5+, which occurs for a0 > 1.5. Fig. 4.12d) shows this
corresponds to the zone around the first (z ≈ −0.5 mm) and second maxima
(z ≈ 1 mm). Once generated through N5+ ionisation, an electron needs also to
be trapped by the plasma-wave field. Trapping requires a sufficiently high plasma
density such that the wake potential is large, moreover, it is greatly favoured by
a rapid increase of the longitudinal length of the positively charged bubble just
behind the laser pulse. This increase occurs either in a density downramp or by
a rapid increase of the laser intensity. Figure 4.12e) shows that trapping occurs
at the position of the second maximum for cases 1bFPS and 2bFPS. The slight
increase in the value of a0 for FPS causes trapping for 0 < z < 0.5 mm, and a
small amount of trapping throughout the downramp, as shown by the increase in
total charge leading to the stronger low energy electron signal of Fig. 4.12a). For
1bFPS and 2bFPS, no trapping occurs around the first maximum of a0 because
either the density is increasing or the intensity is decreasing. However, the zone
0.5 < z < 1.0 mm around the second maximum is optimised for trapping: the
density is decreasing and the intensity is increasing. Comparison of a0 curves for
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FPS and 1bFPS configurations shows that in the FPS case, the second maximum
is slightly higher and at a slightly smaller value of z. As a0 values are close to the
threshold a0 = 1.5, small variations of a0 result in a large difference in the trapped
charge and in the energy spectra. In particular, the higher value of a0 observed
for the FPS results in a larger trapping zone, thus producing a broader energy
spectrum. This high sensitivity at zfoc=−0.8mm also explains the fact that the
total charge obtained in simulation for FPS can be higher than the experimental
value.

The average energy of the peak electrons has a similar behaviour for the three
AO settings, increasing up to the plasma exit and showing that the acceleration
distance is smaller than the dephasing length. For zfoc =−0.8mm, trapping occurs
at low densities, putting the electrons at a large distance behind the laser pulse,
therefore increasing the length of acceleration compared to trapping at positions
close to zfoc = 0.

1bFPS and 2bFPS settings lead to very similar results, particularly concerning
the evolution of the laser amplitude a0 in Fig. 4.12d). In terms of electron trapping,
the main difference is that the second 2bFPS peak is localised at a slightly larger z
than the 1bFPS one. As a consequence of this small shift, the trapping of electrons
starts slightly later for 2bFPS (at a lower density) and has a smaller duration,
leading to a reduction of the energy spread and a small increase in the peak energy,
because, in 2bFPS, the electrons are localised at a slightly longer distance from the
laser pulse. As pointed out previously, close to the ionisation threshold of N5+ in
the trapping zone, the total charge is strongly dependent on the exact position of
the focal plane. Nevertheless, the acceleration process depends only weakly on the
total charge in the regime achieved here, where beam-loading does not contribute
significantly.

These electron bunches are deflected from the laser axis by approximately
4mrad and additional mechanisms must be introduced to keep accelerated bunches
on-axis whilst retaining high bunch quality. In comparison to the results presented
in Fig. 4.10 it could be assumed that the target beam parameters (150MeV, 5%
energy spread, 30 pC) could be achieved through improving the laser quality closer
to that of a Gaussian beam as at zfoc =−0.8mm this provides 50 pC. However,
in this configuration the injection volume is increased due to the longer distance
over which a0 exceeds the injection threshold, leading to larger energy spread of
the resulting spectra. This effect is seen in Fig. 4.12a) where FPS, the most sym-
metric setting (Fig. 4.5a)), produces the broadest spectra in energy and stronger
fluctuations in consecutive electron spectra as illustrated by the standard deviation
in the dQ/dE plot. Optimisation of the LPI therefore requires the simultaneous
tuning of a larger number of experimental parameters. The rotational symmetry of
the laser pulse, as discussed in section 4.1.2.1, could be used as an input parameter
for an optimisation scheme using, for example, a Bayesian optimisation model[81,
153] to produce electron bunches with the target parameters using the large ex-
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perimental parameter space. Further, the use of pulse rotational symmetry would
provide a simple input parameter in an optimisation model allowing for a reduction
in the complexity usually associated with controlling individual AO pistons, or their
corresponding Zernike polynomials. Whilst it was not applied during this thesis it
is a topic of future work.

4.1.4 . Conclusions
Previously predicted improvements in injector electrons with an elongated plasma

density downramp are realised for the ELISA gas cell[134, 170]. Advances in the un-
derstanding of LPI are achieved through experimental and simulated studies of the
laser-plasma coupling with alterations in plasma density structure, focal position,
and laser pre-focal symmetry.

To optimise the injector, we have selected three main parameters for their si-
gnificant impact on the resulting electron spectra in the regime studied: the length
of the plasma density downramp to control the acceleration and focusing fields
which the trapped electrons experience, the focal position to control the non-linear
coupling between the laser and the plasma, and the laser wavefront to alter the
transverse energy distribution of the laser through focus to control the dynamics
of the wakefield through the effect of self-focusing. Through careful optimisation
of the density downramp, focal position, and shaping of laser symmetry, elec-
tron bunches with energy in the 100 MeV range, less than 10 per cent energy
spread, multi-pC charge and sub 2mrad divergence are produced as illustrated
in Fig. 4.12c). Comparison to realistic simulations uncovers the physical mecha-
nisms controlling the electron dynamics which produce these desirable bunches.
Bunch energy (125MeV) and energy spread (8.7%) approach the desired values
(150MeV, 5%), however, the level of charge must be augmented significantly by a
factor of 8 from 3.7 pC to 30 pC, to reach the desired value for an LPI within the
EuPRAXIA framework. Future optimisation work should explore larger parameter
spaces to improve the results of this novel injection mechanism using rotational
symmetry as an input parameter.

Changing the pre-focal symmetry whilst retaining a similar focal spot is shown
to have a measurable effect on the accelerated electron bunches and suggests that
this could be another control mechanism to utilise when optimising LPIs. Simula-
tions using realistic laser parameters produced accurate descriptions of the acce-
lerated bunch dynamics whilst Gaussian models failed to achieve this. This work
expands on the physics of injectors and provides a simulation method using rea-
listic laser parameters for improving the accuracy of predictions for laser wakefield
acceleration schemes in a computationally inexpensive way.
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4.2 . Bayesian Optimisation for Low-Energy Injectors:
2nd Experiment at LLC

From the results of the 2019 campaign presented in section 4.1.3.3 it was hy-
pothesised that the high-quality electron spectra that were achieved during the
previous campaign could be further improved through the use of ML-based optimi-
sation. During the previous experiment, multiple parameter scans were performed
sequentially but, as demonstrated in reference[81] by Shalloo, it is not always pos-
sible to find a global optimum of two coupled parameters using this method. We
therefore used Bayesian Optimisation to search the parameter space and optimise
various merit functions of desired variables such as total charge and total beam
energy, energy spread, etc. and scaled products of these variables.

4.2.1 . Bayesian Optimisation Experiment Overview

A second experiment was conducted at the LLC in 2021 to investigate the
implementation of automation and optimisation within LWFA experiments. The
aim of the campaign was to produce a fully automated experiment that could
then be controlled by a Bayesian optimisation (BO) process to achieve electron
spectra with desired characteristics. This was achieved through the automated
control of the focal position of the laser pulse controlled by shifting the gas cell,
the plasma density within the cell controlled by changing the pressure of the gas
injection system and the dazzler 2nd, 3rd, and 4th order settings to alter the spectral
phase of the laser pulse. Once the control of these experimental parameters - that
form core variables in any LWFA experiment - was automated, they could then be
varied by an optimisation script that chose the next experimental settings based
on the output of the electron spectra as measured by the electron spectrometer
and analysed in real-time.

Real-time analysis required all electron spectrometer calibrations to be comple-
ted before performing online measurements. Orders of magnitude increase in charge
between the initial testing and BO runs required the addition of extra optical filters
on the imaging system of the electron spectrometer that were taken into account
in post-processing. Due to the availability of the automated control, automated
N-dimensional scans were also completed to explore the parameter space in a grid-
like fashion for the validation of results in a more classical manner, and to provide
a larger data set for the offline optimiser method presented below in section 4.2.4.
In addition, this automated control lead to a speed-up of data acquisition due to
the absence of user control where the shot repetition rate was limited solely by the
evacuation time of the pumping system to keep vacuum pressure under 10−5mbar

for compressor longevity.

This experiment investigated the implementation of BO optimisation in LWFA
experiments through the variation of the optimiser settings and the inter-communication
between experimental settings and an automated optimiser. Machine-learning neural-
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Figure 4.14 – Image of the interaction chamber taken during the second campaign,corresponding to the drawing shown in fig. 4.15.

network-based approaches for laser focus retrieval were also developed and are
detailed in section 3.2.2. In addition, we used the results obtained by the Baye-
sian optimisation to explore interesting physical phenomena on the group delay
dispersion induced in the laser pulse by the Dazzler.

In the remainder of this section, we first give an overview of the experimental
implementation used during this campaign and the process of automation and
optimisation. We then examine the use of optimiser models, their results during
this experiment and the implementation of an offline BO procedure for improving
optimisation efficacy (how well an optimum is achieved) and efficiency (number of
iterations required to reach the optimum configuration) in future experiments.

4.2.2 . Overview of Experiment
During this campaign, a fixed-length version of the ELISA gas cell was imple-

mented where plateau plasma length was controlled using metal spacers placed on
the gas cell to control the separation of the cell’s two faces in steps of 0.5mm.
Whilst this excluded the option of altering the plasma length during the optimi-
sation, this set-up was chosen as it enabled a more robust configuration lowering
errors on the determination of plasma density, and sensitivity to electromagnetic

162



pulse hazard. Typical plasma plateau lengths in this fixed configuration ranged
between 100 and 800 µm. Otherwise, the mechanical components of the gas cell
were identical to the previous experiment described in section 2.2.1.

An upgraded laser system was used during the second campaign, delivering a
maximum energy in the focal plane increased from 0.7 to 1.0 J. The calibration of
the system transmission was completed by measuring the pulse energy at the end of
amplification (located between the final multi-pass amplifier and the beam spatial
expansion stage in Fig. 2.6) and at Interaction Chamber Center (ICC, located
at the crossing point of the main laser in red and the probe line in yellow in
Fig. 4.15). A compressor-to-interaction region transmission of 62% was measured
at the beginning of the experimental campaign. Due to compressor degradation and
optical damage during the 4000 experimental shots the transmission was reduced
to 23% at the end of the campaign. The laser pulse energy was again tracked
throughout the experiment using an energy-calibrated CCD which measured the
fluence of a leak through the final dielectric mirror before focusing thus allowing
the effects of laser energy reduction to be decoupled from changes in the electron
spectra. Pulse duration during this experiment was slightly shorter at 38 fs FWHM
(from 42 fs during the previous experiment) at optimal compression whilst the pulse
contrast remained the same as the previous campaign at 1× 10−8 in intensity up
to 150 ps before the main pulse. The focal spot during this experimental campaign
was slightly larger at 16µm FWHM. Coupled with the reduction in pulse duration
and the increase in on-shot energy the resulting a0 changes only to 2.02 from 2.15

in the previous campaign.

4.2.2.1 . Implementation of Automated Experimental Control
Typically experiments at the LLC are conducted as fully user-controlled where

each experimental setting is set by hand between each shot. To increase the ef-
ficiency of data taking and to allow the BO algorithm to control directly the
experimental parameters an automated control script was created to change the
settings for the focal position, the backing gas pressure for the injection system
and therefore the plasma density and the three spectral phase terms controlled by
the DAZZLER AO-PDF. The focal position of the laser within the gas cell was
controlled through a vacuum-compatible motor aligned in the longitudinal direc-
tion allowing the cell to be rapidly shifted with respect to the ICC between shots
within 10µm accuracy. The backing pressure of the injection system was control-
led by a negative feed-back loop where input was controlled by a Bronkhorst flow
metre calibrated for hydrogen providing an increase in pressure in the reservoir,
and a butterfly valve connected to the main vacuum system could reduce it. The
solenoid injection valve connected to the reservoir was triggered for injection 50ms

before the laser pulse as described in section 2.2.1. The AO-PDF spectral phase
terms were controlled directly by the DAZZLER where spectral phase terms were
requested by writing directly to a request file inspected by the DAZZLER control
box. Shot timing was automated and limited by the completion of all experimental
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parameters being altered and the vacuum chamber pressure that was constantly
monitored for compressor longevity. All laser and electron diagnostics were tem-
porally synchronised to the main pulse timing. Electron spectrometer data were
analysed online to allow for realistic electron parameters to be used for merit func-
tion evaluation.

Figure 4.15 – Overview of the experimental set-up for the Bayesian optimisation LPIcampaign. The AOPDF a) is used to control the spectral phase before the final am-plification stage, and adaptive optic b) is placed after the compressor in the samevacuum chamber. The laser enters the interaction chamber from the transport lineat the bottom. It is then transported to the off-axis parabola where it is focused intothe ELISA gas cell c). d) A wavefront sensor can be used to measure the attenuatedlaser beam (green) to determine the wavefront curvature at focus. e) A portion ofthe laser is extracted via the final dielectric mirror before the parabola to track theenergy and image of the laser in the far field. A small portion of the main beam isextracted using a small mobile pick-up mirror. This beam then enters a delay line toprobe the plasma just after the main pulse has interacted with it. f) The probe linethen propagates to the plasma diagnostics section at the top where the plasma den-sity is measured by a Mach-Zehnder interferometer and a wavefront sensor. g) Theelectrons (blue) and depleted laser then exit the gas cell and electrons are dispersedin energy by the dipole magnet. The electrons then interact with a scintillating LANEXscreen which produces visible light that can be imaged by the electron spectrometercamera in the bottom right.
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Laser Spatial ControlParameter Laser Energy (J) Focal Position (mm) Adaptive OpticExploration Range 1 -2←→ 2 N/Aon-shot monitoring Yes Yes YesAutomated No Yes No
Table 4.1 – Explored parameter ranges, state of on-shot monitoring of resulting ex-perimental parameters and if their control was automated. Adaptive optic provides32 actuators with different voltage control and so is given the value N/A.

Allowed parameter regions for the optimiser to explore are displayed in tables
4.1, 4.2, and 4.3 for the spatial and spectral properties of the laser and the plasma
profile, respectively. The laser energy(table 4.1) was not varied during the optimi-
sation as there was no automated way of achieving this in the current laser system
set-up. The laser energy was monitored on each shot using the energy-calibrated
CCD discussed above in section 4.2.2. The focal position range was limited to
±2mm around the start of the plasma plateau due to the beam waist of the la-
ser, causing significant ablation to the cell faces when focused before and after
this position, which limited the number of shots. The vacuum stage responsible for
controlling the relative position between the gas cell and the focal position provided
µm-scale monitoring of the motor position. The adaptive optic used a membrane
with 32 actuators for wavefront correction. The wavefront was monitored periodi-
cally using the wavefront sensor and the attenuated green beam in Fig. 4.15 d) is
extracted using the flip mirror. It was not possible to automate the adaptive optic
during the time frame of the experiment.

Laser Spectral ControlParameter GDD (fs2) TOD (fs3) FOD (fs4)Exploration Range 8000←→ 14000 -7000←→ 40000 -100000←→ 100000on-shot monitoring Yes Yes YesAutomated Yes Yes Yes
Table 4.2 – Explored parameter ranges, state of on shot monitoring of resulting ex-perimental parameters and if automated for the spectral parameters of the laser.

Limitations on the spectral distortion of the laser pulse, listed in table 4.2, were
defined and set by the laser team at the LLC to avoid damage of the compressor
grating or strong spectral clipping due to the acoustic waveform of the AO-PDF
being outside the allowed bandwidth.

The backing gas pressure was chosen from the minimum pressure required for
electron injection and an upper limit from a large electron signal at low energy for
the majority of focal position configurations.

165



Plasma ControlParameter Gas Injection (mbar) Cell ConfigurationExploration Range 50←→ 400 (see gas cell sec.)on-shot monitoring Yes N/AAutomated Yes No
Table 4.3 – Explored parameter ranges, state ofmonitoring of resulting experimentalparameters and if automated for the plasma density parameters. Cell configurationsare mechanically set and so given the value N/A

4.2.2.2 . Focal Spot Quality During Bayesian Optimisation Expe-
riment

The large sample set of focal spot images collected for the training of the
cGAN described in section 3.2.2 allows us to accurately describe the typical focal
spot pointing and radial profile stability of the LLC laser at focus.

Figure 4.16 shows the exceptional spatial stability of the focal spot at the LLC.
The average radial profile in Fig. 4.16 b) over 1000 shots is indistinguishable from
the mean value indicating a very stable transverse energy distribution of the focal
spot. A Gaussian fit is used and applied to the transverse focal plane images, such
as the example case in Fig. 4.16 a), to retrieve the centroid pointing fluctuations
in Fig. 4.16 c). Using the focal length of the off-axis parabola as 775mm and the
average absolute pointing fluctuation of 4.6µm, the average fluctuation angle over
1000 shots is 6µrad with a maximum pointing fluctuation of 19µrad. Pointing
fluctuations are typically along the diagonal axis where they are clustered in two
regions as can be seen from Fig. 4.16 d). The source of these oscillations along
this diagonal have not currently been identified but could be due to vibrations on
the focusing optic, or small alterations from the automated beam pointing piezo
motorised mirrors.

4.2.3 . Experimental Results

During this experiment, a BO combined with automated control for improve-
ments in the spectral density of the resulting electron spectra was implemented.
Results achieved through the BO indicate the important role of spectral phase
terms in reducing the energy spread of the resulting spectra. Further the imple-
mentation of the optimiser on offline data allowed for the exploration of merit
function choice and tuning of hyperparameters such as the kernels and acquisition
functions, which will be presented in future publications but are not included in this
work due to time constraints. The plasma density data that was used to validate
the self-referenced single-shot wavefront sensor plasma density measurements are
shown in section 2.2.4. We performed analysis on the BO process and the resulting
electron spectra.
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Figure 4.16 – Illustration of the stability of the focal spot at the LLC. a) demonstrates atypical focal spot chosen at random cropped to the centre of mass in an approxima-tely 100×100µm box. b) Illustrates the average normalised radial profile, plotted herefor 1000 shots in red, with the average profile in black. c) demonstrates the pointingfluctuations of the focal spot extracted from the origins of a Gaussian fit in units ofthe average focal spot radius. d) Gaussian kernel density estimation distribution offocal spot pointing fluctuations using the same spatial scaling as c). Both c) and d) arecentred on the average focal spot position.

4.2.3.1 . Bayesian Optimisation Results During Experiment
A 4D spectral density BO was completed using the focal position of the laser

and dazzler 2nd, 3rd, and 4th order spectral phase terms using 5% nitrogen 95%
hydrogen gas mixture. Table 4.4 displays the experimental boundaries that were
set during the optimisation.

Parameter Focal Position (mm) GDD (ϕ(2)) TOD (ϕ(3)) FOD (ϕ(4))Min. Setting -1.6 -3000 -7000 -100000Max. Setting 1.4 3000 40000 100000
Table 4.4 – Parameter Boundaries of Bayesian Optimisation run in Fig. 4.17
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We took inspiration from the merit function, MMad =
√
QE

∆EMAD
, in the BO work

from Jalas[153], due to the exceptional results presented in their work in terms of
electron stability and energy spread, to optimise the electron parameters starting
from a region far from optimum. In this work we have modified their description and
scaling of the bunch parameters in the merit function based on the experimental
spectra achieved during the BO optimisation experiment.

Here we apply a quadratic scaling to the median energy, E, and use a gene-
ralised method for finding the energy spread of both peaked and broad spectra
rather than the median absolute derivation of the energy distribution used in refe-
rence[153]. This results in the merit function Mpeak =

√
QE2

∆E where Q, E and ∆E

are the total charge, median energy and the energy spread of the accelerated bunch,
respectively. We chose to scale with the square of the median energy to reduce
the effect of high charge, low energy bunches when beginning the optimisation far
from optimum settings.

Initially, five random points are sampled before the BO begins, as marked by the
grey dashed line in Fig. 4.17. The merit function of the initial five randomly sampled
points is improved to the optimum value by a factor of 4.9, from 331 to 1631
(pC1/2MeV ) over the course of 28 consecutive BO iterations taking 14 minutes.
Individual blue circles in Fig.4.17 represent the merit function that is measured
from each sampling. It can be seen that whilst there is variability between iterations
there is an increasing trend of the merit function with iterations. The variability
between iterations arises from the exploration-exploitation parameter that is given
to the BO process with a weighting parameter ϵ. During this optimisation, an upper
confidence bound (UCB) acquisition function (defined previously in section 3.1.3.3)
was used for the selection of the next parameter value to measure. As a reminder
for the reader, we define the UCB acquisition function, aUCB, as aUCB(x) =

µ(x)+ ϵσ(x), where µ and σ are the means and variance of points x in the multi-
dimensional parameter space and ϵ is a scaling parameter for the exploration and
exploitation preference. Large ϵ favours a next sample point with high uncertainty,
leading to wider exploration due to greater weight of the predicted variance into
the acquisition function[176]. Conversely, a small ϵ favours optimising around the
best-known result. Scaling of ϵ is a known challenge within machine learning due
to the optimum value for each optimisation experiment being different or even
varying over the course of an experiment. Work has been completed on producing
a general method for the exploration-exploitation trade-off and methods of adaptive
ϵ have been proposed[176], where ϵ is dynamically set throughout the optimisation
procedure. In the optimisation example shown in this section, a value of ϵ = 0.01

was used.

To illustrate the improvements in the electron bunch parameters with the BO
process we show in Fig. 4.18 a waterfall graph of spatially integrated electron
spectra for the BO process corresponding to Fig. 4.17. The spectrum corresponding
to iteration 31 that optimises the defined merit function is indicated with the red
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Figure 4.17 – Value of merit function, √
QE2

∆E , as a function of iteration number in BO
process. Random search finishes after 5th iteration. The best evaluation is trackedby the solid blue line. Individual evaluations are displayed in blue circles with thebest evaluation circled in red. Explicit values for the 4D parameter scan are displayedbelow for the focus position within the gas cell and the three spectral phase terms.

tick label and corresponds to the red circled point in Fig. 4.17. Figure 4.18 indicates
that peaked electron spectra with reduced energy spread, higher mean energy,
and improved peak charge percentage were produced during the BO process from
initially broad spectra.

The improvements in the electron spectra are illustrated in Fig. 4.19 where
initial random positions are shown in the left column and the top contenders in
terms of merit function are displayed in the right-hand column.

The spectrum that optimised the merit function during this optimisation rou-
tine is presented in Fig. 4.20 where the charge is plotted in divergence-energy
space. Peak and total charge for this spectrum are 3.77 and 4.84 pC respectively
providing a peak to total charge percentage of 78%. Median energy and energy
spread were calculated at 96.9MeV and 12.7% respectively. Parameter compari-
son between this spectrum with the highest bunch energy, lowest divergence and
lowest energy spread, achieved during the previous campaign from Fig. 4.12 c) is
shown in table 4.5. Comparison of the experimental parameters indicates that in
the previous by-hand optimisation the electron bunch had a higher total charge
whilst the peak charge values are comparable. This is explained however by the
larger energy spread in our BO case indicating that the charge is more diffuse in
energy. The peak energy value is also almost 30MeV higher in the previously opti-
mised case. The values are, however, close, and were achieved here in a 14 minutes
optimisation in comparison to by-hand optimisation of the spectra where optimum
focal position, plasma density and wavefront were all optimised consecutively ta-
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Figure 4.18 – Spatially integrated spectra over the course of the BO process displayedas a waterfall plot. Each spectrum is labelled with its interaction number indicated onthe vertical left axis. Merit function evaluations are shown on the right-hand side plotwhere blue circles are evaluations of the merit function for a given spectrum whichis optimised for iteration 31 with the red circle.

king significantly more time. This demonstrates the power of the BO process when
applied with well-chosen merit functions. The inclusion of laser wavefront control
via adaptive optic into the BO routine would likely further improve, or allow the
modification of, the electron properties as only flat laser wavefront was used in
this BO experiment. This alteration of the wavefront could provide the necessary
transverse focusing to reduce the peak angular displacement of the electron bunch.

To measure the electron bunch stability at the optimum configuration found by
the BO process, nine consecutive measurements were taken without changing input
parameters. Stacked spectral measurements cropped within an energy range of 60
to 125MeV and divergence mask of -20 to 20mrad are presented in Fig. 4.21.
The laser axis in vacuum defines the zero divergence position. All spectra within
this stability scan are above the laser axis with an average deviation angle of
(6.3± 2.5)mrad. This indicates that at these experimental settings, a consistent
asymmetry in the accelerating dynamics forces the electrons off-axis. Whilst fur-
ther simulations are required to clarify the underlying physical process, this effect
could come from the spectral deformation of the pulse induced by the third and
fourth-order dispersion terms inducing off-axis injection of the electron bunches

170



Figure 4.19 – Electron spectra in energy-divergence space with their spatially inte-grated dQ/dE with optimisation index number inset. The first three from randomselection are shown in the left column and high merit function spectra are shown inthe right column cropped to an energy window of 30 to 200MeV

Spectrum TotalCharge (pC) PeakCharge (pC) PeakEnergy (MeV) EnergySpread (%)
Avg.Div.(mrad)2bFPS 6.1 3.7 125 8.7 -4.3Iteration 31 4.8 3.8 96.9 12.7 9.3

Table 4.5 – Comparison of electron bunch parameters for optimised settings in ama-nually optimised (2bFPS) settings and for the Bayesian Optimisation case (Iteration31).
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Figure 4.20 – Electron spectrum retrieved from optimisation of the spectral densityprojected into energy-divergence space with spatially integrated dQ/dE.

and leading to a non-ideal phase space trajectory of the accelerated particles.
Figure 4.21 illustrates the stability of the bunch parameters: peak charge, me-

dian energy, the divergence of the bunch at peak dQ/dE and angular deviation
from the laser axis in vacuum. The RMS deviation error percentage (in order of
decreasing stability) is 5.6% for the median energy, 14.3% for divergence, 40.5%
for the peak angular displacement, and 54.5% for the peak charge. Comparison of
the relative fluctuations of these parameters indicates that whilst the energy and
divergence of the electron bunches are stable, the amount of charge injected into
the peak and the average displacement angle of this charge, strongly fluctuates du-
ring this stability measurement. Whilst not plotted here, the maximum energy of
the electron bunches had an RMS deviation error percentage of 4.4%. From these
values, we can see that the longitudinal position of the electron injection within
the plasma, and the accelerating gradients, must be consistent between each shot
to provide consistent electron energy at the end of the accelerating process. From
the simulations of Fig. 4.11, we can see that the evolution of the laser pulse and
the resulting transverse fields of the wake were the cause of the off-axis electrons.
In this experiment, however, we use a flattened phase at focus, optimised with
an adaptive optic loop, which should produce quasi-on-axis electrons as shown in
Fig. 4.12 a).

Assuming that the plasma wave retains a similar structure on each shot, the
phase of injection of electrons can be altered due to the spectral phase compo-
nents. For ionisation injection, the local instantaneous electric field of the laser is
responsible for freeing the inner electrons of the dopant ion. Fluctuations of the
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Figure 4.21 – Nine consecutive electron spectra measured using optimised BO set-tings. Spectra are cropped to an energy window of 30 to 150MeV and a divergencewindow of±15mrad. Laser axis in vacuum is at zero divergence. Electron parameterscalculated from the stability runwith a) Chargewithin 2×FWHMof the peak, b) FWHMdivergence of the peak, c) median energy of the electron bunch, and d) angular de-viation of the electron bunch from the laser axis.

temporal envelope of the laser pulse through higher-order spectral phase disper-
sion could therefore lead to fluctuations in the phase of the electron ionisation and
electron injection. We explore this effect in the following section.

4.2.3.2 . Effect of Spectral Dispersion on Electron Spectra

Fluctuations in the angular deviation and amount of injected charge, whilst
using a laser pulse with a flat wavefront profile, suggests that the fluctuations in
the electron spectra are due to the spectral phase dispersion terms. From the expe-
rimental parameters of Fig. 4.17 we can see that the focal position is in the centre
of the exploration range whilst the spectral phase terms are strongly altered for the
optimum case that was then examined as a stability measurement in Fig. 4.21. We
therefore explore in more detail the effect of spectral phase terms on the electron
acceleration process. Figure 4.22 b) illustrates that whilst the third order dispersion
does not have a strong influence on the average value of the angular displacement
of the electron bunch across all explored values, fluctuations increase at values of
the TOD far from the zero position, which is especially true for negative values of
TOD. From the experimental parameters of Fig. 4.17 it can be seen that, for the
selection of high merit value spectra, displayed in the right column of Fig. 4.19,
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Figure 4.22 – Effect of third order spectral dispersion of the laser against the a) totalaccelerated charge and, b) angular displacement, both averaged over multiple shots.Error bars are given by standard deviation.

third order dispersion adds an oscillating modulation to the laser temporal enve-
lope. However, the exact form must be solved numerically for each case. These
oscillations of the laser temporal envelope alter the local electric field of the laser
in the plasma and therefore the injection phase of the electrons. The frequency of
these oscillations is likely sensitive to the nonlinear temporal pulse evolution due to
pulse etching and modulation from the wavefront. It is therefore hypothesised that
this is the main source of fluctuation in the angular deviation of the BO spectra
in Fig. 4.21. However, further simulation work is required to fully understand the
effects of the TOD on the injection process in the intermediate ionisation injection
regime and will be included in future publications.

To investigate the effect of second order phase on electron bunch properties
we performed scans of β(2) for different plasma densities. Laser focus was set
at 100µm before start of plasma density plateau, a typical position for the best
quality electron spectra achieved during this experiment due to the enhanced laser-
plasma coupling and increase in a0 through self-focusing. β(2) = 0 is defined as
the position of the second order phase distortion term that produces an optimally
compressed pulse at the output of the compressor as measured through frequency
resolved optical gating (FROG).

The laser pulse duration is minimised for zero chirp pulses when the GDD is
zero. Addition of non-zero chirp, positive or negative, leads to an extended pulse
duration due to the relative phases of the spectra in the pulse imparted by the
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frequency dependent delay. We use equation 2.7 for calculating the theoretical pulse
duration from the linear chirp imparted by the GDD. Using a FROG measurement
conducted at the beginning of the experiment for the laser spectra and duration at
optimum compression gives an un-chirped pulse duration of τ0 = 38 fs (FWHM).
The FROG was used during the experiment in the post-plasma laser temporal
measurements and so was not available for pulse duration measurements during
the experimental campaign. Using this parameter we can define the pulse duration
scaling and resulting pulse duration approximation for each GDD setting that is
shown in Fig. 4.23. We then compare these theoretical values against the FWHM
pulse duration measured by an autocorrelator in air with the low power seed on the
laser diagnostics table after compression. Comparison to auto-correlator results are
found to agree well with the theoretical pulse duration from equation 2.7. From

Figure 4.23 – Theoretical and experimentally retrieved pulse duration with GDD overrange of GDD settings used during the experiment.
Fig. 4.23, the autocorrelated temporal duration and theoretical value agree well for
small values of GDD around the optimum compression there is a deviation at β(2)

values lower and higher than −0.15 and 0.15 respectively. This effect is explained by
a crack in the doubling crystal used in the autocorrelator measurement where large
values of β(2) induce a broader spectrum in time which is cropped by this damage,
resulting in a decrease in the light signal and an apparently shorter pulse duration
than expected. Nevertheless, the autocorrelator measurements at the maximum
range measured provide a pulse duration within 7% of the theoretical value. The
theoretical pulse duration was calculated from the optimum spectral phase terms
of iteration 31 using the relations presented in [26] creating the laser pulse envelope
shown in Fig. 4.24. In this optimised case, the pulse is stretched asymmetrically
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Figure 4.24 – Gaussian intensity temporal profile (blue) with a pulse duration of 38fsand the corresponding theoretical temporal envelope (red) after the inclusion of theGDD, TOD, and FOD spectral phase terms for the optimised electron spectra.

from the Gaussian intensity temporal profile of 38fs FWHM to a front HWHM of
25 and a back HWHM of 27fs. In this case, the peak intensity is correspondingly
reduced by 28% due to the increased temporal duration.

Fig. 4.25 demonstrates the resulting charge on the LANEX within a ±5mrad

window around the average divergence angle of the electron signal. Measurements
are averaged over multiple experimental shots and errors are given as the RMS error
of these values. As illustrated in Fig. 4.25, the total number of accelerated electrons
depends on the value of β(2) and on the plasma density ; however, increased plasma
density reduces the effect of the β(2) on the resulting charge value and extends the
range of GDD values where a large number of electrons is measured. Comparison
of measurements at 3.30× 1018 and 4.18× 1018cm−3 indicates that the increase
of β(2) from 0.3 to 0.5×103 fs2 results in a decrease of the total charge by a factor
of 2.5 from 15.1 to 6.1 pC but only a factor of 1.03 from 27.1 to 26.3 pC at the
higher density.

Due to the increased nonlinear effects at higher density, the effect of the spec-
tral chirp on the plasma is likely radially compensated at higher plasma densities
through photon deceleration and through relativistic self-phase modulation leading
to a frequency-broadened pulse and therefore a shorter wavelength. This would
reduce the magnitude of the chirp and return the pulse duration closer to the one
of optimum compression.

A line of best fit is applied to the sample of each plasma density’s maximum
total charge value. This result indicates that increasing the plasma density shifts
the optimum β(2) to lower values. As the β(2) defines the group delay dispersion
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Figure 4.25 – Total charge measured on the lanex as a function of the GDD valuecontrolled by the DAZZLER for different values ofplasma density. Linear regressionfitted to themaximum total charge for each pressure and GDD setting scan is plottedwith a dashed line.

(GDD) of the laser pulse, and equivalently the linear chirp[101], this indicates the
optimum chirp passes from positive to negative for these experimental parameters
with a transition around 3.75 × 1018cm−3. We must also take into account the
sign of the chirp as it has been shown in previous work that the chirp plays a key
role in the resulting electron parameters[177]. From a qualitative view this can be
explained through the evolution of the laser pulse within the plasma. Just as the
AO-PDF is used to offset the spectral dispersion of the amplification chain, the
GDD can also be used to control the evolution of the spectral phase of the laser
in the plasma through pre-compensating the pulse compression and evolution of
different frequencies within the plasma.

These results indicate that the TOD can induce fluctuations in the angular
deviation of the electron spectra at β(3) far from optimum however further si-
mulation work is required to uncover the physical description of the effect of the
temporal envelope and phase of the laser. These results also demonstrate that
the GDD can provide a means of altering the electron parameters through the
evolution of the laser pulse in the plasma and the resulting wakefield dynamics.
Further, the effect of GDD on the plasma is shown to be density-dependent due to
the nonlinear interaction between the laser and plasma which scales strongly with
the plasma density. To optimise electron spectra it is therefore necessary that a
multi-dimensional optimisation of the GDD and plasma density are included in the
experimental parameters.
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4.2.4 . Offline Bayesian Optimisation

Whilst the example presented in section 4.2.3.1 indicates that the BO process
is capable of finding desirable electron spectra with parameters that are reprodu-
cible, time constraints during the experiment limited the number of BO scans that
could be conducted. We therefore present here a general method that was used
to validate its efficacy on optima finding on LWFA electrons and improve the BO
procedure and its hyperparameters, by using the collected data set and all known
experimental parameters to rerun the optimisation procedure on offline data post-
experiment. This method could be used by any group wishing to implement BO
in their experiments and provides a pre- and post-experiment tool for tuning the
parameters and merit functions to produce desired electron spectra.

4.2.4.1 . Motivation

As the use of optimisers for LWFA is a new field of study with a limited litera-
ture, especially regarding the technical implementation of the optimisation parame-
ters, we explored various parameters of the optimiser to produce more consistent
results. A further issue experienced during the experiment was the optimiser sear-
ching at the boundary limits of the experimental parameters. Improvements in the
scaling parameters chosen for the anisotropic parameter space (i.e different scale
lengths associated with the focal position and plasma density effects) would likely
resolve this issue and lead to more efficient search. The offline version of the code
has allowed for autoscaling of the input parameter space which has removed this
issue. This makes exploration of the different underlying choices of the Bayesian
optimisation process, simpler using the offline optimiser. During the time scale of
this work, only the presentation of the kernel optimisation will be shown. However,
as the kernel effectively provides our assumptions on the input parameter space, it
is imperative that an optimum choice is made for Bayesian optimisation processes
for a specific input parameter space.

More concretely, we use a version of the optimiser implemented during the
experimental campaign (referred to as online optimisation) and an offline version
in which the optimiser is allowed to explore the parameter space, but it is discretised
into the experimental parameter space that was searched during the experiment.
This requires altering the Gaussian process to take into account that the input
parameter space is no longer continuous. For example, if the optimiser requests a
cell position of -0.2 mm and a backing pressure of 130 mbar but the closest data to
this is -0.25 mm and 135 mbar then this shot is selected, the previously calibrated
and calculated electron parameters are loaded, the merit function is calculated and
the true (i.e loaded) experimental parameters are then given to the optimiser to
correct for the shift between the requested parameter space and the available one.
Using this method we can allow the optimiser to run over the data space that we
have obtained for the experiment (approximately 4000 shots including optimiser
and automated scans) allowing us to explore the effect of scaling parameters and
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kernel choice on the ability of the optimiser to find global maxima for a given merit
function. This also allowed the inclusion of the discrete variables of plasma plateau
and exit face length to be included in the optimisation, as these were manually
changed between data acquisition during the experiment.

The aim of this study is to demonstrate that with a sample set of data, future
optimisation experiments can be improved by optimising scaling factors, kernel
choice, the dimensionality of the search and choice of merit function using this
offline method allowing for a simple method for experimental preparation and im-
proving the next set of data taking/optima finding. A further advantage of this
approach, and one that was used to test the optimiser functioning before this
optimisation experiment, is that data which are acquired through classical expe-
rimental scans can be used as the input parameter space for the optimiser. This
means that facilities that have access to large quantities of data can prepare better
for initial optimisation studies simply using the data that are already available to
them. Then, by tweaking the optimiser parameters based on the inherent scaling
laws of the underlying physics, a more efficient implementation of the BO process
can be used for the beginning of the experimental campaign.

4.2.4.2 . Effect of Kernel Choice on Optima Retrieval
A challenging aspect of applying optima finding to LWFA experiments is the

existence of discontinuities in the merit function space due to electron injection
thresholds existing in the underlying physics. As the kernel choice will affect the
prior distribution used to model the black-box function, it is important to use the
correct choice when performing Bayesian optimisation during an LWFA experiment.
It has previously been shown that dynamically altering the choice of kernel for
the Gaussian process can reduce the number of required iterations to optimise a
function[178] however implementation of this algorithm is outside the scope of this
thesis. Here we present the results of applying different static kernel choices to the
same merit function and examining the average number of iterations required to
reach a known optimum in the data set. The most common kernel choices when
specifying the hyperparameters for an unknown optimisation problem are explored.

As the kernel is a description of our assumptions on the input parameter space,
alterations of the kernel selection can provide more rapid optimisation by making
accurate choices on the input parameter space distrobution. This will increase the
efficacy of the successive measurements as the uncertainty will be more accurately
calculated. Fig. 4.26 demonstrates the effect of altering the Gaussian process kernel
during 2D optimisation of the focal spot position within the interaction region and
the backing pressure of the injection system during offline optimisation. The merit
function was defined as the total charge multiplied by the total electron energy.
A known maximum merit function value of 15.675 is plotted as the horizontal
dot-dashed line to compare the progress of the various kernels. 10 epochs of 200
iteration optimisations were performed for each kernel. The average maximum
value for the 10 epochs for each kernel is illustrated with the solid black line. If this
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line reaches the maximum known value it means that all epochs were successful in
finding the optimum value.

Figure 4.26 – Average maximum value found by each Gaussian processes kernelchoice during 2D optimisation of the focal position within the gas cell and the ba-cking gas density. The merit function in this case was the total charge multiplied bytotal beam energy. Maximum measured merit function of this experimental datasetwas 15.675 shown by the black horizontal dot-dashed line. Individual merit functionevaluations from requested input parameters are displayed as circles with their co-lour corresponding to the solid line for each kernel.

From fig. 4.26 we can see that that the radial basis function (RBF) kernel is
successful, on average, at locating the optima after approximately 140 iterations
and performs significantly better than the other kernels and random selection. In
fig. 4.26 we see that only Matern 1/2, 3/2, and the RBF kernels performed better
than the random search at the end of the 200 iterations. Comparison of the random
selection to the other Bayesian optimisation results indicates that the statistical
likelihood of selecting the optimum parameters through random selection in 2D is
very close to the efficacy of the Bayesian optimisation. Whilst the use of random
selection is comparable to some kernel selections in the small discrete sample set
used in the offline optimiser study, random sampling does not provide a probabilistic
prediction of unsampled regions meaning that the likelihood of selecting a local
optimum is increased.
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4.2.5 . Conclusions
The optimisation of the electron spectra through Bayesian Optimisation was

shown to function well and improve the spectral characteristics in 10s of iterations.
Due to time and shot rate limitations, multiple measurements were not perfor-

med at each sampling. The results indicate, however, that even without multiple-
shot sampling it was still possible to optimise the electron spectra and achieve
an order of magnitude improvement on the beam parameters with comparison to
random search through the BO process in an acceptable number of iterations.

Comparison of the best results from the previous campaign exploring laser-
plasma coupling and electron parameters achieved through BO presented in table 4.5,
indicate that the BO method, in this case, does produces worse quality electron
spectra. In the BO case no optimisation of the wavefront of the laser was perfor-
med which was shown in the previous campaign to localise the charge injection
resulting in a reduced energy spread. The lower peak energy also suggests a later
injection position which could be caused by the injection process being delayed
until the pulse was sufficiently shortened in the plasma to ionise the inner shell
electrons of the nitrogen dopant.

In the BO method we also see that the optimum search doesn’t settle to the
optimum value. This is due to the continued exploration of the BO to avoid trapping
in a local optima but results in a significant portion of the optimum searching
producing undesirable electron spectra. This trade-off between exploration and
exploitation can be dynamically set and future work, which aims to fully optimise
the capabilities of a given laser-plasma system, should perform dynamic balancing
of these two goals of BO.

4.3 . Discussion of 150MeV Injector Results

The analysis of the two experimental campaigns at the LLC have demonstra-
ted improvements in our understanding of laser plasma coupling through density
downramp, focal spot and laser wavefront control. Further, we have developed
multiple tools for improving future experiments, including optimisation of BO hy-
perparameters, merit function choice and neural-network based focal spot retrie-
val. Comparisons between experimental and simulated results have been improved
through the use of carefully measured realistic laser parameters allowing the under-
lying physical mechanisms for the changes in electron parameters such as charge
and angular displacement to be uncovered. Development of a two-compartment
gas cell is underway to reduce the injection volume theoretically resulting in lo-
wer energy spread. Bayesian optimisation was applied online during a laser-plasma
injector development experiment. The automated experimental set-up allowed for
an increase in data taking due to the absence of user intervention increasing the
total shot count by 25% in comparison to the initial experiment at Lund during
the same time frame.
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Offline application of Bayesian optimisation was shown to provide information
of the type of spectra that were chosen based on the selected merit function.

The optimisation of kernel choice, describing how the uncertainty on the mea-
surements is calculated based on the input parameter space, was explored. From
this initial analysis, we find that whilst the RBF kernel reduces the number of
iterations required on average to locate the optima, the failure rate of the code,
alongside the increased time step per iteration, limited the application. The ef-
fect of dimensionality of the input parameter space on the kernel choice was also
explored indicating that as the dimensionality increases, the benefits of Bayesian
optimisation over random search improve.

182



5 - High-Energy Laser-Plasma
Injector: Apollon Experiments

Producing GeV-class electron bunches requires higher peak laser powers to
sustain sufficient a0 for wakefield creation over the longer distances required to
achieve high energies. The advantage of producing an injector at these energies is
that a single stage can provide ultra-relativistic electrons which can be accelerated
in further stages, as envisioned in a multi-stage LWFA experiment, or be used as a
seed beam for secondary radiation production such as in a free-electron laser[179]
or positron creation through pair-production mechanism produced during the in-
teraction of the high energy electrons with high atomic number nuclei[180]. The
Apollon laser facility was used to investigate the development of a high-energy
laser-plasma injector due to the long focal lengths for the laser focusing and the
high peak power.

Two experimental campaigns at Apollon were conducted during this thesis.
They will be presented here: the first commissioning experiment using a gas cell in
2021 and the first external user experiment in 2022 in collaboration with Queen’s
University Belfast.

The commissioning experiment aimed to characterise the facility’s electron ac-
celeration capabilities and stability. Strong instabilities in the laser system made
a detailed analysis of the LWFA physics difficult. However, we present an over-
view of the experimental electron spectra and demonstrate that using a realistic
laser profile retrieved through the method presented in 3.2.1, allowed us to make
accurate predictions on the electron spectra even with these strong fluctuations.
Results on the retrieval of the electron spectra at Apollon during the commissio-
ning experiment are extracted from a publication currently under review in Physics
of Plasmas: Realistic driver modelling of laser wakefield electrons acceleration at
APOLLON Research Facility, I. Moulanier, L. T. Dickson, et al. which can be
viewed in the Appendix.

The external user experiment in 2022 was completed to explore the production
of a GeV-class electron source with high charge and low energy spread, which
could then be used for positron production by targeting a high-Z material with this
electron beam and measuring the positrons produced from the resulting radiation
cascade. Whilst the positron production was successful, it is outwith the scope
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of this thesis which focuses on electron parameters. Large improvements in the
stability of the focal spot parameters during the second experiment allowed us to
explore the physics with large F-number focusing optics in LWFA experiments and
produce electron spectra with high energy, low energy spread and intermediate
charge.

A significant difference between the two experimental layouts was the focal
length of the spherical mirror: f = 3m in 2021 and f = 9m in 2022. We therefore
refer to the 2021 commissioning experiment as the f3 and 2022 as the f9 experiment
throughout.

For reader reference, an overview of the Apollon laser facility is given in sec-
tion 2.1.3, the electron spectrometer charge calibration method for the f3 expe-
riment is presented in section 2.3.1.3 and 2.3.1.4 for f9.

Laser characterisation in terms of RASP, radial projection and focal spot fluc-
tuations (see chapter 2) are presented. Finally, the achieved electron parameters of
the two experiments, and their stability, are presented, with their correlations to the
improvements in the laser system stability and on-shot measured energy demons-
trated. The capabilities of the facility and the progress towards the development
of a high energy, GeV-class electron injector will then be summarised.
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5.1 . Commissioning Experiment: Apollon 2021

A commissioning experiment was conducted in the long focal area at Apollon
in 2021 to explore the LWFA capabilities of the facility and develop a high-energy
electron injector. Several diagnostics of the laser, plasma and electrons were im-
plemented to characterise laser-plasma interaction and to understand the origin of
the electron fluctuations that were seen during this experiment.

As this was a commissioning experiment, the Apollon facility was used before
it was open to external users, and therefore the laser system was not in its final
state. This experiment, and the analysis of the laser and electron parameters, were
used to benchmark the initial capabilities of the Apollon laser system and to aid
in the development of the facility for users.

5.1.1 . Experimental characteristics

5.1.1.1 . Experiment Layout

The commissioning experiment was performed in the long focal area of Apollon
using the F2 laser in the experimental vacuum chamber shown in section 2.1.3.
The set-up of the experiment is shown in Fig. 5.1: the collimated F2 beam enters
through the beam transport line from the compressor from the back. The beam is
reflected to the left from the holed-turning mirror a), before propagating through
vacuum piping to the spherical mirror. The main beam is then focused by the
f = 3m spherical mirror, set at a distance of 3m from ICC, and returns down the
vacuum piping before passing through the hole in the turning mirror and into the
main interaction area. The main pulse ionised the gas within the cell b), which was
placed at focus and drives plasma waves within the plasma.

The electrons which were trapped through the ionisation injection mechanism
are then accelerated (shown in green) and leave the ELISA cell with the depleted
laser pulse. The electrons are dispersed in terms of energy using a permanent dipole
magnet c), designed and implemented by LLR. A thin 4mm aluminium window is
placed on the vacuum flange with a LANEX scintillating sheet d), placed directly
at the exterior of the experimental chamber. The CCD to image this radiation
is placed above the experimental chamber after an optical transport line, which
minimises the laser-plasma interaction radiation signature on the camera. The laser
pulse exits through a flange into a final vacuum chamber, where a multi-plate glass
beam dump attenuates the laser energy.

As described in section 2.1.3, a 32mm probe beam was created by using a
small portion of the F2 beam that passed through the hole in the turning mirror.
The probe beam then entered a temporal delay line, allowing for the relative delay
between the main pulse and probe beam to be controlled within ±1 ns. The probe
beam was set to within 10 ps of the main pulse using a photodiode connected to
a rapid oscilloscope to measure the delay between the two beams, controlled by a
motorized vacuum stage. The delay was then finely tuned using the vacuum delay
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Figure 5.1 – Experimental setup of the 2021 commissioning experiment at Apollondemonstrating LWFA of electrons using a f =3m focusing optic. The collimated F2beam enters from the back after the transport line and is turned with a holed mirror,a). The beam then propagates to the left where it is focused on-axis by anf =3mspherical mirror. The beam passes through the hole in the mirror and interacts withthe gas cell at b). The electrons are trapped and accelerated and leave the gas cellwith the laser. The electrons are then dispersed at c) in terms of energy in the ho-rizontal axis with a permanent dipole magnet. The dispersed electron spectra theninteract with a LANEX screen at d), and the interaction radiation imaged by a CCDabove the experimental chamber. A small portion of the centre of the F2 beam, whichpasses through the holed mirror on the first turn, is sent to a delay line e), where itis temporally synchronised with the main pulse at the gas cell. The probe beam thenpropagates transversely to the main beam axis as used to probe the plasma densityat f) outside the experimental chamber.

stage and imaging on the plasma diagnostic line. This relative delay of the probe
line was then used throughout the experiment.

The probe beam propagated transversely to the main laser axis at focus. It
arrived just after the plasma formation, set through alteration of the delay stage
after approximate synchronisation, allowing for the plasma density to be measured
on each shot using a wavefront sensor, set as described in section 2.2.3.4 in air on
an adjacent optical table.

A focal spot camera was placed under vacuum on an XYZ stage, as can be
seen in burgundy on the left-hand side of Fig. 5.2. This allowed for the alignment
of the gas cell and for measurement of the laser focal volume in vacuum. These
images through the focal volume were used alongside the modified GSA algorithm
described in section 3.2.1, allowing for an intensity-phase map to be created and
projected onto cylindrical Laguerre-Gauss modes for simulations using realistic laser
parameters assuming a negligible spatiotemporal correlation of the laser pulse.
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Figure 5.2 – Experimental setup of the 2021 commissioning experiment at Apollonshowing the alignment cameras and the dipole magnet off-axis.

These measurements of the focal spot, which were conducted each day, further
allow for a measurement of the laser stability during the experiment. A second
axis-camera is shown on the right in Fig. 5.2. This CCD allowed for the tip-tilt
alignment of the gas cell to be conducted under vacuum to optimise the gas cell
axis to that of the incoming laser. This imaging system also allowed for tracking
of cell face ablation during the experiment to minimise the amount of downtime.

The LFA uses an orange alignment beam to reference the acceleration axis for
the entire experimental room. This provided the initial axis of alignment in which
the plasma target, alignment system, magnet and laser beam dump were set to.
After the initial alignment of this beam, the focal spot camera was used as it
provided a more accurate reference of the day-to-day focal spot fluctuations and
alignment of the 10Hz and attenuated full-power F2 laser.

A calorimeter was placed on a vacuum-compatible stage behind the magnet at
the edge of the experimental chamber for measurement of the pulse energy in the
target area of the full laser. These periodic calorimetry measurements were used to
calibrate the energy on target for each shot allowing for fluctuations in the energy
to be taken into account in electron bunch fluctuations.

5.1.1.2 . Plasma Diagnostics

Probing the plasma density transverse to the acceleration axis allows for mea-
surements of the longitudinally dependent electron plasma density, which stron-
gly affects the laser evolution and resulting injection and acceleration dynamics.
Plasma density measurements were performed using the wavefront sensor (WFS)
self-referenced technique introduced in section 2.2.3.4, where the relative curvature
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of the laser wavefront is measured as a carrier of the phase information imparted by
the plasma column. The WFS imaging system provided a resolution of 7.5µm/pixel
to image a 0.9 by 1.2mm region of the plasma column where the magnification of
1 was chosen to have ample resolution on the wavefront curvature.

As this is a small region of the total plasma length, imaging of the full plasma
column was completed using a secondary shadowgraphy measurement, to measure
the full length of the plasma column inside the gas cell, much longer than the
Rayleigh length as the laser pulse undergoes self-focusing during propagation in the
plasma as described in section 1.3.3. Shadowgraphy images are shown in Fig. 5.3 for
a) strongly diffracted and b) regularly self-focussed laser pulse. The plasma density
in these images was 2.3×1018cm−3 and 1.5×1018cm−3 for a) and b) respectively,
with a focal position located in the plasma up-ramp and all other experimental
parameters equivalent. This illustrates, visually, the coupling between the laser
and the plasma parameters and how they affect the laser guiding. The change
of refraction index due to the presence of plasma refracts the probe beam and
provides qualitative information on the shape of the plasma along the direction of
propagation of the driving beam and in the vertical perpendicular direction. As the
plasma is created for laser intensities above the ionization threshold (1014 Wcm−2

for hydrogen), these images also reflect the higher laser pulse intensity distribution.
In Fig. 5.3 a), the plasma density is higher leading to stronger nonlinear self-

focusing of the laser which diffracts the pulse over a shorter propagation distance.
As the effect of diffraction and self-focusing are not well balanced in this case,
the smaller focal spot increases the rate of diffraction leading to an expansion of
the laser pulse resulting in the wide, conical, plasma structure that can be seen
towards the right-hand side of a) after the initial strong focusing. In the case of b),
diffraction and self-focusing are well-matched leading to the laser pulse propagating
through the plasma with an approximately constant radius and creating a smooth
plasma column.

5.1.1.3 . Gas Cell Characteristics
The ELISA gas cell, described in section 2.2.1, was used during the com-

missioning experiment. This was the first experiment to use a gas cell at the
Apollon facility. The cell was used in the fixed length configuration where the
cell length is controlled using stainless steel spacers to separate the entrance and
exit faces in increments of 0.5mm. Cell lengths were typically in the 10s of mm

with 400µm/800µm diameter entrance and exit faces respectively where both were
500µm thick.

Figure 5.4 displays the entrance face a) and exit inner face b) for the gas cell
after 108 shots during a day of the experiment with the cell length set to 20mm.
Hole diameters were seen to increase by approximately 40-60% indicating that the
laser was unstable during this campaign. The instability came from turbulent air
during laser pulse propagation, a non-optimal deformable mirror (in both focal
spot optimisation and piston operation), and issues with the pump lasers for the
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Figure 5.3 – Transverse shadowgraphy images of the formed plasmawithin the ELISAgas cell for a) strongly diffracted laser, b) smooth plasma column from well-balancedself-focusing laser propagation. The red arrow indicates the direction of laser propa-gation and the white arrows point to the plasma columns for clarity.

amplifiers.

Figure 5.4 – Gas cell a) entrance and b) exit face minimal ablation after 108 shotswith a 20mm plasma plateau length. Diameters of the cell hole for a) were 400 and560µm and b) 800 and 1310µm for before and after laser shots respectively.

The average plasma density used during this experiment was 1.8× 1018cm−3

with a minimum and maximum plasma density of 9.0 × 1017cm−3 and 5.0 ×
1018cm−3 respectively.

The plasma plateau lengths were calibrated offline using electronic micrometre
callipers alongside transverse shadowgraphy images of the gas cell during the expe-
riment. The gas cell was mounted on an XYZ translation stage, with two separate
vacuum-compatible motors responsible for tip-tilt corrections to the gas cell.
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The gas injection system was used as described in section 2.2.1 with 99%
hydrogen 1% nitrogen. Pure hydrogen was also used as a null test, to verify that the
main injection process was ionisation injection in the case of gas mixture. Reduction
in reservoir pressure could be achieved through a butterfly valve attached to the
main vacuum backing system allowing for careful control of the gas pressure. A
secondary MKS absolute gauge was mounted onto the reservoir for monitoring the
gas density separately from the downstream Bronkhorst regulator. All gas systems
were controlled remotely from the control room.

5.1.1.4 . Electron Diagnostics

The permanent dipole with a mean field of 1.70T was implemented by LLR
during the experiment with a LANEX screen placed outside the chamber. The
magnet was motorised allowing the electron bunch to freely propagate to measure
the bunch pointing, and also to perform calorimetry measurements of the full un-
apertured laser beam. This also allowed for full laser axis alignment by shifting the
magnet centre to the acceleration axis as aligned by the orange alignment beam.
Tracking simulations using the realistic magnetic field map of the magnet was used
for calibration between energy and position on the LANEX.

An optical transport consisting of a periscope formed by two rectangular mir-
rors and a Nikon F/1.8 camera objective attached to an ANDOR iDUS420 BU was
then used to image the electron-LANEX interaction radiation. The method descri-
bed in section 2.3.1.3 was used with a geometrically calculated collection angle of
5.5×10−4sr limited by the transport mirrors, a transmission factor which took into
account all optical components, and the theoretical emission of the LANEX “regu-
lar” at 6.96×109ph/pC/sr[135] to provide a count to charge calibration of 0.042fC
per camera count. Calculated charges for the spectra were compared to simulated
results using the realistic profiles of the Apollon laser leading to an agreement
between the results indicating the count-to-charge calibration provides a realistic
description of the electron-LANEX interaction and the following collection of the
emission radiation. Spatial calibration of the LANEX was performed using known
distance points on the LANEX and verified against the imaging set-up providing
a means of measuring the divergence on the electron spectra from the LANEX
using the geometric distances between the magnet and the energy-dependent path
length of the electron spectra.

5.1.2 . Apollon 2021: Results

5.1.2.1 . Laser Parameters

In Fig. 5.5 measurements of the laser fluence are shown in the transverse plane
around the focal spot at a) (-1.8mm), c) (0mm), and e) (+1.2mm) to illustrate
the typical laser profile when the laser is functioning in a stable state. These fluence
images are then processed using the method presented in section 3.2.1 to retrieve
the complex amplitude of the electric field of the laser in terms of Hermite-Gauss
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modes which are displayed in the second row of Fig. 5.5. Each column in Fig. 5.5
corresponds to the same longitudinal position.

Figure 5.5 – Normalised transverse fluence image of the Apollon focal volume for themost stable case for CCD measurements in the first row and fitted Hermite-Gaussmodes in the second row. Images corresponding to relative distances around thefocus position as a)/b) -1.8mm, c)/d) 0mm and e)/f) +1.2mm. From Moulanier et al..
Using the extracted Gaussian waist from the fluence images of w0 = 16.6 ±

0.3µm, the pulse duration measurement from the WIZZLER[181] of 25 fs FWHM,
and the fully amplified vacuum pulse energy calorimetry measurement of 11.7 J we
find a peak intensity of (2± 0.2)× 1019Wcm−2 and a Rayleigh length of 1.6mm.

Whilst the nominal energy of the F2 beam is 15 J, measurements of the laser
energy during the experimental campaign indicated that the majority of shots were
taken at approximately 5 J and pulse duration around 25 fs FWHM, as measured
by a WIZZLER, significantly reducing the peak laser power from the PW-level to
the 200TW-level.

The energy on each shot during the experiment is shown in Fig. 5.6 as measured
via calorimetry at the exit of the compressor. The experiment was conducted at a
nominal energy of 5 and 10J due to issues with a pump laser in the amplification
chain. It was only possible to have a maximum energy of 10J, which is already
50% below the nominal operational energy, on 42% of the 1011 shots. The mean
values for the laser energy in the two operational cases are plotted as a function
of the shot index in Fig. 5.6 were the mean value is 10.8 ± 0.91J, for the green
sample set, and 5.2 ± 0.65J for the blue. The energy stability from shot-to-shot
was found to be 8.6%.

5.1.2.2 . Electron Properties
Electron spectra were analysed using the calibration methods presented in sec-

tion 5.1.1.4.
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Figure 5.6 – Laser energy wasmeasured by calorimetry at the output of the compres-sor for the F2 beam at Apollon during the f3 experimental campaign over 1011 lasershots. Energy values are colour coded with black < 1J, blue > 1J and < 6J, green
> 6J.

In Fig. 5.7 and 5.8 selected electron spectra achieved during the campaign are
presented. Strong fluctuations in the laser, which will be discussed in section 5.3,
made exploration on the effect of experimental parameters in high-energy LWFA
difficult. Here we present the best case spectra for peak energy, energy spread,
maximum electron energy, and total charge to demonstrate that, electron beams
with desirable qualities can be achieved with this facility, providing an incentive to
improve the properties of the laser beam.

For all presented spectra the gas dopant composition was 99% hydrogen 1%
nitrogen. Figure 5.7 a) shows the electron spectra with the highest peak energy
at 754MeV with an energy spread of 22% and a total charge of 48 pC. This was
achieved by focusing the laser 150µm inside the density plateau with a plateau
plasma density of n0 = 1.5×1018 cm−3 and a plateau length of 13mm. Decreasing
the plasma length to 10mm in this case with a similar plasma density, n0 =

1.4× 1018 cm−3, the sepctrum of Fig. 5.7 a) evolved towards the spectrum shown
in Fig. 5.7 b), which exhibits the lowest energy spread of 13% at a peak electron
energy of 547MeV. The total charge is also higher at 124 pC, which was produced
by focusing the laser at the start of the density plateau. This indicates that whilst
the cell length is likely shorter than the depletion and dephasing lengths in the
case of b) since the energy is lower, the large energy spread in a) could be due
to several mechanisms that would need more systematic measurements to identify,
such as laser driver fluctuations, beam loading effects, etc. Figure 5.8 a) shows the
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Figure 5.7 – Electron spectra in divergence-energy space representative of the spec-trum variability in the f3 campaign, corresponding to the cases with a) highest energypeak, and b) lowest energy spread. All spectra are displayed in an energy window of300 to 900MeV and an angular window of±15mrad. The white line indicates the an-gularly integrated dQ/dE.

electron spectrum with the largest maximum electron energy at 895MeV where the
spectrum reaches the end of the detection range of the LANEX screen. The total
charge, in this case, was lower at 57 pC. The plasma configuration is comparable
with Fig. 5.7 a) where a plasma plateau length of 13mm and a plasma density of
n0 = 1.8 × 1018 cm−3 were used, with the laser-focused at the beginning of the
plasma density plateau. The total charges are close between Fig. 5.8 a) and 5.7 a)
indicating that injection and acceleration processes of electrons reaching energies
above 300MeV are similar, leading to widely spread energy spectra. In this case
the maximum electron energy is increased slightly from 825 to 895MeV with a
150µm earlier focus. If we assume that this extra energy gain came from the earlier
focus position, this would only be possible through a local accelerating gradient
of 470GeVm−1. However, for a plasma density of, 1.8×1018cm−3, the theoretical
nonlinear longitudinal electric field is 130GeVm−1[58] suggesting that this increase
in electron energy could come from a larger partition of laser pulse energy within
the central region of the laser pulse which drives the plasma wave, or perhaps
a more symmetric laser pulse to increase the proportion of laser energy which
drives the longitudinal electric fields. Finally, in Fig. 5.8 b), the plasma density
was significantly increased to n0 = 8.9×1018 cm−3 resulting in the highest charge
spectra, with a total charge of 750 pC was measured with peak energy at 546MeV.

193



This drastic increase in charge, by a factor of almost 10 in comparison to the other
shots, demonstrates that the experimental set-up is capable of producing nC-class
charges.

The production of the presented electron spectra comes with the caveat, howe-
ver, that the laser energy was sufficiently high. In the presented cases the on-target
laser energy was 9.7, 9.8, 9.7, and 8.9J for Fig. 5.7 a), b) and Fig. 5.8 a), b), res-
pectively. As shown above in Fig. 5.6 this was the case for less than half of the
experimental measurements.

Figure 5.8 – Electron spectra in divergence-energy space from the f3 campaign cor-responding to the a) maximum electron energy, and b) highest total charge. All spec-tra are displayed in an energy window of 300 to 900MeV and an angular window of
±15mrad. The white line indicates the spatially integrated dQ/dE.

5.1.2.3 . Analysis of the Most Stable Electron Data Set
Laser parameters were monitored during the campaign. Here, we analyse in

more detail, the most stable data set where the stability of the laser lead to electron
spectra with consistent properties over several shots.

Figure 5.9 illustrates the characterisation of the laser driver in vacuum around
the focal plane for two different days to illustrate the day-to-day differences in
laser position and energy stability. Set 1, the most stable case, is compared to
a typical data set obtained during the experimental campaign in Set 2. Set 1 in
this case corresponds to images taken in the same sample set as 5.5. The four
images taken at focus for both sample sets provide the reference centroid to which
the other positions are compared. Comparison of Fig. 5.9 c) and d) indicates the

194



Figure 5.9 – Two sets of vacuum laser focal volume fluence measurements for sta-bility comparison between stable, Set 1, and unstable, Set 2, sample sets. a) and b)show images of four consecutive images of the laser at focus corresponding focaldata set 1 and 2 respectively. c) and d) illustrate the relative transverse shifts of thelaser centroid around the laser focal position at three longitudinal positions. The zeroposition is defined as the centroid of the laser at focus. e) and f) illustrate the energyfraction, αgauss, contained within a Gaussian fit of the focal spot which is propagatedusing Eq. 1.12 for each longitudinal position using the average beam waist from the
Z − Zf = 0 position.

instabilities in the pointing of the laser. In c) the laser centroid position decreases
linearly over the focal volume from a maximum displacement of 3µm to a minimum
displacement of −6µm. Images measured with the same imaging system on sample
set 2, show that the pointing is shifted in the negative direction to both sides of
the focal position indicating that strong pointing fluctuations in this case where
the magnitude of the shifts also increases to −7µm and −18µm for the pre and
post focus positions respectively. Figure 5.9 e) and f) illustrate the energy partition
of the laser through the focal volume, defined as the energy contained within a
2D-Gaussian function with a waist defined at laser focus, and propagated using
the definition of the Gaussian beam waist as a function of the longitudinal position
defined in Eq. 1.12. The focal positions energy partition in set 1, e), and 2 f),
are 46% and 40% respectively indicating that the 2D-Gaussian function does not
well describe the laser transverse energy distribution. The errors can be seen to be
significantly smaller at focus, however, indicating that the energy contained within
the central lobe of the laser fluctuates less at focus than at the pre- and post-focal
positions. This can be understood from the increased asymmetry of the laser profile
before and after focus, as shown in Fig. 5.5, where the increased asymmetry will
reduce the validity of the Gaussian description further, leading to increased errors
from alterations in the transverse energy distribution.
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Figure 5.10 – Average electron spectrum of 10 consecutive shots taken using the la-ser profile shown in Fig. 5.9 Set 1 cropped to an energy window of 300 to 900MeVand an angular window of -30 to 20mrad. Plasma density measurements using thewavefront sensor method retrieve an average density of n0 = 2.2× 1018 cm−3. Ave-rage spectral charge density dQ/dE, and dQ/dθx profile, and their corresponding
±standard deviation over the ten measurements (shaded area), are shown by thehorizontal and vertical green lines, respectively. Spectral charge density is calculatedwithin ±3mrad around θx of the peak for each spectrum before averaging. θx = 0corresponds to the laser axis.

The laser profile in set 1, whose pre- and post-focus transverse energy distribu-
tions can be seen in Fig. 5.5, was focused into the ELISA gas cell at the beginning
of the plasma density plateau with a plateau length of 6mm and a gas composition
of 99% hydrogen 1% nitrogen. Average plasma density over the 10 shots was found
to be n0 = 2.2 ± 0.2 × 1018 cm−3 as measured by the self-referenced wavefront
sensor. The laser in this case had an average energy of 4.2± 0.2J. The average of
ten electron spectrometer measurements taken in this configuration are shown in
Fig. 5.10.

The average total charge measured in the energy and the angularly cropped
window was found to be Qtot = 95 ± 46 pC leading to a 47% fluctuation in
the charge. The average dQ/dE of the electron spectra, shown on the x-axis of
Fig. 5.10, shows that the distribution of injected charge was stable for the central
region of the electron spectra used for the dQ/dE calculation and that maximum
electron energies up to 550MeV were obtainable with 4.2± 0.2J of laser energy.
Simulations performed with measured fluence distributions show that the spec-
trum shape, and detailed electron parameters close to experimental measurements
can be achieved. Taking into account small fluctuations either on the gas density
value or on the calculated energy distribution of the driving laser beam leads to
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significant charge fluctuations, of the same order of magnitude as the one mea-
sured experimentally. For more details on the application of the GSA method to
the laser focal volume, and the resulting comparison between realistic laser profile
simulations and experimental spectra, see the pre-print article in Appendix .

5.2 . High Energy Injector Optimisation Experiment:
Apollon 2022

The first external user campaign was conducted in the Apollon LFA during
spring 2022. This experiment aimed to use a spherical mirror of f = 9m to increase
the energy of LWFA accelerated electrons and then use these ultra-relativistic elec-
trons to create relativistic positrons through the electromagnetic cascade produced
during the interaction of the electron bunch with the nuclei of a high atomic num-
ber converter target[182]. The collimated F2 beam prior to focusing is on the order
of 120mm making this an f/60 focusing system. The large f-number allows for the
investigation into the benefits of very long focal lengths for electron acceleration.
Further, the increased laser stability, and energy reliability of the Apollon laser sys-
tem, during this second experiment allowed for the investigation of electron bunch
parameter control using a PW-class laser system.

Increasing the final focusing optic’s focal length allows for a theoretical in-
crease in the maximum achievable energy of the electron bunches by limiting the
diffraction of the laser pulse. However, the dephasing length must be increased
such that the laser-plasma interaction length is the limiting factor to benefit from
this configuration. This requires working at lower plasma densities from the sca-
ling presented in Eq. 1.78. Conversely, a decrease in the plasma density reduces
the magnitude of nonlinear self-focusing and pulse compression of the laser which
would normally act to increase the a0 during propagation. In addition, increased
focal spot size originating from a shallower focusing angle, causes the transverse
energy profile of the laser to be more diffuse for a given pulse energy. Finally, io-
nisation injection of electrons requires, at minimum, the nonlinear regime where
a0 ≈ 1 to ionise the inner shell electrons of the dopant. Considering the above
points, ultra-high power laser systems in the PW-class are therefore required to
achieve injection and acceleration of electrons to ultra-relativistic energies in this
focusing regime. This placed more stringent requirements on the on-shot energy
of the laser system, and its stability, during the second campaign.

Comparison of laser parameters between the two experiments shows major im-
provements in the available pulse energy and stability of the focal spot that was
implemented by the Apollon team between the two campaigns. We show that the
increase in focal length, energy and pointing stability, allow for the development
of an ultra-relativistic electrons source, with good stability, electron energies up to
1.8GeV, per cent energy spreads, tens of pC in the peak, and sub-mrad diver-
gences of the electron bunch.
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5.2.1 . Experimental Characteristics
The first external user experiment was conducted in the LFA at Apollon in col-

laboration with LPGP, Queen’s University Belfast, LIDYL, and LLR, to investigate
the effects of extremely long focal length on electron acceleration and the crea-
tion of positrons through pair-production during the interaction of LWFA electron
bunches and a high Z-material. Here we will present the alterations that were made
in comparison to the above experiment in section 5.1.

Figure 5.11 illustrates the experimental set-up that was used during the f9
experiment. As the experimental set-up is similar to that presented above in section
5.1, only the major differences between the experiments will be presented.

Production of positrons from ultra-relativistic electron bunch requires interac-
tion between the electron bunch and a high-z material. The addition of a metal
target into the beam line adds additional complexity in comparison to the f3 ex-
periment due to the requirement of laser extraction that was completed by using
a Kapton tape drive inserted just after the gas cell. The surface of the tape drive
becomes an over-dense plasma due to the rapid electron heating of the laser on
the plastic. This then acts like a plasma mirror where the laser is reflected into a
beam dump. The surface is destroyed in the process requiring a new region of tape
to be fed with the drive between each laser shot. To limit noise on the probe line,
it was chosen to place the beam dump in the opposite direction to the collection
optics for the plasma density measurement.

A wedged high-z material converter can be moved into the beam to provide
various thicknesses of the converter target for controlling the positron flux. Due to
the radiation cascade created during the interaction of the electron bunch with the
converter target, a lead wall was implemented with a small hole, leading to±8mrad

acceptance angle for the accelerated electrons and positrons. This shielding limited
the radiation on the downstream diagnostics such as the CCD used for the electron
spectrometer measurements.

The electrons propagate freely until the permanent dipole magnet which was
the same as the one used during the previous campaign. As it was hypothesised
that higher electron energies would be reached with the increased focal length,
a complex dual spectrometer set-up was used during this experiment to provide
laser-axis proximity detection of the very high energy electrons using a YAG crystal
detector and imaging down to the 100sMeV level with the LANEX detector which
was implemented by the LLR. The custom YAG electron diagnostic implemented
by the LLR features a retractable YAG crystal and an in-vacuum camera placed
below the electron bunch path to image the screen on each shot. Calibration of
charge for the YAG and LANEX imaging systems was completed using two conse-
cutive runs with the same experimental parameters whilst scanning the plasma
density by altering the backing pressure of the gas injection system. During the
first run, the electron bunch signal on the YAG and LANEX screens was measu-
red with the magnet in the beam path to provide an energy-dispersed electron
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Figure 5.11 – Experimental setup of the 2022 f9 experiment at Apollon demonstra-ting LWFA of electrons using a f =9m focusing optic. The laser enters from the leftand interacts with the plasma inside the custom-made gas cell from QUB at a). Elec-trons are accelerated over cm-scales to GeV energies before exiting the plasma andinto the vacuum. The depleted laser is then extracted using a Kapton tape drive atb) to avoid ablation of the insertable high-Z converter target. The Kapton tape driveis sufficiently thin to minimise the deviation of the electron bunch. c) The electronsthen propagate through the first apertured lead target which produces a mask of
±8mrad on the LANEX imaging providing ample angular range for the electron mea-surements. d) The second lead shielding wall is then which is transparent for visibilityof the beam path. e) Finally the electrons are dispersed in energy by the permanentdipole magnet before being imaged by either the YAG and/or LANEX detectors whichare not visible in this figure.

beam on the detectors. With a second run, the magnet was removed to have an
undispersed electron bunch in the forward direction where a calibrated integrating
current transformer (ICT) magnetic sensor[183, 184], presented in section 2.3.1.4,
was used to measure the total beam charge. The results were then mapped and a
charge calibration was produced for the YAG and LANEX detectors. Spatial calibra-
tion of the two electron detectors was completed using geometric measurements of
the experimental set-up and a measured magnetic field map of the dipole magnet.
At the time of writing the angular calibration of the YAG detector has not been
completed.

This experiment was completed in two stages: the primary stage consisted of
producing high-quality electron bunches by altering the focal position, plasma den-
sity and plateau length, and laser spectral phase through the control of GDD and
TDD using an AOPDF. The second consisted of using these electron bunches for
the production of positrons. The analysis presented here focuses on the primary
stage of electron injector optimisation.
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5.2.2 . Preliminary Results
Optimisation of the LPI using the f =9m spherical mirror led to increased

electron bunch energies, lower transverse bunch divergence and increased stability
of the resulting spectra. The experimental capabilities of the facility were greatly
improved between the two campaigns leading to an increase in the quality of the
obtainable electron spectra. The increase in laser stability will be presented here and
is demonstrated to be the primary reason for the improvements in electron stability.
The increase in the focal length has led to an improvement in the achievable
electron parameters.

5.2.2.1 . Laser Performance

As the trapping, acceleration and resulting electron parameters are heavily
dependent on the laser parameters, we examine here the laser energy, pointing and
radial profile of the laser during the f9 experiment.

Figure 5.12 – Laser energy was measured by calorimetry at the output of the com-pressor for the F2 beam at Apollon during the f9 experimental campaign over 867laser shots.

Figure 5.12 shows the laser energy measured at the output of the compressor
over the f9 experimental campaign. Whilst the output energy decreases during
the course of the campaign, likely due to compressor grating and optical system
deposition, the mean energy has increased from 5.0 ± 0.7 to 12.3 ± 0.1J for the
f3 and f9 campaigns respectively where errors are given as the standard deviation.
The improved average energy provides a peak power of 490TW, allowing for the
long focal length to be used. Due to this significantly improved mean energy and
stability of the energy, over the f3 campaign, the electron acceleration process was
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seen to be greatly stabilised and repeatable electron spectra could be produced as
seen in Fig. 5.16.

Using successive images of the focal spot in vacuum - taken at full amplification
and then attenuated - we can measure the stability of the focal spot over multiple
consecutive shots. The results of this laser spatial stability study are displayed in
Fig. 5.13.

Figure 5.13 – Summary of laser spatial stability over a sample of 68 fully amplified(≈15 J on-target) shots. a) A randomly selected example of the spatially scaled lasertransverse fluence profile at focus. b) Rotationally averaged fluence images in red,normalised to the mean rotation average profile in black. Pointing fluctuations cen-tred on the mean pointing value in absolute and focal spot radius units for c) and d),respectively.
Qualitatively in Fig. 5.13 a) we see that the focal spot is well defined by an Airy

distribution. This can also be seen in b) where the rotation average provides the
first zero of the Airy function at 68±3.7µm. For comparison to the data presented
on the f3 campaign, we find the average Gaussian radius from the 68 laser shots to
be 72.1 ± 3.7µm. Comparison of the radial distribution indicates that the energy
within the central lobe fluctuates leading to the vertical spread in the normalised
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signal, however, the profile of the beam in the radial direction is stable over the
68 measurements. From the absolute and focal spot scaled pointing fluctuations
in c) and d), we find average fluctuations, defined as the Pythagorean distance
between the origin and the laser pointing value, of 20.9± 3.7µm and 0.29± 0.05

focal radii respectively corresponding to an angular fluctuation of 2.3 ± 0.4µrad.
The pointing fluctuations are seen to be dominated in the y-direction by a factor
of 1.9. The maximum pointing fluctuation angle was found to be 7.4± 0.4µrad.

Using the above values for the energy and Gaussian focal spot size, and with a
temporal duration of 25 fs, we find a peak intensity of 7×1018Wcm−2, a Rayleigh
length of 22.1mm and shot-to-shot energy stability of 4.3%.

A comparison of the relative stability between the f3 and f9 experimental cam-
paigns indicates that the laser system was significantly more stable in terms of
pointing, energy partition within the focal spot, and average radial form. Fig. 5.14
illustrates the improvement in the averaged radial profile of the f9 campaign over
the f3. Fluctuations in the radial form from shot-to-shot in the f3 campaign led
to difficulties in the production of stable electron parameters. Absolute variation
around the mean of the normalised peak values was improved from 0.22 during the
f3 campaign to 0.09 in f9 indicating a factor of two improvement.

Figure 5.14 – Comparison of 5 consecutive averaged radial profiles of laser in vacuumat focus between the f3 (red) and f9 (blue) experimental campaigns normalised to themaximum value for each data set separately.
The improvement in laser stability has been a result of the hard work of the

Apollon laser team to improve the laser system. Laser beam paths were covered
with plastic piping when traversing air to reduce the effect of turbulent airflow on
the laser profile. Several heat sources throughout the laser chain were found with IR
imaging and moved or removed from the beam path to further reduce the effect of
heat-induced air flux. Due to the required custom design of the deformable mirror,
work was completed to increase the efficacy of the automated routine that was used
for the focal spot optimisation and issues with actuators were resolved, resulting in
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an improved wavefront correction routine. Finally, the energy stability was improved
through the replacement of pump lasers used throughout the amplification chain.

5.2.2.2 . Electron Spectra: Lanex Detector
Measurements of the accelerated electrons in divergence-energy space were

performed using the LANEX-based electron detector. Focusing 6mm in the QUB
gas cell with a 29.2mm plasma length and a gas backing pressure of 140mbar,
produced a high-energy, peaked spectra shown in Fig. 5.15 as part of a stability
scan shown in Fig. 5.16.

Figure 5.15 – High energy electron spectrum displayed in divergence-energy space.
dQ/dE is displayed by the horizontal white line. Peak dQ/dE is displayed with thedashed red line. The filled blue volume corresponds to the region of charge selectedto calculate the peak properties of the electrons defined as±FWHM around the peakin dQ/dE. The vertical white line corresponds to the average divergence projectionof the electron bunch within ±HWHM around the peak in the energy axis.

Fig. 5.15 illustrates this electron measurement alongside the selection of charge
within the peak defined as ±FWHM around the peak in dQ/dE. Projection into
divergence-energy space in Fig. 5.15 allows us to calculate a full set of quantities
for the electron spectrum. The electron spectrum is of high quality in terms of both
spatial and energy parameters. The average divergence of the electrons contained
within ± half-width half-maximum (HWHM) of the peak in energy is 0.7mrad with
an average bunch deflection, over the same volume, of 0.6mrad. The peak energy
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is 1740MeV with a maximum energy reaching up to 1837MeV. The FWHM in
energy of 62MeV provides an energy spread of 3.6%. The total charge of the
spectrum is adequate at 101 pC however the charge contained within the peak is
only 15 pC, leading to a peak charge percentage of 14.4%.

5.2.2.3 . Electron spectra: YAG Detector

The highest energy electrons were measured on the YAG electron detector close
to the laser axis. Here we present the electron spectra measured by this detector
and demonstrate that the spectra are stable in terms of energy and that their
parameters can be tuned using the focal position, backing gas pressure, and group
delay dispersion of the laser. Due to time constraints, the YAG detector has been
calibrated in terms of absolute distance, but not divergence, at the time of writing.

Figure 5.16 illustrates the stability of the peak electron energy during 8 consecu-
tive measurements using the experimental parameters from Fig. 5.15. The average
peak energy of the stability scan was 1.68 ± 0.06GeV with stability of 3.5% and
an average energy spread of 4.61 ± 0.74%. The total charge was more variable
during this scan where the mean total charge was found to be 83.0 ± 25.9pC.
Larger relative variations in the peak charge were found with the mean value of
12.9±5.64pC whereas the mean percentage of charge in the peak was 15.4±3.5%
which is slightly higher than for the single spectra of this run presented above in
Fig. 5.15.

5.3 . Conclusion

The development of a high-energy laser-plasma injector was targeted during
two experimental campaigns at the Apollon laser facility. Comparison of global
electron spectra collected over the two presented campaigns demonstrates the
improvements in the LWFA efficiency and stability between the two campaigns.
Using the LANEX electron spectrometer, we compare the average electron spectra
over the whole f3 and f9 campaigns in Figs. 5.17 and 5.18, respectively.

Averaged spectra measured on the LANEX detector are displayed in the same
angular of±15mrad, but different energy windows, 300-900MeV and 300-2000MeV

for the f3 and f9 results, respectively. In the case of f3 campaign, energies up to
900MeV were reached, but there is a large dispersion in the divergence of the
electrons due to laser pulse parameter fluctuations. The additional acceleration
distance offered by the longer focus optics allowed us to reach almost 1.8 GeV
within a much smaller divergence region. Considering the ±8mrad angular mask
from the lead shielding, the divergence of the spectra is still far within these bounds
at energies greater than 500MeV, indicating that the high energy peaks are truly
low divergence and not an effect of masking. The long focal length increases the
energy and quality of the electron beams Comparing the maximum electron energy
in Fig. 5.17 for the f3 and Fig. 5.18 f9 campaigns, we find an increase of over
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Figure 5.16 – 8 Consecutive electron spectra in the same experimental configurationin distance-energy space from the YAG-based electron detector cropped to an energywindow of 0.38 to 2.4GeV and spatially on the detector between -2.5 and 5mm. Insetvalues are total charge in pC integrated over the energy and space window. Imagesare scaled to their respective maximum charge density for visibility. The Red dashedline indicates the peak energy value.

1GeV in the peak energy of the electron spectra.
The commissioning experiment indicated that, although the laser was initially

unstable, spectra with desirable properties could be produced. We were able to
obtain nC-scale charges (over a large energy window between 300-600MeV) on
certain shots, Fig 5.8 b) for example, and energies reaching the GeV-scale as de-
monstrated by the average spectra shown in Fig 5.8 a). Whilst these measurements
were taken at approximately 9J laser pulse energy like approximately half of the
measurements during the f3 campaign, the fluctuations in the form of the laser
energy distribution from shot-to-shot reduced the number of measurements with
desirable electron properties. Due to the absence of on-shot interaction chamber
focal spot diagnostics, the exact form of the focal spots on these shots is unknown.

Although the fluctuations between spectra are large, this demonstrates that
when working well, the laser during the f3 campaign was capable of producing de-
sirable electron spectra. The stability scan demonstrated that during the f3 cam-
paign electron spectra with stable properties could also be produced with the f
= 3m focal length spherical mirror. One point to note is that all of the spectra
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Figure 5.17 – Average electron spectra over the short focal length experimental cam-paign within a±15mradwindow around the laser axis and an energy range of 300 to900MeV.

Figure 5.18 – Average electron spectra over the long focal length experimental cam-paign within a±15mradwindow around the laser axis and an energy range of 300 to2000MeV.

with the best electron parameters, excluding the stability scan, were obtained with
approximately 10J on-target energy. The number of shots at this energy was limi-
ted to 45% of the shots during the f3 campaign due to pump laser and amplifier
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issues further limiting the data acquisition due to laser instabilities.
The availability of at least 10 J on the target for each shot during the f9

campaign allowed the use of an f = 9m focusing optic, which allowed for longer
acceleration distances and thus higher electron energies. The results of the f9
experiment indicate that a stable multi-GeV laser-plasma injector can be achieved
using the f = 9m focal length spherical mirror at the Apollon laser centre. The
peak energy and energy spread of the spectra demonstrate that, without external
guiding, it is possible to achieve peak energies around 1.8GeV.

In summary, the use of PW laser systems allows for the stable acceleration of
charge to multi-GeV energies with desirable bunch parameters. These preliminary
results need to be analysed in detail and compared to simulation results.
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6 - Conclusions and
Future Perspectives

During this thesis the development of low and high-energy laser-plasma in-
jectors at 150MeV and 1GeV, respectively, were investigated along with their
associated diagnostics.

Advances in our understanding of the physical processes of laser-plasma cou-
pling were demonstrated with alteration to the density downramp, focal position
within the plasma to control total charge and angular displacement of the bunch
from the accelerator axis, and the effect of laser wavefront controlled by adaptive
optics. Through careful tuning of these experimental parameters, and performing
injection in a novel regime where the laser pulse with improved pre-focal symmetry
was focused very early in the plasma upramp, it was possible to create stable elec-
tron spectra with 125MeV peak energy, 8.7% energy spread, 1.8mrad divergence,
although the peak charge was low at 3.7 pC. We investigated the physical processes
creating these electron properties by employing realistic laser profiles in simulation
PIC codes, which improved the agreement with experiments in comparison with
the Gaussian driver case. For example, we have seen that this small charge value
was due to the evolution of a0 in the plasma being controlled by the density ramps
and the laser wavefront causing the ionisation threshold to be very localised on the
density downramp when the laser intensity was also increasing.

Application of Bayesian optimisation to LWFA experiments was presented illus-
trating that rapid optimisation can be performed which produces spectra with de-
sirable and stable qualities. The effect of group delay dispersion and third-order
dispersion on the electron spectra were then examined as these were shown experi-
mentally to play a large role in determining the accelerated electron energy spread
and fluctuations in the stability of the electrons. Inclusion of the adaptive optic
into the optimisation routine would likely improve the spectra further as seen by
the effect of the laser wavefront on the electron spectra in the initial low-energy
injector campaign. An offline method was then presented that aimed to improve
our understanding of how best to implement Bayesian optimisation in LWFA expe-
riments through analysis of merit function, kernel and acquisition function choice
for the Bayesian optimisation process.

The application of optimisation routines in the LWFA community will likely
prove valuable due to the complex and non-linear parameter space involved in the
production of high-energy electrons. However, much work remains to be comple-
ted. Investigations into general merit function design for LWFA and the inclusion of
output parameter stability in the merit function must be completed. The interesting
injection regimes that will likely be uncovered due to the complex relationships bet-
ween the spatial and temporal evolution of the laser-plasma-electron system must
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then be explored through realistic simulations to uncover the physical processes
involved. Demonstration of the flexibility of LPIs could also be shown in future
work by consecutively tuning merit functions to optimise the electron bunches for
different parameters such as energy spread, charge, energy-separated bunches for
driver-witness studies, etc.

The development of a focal spot reconstruction method using generative ad-
versarial networks was shown to provide near-perfect radial profile retrieval and of
approximately 5% error on the energy profile reconstruction. The pointing recons-
truction, however, needs to be improved. This could be achieved by purposefully
inducing vibrations into the laser system to bias training of the absolute position
of the focal spot, as well as its energy distribution.

Development of a self-reference single-shot wavefront sensor-based plasma den-
sity diagnostic and a temporally resolved Mach-Zehnder interferometer were pre-
sented and retrieved plasma densities in agreement with the classical Mach-Zehnder
interferometer method.

High-energy electron injectors were investigated at the Apollon laser facility
where analysis of the laser stability allowed for the qualification of the LWFA
capabilities of the laser system. Improvements in the quality of the accelerated
electrons were seen through elongation of the focal length of the spherical mirror
and energies reaching multi-GeV with low energy spread was achieved.

In addition to the peak energy, the small energy spread makes these electron
bunches promising for further acceleration in secondary stages. The sub-mrad di-
vergence of the spectra presented in section 5.2.2.2 also makes the electron spectra
simpler to transport to a second stage as it reduces the requirements on magnetic
focusing optics. At Apollon, it is envisioned to use the F1 10PW beamline cur-
rently under construction as the laser driver in a secondary stage to perform further
acceleration in the linear regime to limit further electron injection. This would be
completed using an equal, or longer, focusing optic and a low-density plasma. The
length of the focusing optic is only limited by the room size and cost, allowing
focal lengths of up to 20m. Implementation of a structured density downramp in
the gas cell, as demonstrated in section 4.1.3.1 for the low-energy injector case,
could further reduce the energy spread of the electrons making them immediately
suitable for free-electron laser experiments at Apollon.

The peak charge of the electron bunches should be targeted for improvement
as it is currently a factor of two below the requested peak bunch charge for a
future laser-plasma injector within the EuPRAXIA framework. Increasing the do-
pant percentage would likely increase the amount of injected charge, however, the
ionisation of the dopant gas induces diffraction of the laser pulse which would be
problematic, especially for the approximately 30mm plasma length used in this ex-
periment. Therefore, a structured gas cell, where an increased dopant percentage
is spatially constrained in a first compartment, could allow for the augmentation
of charge, whilst continuing to not require external guiding.
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Comparison to the EuPRAXIA framework request for the high energy injec-
tor of 1GeV bunch energy, 5% energy spread, and 30 pC, the energy and energy
spread have been achieved in this experimental configuration and the charge must
be augmented by a factor of two. For the low-energy injector case parameters
presented above, the energy, energy spread and charge must all be improved. Ho-
wever, the charge is the most significant and requires to be increased by a factor
of eight. To achieve this, we are currently performing simulations in an attempt to
find optimum parameters for working points at intermediate laser energies between
the Lund Laser Centre and Apollon.
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The quality of electron bunches accelerated by laser wakefields is highly dependant on the tem-
poral and spatial features of the laser driver. Analysis of experiments performed at APOLLON
PW-class laser facility shows that spatial instabilities of the focal spot, such as shot-to-shot point-
ing fluctuations or asymmetry of the transverse fluence, lead to charge and energy degradation
of the accelerated electron bunch. It is shown that PIC simulations can reproduce experimental
results with a significantly higher accuracy when the measured laser asymmetries are included in
the simulated laser’s transverse profile, compared to simulations with ideal, symmetric laser profile.
A method based on a modified Gerchberg-Saxton iterative algorithm is used to retrieve the laser
electric field from fluence measurements in vacuum in the focal volume, and accurately reproduce
experimental results using PIC simulations, leading to simulated electron spectra in close agree-
ment with experimental results, for the accelerated charge, energy distribution and pointing of the
electron beam at the exit of the plasma.

I. INTRODUCTION

In the process of Laser WakeField Acceleration
(LWFA) [1, 2], an ultra-high intensity laser is focused in-
side a gas target, ionises the medium and creates a trail-
ing perturbation in its wake in an underdense plasma.
The generated plasma cavity sustains intense longitudi-
nal and transverse electric fields that can trap, acceler-
ate and focus bunches of electrons to the GeV range [3]
within a few cm. Injection of plasma electrons makes
LWFA a compact option for the generation of relativistic
electron sources. However, despite numerous studies, the
use of electron beams from LWFA for application is im-
peded by insufficient beam quality and stability. There-
fore, detailed diagnostics, realistic modelling and analy-
sis are needed to achieve a precise understanding of the
key mechanisms controlling laser plasma interaction in
experiments.

The main schemes for injection of plasma electrons into
the plasma wave are self-injection [4] and ionization in-
jection [5–8]. In LWFA experiments with PW-class laser
drivers, both injection schemes can occur in the so-called
bubble regime [9], in which the ponderomotive force of
the laser repels plasma electrons from its propagation
axis, generating an electron-free cavity behind the laser
pulse. In the process of self-injection, a portion of the ex-
pelled plasma electrons travels around the cavity before
getting trapped in the wakefield [10]. In ionization injec-
tion, the gas target is a mixture of light atomic species,
typically hydrogen, ionized early before the peak of the
laser pulse, and of a dopant species, e.g. nitrogen, pre-

senting an energy-gap in its ionization potential struc-
ture [7], leading to ionization of some electrons close to
the peak of the laser pulse.

With peak intensities above I0 = 1018 W/cm2, the
pulse temporal front ionises hydrogen and nitrogen up to
N5+. Remaining nitrogen L-shell electrons are primar-
ily born around laser peak intensities, inside the bub-
ble [11]. Ionization injection has several properties of
interest for tuning electron injection and trapping, and
favors highly charged electron beams. It operates at an
intensity below self-injection [8] and the two mechanisms
can be optimized in different parameter areas. As ioniza-
tion injection depends on the local intensity of the laser
pulse, it can be particularly sensitive to laser beam qual-
ity and its evolution during propagation in the evolving
plasma density. These properties can be used to control
the injection process in electron density tailored profile or
diagnose laser beam quality. The electron beam charge
can be increased by increasing the driving laser power,
providing a large range of parameters to explore for op-
timising the properties of laser driven electron sources
with PW class short pulse laser facilities.

This complex nonlinear physics is described using par-
ticle in cell (PIC) simulations [12], using as input param-
eters the laser temporal and spatial shapes, and the gas
density profile. Experimentally achieved laser beams of-
ten differ from perfectly symmetrical distributions. So, in
order to understand the role of laser imperfections on the
quality of the produced electron bunches, and compare
to experimental results, refined PIC simulations describ-
ing realistically the injection and acceleration physics oc-
curring at the ps scale were performed. These realistic
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simulations require a proper description of the gas den-
sity profile, as well as of the driver (laser profile trans-
verse asymmetries) to accurately reproduce laser-plasma
interactions affecting the electron beams characteristics.
For instance, laser asymmetries have been shown to lead
to asymmetric wakefields affecting the output accelerated
electron beam, with characteristics directly correlated to
the laser stability and quality [13–17].

In this paper the method used to analyze characteris-
tic results obtained during commissioning experiments at
APOLLON PW facility [18] is presented. Focusing the
F2 laser beam at 0.4 PW in the long focal area inside a
gas cell [19], experiments were performed to characterize
laser beam quality and evaluate its impact on electron
properties.

It is shown that PIC simulations can reproduce exper-
imental results with a significantly higher accuracy when
the measured laser asymmetries are included in the simu-
lated laser’s transverse profile. This enhanced agreement
is meant in comparison with simulations with an ideal,
axisymmetric laser profile, which is often used in the de-
sign stage of LWFA experiments and in preliminary ex-
perimental analyses. The results described in this work
thus show the importance of more realistic initial condi-
tions in numerical modeling used for these studies. The
simulation results shown in this work were obtained with
the quasi-3D PIC code FBPIC [20], but the same method
can be applied with other PIC codes in quasi-3D [21] or
full 3D geometry.

In comparison to previous investigations made with
realistic PIC simulations in [14], this work uses an al-
ternative fast Gerchberg-Saxton algorithm [22] based on
mode decomposition to reconstruct the laser field, which
allows to simulate with accuracy an experimental elec-
tron bunch spectrum in the energy-angle plane. This
method has already been used to present experimental
results in [15], in a regime with a lower peak laser in-
tensity and characterised by a more stable transverse
laser profile from shot-to-shot. Besides, in this work the
physical effects of the realistic laser driver (in particular
its asymmetries) on the electron injection in the bub-
ble are described. An agreement between realistic nu-
merical modeling and experiment is obtained also in the
electron beam spectra in the energy-angle plane. Fur-
thermore, the realistic simulations in [14] have been per-
formed in 3D, while the realistic simulations of this work
were performed in quasi-3D geometry [21], highlighting
that high-fidelity simulations can be obtained also with
this less computationally-demanding technique for pre-
liminary analyses.

The remainder of this paper is organized as follows.
Characteristic experimental results are presented in sec-
tion II. The method used to retrieve the laser electric field
from experimentally recorded fluence images is described
in section III, followed by the description of the method
to generate data to initialize FBPIC simulations. A com-
parison of experimental and numerical electron spectra is
discussed in section IV.

II. EXPERIMENTAL RESULTS

An experiment was performed in April 2021 during the
commissioning phase of the long focal area of APOLLON
facility, to characterize laser beam quality inside the ex-
perimental area and evaluate its impact on electron beam
quality.
After compression, the F2 laser beam was transported

into the experimental area and focused in vacuum using
an on-axis spherical mirror 3 m focal length), after re-
flection from a turning mirror with a hole, as illustrated
in Fig. 1.

FIG. 1 : Schematic of experimental set-up : the driver laser
beam (in red) is focused through the turning mirror (I) at the
entrance of the gas cell (II), generating a diverging electron
bunch (in green) at the exit. The electron bunch is then
deflected by a magnetic dipole (III) and sent onto a LANEX
screen (IV) to measure its Energy-Angle distribution. A small
percentage of the laser driver is used to probe the plasma
density transversely. Vacuum imaging of the focal volume is
completed with a CCD (V).

The central part of the laser beam incident on the turn-
ing mirror was collected and used partly to monitor the
laser beam energy from shot-to-shot using a leak through
a wedge and a calorimeter. The remainder of the laser
beam was used as a probe laser to diagnose plasma den-
sity transversely to the main pulse. The relative probing
time was controlled by an in vacuum delay stage.
For this experiment, the APOLLON F2 Ti : Sa laser

with a central wavelength λ = 0.8, µm was measured
to deliver a pulse with a FWHM intensity duration
τFWHM = 25 fs, a post-compression energy from El = 5
to 10 J, with a repetition rate of 1 shot per minute. The
peak intensity estimated in the ideal Gaussian transverse
profile approximation in vacuum is 5×1019 W/cm2. The
laser beam was focused inside a 6 mm long gas cell [19]
filled with a mixture of 99% H2 and 1% N2. Electrons
were trapped through ionization, accelerated in the wake-
field. After plasma exit, their energy was measured using
a dipole magnet and LANEX screen imaged onto a CCD
camera. The spectrum was recorded in the 300 − 900
MeV energy range within a ±20 mrad viewing angle.
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FIG. 2 : Measured laser beam stability during 2 sequences
of multiple vacuum shots taken on 2 separate days with laser
settings 1 and 2: (a) and (b) laser fluence of 4 consecutive
shots measured in the focal plane; (c) and (d) x − xf , laser
beam relative centroid in the xOz plane, with respect to the
focal plane centroid, for three positions z− zf along the laser
propagation axis; the data for z = zf is from the 4 fluence
images of (a) and (b), while the other points are data collected
from 2 separate shots at each position; (e) and (f) fraction of
energy αgauss inside a Gaussian fit of waist w0. Error bars
along z come from the determination of the focal plane zf .

The laser beam was characterized in detail in the focal
volume every day prior to shots on the gas-filled tar-
get. Using a movable CCD camera in vacuum, the laser
energy distribution was measured inside the interaction
chamber before, at and after focus. The Rayleigh length
in vacuum, defined as zR = (πw2

0)/λ, with w0 the 1/e2

radius of the focal plane intensity, was zR = 1 mm.
The waist of a Gaussian best fit in the focal plane is
w0 = 16.6±0.3 µm. Fig. 2 shows 2 sets of data taken on
two different days, illustrating instabilities both in laser
pointing and in spatial fluence symmetry between con-
secutive shots and for different days. Fig. 2.(a) and (b)
show the fluence distribution in the focal plane z = zf .
Fig. 2.(c) and (d) show the shot-to-shot transverse cen-
troid displacement fluctuations x−xf in the focal volume
(vertical error bars). The horizontal error bars come from
the determination of the focal plane zf . The xOz plane
is the plane where electrons centroid fluctuations have
been measured, perpendicularly to the laser polarisation
plane yOz. Fig. 2.(c) and (d) underline instabilities of the
laser centroid in both cases. For Set 1 data the centroid
is moving linearly, going from +3 µm at z − zf = −0.6
mm to −6 µm at z − zf = +0.6 mm. Set 2 data show
larger fluctuations x − xf = −7 µm at z − zf = −0.6
mm and x− xf = −18 µm at z− zf = +0.6 mm. Multi-
directional fluctuations of the centroid around the focal
plane are the signature of a non zero temporal phase and
the asymmetry of the laser fluence.
In Fig. 2.(e) and (f), αgauss, defined as the fraction

of total energy inside a Gaussian fit with waist w0, is
plotted as a function of position in the focal volume.

Values of αgauss at z 6= zf are calculated using a waist

w(z) = w0[1+(z/zR)
2
]1/2 for the Gaussian fit. At z = zf ,

αgauss is averaging 46% for Set 1 and 40% for Set 2. This
demonstrates that the experimental fluence departs sig-
nificantly from a perfect Gaussian approximation in both
cases.
Figure 3 shows the average of 10 consecutive electron

bunch spectra measured on the same day as Fig. 2 Set
1, in yOx, also defined as the Energy − θx angle plane.
The average bunch charge measured between 300 and

FIG. 3 : Average electron spectrum of 10 consecutive shots
acquired the same day as Fig. 2 Set 1 laser measurements
for an average plasma electron density n0 = 2.2 × 1018

cm−3. The color scale shows the spectral charge density in
the Energy − θx angle plane. The full green line along the
Energy axis is the average spectral charge density, dQ/dE,
profile (scale on left vertical axis) calculated within ±3 mrad
around each individual maximum dQ/dθx. The full green
line along the θx axis (right-handside vertical axis) represents
the average dQ/dθx profile (scale on the top horizontal axis)
integrated over energy. The green areas are the confidence in-
tervals bounded by the standard deviation extremes (dashed
curves). θx = 0 corresponds to the laser axis alignment posi-
tion in vacuum.

900 MeV and within ±20 mrad is Qtot = 95±46 pC. For
this sequence, the mean measured laser energy is El =
4.8 ± 0.2 J, and average plasma electron density n0 =
2.2± 0.2× 1018 cm−3. The measured charge fluctuations
are δQtot/Qtot = 47%, which shows a clear sensitivity to
input parameters.

III. MODELLING OF THE LASER BEAM

The analysis and implementation of the laser experi-
mental data into PIC simulations are performed in three
steps. First, the laser electric field is retrieved from of
the measured fluence data. Then, the reconstructed laser
electric field is represented as a mode sum of fields that
are used as parameters at the start of PIC simulations.
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FIG. 4 : Experimental laser fluence measured in the focal
volume (upper row), corresponding Hermite-Gaussian recon-
struction (middle row), Laguerre-Gauss fit with L = 3 and
M = 40 used in simulations (lower row): (a), (b) and (c)
z − zf = −1.8 mm - (d), (e) and (f) z − zf = +0 mm - (g),
(h) and (i) z − zf = +1.2 mm. Each distribution has been
normalized by its peak fluence.

Finally, the calculated electron parameters at the end of
each simulation are compared with measured results.

A. Fit of the laser electric field

A modified version of the reconstructive Gerchberg-
Saxton algorithm (GSA) [22], described in Appendix A,
was used to retrieve the laser electric field corresponding
to the laser fluence measured at 3 positions : z − zf =
0, +1.2, −1.8 mm.
The algorithm was used in particular to retrieve an un-

known phase map, ψ(x, y), associated to a set of fluence
images measured at different positions (z0, z1... zkmax).

We selected laser data from the same day as Fig. 2 Set
1, which exhibit better focal spot stability than Set 2, to
reconstruct a realistic laser electric field distribution. For
each position, the corresponding fluence distribution has
been re-centered around the origin in order to reduce in
advance the shot-to-shot fluctuations error. The selected
experimental distributions (upper row) and results of the
fit algorithm (middle row) are plotted in Fig. 4.
Using a combination of low order fit to establish an ed-

ucated guess, then refining the optimization with a higher
order Hermite-Gaussian modes projection, a realistic re-
constructed distribution is calculated as represented in
Fig.4, (middle row).
The laser fluence reconstructed with Laguerre-Gauss

modes is plotted in Fig. 4 (lower row) and shows a

relatively good agreement between the reconstructed
Laguerre-Gauss distribution and the experimental laser
data.

B. PIC Simulation set-up

Due to the cylindrical representation used in FBPIC,
the reconstructed Hermite-Gauss laser electric field
EHG(r, θ, zf ) is projected on Laguerre-Gauss modes [23]
in the focal plane z = zf :

Cl,m =

∫ rmax

r=0

∫ 2π

θ=0

r dr dθ EHG(r, θ, zf )

× LG∗
l,m(r, θ, zf )(r, θ, zf , r0,opt, θ0,opt, w0r)

(1)

with Cl,m the complex amplitudes of the LGl,m Laguerre-
Gauss modes, l the azimuthal order, m the radial order, ∗

the complex conjugate operator, w0r = (w2
0x+w

2
0y)

1/2 the
projection waist, (r0,opt, θ0,opt) the GSA cycle optimized
origins in cylindrical coordinates at z = zf and rmax =
min (∆X/2,∆Y/2). The rectangular grid length along
each axis is denoted by (∆X,∆Y ).
For a given number M of radial modes, the quality of

the Laguerre-Gauss projection as a function of the num-
ber of azimuthal modes taken into account (azimuthal
order L) is evaluated by calculating ǫfit, the integral er-
ror, defined as :

ǫfit =

∫ rmax

r=0

∫ 2π

θ=0
r dr dθ |FHG(r, θ, zf )− FLG(r, θ, zf )|∫ rmax

r=0

∫ 2π

θ=0
r dr dθ FHG(r, θ, zf )

(2)
with FLG(r, θ, zf ) the normalized fluence of the Laguerre-
Gauss modes, FHG(r, θ, zf ) the normalized fluence of the
Hermite-Gauss modes from the laser electric field fit,
both in the focal position z = zf .
The integral error ǫfit decreases with the integration

radius rmax for a fixed set of LG modes. ǫfit was cal-
culated for an effective interaction radius, reff , to eval-
uate the quality of the Laguerre-Gauss fit near the peak
fluence of the reconstructed profile. As injection and ac-
celeration of electrons both occur within a characteristic
radius around the laser centroid, on a scale of the order
of the bubble radius Rb ∝ w0 [24], we set reff = Rb and
evaluate the error for r ≤ reff to measure the accuracy
of the fit. In PIC simulations performed with a perfect
Gaussian laser, the plasma cavity has values of Rb rang-
ing from 15 to 20 µm. Therefore, we set reff = 20 µm as
the value corresponding to the maximum observed bub-
ble radius.
Figure 5 shows the evolution of ǫfit for M = 40 and

L ranging from 0 to 10. The error of the fit converges
towards ǫfit = 0 both within reff and rmax = 200 µm
as the number of azimuthal modes used for projection
increases. A share of 43% of the total energy is con-
tained within the first mode L = 0 within a radius reff ,
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5

FIG. 5 : Integral error ǫfit for M = 40 radial modes, as
a function of the maximum number of azimuthal modes L.
Red squares: ǫfit calculated in a disk of radius reff = 20 µm;
black circles: ǫfit calculated in a disk of radius rmax = 200
µm; blue diamonds (vertical axis on the right): cumulative
energy fraction included in each configuration.

which shows that the remainder is contained within non-
symmetrical azimuthal modes.
The number of azimuthal modes for the Laguerre-

Gauss harmonics needs N = 5 azimuthal modes to
be simulated with the azimuthal harmonics of type
exp{−inθ} used in quasi-3D geometry [21]. In addition,
the number of macro-particles per cell in the simulations
in this work has been increased with the number of az-
imuthal modes to maintain a constant signal to noise
ratio (whose value in quasi-3D simulations is discussed
in [21]). As a result, the computational time required
for a simulation with a Laguerre-Gauss laser field is in-
creased due to the increased number of modes and of
macro-particles per cell. Every simulation in this work
with a Laguerre-Gauss sum laser profile used L = 3 and
M = 40, which reproduces 75% of the total energy ac-
cording as shown in Fig. 5. For L >3, the fit error εfit
decreases slowly compared to the increase in computa-
tional time associated to the corresponding number of
modes.
All numerical results presented in this paper were ob-

tained with input parameters in the same range as those
of the data shown in Fig. 3. The simulated laser beam has
a FWHM duration τFWHM,sim = 25 fs (Gaussian tem-
poral profile) and the focal plane fluence is fitted with a
Gaussian waist w0,sim = 16 µm. The laser is propagated
over 10 mm in a gas cell filled with 99%H2 − 1%N2 gas,
including a starting 1.4 mm up-ramp from n = 0 to a
density plateau of n = n0,sim, as well as a down-ramp to
n = 0 from ct = 7.4 mm to ct = 10 mm. The plasma
density longitudinal profile profile is inferred from Open-
FOAM simulations [19]. For both Gaussian and realistic
simulations, the laser driver is focused onto the start of
the density plateau at zf = 1.4 mm.
For simulations using the Gaussian profile, the energy

was fixed at El,sim = αgauss×El, with αgauss = 0.46 the
value calculated in Fig. 2.(e) at z = zf . For simulations
using the Laguerre-Gauss profile, simulated with L = 3
and M = 40, El,sim = 0.75× El.

The simulation grid is represented along z by Nz =
3000 points with an increment ∆z = 0.025 µm, and along
r by Nr = 1100 points with an increment ∆r = 0.2 µm.
In the simulations with the reconstructed laser field

profile, each population of H2 and N2 was simulated with
[Pz, Pr, Pθ] = [2, 2, 16] macro-particles per cell along z, r
and θ respectively. In the following, these simulations
will be referred to as ”realistic simulations”.
Instead, every simulation using a perfect Gaussian

laser profile was performed with Nm = 2 azimuthal
modes. For these simulations, each population of H2

and N2 was simulated with [Pz, Pr, Pθ] = [2, 2, 4] macro-
particles per cell.

IV. REALISTIC PIC SIMULATIONS RESULTS

A. Influence of Laser Asymmetry on Electron
Beam Spectra

To understand the physical impact of laser asymmetry
on the electron bunch quality, realistic simulations were
performed with FBPIC using the reconstructed laser
driver retrieved from fluence distributions shown in
Fig. 4. Input parameters were set as described in the
previous section, and the electron density was fixed to
n0,sim = 2.1× 1018 cm−3.

For the sake of comparison between simulation and ex-
perimental results, 5 electron spectra are shown in Fig. 6:
(a) simulation with a Gaussian laser driver, (b) simula-
tion with a Laguerre-Gauss laser driver using distribution
described by Figs. 4 and 5, both with electron density
n0,sim = 2.1 × 1018 cm−3, and (c) to (e) experimental
spectra (single instances of the data shown in Fig. 3)
measured with electron densities n0 = 2.1 × 1018 cm−3

for (c) and (e), n0 = 2 × 1018 cm−3 for (d) and laser
energy El = 4.7 J for (c) to (e). The total charge of the
average of the experimental spectra from (c) to (e) is 111
pC, and their average central divergence is −6.6 mrad.
These results show that a Gaussian driver Fig. 6.(a)

gives rise to a wide, high-energy, high-charge electron
spectrum, peaked spatially on the laser axis. Using a
realistic laser driver generates an off-axis electron beam
with lower energy, lower charge, a structure in agreement
with experimental results as shown in Fig. 6.(b) and (c)
to (e), where all these spectra exhibit an off-axis dQ/dθx
profile centered towards negative values. The final spec-
trum contains 20 % (0 %) of self-injected electrons for
the Gaussian case (realistic cases).
Table I provides quantitative data for comparison

of electron beam properties for the 3 cases shown in
Fig. 6.(a) to (c). The total charge Qtot is summed be-
tween ±20 mrad and 300− 900 MeV. We define the exit
angle θx,max as the angle at which the maximum dQ/dθx
is reached. Within ±3 mrad, peaks with center energy
Epeak, FWHM width ∆Epeak/Epeak, and FWHM charge
Qpeak, are identified based on minimum peak prominence

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6

3
/5

.0
1

4
2

8
9

4



6

Spectrum Qtot θx,max Peak Label Epeak ∆Epeak/Epeak Qpeak dQ/dEmax.

Units pC mrad MeV % pC pC/MeV

Simulation
Gauss

174 -0.3
1 556 3.2 7 0.38

2 629 3.3 8 0.41

Simulation
Laguerre-Gauss

109 -4.7
1 466 23.2 18 0.23

2 632 8.6 5 0.11

Experimental
Data

96 -3.8
1 424 20.3 17 0.21

2 653 9.8 5 0.10

TABLE I : Comparison of electron properties retrieved from simulated (with ideal Gaussian and reconstructed laser profile) and
experimental θx −E spectra shown in Fig. 6. Qtot is the total charge on each Fig. 6 spectrum, θx,max the central divergence of
the angular distribution, while the ”peak” labelled quantities refer to the dQ/dE profiles that result from selection of dQ/dEdθx
within a ±3 mrad range around the maximum dQ/dθx. ∆Epeak/Epeak is the energy spread FWHM for each peak, Qpeak is the
FWHM charge contained within each peak and dQ/dEmax. is the maximum dQ/dE value reached within each peak.

δdQ/dE = 0.05 pC/MeV and minimum base to base width
δE = 45 MeV. Values of Table I show that the results of
the simulation with reconstructed laser field profile are
in good agreement with the detailed electron beam struc-
ture measured in experiment, while the Gaussian simula-
tion results in electron beam characteristics significantly
different from the measured ones. Two major differences
are Qtot value, which is 45% higher than the experimen-
tal data for the Gaussian case, and the overall dQ/dE
structure which has a highest peak energy of 875 MeV
against 653 MeV in the experimental data. The charge
difference stems from the quality of the laser angular in-
tensity profile as it is the only input difference between
Gaussian and Laguerre-Gauss simulations.
The analysis of the evolution of laser symmetry during

the propagation coupled to electron injection is discussed
in the next section.

B. Evolution of the laser asymmetry and effects on
electron dynamics

Figure 7 shows the simulated evolution of the laser
beam and electron bunch characteristics in the xOz plane
for the case with ideal Gaussian laser profile (left-hand
column) and the case with the reconstructed laser field
(right-hand column). It can be inferred from Fig. 7 that
the evolution of laser asymmetry and maximum field am-
plitude define the conditions for electron injection and
the dynamics of electron during the acceleration process
in the plasma cavity.
Figures 7.(a) and (b) show the evolution of the laser

driver in the plasma density profile. As the realistic sim-
ulated transverse distribution is asymmetric with respect
to the focal plane and changes before and after z = zf
(see Fig. 4), different spatial distortions occur during
non-linear self-focusing inside the plasma.
To quantify the deviation from cylindrical symmetry

of the transverse fluence F (r, θ) and track its evolu-

tion throughout the simulated propagation, we define an
asymmetry coefficient σl [15] as :

σl =

∫ rmax

r=0

r dr

√∫ 2π

θ=0

(
dθ

(
f(r, θ)− f(r)

))2
, (3)

where the normalized laser fluence f(r, θ) is defined as

f(r, θ) =
F (r, θ)∫ rmax

r=0

∫ 2π

θ=0
r dr dθ F (r, θ)

, (4)

and f(r) is the mean normalized fluence over θ. The
integral origin r = 0 is defined as the position of the
fluence maximum. By definition, σl converges towards 0
for a cylindrically symmetric fluence profile.
This asymmetry coefficient σl is plotted for the

Gaussian laser profile and realistic laser profile in
Fig. 7.(a) and (b) respectively as a function of position
along propagation axis. Figure 7.(a) confirms that
the Gaussian profile is angularly symmetric. In this
ideal case σl undergoes variations between 0.5e−5 and
2.5e−5. In comparison, its variations in the simulation
with realistic laser field profile are on a scale 102 times
larger. In the realistic case (Fig. 7.(b)), the amplitude
of the symmetry coefficient drops by 67% between
600 µm and 2000 µm, the focal plane in the plasma
being in the middle of this area. This reduction of σl is
simultaneous with the increase of a0, showing that tight
focusing of the laser reduces its imperfections. In the
realistic case, a0 reaches values similar to the Gaussian
a0 through the first self-focusing due to a near Gaussian
shape in its focal plane (Fig. 4.(d)). However, the
asymmetry of the intensity around the focal plane and
relatively short typical variation length (zR = 1 mm) are
responsible for a 1 mm shift of the maximum in compari-
son to the Gaussian symmetric pulse (Fig. 7.(a) and (b)).

Figures 7.(c) and (d) show line profiles of injected
charge Qinj (right hand-side vertical axis), and spectral
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FIG. 6 : Electron bunch dQ/dEdθx spectral density in the
energy θx divergence plane for 3 different cases : (a) Simulated
Gaussian spectrum - (b) Simulated Laguerre-Gauss spec-
trum - (c) to (e) Single experimental spectra from Fig. 3.(a)
sequence. White (green) lines represent spectral charge,
dQ/dE, (divergence charge density dQ/dθx) integrated over
the divergence (energy) respectively. The shaded area under
the green dQ/dθx line shows the range ±3 mrad around the
peak of dQ/dθx, used to produce the dQ/dE curve and calcu-
late the spectrum peaks properties. The label 1 and 2 refer-
ence specific peaks within the dQ/dE profiles corresponding
to Table I.

charge density dQ/dEenddz of electrons (black-red-yellow
histogram) with final energy Eend, as functions of injec-
tion position z. In other words, this spectrum describes
distribution of the initial z positions of electrons for given
final energies Eend.
The simulation with ideal Gaussian laser profile

(Fig. 7.(c)) shows a correlation between final energy and
injection position as electrons trapped earlier gain more
energy over the interaction distance. The injection of
electrons in ±3 mrad around axis (green line) occurs in-
side a 400 µm window centered around the maximum
laser amplitude amax at ct1 = 1800 µm. The green in-

jected charge in this region (Fig. 7.(c)) is maximal be-
cause the process occurs over 0.4zR within the density
plateau, in the portion where a0 ≃ amax. Electrons in-
jected at the start of this region see a longer accelerating
length than the ones at the end, which results in decreas-
ing final energy in function of the injection position. The
resulting spectrum is evenly spread between 300 and 900
MeV as observed in Fig. 6.(a).

For a realistic laser driver, the injected charge spec-
trum (Fig 7.(d)) exhibits multiple injection positions.
The higher energy electrons are injected 1 mm after ct1,
when a0 has dropped to 2.5, and contribute to the high
energy peak centered on 632 MeV in Fig. 6.(b). The
lower energy peak at 466 MeV in Fig. 6.(b) is composed
of electrons trapped at different positions: 1 mm after
ct1 and at ct2, which explains why this peak (Index 1 of
Figs. 6.(b) and (c)) has a relatively higher energy spread
than peak 1 for Gaussian driver (see Table I).

The dynamics of electron injection results from the
evolution of the laser and plasma cavity. Snapshots of
the first plasma cavity behind the laser pulse are shown
for the Gaussian driver in Fig. 7.(e) and (g), and for a
realistic driver in Fig. 7.(f) and (h), at ct1 = 1800 µm
and ct2 = 4000 µm respectively. At ct1, for the ideal
Gaussian laser simulation, injection of electrons on axis
has just begun in a perfectly symmetric bubble, while
for the realistic case most of the already injected elec-
trons are greatly defocused and spread from −30 to 30
µm. The accelerating fields are similar for Fig. 7.(e) and
(f). However, in the realistic case, electrons ionized early
are desynchronized with the trapping portion of the bub-
ble due to off axis laser fluence fluctuations resulting in
a 3 µm shorter bubble compared to the Gaussian case.
This prevents continuous injection and the generation of
electrons with energy above 700 MeV (see Fig. 6.(a)).

Comparison of the two cavity structures at ct2 (Fig. 7
(d) and (h)), provides insight on the effects of trans-
verse asymmetry evolution on the acceleration process.
In the ideal Gaussian laser case, most of the initially
injected charge is accelerated, and the injection process
remains continuous. The transverse centroid variations
and stronger defocusing with the realistic laser profile in-
duce important losses throughout the interaction process,
which enables trapping of up to 10 pC around ct2, in an
off-axis bubble with half of the accelerating maximum
compared to a Gaussian cylindrically symmetric driver.

Laser and electron beam positions in the xOz trans-
verse plane are plotted in Fig. 8 as functions of the po-
sition along the propagation axis in vacuum. The ideal
Gaussian laser trajectory is centered on the laser axis
in vacuum, closely followed by the electron beam tra-
jectory. The electron beam transverse size remains rel-
atively constant in the plasma and grows symmetrically
around x = 0 after plasma exit. For a realistic laser
driver, the laser trajectory (see Fig. 8.(b)) in vacuum
oscillates around the x = 0 axis. Self-focusing in the
plasma lowers the amplitude of the displacement off-axis
(compare red line and black dashed line). After electron

T
hi

s 
is

 th
e 

au
th

or
’s

 p
ee

r 
re

vi
ew

ed
, a

cc
ep

te
d 

m
an

us
cr

ip
t. 

H
ow

ev
er

, t
he

 o
nl

in
e 

ve
rs

io
n 

of
 r

ec
or

d 
w

ill
 b

e 
di

ffe
re

nt
 fr

om
 th

is
 v

er
si

on
 o

nc
e 

it 
ha

s 
be

en
 c

op
ye

di
te

d 
an

d 
ty

pe
se

t.

P
L

E
A

S
E

 C
IT

E
 T

H
IS

 A
R

T
IC

L
E

 A
S

 D
O

I:
 1

0
.1

0
6

3
/5

.0
1

4
2

8
9

4



8

FIG. 7 : Simulated evolution of laser pulse and electron bunch characteristics for the ideal Gaussian laser profile (columns on
the left) and the realistic laser field profile [columns on the right]. Panels (a) and (b): laser asymmetry function σl (red dots) and
spline approximated asymmetry function curve (red curve) as functions of position on the propagation axis; peak normalized
laser potential a0 (black dashed-line), and normalized longitudinal unperturbed plasma density profile (grey area). Panels (c)
and (d): injected charge Qinj (vertical axis on the right) as function of position (all electrons plotted as a white line, and
angularly selected ±3 mrad electrons as green line); The panels (c) and (d) also show the spectral charge density dQ/dEenddz
of electrons (black-red-yellow colormap) with final energy Eend for the angular selection as a function of the injection position
z. Panels (e) and (g) [(f) and (h) for the simulation with realistic laser field]: transverse slice of the normalized charge density
perturbation ρ/en0 on the z − x plane at ct1 = 1800 µm and resp. ct2 = 4000 µm; in these panels the electron macro-particles
positions are shown as small black dots (with their size pondered by their individual charge). Superposed in these panels is
the laser driver intensity’s normalized envelope (orange colormap); in the same panels, the black and red lines correspond
respectively to the density and the longitudinal electric field Ez on the axis of maximum laser intensity.

trapping, z > 2000 µm, the electron bunch trajectory is
centered on the laser centroid, and its standard deviation
reaches up to 10 µm. This behavior clearly demonstrates
the impact of the asymmetry of the transverse laser driver
on the pointing of the electron beam at the exit of the
plasma.

C. Charge fluctuations due to laser intensity
distribution

Simulations were performed to analyze the effects of
variations of the intensity profile on the resulting charge.
The laser electric field was reconstructed for 3 reference
profiles with the modified GSA algorithm described in
Appendix A and the remaining simulation input param-
eters are the same as in Fig. 6.(b) (reported in section
IVA). The density was varied between 1.7× 1018 cm−3

and 2.3× 1018 cm−3.
To characterize the laser energy distribution for each

profile, we define the following effective energy ratio :

Eratio =
1

Nz

+zR∑

z=−zR

∫ reff

r=0

∫ 2π

θ=0
r dr dθ F (r, θ, z)

∫ rmax

r=0

∫ 2π

θ=0
r dr dθ F (r, θ, z)

, (5)

with z the propagation position of the laser with re-
spect to zf , Nz the number of evenly spaced positions

z used to perform the summation in the Rayleigh range
[−zR, ..., 0, ..., zR] and F (r, θ, z) the fluence at each prop-
agation position in vacuum. The integral origin is defined
as the position of the fluence maximum. This ratio quan-
tifies the average effective energy in the characteristic di-
vergence boundaries [−zR, zR] of the laser propagation
axis, and within an area of radius reff . Improving this
ratio increases the portion of energy usable for the injec-
tion of electrons.
The total accelerated charge Q is calculated within the

whole E − θx space and plotted in Fig. 9 as a func-
tion of n0 for the 3 laser profiles and densities ranging
from 1.7 to 2.3 × 1018 cm−3. In this regime, within
the chosen set of parameters, the total charge Q re-
mains lower than the theoretical value calculated for a
matched laser for most of the input densities n0. This is
a consequence of the non-Gaussian laser transverse dis-
tributions, and of the fact that the laser spot size is not
matched with the bubble radius. Comparing the 3 values
simulated for n0 = 2.1× 1018 cm−3, while Eratio fluctu-
ates between 0.47 and 0.52, the total charge Q varies
from 198 to 434 pC. A relative effective energy fluctua-
tion δEratio/Eratio = 5% leads to a relative charge fluc-
tuation δQ/Q = 38%. For the laser profile resulting
in the highest total charge, i.e. Eratio = 0.48, increas-
ing the density n0 from 1.9 × 1018 cm−3 to 2.1 × 1018

cm−3 increases Q from 295 to 434 pC. A relative den-
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FIG. 8 : Laser beam (solid red line) and electron bunch
(solid blue line) positions in the xOz plane for (a) Gaussian
case and (b) Laguerre-Gauss case. The blue dashed lines are
the ± RMS σx size of the selected bunch. The laser position is
defined as the centroid of the fluence distribution in an area
of radius reff around the fluence maximum. For reference,
the dash-dotted black line represents the position of the laser
beam in vacuum and the grey area is the longitudinal density
profile (right-end side vertical axis scale).

FIG. 9 : Total injected bunch charge Q for 3 different sim-
ulated laser profiles as a function of n0. For each profile, the
corresponding Eratio is calculated by eq. (5), setting Nz = 21:
black squares profile with Eratio = 0.47 - red diamonds profile
with Eratio = 0.48 - green circles profile with Eratio = 0.52.
For each profile, the dashed curve is the linear regression of
the data points.

sity fluctuation of 5% leads to a relative charge fluctua-
tion δQ/Q = 19%. This shows that taking into account
small errors either on the gas density value or on the cal-
culated effective energy ratio leads to significant charge
fluctuations, of the same order of magnitude as the one
measured experimentally (see Fig. 3).

The averaged calculated charge measured within the
same boundaries as experimental data is 113 pC (Qtot =
95 pC in experiment), with an RMS relative charge
fluctuation of 56% (δQtot/Qtot = 47% in experiment).
There is a good agreement between the average simu-
lated and experimental charge for the same central den-
sity n0 = 2.2 × 1018 cm−3. In conclusion, this analysis
shows that improving the quality and the stability of the
laser energy distribution and the stability of the plasma
density are crucial to achieve stable and high-energy, high
charge electron spectra.

V. CONCLUSIONS

Experiments were carried out during the commission-
ing phase in the long focal area of the APOLLON laser
facility, to study the influence of the laser beam proper-
ties on the quality of electron beams generated by ion-
ization injection and laser wakefield acceleration in a gas
cell. A detailed analysis of the laser beam in the trans-
verse plane was performed using fluence measurements
in the focal volume. Particle in Cell simulations were
performed with a reconstruction of the measured laser
field profile as input, leading to electron spectra in close
agreement with experimental results, for the accelerated
charge, energy distribution and pointing of the electron
beam at the exit of the plasma. The presented results
also show that this degree of quantitative agreement can
be found without using computationally demanding full
3D simulations.

These high fidelity simulations rely on the calculation
of the laser electric field from experimental data pro-
viding the fluence at different positions along the prop-
agation in vacuum. An iterative method based on a
modified version of the Gerchberg-Saxton algorithm [22],
which allows the reconstruction of a realistic laser electric
field based on a collection of fluence images in vacuum
(Fig. 4), was used. The implementation of asymmetric
laser drivers leads to better agreement of the simulation
output bunch characteristics to measured experimental
data in comparison to simulations using a perfect Gaus-
sian driver (Fig. 6 and Table I).

These realistic simulations highlight the effects of laser
field spatial characteristics (centroid fluctuations and
asymmetry quantified by σl) on the injection and acceler-
ation of the electrons (Fig. 7 and Fig. 8). The symmetry
degradation from a Gaussian laser driver leads to a loss
of both peak energy and total accelerated bunch charge
(Table I), which could be mitigated through optimization
of the gas cell density characteristics.
The impact of shot-to-shot fluctuations of the laser trans-
verse distribution and of plasma density on the acceler-
ated bunch charge, have been quantified and the source
of charge fluctuations in experiments identified. The sta-
bilization of these fluctuations would lead to an improved
stability of the produced electron spectra.
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Appendix A: Modified Gerchberg-Saxton algorithm
(GSA) to model the laser driver

In the experimental campaign described in this work,
only the fluence maps F (x, y, z) of the laser pulse at spe-
cific distances zk, with k = 0, 1, ..., kmax from the focal
spot were measured.
A Gaussian temporal profile was assumed for the laser

pulse, with the measured FWHM duration in intensity
τFWHM . Under this hypothesis, the linear relation be-
tween the peak fluence F0 and peak intensity I0 is :

F0 =
τFWHM

2

√
π

log 2
I0. (A1)

Given this linear relation between fluence F (x, y, z)
and intensity I(x, y, z), an electric field at position z
can be defined from a phase map ψ(x, y) and a fluence
F (x, y, z):

E(x, y, z) = E[F (x, y, z), ψ(x, y)] =

=
√
I(x, y, z0) exp{iψ(x, y)}. (A2)

To initialize the realistic PIC simulations of this work,
a reconstruction of the laser electric field at a given plane
was necessary. Since only the fluence (and thus intensity)
maps at multiple planes were known experimentally, to
reconstruct the laser electric field using Eq. A2 the field
phase map had to be reconstructed.
For this purpose, a modified implementation of the

Gerchberg-Saxton algorithm (GSA) [22] was used to find
the field phase ψ(x, y) at z0 and thus the laser electric
field EGSA,z0(x, y, z0) = E[F (x, y, z0), ψ(x, y)], from the
available data on the the fluence F (x, y, z0) at z0 and
other planes, each referred to as zk.

In the following a simplified description of the field
reconstruction algorithm used in this work is reported.
This version of the GSA aims at finding a reconstruc-

tion of the laser field at z0 through an expansion in
Hermite-Gauss (HG) modes [23], using the measured
F (x, y, zk) fluence maps. Since the propagation of the
HG modes HGn,p at zk is analytically known, this re-
construction is equivalent to finding the estimated HG
expansion coefficients Dn,p (and thus the corresponding

field phase map). The indices n,p denote the order of the
HG mode along the x, y axis respectively.
At each iteration iter of the algorithm, the estimated

expansion in HG modes is propagated from the position
z0 to zkmax , with an improvement of the estimate at each
of the intermediate positions zk. This update of the es-
timated coefficients for the HG expansion uses the esti-
mated coefficients from the previous measurement plane
at zk−1 and the measured fluences F (x, y, zk). As in the
original GSA formulation [22], the estimated propagated
phase is combined with the fluence at the measurement
planes in the calculations.
After one iteration ends, the procedure is repeated

starting from z0, using the coefficients (and thus the
phase map) estimated from the previous iteration.
The implementation of the modified GSA used for this

work can be described by the following pseudocode:

• Find an initial estimate of the coefficients Dn,p pro-
jecting the intensity corresponding to the fluence
F (x, y, z0) on the HGn,p(x, y, z0) modes at z0. In
the following we denote the projection of a function
f(x, y, z) on the HG modes with the notation Proj:

Dn,p = Proj[f(x, y, z),HGn,p(x, y, z)]. (A3)

• For iter = 0 → Niter and for k = 0 → kmax:

– define the propagated field as

EGSA,zk(x, y, zk) =
∑

n,p

Dn,p ·HGn,p(x, y, zk); (A4)

– find the phase map ψ as:

ψ(x, y) = arg (EGSA,zk(x, y, zk)); (A5)

– combine the measured fluence F (x, y, zk) with
the phase ψ(x, y) to find the function E′

GSA,zk

using Eq. A2:

E′
GSA,zk(x, y, zk) = E[F (x, y, zk), ψ(x, y)]; (A6)

– combine the previous estimate of the HG co-
efficients with those obtained from the projec-
tion of E′

GSA,zk on the HG modes at zk:

Dn,p = (1− α) ·Dn,p +

+α · Proj[E′
GSA,zk ,HGn,p(x, y, zk)]; (A7)

For this work the number of iterations was chosen as
Niter = 10. The coefficient α for the weighted sum of the
previous and new HG expansion coefficients are chosen
in order to obtain convergence.
Once the algorithm has performed the iterations pass-

ing through the measurements planes, using Eq. A2
the estimated field phase ψ(x, y) can be easily found
and combined with the measured fluence F (x, y, z0) of
the laser to reconstruct its field EGSA,z0(x, y, z0) =
E[F (x, y, z0), ψ(x, y)].
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In this algorithm, the mentioned projection of a func-
tion f(x, y, zk) on the HG modes at zk was defined as:

Proj[f(x, y, zk),HGn,p(x, y, zk)] =

=

∫ ∆X/2

−∆X/2

∫ ∆Y/2

−∆Y/2

dx dy f(x, y, zk)×

×HG∗
n,p(x, y, zk), (A8)

where (∆X,∆Y ) are the data rectangular grid length
along each axis. The HG modes at zk are defined also
using the origins (x0,k, y0,k) and the projection waists
w0x,y. The latter are set sufficiently small to make the

Hermite-Gauss modes decay within the projection inte-
gral boundaries, and sufficiently large to fit the part of
the transverse intensity map further away from the ori-
gin. The values of (x0,k, y0,k) are optimized to improve
the quality of the laser field reconstruction, as will be
described in a future work.
The field reconstruction obtained with described phase

retrieval algorithm would be sufficient to initialize the
laser pulse in a realistic PIC simulation in 3D Cartesian
geometry. However, for the simulations in quasi-3D ge-
ometry [21] of this work, which use a cylindrical grid, a
further decomposition in Laguerre-Gauss modes is nec-
essary, as described in Section III B.
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Titre : Accélération d’électrons par sillage laser-plasma
Mots clés : sillage laser plasma, accélération d’électrons, expériences laser plasma, optimisa-
tion numérique, diagnostic plasma

Résumé : L’accélération par sillage laser plasma
fournit des gradients accélérateurs plusieurs ordres
de grandeur au dessus de ceux des accélérateurs
actuels, mais la stabilité et la qualité des fais-
ceaux d’électrons accélérées doivent être amélio-
rées. Ce travail est centré sur l’étude d’injecteurs
laser-plasma (LPI) à basse (150MeV) et haute
énergie (1GeV) créés en cellule de gaz. Des outils
expérimentaux et numériques ont été développés
pour l’optimisation et le diagnostic de l’interac-
tion laser-plasma. Une nouvelle méthode de me-
sure monocoup de la densité plasma en cellule de
gaz a été mise au point et utilisée. Des méthodes
d’intelligence artificielles ont été mises en oeuvre
pour l’automatisation, le diagnostic et l’optimisa-

tion d’une expérience de sillage laser plasma. Les
effets du front d’onde du laser, de la position fo-
cale, et de la densité du plasma ont été mesurés et
comparés à des simulations. Des profils laser réa-
listes, utilisés comme données d’entrée, ont per-
mis d’améliorer fortement la précision des simula-
tions et d’expliquer l’impact de l’asymétrie du la-
ser sur les propriétés des électrons. Une expérience
de qualification utilisant une cellule à gaz dans la
zone focale longue de l’installation laser Apollon a
permis d’obtenir des électrons jusqu’au GeV. Une
deuxième campagne a permis d’améliorer la stabi-
lité et la qualité des faisceaux d’électrons jusqu’à
1.8 GeV.

Title : Laser wakefield acceleration of electrons
Keywords: laser plasma wakefield, electron acceleration, laser plasma experiments, optimisa-
tion by machine learning, plasma diagnostic

Abstract: Laser Wakefield Acceleration (LWFA)
provides orders of magnitude higher accelerating
gradients than current accelerator designs, but the
stability and quality of the accelerated electron
bunches require improvement. This work focuses
on the development of low (150MeV) and high
energy (1GeV) laser-plasma injectors (LPI) in gas
cells. Experimental and numerical tools have been
developed for the optimisation and diagnosis of
the laser-plasma interaction. A novel method for
single-shot plasma density measurement in a gas
cell was developed and implemented. Bayesian op-
timisation and automation of an LWFA experiment

were completed. The effect of laser wavefront and
focal position and plasma density in a low-energy
LPI were explored experimentally and compared to
simulations. Realistic laser profiles were used as in-
put data and shown to explain otherwise overloo-
ked effects on electron properties arising from la-
ser asymmetry. The first gas cell experiment in the
long focal area of the Apollon laser facility achie-
ved electron bunches with energy up to 1 GeV. A
second experiment at Apollon was performed lea-
ding to 1.8GeV electrons with improved stability
and quality.
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