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Titre : Étude théorique des défauts topologiques dans le matériau ferroique Cu2OSeO3
Mots clés :Multiferroiques, skyrmions, défaut topoligiques, calculs ab-initio.

Résumé :Ces dernières années, un intérêt
croissant s’est manifesté pour une nouvelle
classe de matériaux émergents qui présentent
des propriétés topologiques protégées par cer-
tains principes physiques fondamentaux. Ces
matériaux ont suscité un intérêt important en
raison de leur potentiel d’utilisation dans les fu-
turs dispositifs électroniques, entre autres ap-
plications. Cependant, leurs études théoriques
restent difficiles en raison de leur nature com-
plexe et multi-échelle. L’objectif est étudier
théoriquement les défauts topologiques dans
les matériaux multiferroïques, en particulier
dans le Cu2OSeO3 multiferroïque. Dans cette
étude, nous avons développé et utilisé des ou-
tils analytiques et informatiques nécessaires
pour comprendre et modéliser le comporte-
ment de phénomènes complexes et multi-
échelles en présence de défauts topologiques
dans les matériaux multiferroïques. Nous nous
sommes notamment concentrés sur les pro-

priétés thermodynamiques de diverses phases
dans le multiferroïque Cu2OSeO3, y compris
les mécanismes de transition de phase et
le diagramme de phase champ magnétique-
température. L’étude examinera également la
caractérisation de différents défauts topolo-
giques hébergés par le matériau, tels que les
skyrmions magnétiques et les défauts ponc-
tuels, ainsi que l’interaction entre eux en uti-
lisant une approche analytique et des calculs
de premiers principes tels que les calculs de la
théorie de la fonctionnelle de la densité et les
simulations deMonte Carlo de l’hamiltonien ef-
fectif. Les résultats de cette étude ont fourni de
nouvelles connaissances sur les propriétés et le
comportement des matériaux multiferroïques
avec des défauts topologiques en général et en
particulier dans le Cu2OSeO3, ainsi que sur le
rôle des défauts ponctuels dans la stabilité et
l’instabilité de la phase de réseau de skyrmions.

Title : Theoretical study of topological defects in the ferroic materials Cu2OSeO3
Keywords :Multiferroics, skyrmions, topological defects, ab-initio calculations.

Abstract : In recent years, there has been a
growing interest in a class of materials that
exhibit topological properties. These materials
have generated significant interest due to their
potential for use in future electronic devices,
among other applications. However, their theo-
retical studies remain challenging due to their
complex and multi-scale nature. The aim is to
focus on the theoretical studies of topological
defects in multiferroic materials, specifically in
the multiferroic Cu2OSeO3 .

In this study we developed and utilized ana-
lytical and computational tools necessary to
understand and model the behavior of com-
plex and multi-scale phenomena in the pre-
sence of topological defects in multiferroic ma-
terials. Specifically,we have focused on the

thermodynamic properties of various phases
in the multiferroic Cu2OSeO3 , including phase
transition mechanisms and the magnetic field-
temperature phase diagram. The studywill also
examine the characterization of different topo-
logical defects hosted by the material, such as
magnetic skyrmions and point defects and the
interaction between them using an analytical
approach and first-principles calculations such
as density functional theory calculations and ef-
fective Hamiltionian Monte Carlo simulations.

The results of this study provides new in-
sights into the properties and behavior of mul-
tiferroic material with topological defects in ge-
neral and in particular in Cu2OSeO3 as well as
elucidating the role of point defects in stability
and instability of skyrmion lattice phase.
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“Rather than love, than money, than fame, give me truth. ”

Henry David Thoreau, Walden

“It is the peculiar and perpetual error of the human understanding to be more moved and
excited by affirmatives than by negatives ”

Francis Bacon, Novum Organum

“Physics is like sex: sure, it may give some practical results, but that’s not why we do it ”

Richard P. Feynman
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Introduction

FERROICS constitute a class of materials possessing peculiar properties. They
were discovered more than 70 years ago among the complex oxides com-

pounds, and these materials owe undeniable importance for fundamental physics
and state-of-the-art technological applications. The main characteristic of these
materials, namely the coexistence of several types of ferroic orders, leads to the
possibility of establishing coupling between different order parameters. And so
far, despite numerous investigations, the study of topological defects in ferroic
materials remains an open topic.

Topological defects arise in a wide variety of condensed matter systems, and due
to their nature related to the topological properties, they have surged interest in
the field of spintronics. The robustness of devices based on topological defects,
especially skyrmions, gained the attention of the condensed matter community
in the last decade. Their robustness against continuous mechanical deformations
and defects directly results from their topological stability. Henceforth the need
for extensive studies of the topological solitons in magnetic materials, which in-
clude vortices, hedgehogs, and Skyrmions [1]. Magnetic skyrmions are a promi-
nent example of topological spin textures, they can be described as circular spin
textures with spin up on the edge of the circle and spin down in the center, and
they are anticipated to allow for the existence of discrete magnetic states which
are significantly more energetically stable (per unit volume) than their single-
domain counterparts. For this reason, it is envisioned that magnetic skyrmions
may be used as bits to store information in future memory and logic devices.

One of the materials that host these topological defects is the copper oxide selen-
ite Cu2OSeO3, a chiral magnet of the B20 magnets family that crystallizes in the
cubic space group P213 exhibit the same features of the B20 magnets [2]. How-
ever, this crystal is the only insulator in this family of chiral magnets that displays
a multiferroic behavior with a magnetoelectric coupling [3, 4]; this may give rise
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to the ferroelectric counterpart topological solitons, and also the manipulation of
skyrmions with an electric field [5].

It is the purpose of this work to study the stability and existence, and topological
properties of topological solitons in multiferroic material Cu2OSeO3, by propos-
ing a microscopical model based on local interaction and symmetry, which are
included in the effective Hamiltonian model that accounts for various interac-
tion in Cu2OSeO3, as well as, the calculation of the strength of those interactions
from DFT based calculation. The next step is to solve the effective Hamiltonian
relying on Monte Carlo simulations. This study will provide us with the ther-
modynamical equilibrium properties as a function of temperature and external
excitation. Consequently, the main goal of this study is " To develop efficient ana-
lytical and computational tools for modeling and studying topological defects in
ferroic materials and, in particular, studying various topological entities existing
in Cu2OSeO3."

The manuscript is organized into two parts: the first part contains three chapters
about the general background and the physics in multiferroics magnetic materi-
als and solitons and the employed methods, and the second part focuses on the
results of Monte Carlo simulations in Cu2OSeO3.

• Chapter 1 :This chapter constitutes an overview of ferroic materials, start-
ing with magnetic materials, the exchange mechanism, and the different
interactions in magnetic orders. We also discuss the Landau theory of phase
transition and a brief review of multiferroic materials, their types, and mech-
anisms.

• Chapter 2 This chapter provides us with different types of possible solitons
in ferroics. It includes the mathematical description of the various "trivial"
solitons, the types of possible topological defects, and how to quantify the
topological charge. The chapter starts with a brief overview of the history
and application of topological defects, and it ends with a short description
of an exotic phase found in magnetic material, the spin liquid state.

• Chapter 3 This chapter gives a general overview of the theoretical back-
ground of the employed methods: Density Functional Theory (DFT), the
construction of the effective Hamiltonian used in Monte Carlo simulations,
and a brief primer on Monte Carlo simulations and the Metropolis algo-
rithm.
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• Chapter 4 : This chapter collects the main results obtained from Monte
Carlo simulations and focuses on the thermodynamical properties of Cu2OSeO3,
which includes a brief, finite-size scaling, the strength of magnetic interac-
tions, magnetoelastic coupling and also provides us with different domains
of stability of magnetic phases which include magnetic skyrmions phase,
helical state, and general phase diagram as well as a possible spiral spin liq-
uid phase. The chapter ends with the main results of this part, which is the
(B, T) phase diagram of Cu2OSeO3.

• Chapter 5 This chapter focuses on the topological properties of the mag-
netic phase and topological defects in Cu2OSeO3. It also includes some an-
alytical expressions for quantifying the topological charges of point defects,
skyrmions, and 3D hopfions-like solitons, as well as exploring the dynam-
ics of point defects and their role in the annihilation of skyrmions. In this
chapter, we analyze the coexistence of the different topological defects in
the Cu2OSeO3.
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Part I

General Background
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Chapter 1

Ferroic materials

1.1 Magnetic order and magnetic materials

The ferroic materials refer to ones that exhibit a ferroic order (magnetization Mi,
polarization Pi, deformation ηij and toroidal moment Ti) which is switchable with
the application of external stimuli (magnetic field Hi, electric field Ei ...).

Ferromagnets refer to materials with ferromagnetic order that display sponta-
neous magnetization Ms without any applied magnetic field. This spontaneous
magnetization results from the order of the microscopic magnetic moments mi

in which they are aligned in a parallel direction. In the case of a ferromagnetic
monodomain, there is only one axis for magnetization. Therefore, the possible
states for the remanent magnetization Mr and −Mr and going from one of these
states to the other require applying a magnetic field. This behavior is depicted in
the hysteresis loop of Fig. 1.1 where the magnetization reverses at the coercive
field Hc.

1.1.1 Magnetic moment and magnetization

The magnetization of the system is governed by the order of magnetic moments,
which originates from the magnetic properties of the electronic configuration of
its atoms. The magnetic moment of an electron comes from two contributions,
the orbital angular momentum magnetic moment L :

mL = −( e
2me

)L (1.1)
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H

M
Msat

Hc−Hc

Mr

−Mr

FIGURE 1.1: The M− H hysteresis loop for ferromagnets with coer-
cive field Hc and remanent magnetization Mr

Where its z-component is quantized as :

mlz = −
µB

h̄
ml (1.2)

And also the second part is the spin magnetic moment :

mS = −gSµBS (1.3)

Here we have µB = eh̄/2me the Bohr magneton, gS the Landé g-factor (gS '
2 for the electron), ml is the magnetic quantum number, and S the spin of the
electron, the total magnetic moment of the atom is given then by the total angular
momentum quantum number J = L + S:

m = gJµB
J
h̄

(1.4)

Ferromagnetic materials exhibit thermodynamical behavior in which the macro-
scopic total magnetization M, which is defined as the mean order of the micro-
scopic magnetic moments of atoms mi in a volume V :

M =
1
V ∑

i
mi (1.5)
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undergoes a phase transition from the disordered paramagnetic phase (at high
temperatures) to the ordered phase (at low temperatures). This phase transition
is described within the Landau phenomenological theory of phase transitions [6],
as we will see later in this chapter.

1.1.2 Origin of magnetic moment

1.1.2.1 Isolated atom

The magnetic moment of an atom is associated with the orbital moment and in-
trinsic magnetic moment, known as the spin of its electrons. Let us start with an
isolated atom. The possible state for a single electron can be characterized en-
tirely by four quantum numbers, n the principal quantum number, l the orbital-
angular-momentum quantum number, ml the eigenvalue of the z-component of
the orbital angular momentum, and ms the spin quantum number, associated
with the z–component of the spin angular momentum. We will now discuss
how an isolated atom accommodates multiple electrons. We will use the Russel-
Saunders coupling scheme [7] for the addition of multiple momenta; for example,
for spin momenta, we have S = ∑i Si where S is the algebraic value of total spin,
the same also applies for orbital momenta of electrons Li. The energy of the or-
bitals depends only on n, and l [8].

In the ground state, an isolated atom will fill in first the orbitals with the low-
est energies while respecting Pauli’s exclusion principle. In our case, two elec-
trons cannot have all the same four quantum numbers. Hund’s rules give pri-
ority within each subshell: Electrons must occupy the orbitals that maximize the
spin. This rule means that the orbitals of a subshell l are each occupied with
one electron, of parallel spins, before doubling the occupancy of each orbital to
permit the minimization of Coulomb interaction between electrons. The total an-
gular momentum is given by J = |L− S| if the subshell is less than half-full, or
J = L + S if it is more than half-full. When the subshell is half-full, L = 0, and
J = S. These differences in the total angular momentum are caused by a relativis-
tic effect called spin-orbit coupling, which we will discuss later in this chapter
[9].



10 Chapter 1. Ferroic materials

1.1.2.2 Localized magnetism

In the previous section, the primary assumption of the isolated atom is that exter-
nal electrostatic potential is spherical (nucleus potential), however in a solid, the
surrounding potential from neighbor atoms is non-spherical, and the observed
magnetic moment in solids is often completely different from that in an isolated
atom. To understand the origin of the permanent magnetic moment of some
solids, we use the same picture as in isolated atoms. Some elements can retain
their magnetic moments when in a solid, because angular momentum comes
from inner incomplete sub-shells whose electrons are not involved in the bond-
ing of the crystal. Those elements are said to possess localized magnetism since
all the electrons responsible for the magnetic moment are well localized in their
respective crystal sites. This type of mechanism is the main mechanism of mag-
netism in insulators. Nonetheless, the observed magnetic moment in solids often
differs from that in an isolated atom [10].

1.1.2.3 Itinerant magnetism

In metallic systems, the conduction electrons sometimes give rise to magnetism,
as the 3d electrons in iron, cobalt, and nickel. In such systems, the Coulomb
interaction produces a spin-dependent band shift when the system is below Tc.
The simplest model that describes itinerant magnetism is Hubbard model [11]

H = −∑
ij,σ

tijc†
iσcjσ + U ∑

i
ni↑ni↓ (1.6)

c†
iσ is the creation operator of an electron with spin σ on-site i while cjσ annihilate

an electron with spin σ on-site j, niσ = c†
iσciσ is the spin-density operator for spin

σ on-site i and tij is the hopping integral containing both the kinetic energy and
the crystal potential. It is associated with the probability of an electron hopping
from the site i to j. In this model, electrons are considered to interact among
themselves only when on the same site, where they feel the screened effective
Coulomb potential given by the parameter U, thus giving a good approximation
of metallic systems since the Coulomb interaction is strongly screened. Within the
mean-field approximation, the Hubbard model can be solved with the Hartree-
Fock method, leading to a similar form of the Stoner criterion for stability of the
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states

Fermi level

FIGURE 1.2: A schematic band structure for the Stoner model of
ferromagnetism

ferromagnetic state [12].
UD(EF) > 1 (1.7)

Where D(EF) is the density of state at the Fermi energy EF, the system can lower
its energy by creating an imbalance in the number of up and down spins as de-
picted in Fig.1.2, thereby favoring ferromagnetic state [9].

1.1.3 Exchange mechanisms : Heisenberg exchange

The type of ordering of the magnetic moments and the transition’s critical tem-
perature Tc depends on the strength, sign, and type of interactions between the
dipoles. In 1928, Heisenberg [13] and Dirac [14] developed the basic concept of
the quantum-mechanical exchange interaction, known now as the Heisenberg ex-
change Hamiltonian.

Let us consider a system of two paramagnetic ions with one unpaired electron
each (Copper ion as an example). We also suppose the ions are fixed with inter-
atomic distance Rab. The Hamiltonian is expressed as :

H = Ha +Hb +Hab Ha =
p2

1
2me
− 1

4πε0

Ze2

r1
Hb =

p2
2

2me
− 1

4πε0

Ze2

r2
(1.8)

Ha,Hb are the Hamiltonians of electrons 1 and 2 in the field of core a and b. The
solutions of the Schrodinger equation are the atomic orbitals φa and φb where :

Haφa(r1) = Eaφa(r1) Hbφb(r2) = Ebφb(r2) (1.9)
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and the interaction HamiltonianHab has the form :

Hab =
1

4πε0
(

Z2e2

Rab
− Ze2

r1b
− Ze2

r2a
+

e2

r12
) (1.10)

The first term corresponds to the Coulomb repulsion of the two ions. The second
and third represent the attractive potential between electron 1 and ion b and elec-
tron 2 and ion a, and the last term is the mutual Coulomb repulsion between the
two electrons 1 and 2. In addition to the atomic orbitals, the wavefunction has

a b

1 2

Rab

r12

r1 r2

e−

Ze+

FIGURE 1.3: Two-center with two electrons system

a spin dependency, which emerges from the Pauli exclusion principle (the anti-
symetrization of many electrons wavefunction). Since the spin-orbit coupling is
small compared to Coulomb interaction, then in our case with two electrons, we
have four states for two spins :

|↑↑〉 |↑↓〉 |↓↑〉 |↓↓〉 (1.11)

Thus, we can make a linear combination based on total spin S and its projection
on the quantization axis Sz. In the case of a singlet state (S = 0), we have the
possible state :

1√
2
(|↑↓〉 − |↓↑〉) (1.12)

and in the case of the triplet state (S = 1), we have

|↑↑〉 ,
1√
2
(|↑↓〉+ |↓↑〉), |↓↓〉 (1.13)

With Sz respectively is (1, 0, -1) if we denote ET and ES the energies of the triplet
and singlets state, respectively, and the difference between those energies is what
determines which parallel alignment is favored (S = 0 or S = 1). And we express
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those energies in the compact form :

ET = C − J ES = C + J (1.14)

where C is the Couloumb energy :

C = ES + ET

2
= 〈φa(r1)φb(r2)|

e2

r12
|φa(r1)φb(r2)〉 (1.15)

and J is the exchange energy :

J =
ES − ET

2
= 〈φa(r1)φb(r2)|

e2

r12
|φa(r2)φb(r1)〉 (1.16)

To construct the spin Hamiltonian that will be used in the following, we must
recall that the electron spin operator satisfies S2 = S(S + 1) = 3

4 then for our case
with two electrons, we have :

S2 = (S1 + S2)
2 =

3
2
+ 2S1 · S2 (1.17)

Since S2 has the eigenvalue S(S + 1) the operator S1 · S2 has the value −3
4 in the

singlet state and 1
4 in the triplet state which gives :

Hspin =
1
4
(ES + 3ET)− (ES − ET)S1 · S2 (1.18)

If we redefine the zero of energies as 1
4(ES + 3ET) then we can write the Heisen-

berg spin Hamiltonian as:

Hspin = JS1 · S2 = (ET − ES)S1 · S2 (1.19)

This Hamiltonian can be generalized for the case of N interacting spins as :

HHeisenberg = ∑
i<j

JijSi · Sj (1.20)

We can observe that depending on the sign of J, the system’s ground state is either
the triplet state or singlet state. This favored state decides whether we have a fer-
romagnetic ordering (parallel spins) or antiferromagnetic ordering (antiparallel
spins) [15, 16].
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1.1.4 Spin-orbit coupling interactions

1.1.4.1 Single ion anisotropy

In the condition of total quenching of angular momentum, which is the case of
solid insulators, we have 〈ψ0| L |ψ0〉 = 0 the spin-orbit perturbationHSO = λL ·S
has no contribution in first-order perturbation theory. However, in the second-
order perturbation theory, there might be an effect regardless of the spin state.

Hani
S = |λ|2 ∑

n

〈0| Lµ |n〉 〈n| Lν |0〉
E0 − En

SµSν = SµΛµνSν (1.21)

Where Λµν is a symmetric second-rank tensor that depends on the ordering of
excited orbitals and crystalline symmetry. This symmetric tensor can be decom-
posed into a scalar, and a traceless symmetric second-rank tensor, the combina-
tion of three eigenvalues of Λµν, corresponds to a trivial constant. For high crys-
talline symmetries (cubic and tetrahedral), the quadratic contribution is null, and
the smallest anisotropic term is on the form [17]:

E cub
ani = K(S4

x + S4
y + S4

z) (1.22)

Another rule is if the local environment possesses mirror planes, the principal
axis must lie in or perpendicular to them.

1.1.4.2 Dzyaloshinskii-Moriya Interaction

Collinear orderings are not the only type of configuration in ferromagnets. In ma-
terials with strong spin-orbit coupling, an interaction emerges that is the Dzyaloshisnkii-
Moriya interaction (DMI) is a crucial ingredient for magnetic chiral textures.

Dzyaloshinskii in 1958 [18] introduced the phenomenological theory to explain
the weak ferromagnetism in some antiferromagnets. The analysis was based on
symmetry arguments since the DMI is an antisymmetric exchange that exists only
when symmetry inversion is lacking. Two years later, Moriya [19] demonstrated
microscopically that the DM interaction arises from the second-order perturba-
tion to spin-orbit coupling (SOC). The DMI has the form:

HDMI = ∑
ij

Dij · Si × Sj (1.23)
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rij

ri rj
Si Sj

⊗Dij

FIGURE 1.4: a DMI generated by indirect exchange for the triangle
composed of two atomic spins and an atom with a strong SOC ,de-

scribing the Fert-Levy model [20] that explains interfacial DMI.

Where we can define Dkl = (ξk − ξ l) and :

iξk = −λ ∑
nl

[ 〈0l0k| Lk |nl0k〉 〈nl0k| ĴSk · Sl |0l0k〉
E0k0l − Enk0l

]
(1.24)

One can clearly see that the interaction vanishes for ξk = ξl. Therefore the exis-
tence relies on the chemical environment of two ions and symmetry considera-
tions. The symmetry of neighboring ions dictates the magnitude and direction of
the vector Dij. Let us consider two fixed spins in points A and B, where point C
is bisecting AB. Thus the symmetry rules on DMI imply that

• If C is a symmetry inversion center then Dij = 0.

• If a mirror plane perpendicular to AB passes through C then Dij ⊥ AB

• If there is a mirror plane passing through A and B then Dij ⊥mirror plane

• If a two-fold rotation axis R is perpendicular to AB through C then Dij ⊥ R

• If there is a n-fold axis (n ≥ 2) along AB then Dij ‖ AB

1.1.5 Exchange mechanisms in insulators

In this subsection, we study the mechanisms, origin, and nature of exchange
interaction in magnetic insulator compounds. The insulating magnetic materi-
als are made of paramagnetic cations (metallic cations) and diamagnetic anions,
which will be called ligands, that constitute the main structure of the crystal.
Within the system, the paramagnetic ions occupy the site with a certain symme-
try. The structure of the ligands determines the electronic structure of the metallic
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Rocksalt structure
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Rutile Structure

FeF2
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Cu2 SeO3O

FIGURE 1.5: Examples of magnetic insulators

cations. Moreover, these diamagnetic ions have a mediating effect regarding the
coupling between spins of paramagnetic cations.

The anions structure, which is called the diamagnetic matrix, determines the
character of the valence shell of paramagnetic ions. Although paramagnetic ions
exhibit their strong magnetic coupling, the magnitude of some coupling cannot
be attributed to only the direct exchange mechanism. Thus, the indirect exchange
mechanism, which involves the cation-anion-cation unit or metal-ligand-metal
unit (M1 − L−M2)[21], plays a significant role. In the following, we’ll consider
the electrons orbitals as localized, with some mixing with diamagnetic ligand
ions orbitals. The zeroth order of ground state configuration will be constituted
of singly occupied orbitals φm of the paramagnetic ions and doubly occupied s, p
valence orbitals of diamagnetic ligand φl. The basis includes empty orbitals φµ, φλ

respectively for metal and ligand orbitals [22]. Three mechanisms govern the in-
direct exchange. The first involves one electron transfer called the direct kinetic
exchange in which the interaction is written as :

Htr = − ∑
m1m2

|tm1m2 |2
U

1
2
(1− 4Sm1 · Sm2) = Cte− ∑

m1m2

−2|tm1m2 |2
U

(Sm1 · Sm2)

(1.25)
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M1 L M2

FIGURE 1.6: Representation of the kinetic exchange interaction that
involve one-electon transfer

where tm1m2 is hopping parameter between m1 and m2 (Fig. 1.6) the singly oc-
cupied (SO) metallic orbitals, U is the on-site Coulomb repulsion that approxi-
mate energy involved in the transfer m1 → m2. The second type of exchange
interaction in magnetic insulators is the polarization exchange in which the spin-
polarization contribution involves a virtual excitation of the electron in SO φm1 to
an empty orbital φµ, along with excitation of an electron from the doubly occu-
pied (DO) orbital φl to φm1 , the effective interaction is written as :

Hpol = − ∑
m1m2lµ

Jm1µ
lm1

(Jm2µ
lm2

)∗

εµ − ε l

1
2
(1− 4Sm1 · Sm2) = Cte− 2 ∑

m1m2

Jpol
e f f (Sm1 · Sm2)

(1.26)
Where εµ − ε l is the energy difference between orbitals. The sign of Jpol

e f f is deter-

mined by Jm1µ
lm1

= 〈φm1φl| H12 |φlφm1〉 and (Jm2µ
lm2

)∗. Predicting the sign of the Jpol
e f f

is not possible without an analysis of relative symmetry of the involved orbitals.
Finally the third type of exchange in magnetic insulators involves two electrons
excitation contribution which is written as :

Hsupeex = Cte + 2 ∑
m1m2

{
∑

l

∣∣Gm1m2
ll

∣∣2
∆E(ll → m1m2)

+ 2 ∑
µ

∣∣Gm1m2
µµ

∣∣2
∆E(µµ→ m1m2)

}
(Sm1 · Sm2)

(1.27)
Where Gm1m2

ll = 〈φm1φm2 | H12 |φlφl〉. This mechanism stabilizes the antiferromag-
netic state.
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M1 L M

m1 m2l

FIGURE 1.7: Representation of the superexchange interaction that
involve two-electron transfer

The first term represents the process of two electrons making a virtual transition
from DO orbitals φl to an adjoining SO orbitals one each φm1 and φm2 , the second
term denotes a virtual transition of two electrons from φm1 and φm2 to a non-
degenerate empty orbital φµ. This mechanism is depicted in Fig.1.7

1.2 Phase transitions in ferroics

1.2.1 Landau theory

The fascinating thing about Landau’s theory is that it gives a good description of
the phase transitions under a few simple assumptions about the order parame-
ter. The free energy of the system completely determines the physics at thermo-
dynamic equilibrium. The free energy F is a functional that must be invariant
under the operations of the symmetry group of the high-temperature disordered
phase. While F is a complex function of the order parameter ϕ (magnetization,
polarization, ...), however, since 〈ϕ〉 = 0 at T > Tc the free energy can be ex-
pressed as a function of local free energy density f (T, ϕ(r)) the simplest form for
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ϕ

f T > Tc

T < Tc

T = Tc

FIGURE 1.8: The Landau free energy density f (T, ϕ) = 1
2 rϕ2 + uϕ4

as a function of order parameter ϕ at T > Tc, T = Tc and T < Tc.

the free energy functional is

F =
∫

dr f (T, ϕ(r)) +
∫

dr
1
2

c(∇ϕ(r))2 (1.28)

Where c is a phenomenological coefficient. f is then expanded in power series of
ϕ, where above Tc we must have 〈ϕ〉 = 0 when h the conjugate field (magnetic
field, electric field ...) is zero. Thus the linear term of the expansion is nil, and the
expansion has the form :

f (T, ϕ) =
1
2

rϕ2 − wϕ3 + uϕ4 + . . . (1.29)

The terms of the above equation must all be invariant under the operation of the
symmetry group of the high-temperature phase, so in most cases, the odd terms
may vanish. The r,w, and u coefficients can, in principle, depend on temperature.
If the expansion is stopped at given power of ϕ, then it should be even with a
positive coefficient to ensure the boundedness of ϕ at the equilibrium state.
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1.2.2 Phase transition in magnetic materials

1.2.2.1 Second order phase transitions

In magnetic materials, the order parameter, as seen in the first section, is mag-
netization. Thus, in such systems, the free energy must be invariant under time
reversal since ϕ changes sign under time reversal. This means that odd terms in
the expansion must vanish, and only the even terms remain in the Landau ex-
pansion of the free energy density. The expansion can be written then (to the 4th
order) as

f (T, ϕ) =
1
2

rϕ2 + uϕ4 (1.30)

Typically, the free energy density contains higher order terms, but it’s acceptable
to approximate the series up to fourth order in the order parameter as long as the
parameter remains small. In order for the system to be thermodynamically stable
(i.e. the order parameter is bounded at the energy minimum), the coefficient of
the highest even power of the parameter must be positive, denoted by u > 0 in
this case. To simplify matters, we assume that u is independent of temperature,
denoted by u(T) = u, and we approximate the temperature dependence of r with
the linear approximation r(T) ' a(T − Tc), where r changes sign at the critical
temperature, Tc. Finally, with these assumptions in place, we minimize f with
respect to ϕ in the presence of the conjugate field h.

∂ f
∂ϕ

= rϕ + 4uϕ3 = h (1.31)

When h = 0 the solutions are

ϕ = 0 T > Tc (1.32)

ϕ = ±
√
−r
4u

= ±
√

a(Tc − T)
4u

T < Tc (1.33)

Thus the mean field theory predicts a second order phase transition with

ϕ ∼ |T − Tc|β β = 1/2 (1.34)
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Where β is called a critical exponent and controls the temperature dependence of
ϕ at vicinity of Tc. From the free energy, one can compute the specific heat as :

Cv = −T
∂2 f
∂T2 =

a2

8u
T T < Tc (1.35)

Cv = 0 T > Tc (1.36)

The last equation gives the specific heat part associated with the ordering estab-
lishment. The total specific heat includes additional analytic components that
originate from degrees of freedom not related to the ordering. As a result, one
should anticipate a smoothly varying background in conjunction with the previ-
ous term. Regarding the susceptibility, we calculate it as follows:

χ =
∂ϕ

∂h
=

1
r

T < Tc (1.37)

χ =
1

2|r| T > Tc (1.38)

The last equation implies that χ ∼ |T − Tc|−γ where γ is the susceptibility ex-
ponent. It’s worth noting that the jump in the specific heat is connected to the
discontinuity in the second derivative of the free energy, which is a distinguish-
ing feature of a second-order phase transition.

1.2.2.2 First-order phase transition

Landau’s theory is applicable for investigating first-order phase transitions as
well. There are two distinct approaches, one for systems that are symmetric under
a change in the sign of the order parameter and one for systems that are not. Since
magnetic systems are studied here, the expansion consists of only even terms.
However, in other ferroic materials (ferroelectrics as example), odd terms may
also be present. In magnetic systems, a first-order phase transition can occur if
the quartic coefficient−u4 is negative. However, since the stability of the solution
necessitates a positive highest-order coefficient, we must extend the expansion to
the sixth order as seen in Fig.1.9.

f (T, ϕ) =
1
2

rϕ2 − u4ϕ4 + u6ϕ6 (1.39)
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ϕ

f
T > To

T < To

T = To

FIGURE 1.9: The Landau free energy density f (T, ϕ) = 1
2 rϕ2 −

u4ϕ4 + u6ϕ6 as a function of order parameter ϕ at T > To, T = To
and T < To.

Where r = a(T − To) and To is a temperature where r changes sign, this temper-
ature is not Tc as we will show next. In this scenario, there is no critical point,
and thus the concept of a critical temperature can be misleading. We proceed with
the analysis of the density of free energy in two steps. We first analyze the be-
havior at T > To. We have convex terms ϕ2 and ϕ6 (trend toward positive value)
and a concave term ϕ4, thus for very high temperature above To there is only
one minimum at ϕ = 0, as the temperature is decreased, local minima arise at
ϕ = ϕo 6= 0 which became the global minima at T < To due to ϕ2 changing sign.
When the temperature surpasses To, the global minimum of the system cannot
change continuously from ϕo to 0. Instead, at a specific temperature T∗, the min-
ima at ϕ = 0 and ϕo will become degenerate, resulting in an abrupt transition
between the two minima depending on whether the system is cooled or heated.
The minimization of free energy density with respect to order parameter yields
the following transition temperature T∗

T∗ = To ±
u2

4
3au6

(1.40)
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and we have

ϕ = 0 T > T∗ (1.41)

ϕ = 0; ϕ = ±

√√√√2u4 ±
√

4u2
4 − 6ru6

6u6
To < T < T∗ (1.42)

ϕ = ±

√√√√2u4 ±
√

4u2
4 − 6ru6

6u6
T < To (1.43)

A further demonstration that the transition is first-order, we can show that the
free energy for this order parameter is continuous at the transition temperature
T∗ but its first derivative is discontinuous, leading to an abrupt change in entropy
which can be reflected as a non zero latent heat.

1.2.3 Phase transition in magnetic systems

For small magnetization M the free energy F is written :

F(T, M) = F0 + a(T)M2 +
b(T)

2
M4 + ... (1.44)

The coefficient b(T) is positive and varies slowly with temperature around the
transition’s critical temperature Tc. On the other hand, the coefficient a(T) changes
its sign with temperature and cancels at Tc. Doing a Taylor expansion around Tc,
yields a(T) = α0(T − Tc), and for T > Tc the minimum of the free energy with
respect to magnetization is achieved for M = 0. However, as T < Tc, the a(T)
coefficient becomes negative, and the new minimum of the free energy is :

∂F
∂M

= 2α0(T − Tc)M + 2bM3 + ... = 0 (1.45)

And the magnetization is non zero as depicted in Fig 1.10 :

M0 = |M0|2 =
α0

b
(Tc − T) (1.46)

The previous behavior is found in ferromagnets, a type of ferroics characterized
by the parallel ordering of dipoles in the same direction. The result total magnetic
moment gives rise to magnetization. Another type of ordering is antiferromag-
netic ordering, where the net magnetization is null even for low temperatures due
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M

F

M0

T > Tc

T < Tc

FIGURE 1.10: The Landau free energy as a function of the magneti-
zation M at T > Tc and T < Tc.

to the anti-parallel arrangement of dipoles. In some other materials, we also find
noncollinear ordering, which depends on the nature of the exchange interactions
between the magnetic dipoles.

1.3 Fundamental magnetic orderings in insulators

Expanding the spins Si in terms of their Fourier components on the lattice yields:

Si =
1√
N

∑
q

eiq·Ri Sq S−q = S∗q (1.47)

This will lead us to define the spin structure factor to characterize different mag-
netic orders.

S(Q) =
1
N ∑

i,j
e−iQ·(Ri−Rj)〈Si · Sj〉 (1.48)

1.3.1 Ferromagnetic order

Before talking about ferromagnetism, there is the paramagnetic phase at high
temperatures, in which the spins of the magnetic ions are disordered due to ther-
mal fluctuations being stronger than the exchange interaction, this disordered
state results in zero net magnetization. For ferromagnets, if we go from high to
low temperatures, the material undergoes a phase transition to the ferromagnetic
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FIGURE 1.11: Spin alignment in ferromagnetic state

state, where we have spontaneous net magnetization below a transition temper-
ature called the Curie temperature Tc. This macroscopic magnetization results
from magnetic dipole moments (spins) lining up in the same direction due to
Heisenberg interaction [23]. For the ferromagnetic state |S(Q)|2 have a single
nonzero value and is attained at Q = 0 corresponding to a uniform polarization
of spins, thus being a signature for ferromagnetic phase.

1.3.2 Antiferromagnetic order

In the antiferromagnetic state, the spins on individual atoms are aligned in an
antiparallel configuration. Each spin cancels its neighbor, so there is zero net
magnetization even at low temperatures. The antiferromagnetic state is ordered
in contrast to the paramagnetic phase, where the spins are disordered. There is a
transition from a high-temperature paramagnetic state to a low-temperature an-
tiferromagnetic phase by passing a critical temperature called Néel temperature
TN [23].

There are several types of antiferromagnetism [24], depending on the relation-
ship between the propagation vector Q and reciprocal lattice vector G. In the
case of the cubic lattice with parameter a, we have A-type antiferromagnetism
attained when Q = [π

a , 0, 0] this type is referred to as layer-area antiferromag-
netism. The C-type antiferromagnetism or the chain-like antiferromagnetism is
attained when Q = [π

a , π
a , 0], and all next neighbor antiferromagnetism or G-type

ferromagnetism is attained for Q = [π
a , π

a , π
a ]. Other types are mixed types of the

aforementioned types, such as the zigzag type E-type.
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Type-A Type-C Type-G Type-E

FIGURE 1.12: Spin alignment in different types of antiferromagnetic
states

1.3.3 Ferrimagnetic order

In the ferrimagnetic state, we have the same order as in the antiferromagnetic
state, where the spins are arranged in an antiparallel ordering. Nonetheless, a
nonzero total magnetization is observed. The magnetization is due to the spin
polarization having a smaller moment than the opposite polarization, or the pop-
ulation ratio of polarization is higher than the opposite one, even with equal mo-
ments. Therefore both states result in macroscopic spontaneous magnetization
even with an antiferromagnetic ordering.

FIGURE 1.13: Spin alignment in a ferrimagnetic state
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Chapter 2

Solitons in magnetic ferroics

2.1 Non-topological solitons in magnetic systems

Let us remind the readers of the formula of the spin structure factor that is used
to characterize different magnetic solitons.

S(Q) =
1
N ∑

i,j
e−iQ·(Ri−Rj)〈Si · Sj〉 (2.1)

2.1.1 Helimagnetic order

Helimagnetism, or spin spiral state, is a form of noncollinear magnetic order
where magnetic moments (spins) are arranged in a helical pattern and have either
a left-handed spiral or a right-handed one, thus breaking the spatial inversion-
symmetry. Helimagnetic order has no macroscopic spontaneous magnetization,
there it may be qualified as a complex form of antiferromagnetic [25]. One must
understand that adding a spontaneous permanent magnetization component to
the spiral modulation creates a new particular helimagnetic order called the con-
ical order. The essential feature of a spin spiral is the direction and periodicity of
spatial modulation, which are defined by the propagation vector qH. In contrast
to antiferromagnets, where there is a relationship between the reciprocal crystal
lattice and propagation vector of the reciprocal magnetic lattice, the helimagnetic
state is a more general state, defined by a nonzero propagation vector qH. How-
ever, adding to previous qH, the conical state also possesses a homogeneous net
component with q = 0. Modulated magnetic order parameter M(r) is written as
:

M(r) = Mqeiq·r + M∗qe−iq·r (2.2)
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Manipulating the helical phase of chiral magnets with electric currents
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(Dated: July 13, 2020)

The competition between the ferromagnetic exchange interaction and anti-symmetric Dzyaloshinskii-Moriya
interaction can stabilize a helical phase or support the formation of skyrmions. While skyrmions and lattices of
such are widely studied and known to be manipulable by electric currents, the structurally less complex helical
phase is stronger pinned by defects. In thin films of chiral magnets, however, the current density can be large
enough to unpin the helical phase and reveal its fascinating dynamics. We theoretically study the dynamics of the
helical phase under spin-transfer torques that reveal distinct orientation processes, driven by topological defects
in the bulk or induced by edges, and instabilities at larger currents. Our experiments confirm the possibility of
on-demand switching the helix orientation by current pulses. Finally, we propose a novel design for memory
devices that exploits the orientation of the helical phase as new order parameter.

INTRODUCTION

In magnetic metals, the magnetization acts on the conduc-
tion electrons as a local magnetic field and induces a spin-
polarization. When a current is induced, this coupling has
consequences for both the electrons and the magnetization
beyond the anomalous Hall effect: On the one hand, the
spin of the conduction electron locally adapts to the magne-
tization which can lead to fascinating phenomena such as a
topological Hall effect from picking up a real-space Berry
phase1 or an anisotropic magneto-resistance which reflects the
anisotropic magnetic order. On the other hand, the magnetiza-
tion can be spatially inhomogeneous and experiences a spin-
transfer torque (STT) due to the local reorientation of the spin-
polarized current2,3. This electrical control of magnetic states
is interesting for both fundamental research and potential ap-
plications.4 For example, it is exploited in commercially avail-
able STT-MRAM devices5 and can be used to move magnetic
domain walls6,7 which might lead to shift register memory de-
vices.8

More recently, magnetic skyrmions can be stabilized in
chiral magnets9–11 and arouse great interest because of their
nanometer size,12,13 non-trivial realspace topology,14,15 and
high mobility16–19 which is interesting for various applica-
tions.20,21 In simple chiral ferromagnets like FeGe, spin-orbit
coupling induces an antisymmetric Dzyaloshinskii-Moriya
exchange interaction22,23 which can stabilize skyrmion lattices
at certain magnetic fields and temperatures. However, the pre-
dominant magnetic phase below the Curie temperature is not a
skyrmion lattice but a topologically trivial (multidomain) he-
lical phase.24–26 Figure 1 shows how the magnetization in the
helical phase winds in the plane perpendicular to the q-vector,
which defines the orientation of the phase. When applying
a magnetic field, q and the orientation of the helical phase
can be rotated.27 When applying an electric current, in turn,
the helical phase and its orientation usually stay pinned. The
reason is that, in contrast to the easily manipulable skyrmion
lattice, the helical phase features one extra translation invari-
ant direction perpendicular to its q-vector. In this direction
the helical phase is softer against deformations28 which leads

helical modulation

conical modulation

Fig. 1: Schematic drawing of helical and conical magnetization
textures. In the helical phase, the magnetization rotates in the plane
perpendicular to the q-vector. Spin-transfer torques drive the helical
state out of equilibrium into a conical state where the magnetization
tilts towards the q-axis.

to stronger pinning at defects29,30 such that very high current
densities are required for depinning. So far, studies of the dy-
namics were limited to the time-reversal symmetry breaking
effect of the current, which induces a finite cone angle31,32

sinφ ∝ j · q̂ , (1)

schematically shown in Figure 1, irrespective of whether the
helix is pinned or mobile.

In this paper, we study the current-induced dynamics and
collapse of the moving helical phase in chiral magnets. Our
large-scale numerical simulations reveal a defect-driven tran-
sition from a multidomain to single domain helical phase with
q || j deep in the bulk which can be understood from simple
analytical arguments. In turn, at one edge, a new single do-
main helical phase with q ⊥ j enters the system because of
the sliding motion. As we show by detailed analytical and nu-
merical calculations, the stability of the helical phase depends
on its orientation relative to the current q · j which results
in a various stability related effects, including that the phase
with q ⊥ j is inherently unstable. Our experiments confirm
the current-induced reorientation in a thin specimen of FeGe.
We propose that this orientation process could be exploited
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FIGURE 2.1: Spin alignment in a helical and conical states adapted
from [26]

Where r is a real space variable, and Mq is a complex vector defining the spin
spiral plane as :

Mq =
M0

2
(u + iηv)eiϕ (2.3)

M0 is the amplitude of magnetic moments, u and v are unit vectors defining the
spiral plane, η = ±1 is helicity of the spiral (left-handed or right-handed), and
ϕ is the phase of modulation at r = 0. There are different mechanisms for heli-
cal states in ferromagnetic or ferroic in general. For example, in centrosymmetric
systems where the non-collinear exchange (DMI) vanishes for symmetry reasons,
in metals, for instance, it can be related to RKKY interactions [27, 28, 29], or frus-
trated magnetism since we are dealing with ferroics. The main ingredient of spin
spiral in centrosymmetric systems is magnetic frustration. The competition be-
tween a ferromagnetic nearest-neighbor JFM interaction and antiferromagnetic
next nearest-neighbor JAF may lead in some conditions in creating a spin spiral
with a spin modulation q = arccos(−JFM/4JAF)/a. This type of spiral state is
found in various systems such as metallic iron phosphide FeP [30] and in trian-
gular lattices such as CuFeO2 [31]. On the other hand, in non-centrosymmetric
systems, the existence of relevant DMI leads to a spin spiral with modulation
q = arctan(−D/J)/a where a the lattice constant and D, J DMI and Heisenberg
exchange respectively. This type of mechanism that creates the helical states is
found to exist within B20 magnets such as manganese monosilicide MnSi [32],
iron germanide FeGe [33], or in multiferroic Cu2OSeO3 [2] as well as other mul-
tiferroic materials such as perovskite structure BiFeO3 [34, 35, 36].
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2.1.2 Spirals spin liquids

Spin liquids are excellent illustrations of unusual phases of matter in which quan-
tum phenomena and many-body effects interact to create new emergent proper-
ties. They emerge in systems with competing interactions leading to frustration.
It has been previously studied in pyrochlore lattices and Kagome lattices. How-
ever, a less explored possibility of achieving a macroscopic classical ground state
degeneracy is via spiral spin liquids.

Spiral spin liquids are correlated paramagnetic phase with degenerate propaga-
tion vectors that form a continuous ring in reciprocal magnetic space (q-space)
in case of 2D spiral spin liquids or a continuous 2D surface in q-space for 3D
spin liquids. In general, the spin liquids arise in frustrated magnetic systems
[37] such as antiferromagnetic Kagome lattices like Li9Fe3(P2O7)3(PO4)2 [38], the
frustration in most systems is geometrical leading to interactions that cannot be
simultaneously satisfied, this results in cooperative spin fluctuations [39, 40, 41].
The other types of systems are the ones where competition between interactions
may give rise to new phases regardless of the geometry of lattice structure, like
in bipartite magnets [42] and even in ferromagnets as long as the competition
between interactions allows it [43].

This section will explore the possibility of having spiral spin liquids in chiral
cubic magnets such as Cu2OSeO3. We first start from the Ginzburg-Landau func-
tional of chiral magnets. As a starting point, the free energy is expanded in terms
of a slow-varying spin density S(r) [44]

F (r) = J ((∇Sx)
2 + (∇Sy)

2 + (∇Sz)
2) +DS · (∇× S) + FAni (2.4)

Where the first term is the Heisenberg exchange and the second is the Dzyaloshinskii-
Moriya interaction, for the rest, we will neglect the anisotropy terms of the free
energy functional, this is the case of systems with small anisotropy like our sys-
tem. We can develop a theory of the spin structure that minimizes the free energy
F − FAni. Let us consider the variational spin structure for a given q

S(r) =
1√
2
(Sqeiq·r + S−qe−iq·r) S−q = S∗q (2.5)
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Where Sq is the Fourier vector component of spin density, this changes the free
energy functional (2.4) into

F (r)− FAni = J |q|2Sq · S−q + iDS−q · (q× Sq) (2.6)

The ground state configuration minimizing the previous functional is to figure
out once the complex vector Sq is decomposed into a pair of real vectors aq and
bq where:

Sq = aq + ibq (2.7)

This transform the DMI part into

FDM = 2Dq · (aq × bq) (2.8)

Given that the spin norm is fixed (normalized spin) we have S2
q = a2

q + b2
q we

can only manipulate the relative size and direction of aq and bq to one another
in order the optimize the gain from DMI term. The most favorable configuration
is obtained when they mutually orthogonal aq ⊥ bq and |aq|2 = |bq|2 (circular
helix). For a positive DMI term (D > 0) the FDM is negative if q · (aq × bq) < 0.
Thus the two terms of the free energy become

J (|q|2 − 2κ|q|) κ =
D
J (2.9)

Minimizing the previous energy term with respect to a non zero |q| yields the
following equation

|qmin| = |qH| =
D
J (2.10)

The spiral wavevector length is therefore fixed by the ratio of the DM energy
and the exchange energy. However, the previous equation has no information
about the preference for a direction for the spin spiral since all the other terms
in the free energy are invariant under the simultaneous O(3) rotation (rotations
in three-dimensional space R3) of spin and space. Henceforth, we have a spiral
manifold or the spiral surface, and in the case of 2D systems, we have a spiral
ring that characterizes the spiral spin liquid phase where there are infinite de-
generate spiral states with the same wavevector length. In conclusion, the spin
structure minimizing the free energy of equation (2.6) (in presence of a small or
a nil anisotropy) for positive values of the DM energy is the spin spiral structure
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(a)

>

>

(b)

>

>

(c)

…
(d)

Figure 2.4: (a, b) Pair of Néel π-walls under a perpendicular applied eld with xed
sense of rotation where (b) shows the stereographic projection onto the unit circle, S1.
The magnetization rotates in two-dimensional space from θ = 0, to π, then from π to
2π, which results in a winding number n = 1, and thus a topologically nontrivial spin
texture with respect to the easy plane (soliton-soliton pair). In this case, the domain of
down-magnetization in the middle can be reduced in size by a magnetic eld applied
along +z. (c, d) Pair of Néel π-walls at zero applied eld with two dierent senses
of rotation where (c) shows the stereographic projection onto the unit circle, S1. The
magnetization rotates in two-dimensional space from θ = 0, to π, then from π to 0,
which yields a vanishing winding number, n = 0, associated with a topologically trivial
state (soliton-antisoliton pair). In this case, applying a magnetic eld along +z tends
to destroy the walls and results in a single uniformly magnetized state along the eld
direction.

2.2.3 Winding number and topology

We now consider two π-walls, separating three magnetic domains. In the previously

considered planar spin model, the spins are arranged along a one-dimensional chain

and rotate strictly into the easy plane, such that θ(x) describes the magnetization. The

order-parameter space is the unit circle, S1. In this conguration where θ(x→ ±∞) = 0,

the one-dimensional physical space, R1, is topologically equivalent to S1, and we have

the map f : S1
→ S1, which may be classied by the homotopy class π1(S1) =Z. Topo-

logically distinct congurations are then dened by howmany times the magnetization

FIGURE 2.2: Spin Chain alignment with winding number w = 1

with a chirality (helicity) determined by the DMI, the period is defined as :

λH = 2π
J
D (2.11)

2.2 Topological defects - Topological solitons

2.2.1 Topology in spin textures

Prior to discussing the topological defects, we will discuss how a mathematical
field intervenes in characterizing spin textures in magnetic systems. Let us con-
sider a one-dimensional spin chain that rotates strictly into the easy plane, such
that the tilt angle θ(x) describes the magnetization. The order-parameter space is
the unit circle (the 1-sphere) S1. Suppose that θ(x → ±∞) = 0° where the zero
angle is perpendicular to the x-axis. In this configuration, the space R is topologi-
cally equivalent to the 1-sphere S1, and we have the continuous map f : S1 → S1,
the homotopy class may classify this homotopy denoted π1(S

1) = Z. Therefore
topologically distinct configurations are then classified by how many times the
magnetization wraps around the 1-sphere (unit circle), which coincides with the
degree of the map f , that is equal to the winding number w [45]. We depict a spin
chain alignment with w = 1 in Fig.2.2. The winding number is defined as follow:

deg f = w =
1

2π

∫ +∞

−∞

∂θ

∂x
dx (2.12)

In real systems, the configuration space is not the 1-sphere. It is the 3D real space
R3, which can be identified with stereographic projection with S3 in the same way
2D configuration space can be identified with the 2-sphere S2. In this case, there
are no one-dimensional nontrivial configurations since π1(S

2) = 0, nonetheless,
2D solitons with nontrivial topology are possible since π2(S

2) = Z (the definition
of πn(M) is in the appendix A).
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2.2.2 Magnetic skyrmions

The concept of a skyrmion was first proposed by T. Skyrme in 1962 in the con-
text of particle physics to describe a solution of the non-linear field in the con-
text of dense nuclear matter [46]. Thereafter the idea of skyrmions has been
found in various condensed matter systems, such as liquid crystals, quantum
hall systems, and magnetic materials, which initiated a new wave in spintron-
ics called the skyrmioncs. In 1989 Bogdanov’s pioneering theoretical work [1,
47] showed the possibility of the existence of a stable "vortex" state in magnetic
systems in materials with specific crystal structures, which reinitiated the quest
for magnetic skyrmions. Further works showed that DMI might be the prin-
cipal mechanism that stabilizes the magnetic skyrmions, which were theoreti-
cally predicted in 2006 [48] and eventually found in 2009 with small angle neu-
tron scattering with the sixfold pattern signature of the skyrmion lattice phase
in chiral helimagnet MnSi [49] and a year later using the Lorentz transmission
electron microscopy [50]. The Lorentz transmission electron microscopy also
leads to the observation of skyrmion in Fe1−xCoxSi [51]. In the following few
years, magnetic skyrmions were found in the B20 magnets family with the chiral
noncentrosymmetric space group P213, and Cu2OSeO3 [2] where we find Bloch
type skyrmions and also in other noncentrosymmetric materials where DMI ex-
ists and tends to stabilize skyrmions in the presence of thermal fluctuations as
the lacunar spinel GaV4S8 [52] with Néel type skyrmions depicted in Fig.2.3.
Since then, magnetic skyrmions were also found in centrosymmetric materials
even with vanishing DMI, and magnetic frustration plays a significant role in
the stability of skyrmions. Magnetic skyrmions were also found in thin films
such as FeGe [53], in Co/Ru(001) monolayer as isolated skyrmions [54], in ul-
trathin Pt/Co/MgO nanostructures [55], and even at room-temperature in the
ultrathin ferromagnetic Pt/Co/Ta [56]. In such systems, interfacial DMI is the
origin of the stabilization of skyrmions in magnetic multilayers. Recent progress
has also been made with room-temperature stabilized isolated antiferromagnetic
skyrmions with radiuses smaller than 10 nm in synthetic antiferromagnets [57].
Information technology has become increasingly relevant in our everyday lives,
leading to the demand for energy-efficient data storage and manipulation. New
spintronic proposals, such as racetrack memory [59] and topological matter, have
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(a) Hedgehog-type skyrmion

(c) Neel-type skyrmion (b) Bloch-type skyrmion

: Stereo projection

: Rotation (z-axis)

Fig. 8.1 a Hedgehog-type skyrmion originally proposed by Tony Skyrme in early 1960s. b Bloch-
type skyrmion with magnetizations rotating within a plane normal to the radial direction. c Neel-type
skyrmion with magnetizations rotating within a plane parallel to the radial direction. These three
types of skyrmions are mutually related via a stereo projection and a rotation with respect to the z
axis

(Fig. 8.1a). About 30 years later, Bogdanov and his coworkers theoretically predicted
realization of these conceptual objects in magnets as textures of magnetizations [10,
11]. They proposed that the magnetic skyrmions can emerge in magnets with spatial
inversion asymmetry as vortex-like (Fig. 8.1b) or fountain-like (Fig. 8.1c) magnetic
textures. These magnetic textures can be reproduced by a stereo projection of the
original hedgehog-type skyrmion onto a two-dimensional plane. This theoretical pre-
diction was indeed confirmed by experimental discoveries of magnetic skyrmions
in B20-type alloys [12–14]. In 2009, a small-angle neutron scattering experiment
reported a discovery of skyrmion crystals in which numerous magnetic skyrmions
are crystallized into a hexagonal form in a chiral-lattice magnet MnSi [12]. In 2010,
a Lorentz transmission electron microscopy reported an observation of real-space
images of skyrmion crystals in Fe1−x Cox Si [13]. This experiment also revealed that
magnetic skyrmions emerge not only as the crystallized form but also as isolated
defects in the ferromagnetic phase. Subsequently, the magnetic skyrmions have
been discovered in various magnetic systems such as other chiral-lattice magnets
(FeGe [14], Cu2OSeO3 [15], and βMn-type Co-Mn-Zn alloys [16]), polar magnets
(GaV4S8 [17], GaV4Se8 [18, 19], Mn1.4Pt0.9Pd0.1Sn [20], VOSe2O5 [21]), and mag-
netic heterostructures [3, 22–24].

FIGURE 2.3: Spin alignment in a (b) Bloch type skyrmion and (c)
Néel type skyrmion and (a) their stereographic projections adapted

from [58]

been proposed and may become relevant shortly. Racetrack memory is a quasi-
one-dimensional setup that is tackable, allowing for three-dimensional data stor-
age with drastically increased bit densities. Topological defects are also an as-
piring research field, with magnetic skyrmion being the most prominent exam-
ple. Magnetic skyrmions were found to be a reliable building block for various
devices such as low-power memory devices such as racetrack memory devices
[60, 61], neuromorphic computing, and logic gates [62]. Its topological protec-
tion gives it enormous stability even at small sizes, which makes it a promising
data storage device. Skyrmions are potential information carriers in future data
storage devices, such as racetrack nanodevices. They can be easily manipulated
with external stimuli such as electrical currents, including the writing, deleting,
and moving of single skyrmions[63, 64]. Since skyrmions are topological entities,
they come with their emergent electrodynamics, such as the topological Hall ef-
fect [65, 66] and the skyrmion Hall effect [67, 68], which is beneficial for detecting
of skyrmions, may however also lead to pinning or data loss in the case of an
applied current because of the drifting to the edge of the racetrack, thus the lack
of prototype of a skyrmion-based spintronic device nowadays.



34 Chapter 2. Solitons in magnetic ferroics

A magnetic skyrmion is a localized spin configuration where the spins or mag-
netic dipoles whirl to form a 2D non-trivial topology. The magnetic skyrmions are
characterized by a topological charge (Pontryagin charge) or the winding number
and are calculated as:

Qsk =
1

4π

∫∫
s · ( ∂s

∂x
× ∂s

∂y
)dxdy s =

S
|S| (2.13)

Geometrically, the integrand is the solid angle spanned by s when one moves all
spins to the Bloch sphere center in the spin space. Thus,Qsk measures how many
times the vector s wraps the unit Bloch sphere, the topological charge defined in
the previous integral expression corresponds to the number of times unit sphere
S2. The prior definition of skyrmion number or winding number is applied for
continuous models. In 1981 Berg and Lüscher developed a method to calculate
the topological charge in lattice-based systems [69] (atomistic spin dynamics),
such as the generalized Heisenberg model that we will explore in the next chap-
ter. The topological charge is given by the sum over an ensemble of elementary
signed triangles constituted of spins q∆ where the sign is related to chosen orien-
tation (we chose here anticlockwise) as seen in Fig.2.4, and the topological charge
Qsk is calculated with :

Qsk =
1

4π ∑
∆ijk

q∆ (2.14)

where

q∆ijk = 2 arctan
(

Si · (Sj × Sk)

1 + Si · Sj + Sj · Sk + Sk · Si

)
(2.15)

A topologically trivial configuration is characterized with Qsk = 0, and for ex-
ample, in the case of Cu2OSeO3 (CSO), the field polarized phase, helical phase,
and conical phase are all characterized with a zero skyrmion number. The trans-
formation of one structure with a defined topological charge into another with
the same topological charge can happen continuously. However, it is impossible
to continuously pass between two states with different topological charges (with
a homotopy). Therefore the robustness of skyrmions regarding mechanical defor-
mations (continuous transformations). Hence, the only way to go from a trivial
state with Qsk = 0 to a skyrmion state with Qsk > 0 is with a discontinuous
transformation. One can think of a trivial state as a pot made of clay. Going from
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FIGURE 2.4: Lattice scheme for computing the topological charge.
(a) Two signed triangles, q124 and q143 , make up the unit cell. (b)

Alternative definition of the signed triangles

a bowl to a vase without a handle requires only molding the clay, which is a con-
tinuous transformation. However, making a mug with a handle requires adding
more clay on top or poking a hole, which are not continuous transformations.

Isolated skyrmions are generally hard to stabilize, so in most bulk systems, skyrmions
form a phase called the skyrmions lattice phase (SkL). Where they are arranged
in a 2D hexagonal lattice, for example, in CSO, our target material, the phase
diagram has a small pocket of temperature and magnetic field in which the SkL
phase is stable. as depicted in Fig.2.5. This SkL is made from Bloch-type skyrmions
due to chirality induced by DMI. However, in multilayer heterostructures, in-
version symmetry can also be broken at interfaces of thin film ferromagnets and
heavy metal bilayers, where strong spin-orbit coupling generates interfacial DMI.
These stacks host Néel type skyrmions and are known to be stabilized even above
room temperature with sizes that are bigger than in bulk (50-250 nm), but mini-
mizing the size to only a few nanometers is also possible with the cost of reducing
the temperature of stabilization to cryogenic levels.

In contrast to ferromagnetic skyrmions, skyrmions having mutually reversible
spins can be combined to form antiferromagnetic skyrmions[57, 71]. They are
distinguished by a vanishing topological charge as a result. However, in this
instance, the sub-skyrmions are not spatially separated but somewhat entangled.
This results in the local disappearance of the magnetization density, and the mag-
netization can be replaced by the Néel order parameter, which is the primary
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state are made up of ferrimagnetic clusters instead of individual
spins.

II. METHODS

Polycrystalline samples of Cu2OSeO3 were synthesized as
described previously.9 The same polycrystalline powder was also
used for the growth of single crystals by the chemical vapour trans-
port technique following the procedure described in Ref. 4.

DC magnetisation measurements were performed using
SQUID magnetometry, in a Quantum Design MPMS. AC suscep-
tibility measurements were performed on the same instrument at an
excitation frequency of 10 Hz with an amplitude of 0.1 mT.

Neutron powder and single crystal diffraction experiments
were performed on the time-of-ight long-wavelength neutron
diffractometer WISH15 at the ISIS Facility of the Rutherford Apple-
ton Laboratory (UK) to determine the crystal and magnetic struc-
tures. The WISH detector system consists of pixelated 3He gas
tubes covering scattering angles from 2Θ = 10○ to 2Θ = 170○ in
the plane and ± 12.8○ out of the plane. Powder diffraction pat-
terns are measured at xed scattering angles 2Θ as a function of
the time-of-ight (which is related to d-spacing). The highest res-
olution is offered at large scattering angles which require longer
wavelength neutrons. This, however, limits the highest observable
d-spacing. For measuring powder diffraction patterns, we thus con-
sider two detector banks, at 2Θ = 27○ and 2Θ = 58○. For single
crystal diffraction patterns we restricted the neutron wavelength
to 8.2 ± 0.2 Å to observe the 01̄1⌞ Bragg peak and its magnetic
satellites.

Data reduction, analysis, and simulation of single crystal
diffraction patterns was done using the Mantid software.16 Rietveld
renement of powder diffraction data was undertaken using the
FullProf suite of programs.17

III. RESULTS AND DISCUSSION

A. Magnetisation

AC susceptibility measurements have proven powerful in
determining the presence and location of the SL.18,19 Figure 1(a)
shows the real part χ′ of the AC susceptibility from measurements
on Cu2OSeO3 with the magnetic eld μ0H applied along the [111]

direction. The SL is identied as a decrease in χ
′ relative to the sur-

rounding C phase. It is located in the range 12 ≤ μ0H ≤ 30 mT and
55.75 ≤ T ≤ 58 K in agreement with previous observations.4,11

The inverse (DC) susceptibility 1/χ presented in Figure 1(b)
conrms a critical temperature Tc ≈ 59 K. Above Tc, however, the
temperature dependence of 1/χ does not agree with the earlier report
by Bos et al.:9 in the PM phase, we observe a negative curvature
(noted in an early paper by Kohn8), instead of a linear increase
with temperature as observed for ferromagnets and antiferromag-
nets. This dependence is characteristic of ferrimagnets,20 and is par-
ticularly clear with the log-log scale used here. Magnetisation mea-
surements in the PM phase thus indicate a ferrimagnetic alignment
of spins.

B. Single crystal diffraction

For single crystal diffraction the sample was also mounted with
the applied eld along the [111] direction. Data measured around
the 01̄1⌞ Bragg peak (yellow dot) is presented in Figure 2. The
structural peak is removed by subtracting the structural diffraction
pattern measured in zero eld in the PM phase, thus showing only
magnetic peaks. The technique is distinct from SANS, where the
scattering around the transmitted neutron beam is investigated. The
operating principle of our single crystal neutron diffraction is more
similar to resonant elastic x-ray scattering,21,22 in that periodically
modulated spin textures are observed as satellite peaks around a
structural Bragg reection. As resonant elastic x-ray scattering relies
on matching the photon energy (and thus wavelength) to a x-ray
absorption edge, only the (001) peak of Cu2OSeO3 is accessible at
the Cu L3 edge (in many other skyrmion hosts, such as FeGe or
MnSi, no Bragg peaks are accessible at all).22 Single crystal neutron
diffraction has the advantage of allowing access to a wide range of
structural diffraction peaks, such as the 01̄1⌞ peak considered here.
It furthermore allows distinguishing helices and cones as detailed
below.

At 50 K, in the absence of an applied magnetic eld [Fig. 2(a)],
satellite peaks (green dots) oriented along {100} directions are
observed as expected in the H phase:11,12 Two peaks observed to
the left and right of the Bragg peak correspond to the (100) direc-
tion. Two peaks above and below the Bragg peak correspond to
the (010) and (001) directions (these satellites coincide due to the
orientation of the sample in the instrument). We extract a helical

FIG. 1. (a) AC susceptibility mapping of the phase dia-
gram of Cu2OSeO3 for H ∥ [111]. The black dot indi-
cates where the single crystal diffraction data in Figure 2(e)
was measured. (b) Inverse susceptibility as a function of
temperature.
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1.1. Magnetism

applied eld enlarges. As the applied eld increases, the pitch vector q gets aligned with

the applied eld direction and spins start to tilt to the eld directions as well. This is the

conical phase. When temperature T is increased to right below TC, Bloch-type skyrmions are

stabilized in chiral magnets via thermal uctuation [36]. Their textures change with chirality

as well and their planes are perpendicular to the magnetic eld. In chiral magnets, the very

rst experimentally discovered skyrmion lattices (SkL) was a hexagonal lattices [36] shown in

Fig. 1.1 (e). Under this circumstance, there are three pitch vectors q1, q2, and q3 in the SkL

plane.

Figure 1.1 – Illustration of the non-collinear states with different chiralities. (a) Helical

phase. (b) Chiral soliton phase. (c) Conical phase. (d) Single Bloch-type skyrmions. (e) Bloch-

type skyrmion lattice. LH represents the left-handed chirality. RH represents the right handed

one. q, q1, q2, and q3 represent pitch vectors. µ0H indicates the applied eld.

There are parameters describing the topological properties of skyrmions, such as helicity and

skyrmion number. Helicity constant γsk is related to the chirality, e.g. γsk is ±
π

2
for Bloch-type

9

FIGURE 2.5: Schematic phase diagrams of chiral magnet CSO
adapted from [70] Where C : Conical , H: Helical , SL : Skyrmion
Lattice (SkL in the text) and FP: Field Polarized, and illustration of a

Bloch type skyrmion lattice

order parameter for antiferromagnets [72]. From a topological perspective, anti-
ferromagnetic skyrmions are still skyrmions, but their dynamics differ from those
of their ferromagnetic counterparts. The skyrmion Hall effect does not exist for
this type of skyrmions [73]. However, the two subsystem that makes the anti-
ferromagnetic skyrmions are strongly coupled, which do not allow for deforma-
tion due to a pairwise opposing transverse motion by the other sub-skyrmion
lattice. Nonetheless, antiferromagnetic skyrmions can be propelled much faster
by currents compared to conventional skyrmions [74], which gives them the ad-
vantage of being the ideal carriers of information for data storage devices [75].
Furthermore, in contrast to the previously mentioned conventional skyrmions,
AF skyrmions exhibit no stray field, which allows for higher stacking densities in
stacking 1D racetracks upon building the three-dimensional storage devices. The
same can also be said about ferrimagnetic skyrmions that inherit the favorable
emergent electrodynamics of antiferromagnetic skyrmions. It consists of two cou-
pled subskyrmions with mutually reversed spins with different magnitudes on
the two sublattices leading to an uncompensated magnetization. The existence of
a nonzero magnetization allows the detection by X-ray imaging of ferrimagnetic
skyrmions in GdFeCo films [76].
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FIGURE 2.6: Some topologically nontrivial configurations where we
can see difference between Néel skyrmion withQsk = 1 and vortices

, merons and antimerons with Qsk = ± 1
2 adapted from [77]

2.2.3 Vortices and merons

While there is ongoing research for improving the applicability of magnetic skyrmions
in spintronic devices, several alternative topological nano-objects have been pre-
dicted and observed during the last few years [78]. Emergent stable topolog-
ical structures are ubiquitous in condensed matter. The previously mentioned
skyrmions are the most prominent example. However, if one splits a skyrmion
into two halves, we obtain a meron and an antimeron. Similarly to skyrmions,
meron crystals have been predicted to exist in quantum Hall ferromagnets [79],
as well as in bilayer graphene [80]. Recently have been observed in planar α-
Fe2O3/Co heterostructure [81] where they identified magnetic vortices as merons.
In the bulk skyrmion host chiral magnet Co8Zn9Mn3[82], they were observed as
a distinct phase from the SkL, and also found as merons pairs created in continu-
ous permalloy film by local vortex imprinting from a Co disk [83]. Vortexes were
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Q=+1 Q=-1

Fig. 3.47: Schematic view of dipoles congurations showing ideal hedgehogs of charges Q =
+1 (source-like) and Q = −1 (sink-like).

phase. Topological defects carry an integer topological charge referred to as the winding

number, which indicates how many times one meets all possible orientations of the vector

eld while moving along an oriented closed surface enclosing the defect core [271]. Adopting

this topological approach, we thus exchange order for disorder as a probe of the relaxor

behavior. We believe that by doing so, at least part of the current complexity is reducible

while the gained information is not.

In order to assign a topological charge within each of the unit cells composing the super-

cell, we follow Ref. [272–274] and rst introduce an auxiliary variable, the gauge potential

Aij between any pair of neighboring sites with normalized local modes ui, uj . This is de-

ned by introducing an arbitrary reference unit vector u⋆ and forming the spherical triangle

(u⋆,ui,uj). The edges of the spherical triangle are segments of great circles, and if the

solid angle subtended by this spherical triangle is denoted by Ω [u⋆,ui,uj ], then the explicit

expression for half its area, Aij is

eiAij = e(i/2)Ω[u⋆,ui,uj ] =
1 + u⋆.ui + u⋆.uj + ui.uj + iu⋆.(ui × uj)

√

2(1 + u⋆.ui)(1 + u⋆.uj)(1 + ui.uj)
(3.30)

In practice u⋆ = (0, 0, 1), but a dierent choice of the reference vector u
′

⋆
merely amounts

to a gauge transformation of A: Aij → Aij + χi − χj , where χi = (1/2)Ω [u⋆,u
′

⋆
,uj ]. Thus

gauge invariant quantities are independent of the choice of the reference vector. A ux F

∈ (−π,π] is then dened on every face bounded by the sites (i, j, k, l, i):

eiF = ei(Aij+Ajk+Akl+Ali) (3.31)

F is gauge invariant and hence independent of the choice of the reference unit vector u⋆.

The hedgehog topological charge Q enclosed by the unit cube corresponds to the ux out of

FIGURE 2.7: Schematic view of spin configurations showing ideal
hedgehogs of charges Q = +1 (source-like) and Q = −1 (sink-like)

also have been proven to exist within 2D magnet CrCl3 and other Cr-trihalides
CrX3. [84].

Vortices (or antivortices) and merons can be characterized using the same previ-
ous skyrmion number. The main difference is that vortices/merons have half-
integer skyrmion numbers. The simplest vortex or meron haveQsk = ±1

2 as seen
in Fig.2.6.

Geometrically, this half-integer skyrmion number is because the spins can only
map a hemisphere when making an inverse stereographic projection. We have
different types of vortices depending on the charge. The type can be extracted
from polar angle Θ and azimuthal angle Φ of the spins where r, φ radial and
angular coordinates in R2 [77].

Θ(r) =
π

2
(1− pe−r/R) Φ(φ) = cφ + ∆Φ (2.16)

c takes integer values, and measures how many turns the spin does around the
vortex center (pole). It also measures the chirality of the vortex. p = ±1 denotes
the polarity of the vortex or the spin direction at the pole p = 1 for a spin up and
p = −1 for a spin down, and the charge is calculated as Qsk =

1
2 cp.

2.2.4 Hedgehogs/Antihedgehogs (Point defects)

In contrast to skyrmions and vortices, which are 2D defects, hedgehogs are topo-
logical point defects whose dimensionality depends on the system dimension.
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The hedgehogs/antihedgehogs as as seen in Fig.2.7, are generated by strong di-
rectional fluctuations and thus positioned at the junctions of differently ordered
regions, at isolated points, where the order changes discontinuously and is thus
ill-defined. Hedgehogs can be seen as reminiscent of the disordered phase and
were studied in many ferroic systems such as Heisenberg ferromagnets [85, 86],
2D Heisenberg antiferromagnets [87], relaxor ferroelectrics [88], and are found to
be valuable in 2D systems that are approximated by XY model (same as Heisen-
berg model but the spins rotations are restricted to the 2D plane). Since the
Berezinskii–Kosterlitz–Thouless transition(BKT)1[89, 90] involve 2D Hedgehogs-
antihedghog pairs (which coincide at this dimensionality with vortices and an-
tivortices) at low temperatures to unpaired vortices and antivortices.

2.2.5 Hopfions

So far, we have seen point defects (0D solitons), vortices, and skyrmions (2D soli-
tons). The question is whether there are 3D solitons. The existence of stable 3D
topological defects is a complex problem. It is known that there are no stable 3D
solitons in the Heisenberg model [91]. However, this is only valuable for infi-
nite systems, and adding DMI to the picture makes stable 3D solitons possible.
The existence of 3D topological solitons has been proposed by Fadeev [92] as
the limit of the Skyrme model. These topological defects are known as Faddeev-
Hopf knots [93], better known as Hopfions, and are characterized by topological
invariant called Hopf charge H, that classify those solitons with respect to the
linking number of knots. Recently magnetic hopfions were predicted in a finite-
size noncentrosymmetric magnetic system with DMI and perpendicular inter-
facial anisotropy or with relevant higher-order exchange interactions. The first
statically stable magnetic hopfions have been reported by Bogolubsky [94] where
an isotropic micromagnetic model possessing O(3) symmetry with higher-order
derivatives of the magnetization has been used. The hopfion solutions in this
model are stable at zero applied fields when the system’s ground state is a ferro-
magnetic state.

The hopfions are non-homeomorphic maps from R3 ∪ {∞} to S2, the Hopf index
differs from the skyrmion number, one can see hopfions as skyrmion tube twisted
one complete revolution and where both ends are attached, we define the Hopf

1Work on the transition led to the 2016 Nobel Prize in physics
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(a) (b)

(c)

(d)

Bloch Néel Bloch

Néel

Fig. 14.13 a, b Midplane cross-sections in the xy-plane (the upper panel) and the xz-plane (the
lower panel) of a a Bloch-type hopfion and b a Néel-type hopfion. c, d The preimages of m =
(0, 0, −1), (1, 0, 0) and (0, 1, 0) for c a Bloch-type hopfion and d a Néel-type hopfion. The tori are
the isosurfaces of mz = 0. The colors of the arrows in a, b and the preimages in c, d depict the full
orientation of the corresponding m. The color sphere and the coordinate system are shown in the
insets. Figure redrawn using the results in [56]

Because the hopfions are non-isomorphic maps from R3 ∪ {∞} to S2, the topo-
logical invariant of hopfions, known as the Hopf index H , differs from the winding
number. This index is defined as

H = 1

(4π)2

�

V
F · AdV, (14.33)

where Fi = εi jkm · �
∂ j m × ∂km

�
/2, in which i, j, k = {x, y, z} and εi jk is the Levi-

Civita symbol, and A is a vector potential, which satisfies ∇ × A = F [116]. The
components of F are solid angle densities in different coordinate planes. F can be
understood as the gyrovector density [54], emergent magnetic field [117], or topo-
logical charge [52]. The Hopf index takes integer value for localized textures (i.e.
the order parameter is homogeneous at the infinity) [111, 118]. Geometrically, the
absolute value of Hopf index means how many times the close-loop preimages (the
constant-m lines) link with each other [119].

We first demonstrate that the Hopf index is well-defined for an infinite sys-
tem. Straightforward derivation shows that F is divergenceless (∇ · F = 0) when
|m| =constant such that the vector potential A exists. However, obviously, A is not
unique. For any continuous function ϕ(r), A� = A + ∇ϕ is also a vector potential.
The corresponding Hopf index is

H � = 1

(4π)2

�
F · A�dV = H + 1

(4π)2

�
F · ∇ϕdV . (14.34)

FIGURE 2.8: (a) and (b) Mid-plane cross-sections in the xy-plane (the
upper panel) and the xz-plane (the lower panel) of (a) a Bloch-type
hopfion and (b) a Néel-type hopfion. (c) and (d) The preimages of
s = (0, 0,−1), (1, 0, 0) and (0, 1, 0) for (c) a Bloch-type Hopfion and
(d) a Néel-type hopfion., The gray tori in (c) and (d) are isosurfaces

with sz = 0. Adapted from [95]

index as :
H =

1
(4π)2

∫
F ·A d3r (2.17)

where Fi =
1
2 εijks · (∂js × ∂ks) , and εijk is the Levi-Civita antisymmetric tensor,

and A is a vector potential which is defined as ∇× A = F. From the geometri-
cal point of view Hopf index indicate how many times the close loop-preimages
(inverse images where spins maintain same direction and norm) link with each
other.

The hopfions profile is expressed in terms of Φ(r, φ, z) and Θ(r, φ, z) in cylindri-
cal spatial coordinates, and Φ, Θ are respectively azimuthal and polar angles of
magnetization. For system invariant by rotation, one must assume that magneti-
zation profile along Θ is independent of φ and Φ(r, φ, z) = ∆Φ(r, z) + nφ (where
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n ∈ Z), when can write F as [96]:

Fr = −n
sin Θ

r
∂Θ
∂z

(2.18)

Fφ = sin Θ(
∂Θ
∂z

∂∆Φ
∂r
− ∂Θ

∂r
∂∆Φ

∂z
) (2.19)

Fz = −n
sin Θ

r
∂Θ
∂r

(2.20)

The vector potential A is :

Ar = −(1 + cos Θ)
∂∆Φ

∂r
(2.21)

Aφ =
n
r
(1− cos Θ) (2.22)

Fz = −(1 + cos Θ)
∂∆Φ

∂z
(2.23)

The Hopf index is :

H =
n

4π

∫
R

∫ +∞

0
sin Θ(

∂Θ
∂z

∂∆Φ
∂r
− ∂Θ

∂r
∂∆Φ

∂z
)drdz (2.24)

Thus Hopf index is the whirling number n ( that characterizes the number of
times we twisted the skyrmion tube) multiplied by the skyrmion number of the
slice of the tube [97].

Hopfions have been observed and predicted in various systems, including fer-
roelectrics such as PbZr0.6Ti0.4O3 [98], chiral liquid crystals where they form a
crystal of hopfions (heliknotons) [99], and magnetic Ir/Co/Pt multilayers shaped
into nanoscale disks system [100]. Unlike magnetic skyrmions that require strong
spin–orbit coupling and a lattice lacking inversion symmetry to have a relevant
DMI, magnetic hopfions are more achievable, as reported by F. N. Rybakov, N.
S. Kiselev, A. B. Borisov, et al. [101]. Magnetic hopfions can arise in both cen-
trosymmetric and non-centrosymmetric systems. The formation of hopfions re-
quires the competition between multiple spin exchanges, such as ferromagnetic
and multispin exchanges, including the bi-quadratic, three-spin four-site, four-
spin, or chiral–chiral interactions [102]. The emergent electrodynamics of hop-
fions is promising due to the presence of a globally compensated, locally finite
emergent field, resulting in the deflection of current electrons perpendicular to
the hopfion plane. One half of the object displays a positive Hall resistance, while
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the other half produces a negative signal. Local measurements of the topological
Hall effect for hopfions in a racetrack device generate a unique signature [103]. In
addition to the ordinary and anomalous Hall effects, this topological Hall effect
is expected to occur and can be observed in the extra component of the resistiv-
ity tensor. As a result, it is directly accessible and highly relevant for spintronic
applications. Hopfions provide an alternative to 2D magnetic skyrmions, which
are not restricted by strong spin-orbit coupling conditions and are the smallest
3D information-carrying particles in spintronics. Like skyrmions, hopfions can
be manipulated with spin-current, opening the door to true 3D memory devices
and offering a new perspective for neuromorphic computing.
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Chapter 3

Ab-initio Methods

3.1 Density Functional Theory (DFT)

3.1.1 Pre-DFT & fundamentals of DFT

The description of physical properties in solid state systems relies on the informa-
tion inside the wave function of the nucleus and also of the electrons. In material
science and solid-state physics, we deal with solids and systems that contain a
large number of electrons. This situation is an N-body problem. Solving the
many body problem analytically is only possible for a few electrons. However,
the systems that are studied are larger. Thus such solving is not possible. In order
to overcome this issue, some approximations must be used; since the mass of nu-
clei is way larger than the mass of the electrons, a first simplification of the prob-
lem consists of decoupling their dynamics. This is called the Born-Oppenheimer
approximation [104], leading to the reduction of the many-body problem into
studying the interactions between electrons in a frozen configuration of nuclei
described by the Hamiltonian.

He =
N

∑
i=1

p2
i

2m
+

N

∑
i=1

Vext(ri) +
1
2 ∑

i 6=j

e2

4πε0rij
(3.1)

The first term is the kinetic energy of the electrons, the second term is the exter-
nal potential that interacts with electrons, including the interaction between the
nucleus and electrons, and the third is the electron-electron interaction. Unfortu-
nately, the problem remains a complex one due to electron-electron interaction.
Instead of solving the Schrodinger equation directly to find the wave function
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of the N-body electron gas, we solve an optimization problem based on a varia-
tional approach, which is the main idea behind the Hartree and the Hartree-Fock
methods [105, 106, 107, 108]. However, another paradigm shift in this variational
approach led to the widely used method of calculations of electronic properties,
the density functional theory (DFT).

3.1.2 Theorems of DFT : Hohenberg-Kohn Theorems

In 1964, Hohenberg and Kohn proved that the energy of the fundamental state
is a functional of only the spatial distribution of the electrons, which is depicted
as the electronic density of the system n(r) [109]. The expectation value of the
electronic HamiltonianHe can be written:

E = 〈ψ|He|ψ〉 = T + Vext + Vee (3.2)

With T the kinetic energy, Vext the external potential energy and Vee the electron-
electron interactions that represent the internal interactions energy, which are
written respectively as :

T =

〈
∑

i

p2
i

2m

〉
=

h̄2

2m

∫
d3r∇ψ∗(r)∇ψ(r) (3.3)

Vext = 〈 Vext〉 =
∫

d3rVext(r)n(r) (3.4)

Vee =

〈
1
2 ∑

i 6=j

e2

4πε0rij

〉
=

e2

4πε0

∫∫
d3rd3r′

n(r)n(r′)
|r− r′| + Exc(r) (3.5)

We have n(r) = e|ψ|2; this means that all the operators mentioned above are
either implicit or explicit functions of electronic density. Thus, we can define a
universal functional FHK[n] independently of the considered system and include
both kinetic and electron-electron energies.

FHK[n] = T[n] + Vee[n] (3.6)

This lead to the expectation value E, which is a function of the universal func-
tional FHK and a functional of density that is specific to the studied material given
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by the external potential energy Vext:

E = FHK[n] +
∫

d3rVext(r)n(r) (3.7)

Now we set the framework for the density functional of energy of the system.
We must establish a link between the ground state density of our system n0 and
the external potential Vext, then find this ground state density. Fortunately, this
is precisely the purpose of the Hohenberg-Kohn theorems. The first establishes a
link between the density and the applied external potential, and the second gives
us a way to find the ground state density. Thus all properties of the system, since
those properties are determined by knowing this ground state density n0(r).

Theorem 3.1.1: Hohenberg-Kohn Theorem 1

The external potential Vext(r) in the electronic Hamiltonian He is, within a
constant, a unique functional of the ground state density n(r)

Proof

Let Vext(r), V′ext(r) be two external potentials such that Vext(r) 6= V′ext(r), since the
external potentials are different thus the expected value for the ground energy is
respectively E, E′ such that E 6= E′, where the corresponding ground state wave
functions are ψ, ψ′. Let us assume that 〈ψ| n(r) |ψ〉 = 〈ψ′| n′(r) |ψ′〉, then:

E′ =
〈
ψ′
∣∣ (T + Vee + V′ext)

∣∣ψ′〉 < 〈ψ| (T + Vee + V′ext) |ψ〉 (3.8)

< 〈Ψ| (T + Vee + Vext) |ψ〉+ 〈ψ| (V′ext −Vext) |ψ〉 (3.9)

< E + 〈ψ| (V′ext −Vext) |ψ〉 (3.10)

The last inequality is due to the fact that ψ′ is not the ground state of (T + Vee +

Vext, interchanging primed and unprimed quantities leads to similar inequality

E < E′ +
〈
ψ′
∣∣ (Vext −V′ext)

∣∣ψ′〉 (3.11)

Combining both inequalities leads to

E + E′ < E′ + E (3.12)
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Therefore the assumption 〈ψ| n(r) |ψ〉 = 〈ψ′| n′(r) |ψ′〉 is false, and the ground
state density is non-degenerate.

Theorem 3.1.2: Hohenberg-Kohn Theorem 2

The ground state energy is expressed as a functional of the density :

E[n] = FHK[n] +
∫

d3rVext(r)n(r) (3.13)

And the ground state density n0(r) is the one that minimizes this energy
functional.

Proof

Let n0(r) be the true ground state for the external potential Vext, and let n′(r) be
some other density and |ψ[n′]〉 the corresponding ground state. Then :

E[n′] =
〈
ψ[n′]

∣∣ T + Vee
∣∣ψ[n′]〉+ ∫

d3rVext(r)n′(r) (3.14)

=
〈
ψ[n′]

∣∣He
∣∣ψ[n′]〉 > E[n0] (3.15)

The equation follows the variational theorem since |ψ[n′]〉 is not the ground state
of the electronic Hamiltonian He. Therefore the energy functional E[n] is mini-
mized by the ground state density n0(r).

3.1.3 Kohn-Sham ansatz

Although Hohenberg-Kohn theorems state that minimizing the energy density
functional gives us the electronic properties about the studied system, they only
state the existence and uniqueness of the density and do not provide any instruc-
tion on how to find such functional. In 1965, Kohn and Sham provided a further
step to make DFT practical [110]. The main assumption is that the Couloumb
interaction between electrons can be substituted by the interaction between one
electron and an effective potential called Kohn-Sham potential. The ansatz of
Kohn-Sham considers the density as :

n(r) = ∑
σ,i

ni,σ|ϕi(r)|2 (3.16)
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With ni,σ the occupation number of orbital i and spin σ, and have either 0 or 1
and sum up to N. Kohn and Sham separated the energy functional for interacting
electrons into pieces:

FHK[n] = TS[n] + EH[n] + Exc[n] (3.17)

Where TS[n] = 〈ψS[n′]| T |ψS[n′]〉 = ∑σ,i ni,σ 〈ϕi| p2

2m |ϕi〉 is the kinetic energy of a
fictional system of non-interacting electrons, the second one is the Hartree func-
tional which is the Hartree contribution to Couloumb interaction and is written
as:

EH[n] =
1
2

∫∫
d3rd3r′n(r)

e2

|r− r′|n(r
′) (3.18)

and the last part is the exchange-correlation energy functional. Minimizing the
total energy with respect to density is equivalent to minimization with respect to
single electron orbitals under the constraint of orthogonality, which gives rise to
the Kohn-Sham single-particle equations:

[
p2

2m
+ vext(r) + vH(r) + vxc(r)]ϕi(r) = εi ϕi(r) (3.19)

where the previously mentioned Kohn-Sham potential is vKS = vext(r) + vH(r) +
vxc(r) and

vH(r) = e2
∫

d3r′
n(r′)
|r− r′| (3.20)

vxc(r) =
δExc[n]
δn(r)

(3.21)

So far, the Kohn-Sham scheme starts with an initial guess of the input density
leading to corresponding Kohn-Sham potential vKS, which in turn gives rise to
a set of orbitals that construct the new density, and the procedure is reiterated
until we reach a convergence criterion that we have set at the start within this
self-consistent cycle. Nonetheless, the scheme relies on knowing the form of the
exchange-correlation functional Exc[n], which is a priori unknown and must be
approximated. Furthermore, this description of DFT does not consider the spin
of the electrons. Fortunately, Hohenberg-Kohn theorems still hold for this case,
and we consider the minimization of the energy functional either by considering
the density of each spin (up and down) n↑, n↓ or with respect to total density
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n = n↑ + n↓ and magnetization m = n↑ − n↓.

3.1.4 The local density approximation (LDA)

As said in the previous subsection, the exchange-correlation functional has an
unknown form. To counter this problem, Kohn and Sham considered the limit
of slowly varying density. They approximated the functional with the most used
exchange-correlation functional to this day. The approximation is treating the
inhomogeneous problem as a local homogeneous electron gas. It assumes that the
exchange-correlation energy per particle at a point r depends only on the density
at this point, and it is equal to the exchange-correlation energy per particle of a
homogeneous electron gas [110].

ELDA
xc [n] =

∫
drn(r)εLDA

xc [n] =
∫

drn(r)(εhom
x [n] + εhom

c [n]) (3.22)

The exchange part can be found analytically by Bloch and Dirac method as

εhom
x [n(r)] = − 3

4π

( 3
π

n(r)
)1/3 (3.23)

For the correlation part, the most common practice is using quantum Monte Carlo
simulations to extract numerical and fitted data for εhom

c [n]. Even if this approxi-
mation is hardly met in the real electronic system, LDA and its spin variant LSDA
work exceptionally well, with results within 1% of experimental lattice constants
and 5% of phonon frequencies. However, LDA/LSDA fails to reproduce well
the physical properties of the system that are very sensitive to lattice parameters,
underestimates gap energies, and poorly predicts other physical properties such
as electronic susceptibility and cohesive energy [111]. The aforementioned Local
Spin Density approximation (LSDA) treats magnetic systems by taking electronic
spin into account, and the exchange-correlation energy functional in this case can
be written as:

ELSDA
xc [n↑, n↓] =

∫
drn(r)εLSDA

xc [n↑, n↓] (3.24)

3.1.5 The generalized gradient approximation (GGA)

The step further of the local density approximation is to include the density gra-
dient at the point where we want to evaluate the exchange-correlation functional.
In this semi-local approximation, the exchange-correlation energy functional has
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the form:
EGGA

xc [n↑, n↓] =
∫

drn(r)εxc[n↑(r), n↓(r),∇n(r)] (3.25)

The widely used GGA-type functional is the Perdew, Burke, Ernzerhof (PBE)
functional [112, 113]. Which is usually more accurate at estimating the crystal
bulk and lattice [114] due to a better description of total energies, cohesive en-
ergies, energy barriers, and structural properties by correcting bond strengths
and lengths with respect to the basic local density functionals. However, cases in
which GGAs and the PBE overcorrect LSD predictions, such as lattice constants,
could occur. As for the previous case of LDA, such inaccuracy can affect proper-
ties susceptible to volume change, such as ferroelectric instabilities.

3.1.6 DFT+U

The Hubbard model inspires the U-correction, the method is formulated to ac-
count for the strong electron correlations, and it is added to treat d-orbitals and
f -orbitals. The U-correction is added to treat localized electrons’ strong on-site
Coulomb interaction. This approach can be added to previous approximations
resulting in LDA+U or GGA+U [115]. The method is described by two param-
eters U the Coulomb on-site term and J the site exchange term [116], which can
be calculated either from ab initio calculation or semi-empirical approach, we will
see later that the GGA+U within Dudarev formulation is the one used for our
calculation [117].

3.1.7 Description of electronic wavefunctions

For the numerical representation of wavefunctions, two general kinds of bases
can be used, the delocalized type basis and the localized type basis. From the
name, one can guess the main difference between the basis. The localized one
involves a function or a description attached to a specific localized atom as in
Fig.3.1, an example of localized basis we can cite Gaussian basis or numerical or-
bitals [118] as in SIESTA code [119], or the Full-Potential Linearized Augmented
Plane Waves (FLAPW) in the FLEUR code [120]. The use of such a basis gives,
in general, highly accurate results. However, the better the results, the higher the
costs, such localized basis calculations demand heavy computational time. The
other type of basis is the delocalized one. For instance, the most famous example
is plane-wave basis, which is used in our DFT calculation with VASP code [121]
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Localized Delocalized 

Gaussian Basis, Local
Orbitals ... Plane waves ...

FIGURE 3.1: Types of basis used to describe electronic wavefunc-
tions.

or ABINIT code [122]. Plane-wave DFT uses the Bloch theorem and decomposes
each one-electron wave function into the sum of plane waves to solve Kohn-Sham
single-particle equations. In theory, the sum should be an infinite one, but in prac-
tice, we sum to a specific cut, called the cut-off energy, which is related to a plane
wave with a vector k such that h̄2k2

2m < Ecut, and the more significant Ecut is, the
higher the numerical accuracy, since the set of plane-wave basis is bigger. How-
ever, there is a flaw in plane-wave-based DFT, and it shows in its failure to treat
strong and fast oscillations close to atomic nuclei. This behavior implies that we
must choose a finer grid to treat them numerically. However, it is shown that core
states do not influence the properties as much as the valence electrons. Hence, the
frozen-core electron hypothesis, where core states can be determined for every
atom type and do not change if atoms are combined to form crystals. The frozen-
core hypothesis leaves us with the idea that only the tail outside a radius rc plays
a significant role in electronic and chemical properties. Therefore, we replace
the real wavefunction ψ with a pseudo-wavefunction ψ̃, which is smoother (but
wrong) and equals the real wavefunction outside the radius rc. These transforma-
tions lead to a change in the Kohn-Sham potential, represented by the pseudopo-
tential VPS. Dealing with pseudized wavefunction enables decomposing them in
plane-wave basis with fewer elements and retrieving the long-range electrostatic
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behavior; one must impose the constraint of norm-conserving inside the sphere
of radius rc. ∫

r<rc
dr|ψ(r)|2 =

∫
r<rc

dr|ψ̃(r)|2 (3.26)

The simplest pseudopotential is having a local multiplicative function. However,
this method is still insufficient, and a generalization comes with adding projector
functions to the previous local potential, and projector functions are chosen to
make valence state and core state orthogonal:

VPS = Vlocal + ∑
c

αc |ψc〉 〈ψc| (3.27)

Many popular generations of pseudopotentials are included in the norm-conserving
pseudopotentials, such as Troullier-Martins pseudopotential [123]. However, other
types, such as Vanderbilt’s ultrasoft pseudopotentials [124] or Blochl’s Projector
Augmented Wave (PAW) [125] method, do not inherit such constraints.

The PAW method does not rely on the all-electron wave function. Instead, it uses
smooth functions obtained from the all-electron wavefunction ψ by PAW linear
transformation:

|ψn〉 = |ψ̃n〉+ ∑
i,R

∣∣∣φR
i

〉 〈
p̃i

R
∣∣∣ψ̃n

〉
−∑

i,R

∣∣∣φ̃i
R
〉 〈

p̃i
R
∣∣∣ψ̃n

〉
(3.28)

Where
∣∣φR

i
〉

are the partial wave basis inside the sphere with radius rc and
∣∣∣φ̃i

R
〉

its related soft pseudo partial wave basis and
∣∣ p̃i

R〉 its dual defined as〈
p̃i

R
∣∣∣φ̃j

R′
〉
= δRR′δij (3.29)

In other words, the wave function is split into three components. The first one
is a smooth wavefunction described by plane-wave basis and equals the wave-
function outside the sphere of radius rc, the second term is the decomposition of
wavefunction inside the core into a basis of atomic orbitals, and the third term is
the correction to the last term as depicted in Fig.3.2.

Throughout this thesis, we will use the pseudopotential that employs the PAW
method for calculation.
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Plane waves all-electron on-site pseudo on-site

FIGURE 3.2: The PAW linear transformation illustrated

3.1.8 Sampling of the first Brillouin zone

The wave-function depends on the k wave-vector, which lies within the bound-
ary of the first Brillouin zone due to Periodic Boundary Conditions (PBC). The
properties are determined by averaging over the Brillouin zone. The k-mesh is
the discrete sampling of the first Brillouin zone to calculate those averaged prop-
erties, and k-mesh have a physical meaning due to PBC and simulating 5× 5× 5
k-mesh is equivalent to 5× 5× 5 units cells, and the larger the "k-mesh", the closer
we are to an infinite system. There are some techniques to reduce the number of
k-points in the irreducible Brillouin zone and thus speed up calculations. The
most famous is the Monkhorst-Pack scheme which is used in our calculations
[126].

3.1.9 Optimization of lattice structure

Before calculating all the physical properties with an assumed constant lattice
structure (atomic positions and lattice parameters), one should determine the
lowest energy configuration for a given system. This relies on the relaxation of
ionic positions and the lattice’s volume and shape. We start the initial configura-
tion from experimental data (X-Ray diffraction). This initial configuration is the
starting guess to find the minimum energy as a function of atomic positions RI ,
and/or lattice parameters. The equilibrium geometry is given by the condition of
the vanishing of forces acting on ions I, which can be written as :

FI = −
∂E(RI)

∂RI
= 0 (3.30)
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In practice, the calculation relies on computing the first derivative of the Born-
Oppenheimer energy surface by applying the Hellmann-Feynman theorem [127],
which states that the derivative of total energy with respect to a parameter λ is
equal to the expectation value of the derivative of the Hamiltonian with respect
to the same parameter λ.

〈ψλ|
∂H
∂λ
|ψλ〉 =

∂Eλ

∂λ
(3.31)

In the case the parameters are either the atomic position RI , or lattice parame-
ters a (related to volume), thus for the positions RI , it reduces to the derivation
of the electrons-nuclei interaction potential and Coulomb nuclei-nuclei repulsion
energy. Therefore, the force acting on a given ion I depends on the negative gra-
dient of the electrostatic potential energy originating from all the other nuclei and
the unperturbed electronic charge density. Consequently, we calculate the forces
only if the electronic configuration is close to its ground state. For every change
in the geometric configuration, we have to bring the electronic density close to
the ground state to calculate forces and stress (derivative with respect to volume
change). In practice, for each iteration of the relaxation of the ionic structure, an
electronic relaxation must also be done to calculate the forces FI [128].

3.2 Second-principles approach : Effective Hamilto-

nian

In order to explore finite temperature properties, one must be able to model en-
tropy and the random thermal vibrations in which DFT fails. The DFT method is
restricted to 0K calculations. The effective Hamiltonian approach is one remedy
to this issue if one desires to study dynamical properties and treat finite tempera-
ture effects, which include studying various phases at different temperatures and
the phase transitions. In 1995, K. Rabe, Z. Zhong, and D. Vanderbilt used DFT to
calculate the effective Hamiltonian parameters for ferroelectric perovskite BaTiO3

[129, 130]. The main idea is to reduce the problem to only the degrees of freedom
of the system that governs the targeted dynamical properties. In their case, they
constructed a Hamiltonian in terms of soft mode ionic degrees of freedom and
strains, where the total energy of this Hamiltonian is used in Monte Carlo simu-
lations.
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In our case, the material is a multiferroic compound without any structural phase
transition, Cu2OSeO3 is a type II multiferroic, in which the polarization is spin-
induced the interaction can be modeled by the magnetoelectric coupling and is a
host of various non-collinear magnetic phases. Therefore, to study these phases,
the degrees of freedom in our effective Hamiltonian are the spins of copper ion
S, the strain η, and the effective Hamiltonian can be written as :

He f f = Hmag︸ ︷︷ ︸
Magnetic

+ Hel︸︷︷︸
Elastic

+ Hme︸︷︷︸
Magnetoelastic

+ HME︸ ︷︷ ︸
Magnetoelectric

(3.32)

This effective Hamiltonian correspond to an energy which can be written as :

Ee f f ({S}, {ηk}) = EH({S}) + EDMI({S}) + Eani({S})
+ ∑

i
gS

µB

h̄
Si ·Hext + Eme({S}, {ηk}) + Eel({ηk}) (3.33)

The first term corresponds to the Heisenberg exchange interaction, the second to
the Dzyaloshinskii-Moriya interaction (DMI), the third to cubic anisotropy con-
tribution to energy, the fourth to Zeeman interaction, the fifth one to the magne-
toelastic interaction and the last one to the elastic couplings. In our case, we will
only focus on the magnetic part because we are going to study the magnetic non-
colinear phases in the absence of mechanical constraints and electric field. For
the Cu2OSeO3 we have the Heisenberg part of the form:

EH({S}) = ∑
i<j

[JFM
w SI I

i ·SI I
j + JAF

s SI
i ·SI I

j + JFM
s SI I

i ·SI I
j + JAF

w SI
i ·SI I

j + JAF
O SI

i ·SI I
j ]

(3.34)

Where the five type of interactions as we will show in the next chapter. In the
same spirit we define the DMI as follow:

EDMI({S}) = ∑
i<j

[DFM
w · SI I

i × SI I
j + DAF

s · SI
i × SI I

j

+ DFM
s · SI I

i × SI I
j + DAF

w · SI
i × SI I

j + DAF
O · SI

i × SI I
j ] (3.35)
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Since the crystal has cubic symmetry, the first non-zero term of the magnetocrys-
talline anisotropic energy (MAE) is of fourth order in spin and is written :

Eani({S}) = ∑
i
K((Sx

i )
4 + (Sy

i )
4 + (Sz

i )
4) (3.36)

Where Sx
i , Sy

i and Sz
i are x, y and z components of the spin Si and K is the cubic

magnetocrystalline anisotropy coefficient. And what remains now is the to com-
pute the finite temperature properties with Monte Carlo simulations, but before
that one must calculate the parameters of the previous Hamiltonian from DFT.

3.3 Monte Carlo simulations

3.3.1 The Monte Carlo method

The Monte Carlo simulation [131] is a widely used method to evaluate the dy-
namical properties of many systems. In physics, it is used to explore the finite
temperature behavior of materials. In statistical physics we define the partition
function Z as:

Z =
∫

e−βHe f f (S)dS (3.37)

Where S denotes the degrees of freedom in our Hamiltonian, those degrees of
freedom are the dynamical variables of our system, and in our case, they corre-
spond to the N 1

2 -spins in copper atoms S and the homogeneous strain η which
lead to rewriting the partition function as :

Z =
∫

e−βEe f f ({S}i,{η})dSidη (3.38)

Note that β = 1/kBT, and Si, dη denotes integration over magnetic and elastic
degrees of freedom. For the rest, we will assume that the strain is constant and
the partition function will have the form :

Z =
∫

∏
i

dSie−βEe f f ({S}i) (3.39)
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The meaningful quantities in physical systems are the observables O, which can
be extracted from its thermal expectation value that involves the previous parti-
tion function and the system’s configuration {S}i

〈O〉 = 1
Z
∫

∏
i

dSiO({S}i)e
−βEe f f ({S}i) (3.40)

Unfortunately, this method of extracting physical quantities, even if analytically
correct, is useless in computing averages. One can see that evaluating integral
on a mesh of point made by the N-spins while assuming that we take p points
equidistant along each axis (in our case, 3D space) need a colossal time, which is
proportional to p3N (as an example take N=100 spins and p = 5 the integral must
be evaluated on ∼ 10210 points !! )[132]. Therefore, a better numerical technique
to estimate averages is needed, achieved by so-called importance sampling.

3.3.2 Importance Sampling

The main idea behind importance sampling is to approach integral with sums.
Let us look at the simplest Monte Carlo technique: random sampling. Let f (x)
be a one-dimensional function, and we want to evaluate the integral:

I =
∫ b

a
f (x) dx (3.41)

Instead of using the conventional way where we evaluate the integral at predeter-
mined values of abscissa, we used a method based on the average of the function

I = (b− a)〈 f (x)〉 (3.42)

The average is an unweighted average of f (x) over the interval. Using Monte
Carlo, the average is obtained by evaluating the function at L randomly dis-
tributed values x on the interval. One can see that as L → ∞, the procedure
gives the correct value. However, this sampling is inefficient since we still spent
computing time on points where the probability density is negligible, which in
the physical system is the Boltzmann factor.

ρ({Xi}) =
exp

(
−βEe f f (Xi)

)
Z (3.43)
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Thus it is important to consider configurations Xi with a larger Boltzmann ratio
than one with a negligible ratio, and the same as we can evaluate the integral
with some non-zero probability density over L weighted distributions of point x
as

I ' 1
L

L

∑
i=1

f (x(ui))

w(x(ui))
(3.44)

One can do the same of any observable where the central idea is to approximate
the large sum by a subset of configurations {Xi} of finite number Lc, sampled
according to Boltzmann factor, and the average of an observable over the Lc con-
figurations is :

〈O〉 = lim
Lc→+∞

1
Lc

Lc

∑
i=1
O(Xi) (3.45)

It is shown that the statistical error is proportional to 1/
√

Lc, and the exact value
is attained when Lc → +∞.

3.3.3 The Metropolis-Hasting algorithm

The purpose, as said previously, is to compute the equilibrium properties of
many-body systems at finite temperatures. The Metropolis method is a Markov
process in which the random walk is constructed such that the probability of vis-
iting a particular configuration is related to its Boltzmann ratio [133].

X1 → X2 → X3 → ... (3.46)

There are many ways to construct such a Markov process. In the Metropolis-
Hasting Method, the configurations Xi are generated for each iteration called the
Monte Carlo step, such that the configuration Xi+1 depends only on the previous
configuration Xi, this process is made such that the configurations with a larger
probability (Boltzmann ratio) are visited more often. The algorithm goes as fol-
low:

• Propose a change of the system state X→ X′.

• Evaluate the energy change ∆E = Ee f f {X′} − Ee f f {X}

• if ∆E < 0 the proposed changed is accepted

• if ∆E > 0 the proposed changed is accepted with a probability exp(−β∆E)
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(a) 4x4x4 = 64 unit cells
indexed by i, j, k ranging
from 0 to 2
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Figure 1: 3-D Checkerboard Algorithm for Cu2OSeO3: non-interacting spins
can be updated in parallel. Each colored unit cell contains 16 Cu atoms with
spin 1/2 each. Unit cells and spins in the lattice are colored. The energy
difference by updating a spin of one color is completely described by (i)
other 15 spins of the same color in that unit cell and (ii) its neighbors of the
different color. Thus, the spins of the same color in different unit cells have
no interactions with each other, and can be updated independently using
the Metropolis algorithm.

Global Thread ID: tid
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 . . . 61 62 63 64

threadIdx.x
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7 . . . 4 5 6 7

blockIdx.x = 0 blockIdx.x = 1 blockIdx.x = 64
8 − 1

gridDim.x=64
8

Figure 2: Thread Identification Example

As a thread identification example, consider the 1D grid and 1D block ar-

2

FIGURE 3.3: 3-D Checkerboard Algorithm for Cu2OSeO3.

• Repeat the procedure

After a fixed number of MCS have been made, the observables Oi are calculated,
added to the statistical average, and kept. The average over the states becomes
an arithmetic average over the entire kept-state sample. A finite sample estimate
of an order parameter is

〈O〉 = 1
NS

NS

∑
i=1
Oi (3.47)

And by employing fluctuation-dissipation theorems, we can similarly estimate
specific heat and order parameter susceptibility from the energy and order pa-
rameter variances. In these studies, the Monte Carlo based on the Metropolis-
Hasting algorithm, we start by generating an arbitrary norm-conserving config-
uration of spin 1/2. The initial state of total magnetization is zero at high tem-
peratures. Then we proceed site by site to propose a random change to each of
the spins that are not interacting with each other and then apply the acceptance
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or rejection procedure. After this, we calculate the dynamical variables (suscepti-
bility, energy ...). The Monte Carlo sweep (MCS) is completed, and we repeat the
procedure for the intended number of MCS. We use 84× 84× 84 superlattice with
periodic boundary conditions for the main calculation. We use a GPU checker-
board algorithm to accelerate the computations as depicted in Fig.3.3 [134] with
the non-interacting spins updated in parallel, each colored unit cell contains 16
Cu atoms with spin 1/2 each. Unit cells and spins in the lattice are colored. The
energy difference for updating a spin of one color is entirely described by (i) other
15 spins of the same color in that unit cell and (ii) its neighbors of a different color.
Thus, the spins of the same color in different unit cells have no interactions with
each other and can be updated independently using the Metropolis algorithm.
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Part II

Computational Results and Analysis
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Chapter 4

Thermodynamical properties of
Cu2OSeO3

4.1 Copper Oxide Selenite Cu2OSeO3

Among the non-centrosymmetric bulk skyrmions lattice phase hosts, the only
non-metallic material is Cu2OSeO3 (CSO). This multiferroic of type II crystallizes
in the cubic chiral P213 space group, and the atomic coordinates of CSO contain
two nonequivalent Cu2+ sites, one at the center of a trigonal bi-pyramid of oxy-
gen ligands and the other at the center of the square based pyramid of oxygen
atoms. The crystal structure of copper oxide selenite Cu2OSeO3 is depicted in
Fig.4.1. The underlying copper ions structure controls the magnetism in the ma-
terials. The magnetic structure consists of tetrahedrons formed by three copper
ions of type 2 with spin 1/2 and one copper ion of type one with spin 1/2 in
the opposite direction, resulting in ferrimagnetic ordering. As we have seen in
previous chapters, CSO is multiferroic material, a chiral magnet, and a skyrmion
lattice host. Thus the primary goal of our study is to reveal the thermodynamical
properties of CSO, which include calculating the strength of different interactions
(Heisenberg, DMI, cubic anisotropy), the different phases at various tempera-
tures and magnetic fields, and also the mechanisms governing phase transitions
in CSO phase diagram.

The DFT geometry-optimization calculation yields fractional atomic coordinates
of the Cu atoms ρi = (xi/a0, yi/a0, zi/a0) presented in Table 4.1, where the opti-
mized cubic lattice constant is a0 = 8.975 Å.
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ρ1 (0.879 0.374 0.361)

ρ2 (0.874 0.138 0.120)

ρ3 (0.125 0.638 0.379)

ρ4 (0.138 0.120 0.874)

ρ5 (0.620 0.625 0.861)

ρ6 (0.638 0.379 0.125)

ρ7 (0.625 0.861 0.620)

ρ8 (0.861 0.620 0.625)

ρ9 (0.886 0.886 0.886)

ρ10 (0.374 0.361 0.879)

ρ11 (0.361 0.879 0.374)

ρ12 (0.386 0.613 0.113)

ρ13 (0.120, 0.874 0.138)

ρ14 (0.113 0.386 0.613)

ρ15 (0.379 0.125 0.638)

ρ16 (0.613 0.113 0.386)

TABLE 4.1: DFT geometry-optimized fractional atomic coordinates
of the Cu atoms where CuI atoms are in red
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c

b

a

FIGURE 4.1: Crystal structure of copper oxide selenite Cu2OSeO3 ,
Dark Blue : Copper, Red : Oxygen and Green : Selenium

Atoms 9, 12, 14, and 16 are type I copper ions; the rest are type II copper ions. In
the next paragraph, we will discuss the strength of various magnetic interactions
using DFT calculations and explore the different energy scales and their conse-
quences on thermodynamical properties of Cu2OSeO3. We have compared our
results with Janson et al.[135]; their calculations adopt the experimental struc-
tural data without performing additional relaxations of unit cell parameters and
atomic coordinates, resulting in a difference of −0.72% in lattice parameter when
compared with our results. It is worth mentioning that both structures have the
same P213 space group symmetry, with Wyckoff positions 4a in red in the table
and Wyckoff positions 12b in black with a difference in fractional atomic coor-
dinates around 0.1%. The difference between our calculation and the Janson et
al. calculations [135] is more apparent when comparing the electronic structures.
Their electronic structure shows a tiny energy gap (∼ 0.2 eV), whereas, in our cal-
culations, we find a value of Eg = 1.96 eV as shown in Fig.4.2, which is slightly
smaller than the observed experimental gap Eg ∼ 2− 2.5 eV [136]. It is due to the
fact that the used GGA functional in our calculations underestimates the band
gap.
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FIGURE 4.2: Total density of states (TDOS) of Cu2OSeO3 showing a
bandgap of Eg = 1.96 eV

4.2 Effective Hamiltonian parameters

4.2.1 Energy scales

In Cu2OSeO3, as seen in the previous section, there are two types of copper ions as
depicted in Fig.(4.3), arranged in small and large tetrahedron constituted of 3 cop-
per ions of type II (dark blue) and one copper ion of type I (light blue). The two
types of tetrahedrons create two energy scales, which will be labeled (strong (s)
and weak (w)). Each tetrahedron has two types of interactions based on the link
between the types of copper ion, thus resulting in ferromagnetic interaction (FM)
and antiferromagnetic interaction (AF), which lead us to four types of interac-
tions JFM

W , JAF
S , JFM

S , JAF
W depicted in Fig.4.4. Moreover, a relevant superexchange

interaction mediated by oxygen ligands results in superexchange antiferromag-
netic interactions JAF

O−O. For every Heisenberg interaction mentioned, there is an
equivalent DMI vector (for example DFM

W ), adding to previous interactions, the
single ion anisotropy, which is going to be of fourth order in term of spin compo-
nents since the material structure is cubic.
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FIGURE 4.3: Magnetic atoms in the system : Light Blue : Copper
atoms I (CuI) And Dark Blue for Copper atoms II(CuI I)

4.2.2 Energy-mapping method

To calculate the strength of magnetic interactions, many methods exist such as
the energy mapping four-state method[137, 138], the Green’s function approach
employing infinitesimal rotations [139, 140], and The FLAPW method employing
spin-spiral states [141, 142]. The simplest one is the four-states energy-mapping
method. The method consists of performing multiple DFT+U energy calculations
for four different states. For example, for a dimer composed of two spins i and j,
the idea is to calculate the energy of states 1 to 4 depicted in Fig.4.5.

The spin Hamiltonian then can be written as

Espin = Eother + JijSi · Sj + Dij · Si × Sj + Ki · Si + Kj · Sj (4.1)

Where Kj = ∑k 6=j,i JjkSk and Ki = ∑k 6=j,i JikSk, and Eother does not depend on
spin alignment of sites i and j. For the collinear case, we perform calculations
without spin-orbit coupling. Thus DMI is zero, leaving us only with Eother and
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(DFT) calculations (Fig. 2a). The resulting parameters reveal a
striking separation of exchange energy scales which split the
system into a network of magnetically ‘weak’ and ‘strong’ tetra-
hedra (Supplementary Note 1). The latter are the basic building
blocks of helimagnetism in Cu2OSeO3: each ‘strong’ tetrahedron
behaves as a spin-1 triplet (apart from a nite quintet admixture,
see Methods section), protected by a large energy gap of
DC275K (Fig. 2c). Integrating out the dominant energy scale
leads to an effective model on the so-called trillium lattice
(Fig. 2d), marking a close analogy to MnSi and FeGe. The
description at the mesoscopic scale is nally achieved by a long-
wavelength expansion of the effective model, which delivers the
two basic parameters that control the skyrmionic physics (Fig. 1)
in Cu2OSeO3: the exchange stiffness A and the twisting para-
meter D. Supplementing the free energy with further anisotropies
and entropic effects, and using a minimal amount of experimental
information, we arrive at a quantitative Dzyaloshinskii model,
which in turn gives access to the magnetic phase diagram and
other experimentally accessible observables. The ensuing notable
predictions are the presence of a fractionalized skyrmion phase
(Fig. 1c), the presence of a small AFM canting, which is adia-
batically tied to the twisting of the total magnetization (Fig. 1e,f),
and the important role of the canting in controlling the sign of
the magnetic chirality. The quantum-mechanical nature of the
‘strong’ tetrahedra also has an additional number of profound
ramications that will be discussed in detail.

Description at the atomic level. To elucidate the quantum
origin of the skyrmion textures in Cu2OSeO3, we proceed with a
calculation of magnetic interactions at the atomic level. In
undoped cuprates with Cu2þ atoms, such as Cu2OSeO3, the
localized S¼ 1/2 magnetic degrees of freedom originate from a
single hole in the 3d electronic shell. In the crystal structure of
Cu2OSeO3, the Cu2þ atoms make up a three-dimensional net-
work of corner-sharing tetrahedra (Fig. 2b) with two inequivalent
Cu sites, Cu(1) and Cu(2) featuring a different local environment:
Cu(1)O5 bipyramids and distorted Cu(2)O4 plaquettes, respec-
tively20,21. Each tetrahedron contains Cu(1) and Cu(2) in a ratio
of 1:3. The resulting net of magnetic Cu ions in Cu2OSeO3 thus
has a structure that is rather different from the previously
mentioned metallic B20 helimagnets such as MnSi, where the
magnetic Mn ions form a three-dimensional corner-sharing net
of triangles, commonly referred to as the trillium lattice. The
more complex crystal structure of Cu2OSeO3 leads to ve
inequivalent superexchange coupling constants Jij between
neighbouring S¼ 1/2 copper spins i and j (see Supplementary
Fig. 1) and also ve different Dzyaloshinskii–Moriya (DM)
vectors Dij in the microscopic magnetic Hamiltonian

H ¼
X

i4j

JijSi  Sj þDij  SiSj; ð1Þ

where Si denotes the quantum-mechanical spin operator at the
Cu site i. We have determined these coupling constants (Table 1)
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Figure 2 | Multi-scale modelling of Cu2OSeO3. (a) The crystal structure is shaped by Cu(2)O4 plaquettes (yellow) and Cu(1)O5 bipyramids (orange),

and covalent Se-O bonds (thick lines), forming a sparse three-dimensional lattice. This lattice can be tiled into tetrahedra (dashed lines), each

composed of one Cu(1) and three Cu(2) sites, depicted by large light brown and light cyan spheres, respectively. (Smaller spheres show the remaining

non-magnetic sites). (b) The magnetic Cu2þ ions form a distorted pyrochlore lattice, a network of corner-shared tetrahedra. DFT calculations evidence

the presence of both types of magnetic interactions—antiferromagnetic (red) and ferromagnetic (blue), in agreement with experimental magnetic

structure (arrows). The strength of a certain coupling is indicated by the thickness of the respective line. The strongest couplings, JAFS and JFMS , are found

within the tetrahedra (shaded), while the couplings between the tetrahedra, JAFW , JFMW , and JAFO:::O (the latter is a longer-range coupling), are substantially

weaker (dashed lines). (c) The quantum-mechanical treatment of a single tetrahedron t yields a magnetic spin St¼ 1 ground state, separated from the

lowest lying excitation by a large gap DC275K. (d) The tetrahedra reside at the vertices of a trillium lattice, exactly like the Mn ions in MnSi. The quantum-

mechanical nature of the effective moments is indicated by sectioned arrows.

Table 1 | Microscopic model parameters from density functional theory (DFT).

Parameters Atoms ri rj d¼ |ri rj| (Å) JGGAþU
ij (K) Jij (K) Dij (K) Dij







= JGGAþU
ij













JFMW , DFM
W Cu(2)-Cu(2) q5 q12 3.039 44  50 ( 3.2, 0.3,  2.8) 0.10

JAFS , DAF
S Cu(1)-Cu(2) q4 q11 3.057 149 170 ( 7.4, 9.5, 1.3) 0.08

JFMS , DFM
S Cu(2)-Cu(2) q8 q15 3.220  113  128 (2.1, 4.8,  2.7) 0.05

JAFW , DAF
W Cu(1)-Cu(2) q1 q8 3.300 24 27 ( 5.7,  9.3, 8.8) 0.58

JAFO:::O, D
AF
O:::O Cu(1)-Cu(2) q4 q12 6.352 40 45 ( 1.4, 0.2, 0.5) 0.04

Leading magnetic exchange integrals, evaluated using GGAþU calculations ðJGGAþU
ij Þ and further rened by tting the Quantum Monte Carlo (QMC) simulated susceptibility to the reference

experimental data (Jij), as well as anisotropic Dzyaloshinskii–Moriya (DM) couplings Dij in Cu2OSeO3. The Cu positions (qi) are listed in the Methods section.
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FIGURE 4.4: Interaction inside Cu2OSeO3 between type I copper ion
(blue) and type II copper ion (gold), adapted from [135]

State 1 State 2 State 3 State 4

Si Sj

Jij

FIGURE 4.5: Four-state energy-mapping method for collinear con-
figurations

the Heisenberg part. The spin energy for the four states is then written as :

E1 = E0 + Eother + JijSi · Sj + Ki · Si + Kj · Sj (4.2)

E2 = E0 + Eother − JijSi · Sj + Ki · Si −Kj · Sj (4.3)

E3 = E0 + Eother − JijSi · Sj −Ki · Si + Kj · Sj (4.4)

E4 = E0 + Eother + JijSi · Sj −Ki · Si −Kj · Sj (4.5)

Where E0 is the DFT energy unrelated to spin alignment, these four energies yield
the formula to extract the Heisenberg exchange between sites i and j by the fol-
lowing formula.

Jij =
E1 + E4 − E3 − E2

4|SiSj|
(4.6)
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S i

S j

State 1 State 2 State 3 State 4

FIGURE 4.6: Four-state energy-mapping method for non-collinear
configurations

The same strategy is for the case of DMI, except the DFT+U calculations are
done with spin-orbit coupling, and the four states are noncollinear in contrast to
the previous case. For example, if one wants to calculate the z-component of Dij

the spins i and j are going to be in x and y directions, respectively, while the rest
of spins will be in the z direction as depicted in Fig.4.6. The four states remain the
same while respecting the previous directions for spins, and we get:

Dz
ij =

E1 + E4 − E3 − E2

4|SiSj|
(4.7)

4.2.3 DFT Calculations

All the first-principles density functional theory calculations were performed us-
ing the Vienna Ab initio Simulation Package (VASP) [121] for both geometrical
structure optimization and to calculate the Heisenberg exchange, DMI constants
with the four energies states method [137, 138].

The electronic wavefunction adopts a plane-wave basis, and the pseudo-potentials
adopt the projector augmented-wave method (PAW), with Generalized Gradi-
ent Approximation of Perdew, Burke, and Ernzernhof (GGA-PBE) [112] used as
exchange-correlation functional. For 3d orbitals of Cu atoms, a GGA+U correc-
tion is used within Dudarev’s formulation [117] to treat the strong correlation
properties of 3d electrons with U (on-site Coulomb repulsion energy) and J (Hund
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exchange parameter) are set, respectively, to 7.5 eV and 0.98 eV [143], the spin-
orbit coupling parameter was turned on for the case of DMI. The plane-wave
cutoff energy is set to 520 eV. The sampling of the Brillouin zone is done using a
4× 4× 4 Γ-centred k-mesh with the Monkhorst-Pack scheme.

4.2.4 The strength of interactions

Magnetic interactions are crucial in forming magnetic textures, such as the he-
lical structure and magnetic skyrmions in Cu2OSeO3. We evaluate the Heisen-
berg interaction and DMI using the four-state energy-mapping method [137, 138].
The results reveal two energy scales for exchange constants. There is weak and
strong interaction for both ferromagnetic and antiferromagnetic exchanges, and
an important superexchange (long-range) antiferromagnetic compared to weak
interactions. Table 4.2 presents all the values for the five exchanges and their
corresponding DMI vectors. We observe that the ratio of DMI over Heisenberg
constant δ, which is usually smaller than 0.05 [19], is between 0.11 and 0.20 and
an enormous ratio of 0.84 in the case of the weak antiferromagnetic exchange
JAF
w , DAF

w . The immense ratio reveals the existence of a very strong DMI in our
system, which is a necessary condition in creating magnetic textures, particularly
magnetic skyrmions. We have compared our results with O.Janson et al.[135]
starting with the exchange constants; we report a difference between the Heisen-
berg exchange in our work and their results. The ratios between the DMI and
Heisenberg interaction were smaller than 0.10, except for the weak antiferromag-
netic exchange, which is at the order of 0.58. The small ratios could be the origin
of the absence of non-collinear spin textures when using their results as input pa-
rameters of our effective Hamiltonian. We have also compared our results with a
previous study by Yang et al. [144] and find them to be consistent.

4.2.5 Elastic and magnetoelastic coupling

We computed the magnetoelastic interaction, more precisely the microscopic one,
due to the effect of homogeneous strain ηαβ on Heisenberg exchange constants.

Hme = Eme({S}, {ηαβ}) = ∑
α,β

∑
i<j

∂Jij

∂ηαβ
Si · Sj · ηαβ = ∑

α,β
∑
i<j

Λij
αβSi · Sj · ηαβ (4.8)
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J and D (ρi, ρj) dij(Å) Jij (K) Dij (K) δ =
|Dij|
|Jij|

JFM
W , DFM

W (ρ8, ρ7) 3.011 -27.57 (-2.53, -3.85, 0.20) 0.167

JAF
S , DAF

S (ρ12, ρ6) 3.067 146.76 (-3.60, 13.88, 9.75) 0.118

JFM
S , DFM

S (ρ1, ρ8) 3.226 -60.00 (4.57, 8.15, 4.47) 0.173

JAF
W , DAF

W (ρ12, ρ13) 3.336 16.84 (-9.53, 8.06, 6.84) 0.845

JAF
O−O, DAF

O−O (ρ16, ρ3) 6.396 30.57 (-0.55, 4.26, -3.88) 0.189

Cubic magnetocrystalline anisotropy constant K (K) : 3.435

TABLE 4.2: Microscopic magnetic model parameters from DFT four
states energy-mapping calculations : the column respectively des-
ignate the interaction type, the involved atoms (ρi, ρj), distance be-
tween atoms, the Heisenberg exchange, DMI vector and the ratio
between DMI and Heisenberg exchange. The last line is Cubic mag-

netocrystalline anisotropy constant.

The microscopic magnetoelastic tensor Λij
αβ is a second-order symmetric tensor;

its symmetric property is derived from the symmetry of strain tensor ηαβ and
since we have five different Heisenberg constants, the same goes for the magne-
toelastic tensor, with each having six different components. Using Voigt’s nota-
tion, we have the energy contribution of magnetoelastic interaction.[145]

Eme({S}, {ηk}) =
6

∑
k=1

∑
i<j

[Λ1
kSI I

i · SI I
j ηk + Λ2

kSI
i · SI I

j ηk

+ Λ3
kSI I

i · SI I
j ηk + Λ4

kSI
i · SI I

j ηk + Λ5
kSI

i · SI I
j ηk] (4.9)

In our case, we have 30 microscopic magnetoelastic coefficients to calculate re-
lated to the effect of strain (traction-compression and shear) on Heisenberg ex-
change constants. The results are presented in Table.4.3

Λn =


Λn

xx Λn
xy Λn

zx

Λn
yy Λn

yz

sym Λn
zz

 n ∈ {1, 5} (4.10)



72 Chapter 4. Thermodynamical properties of Cu2OSeO3

The interaction Λn
xx (meV) Λn

yy (meV) Λn
zz (meV) Λn

yz (meV) Λn
zx (meV) Λn

xy (meV)

ΛFM
W 15.96 6.60 -0.16 -4.77 1.00 -14.79

ΛAF
S -2.27 2.35 2.15 11.00 33.74 -80.46

ΛFM
S 2.44 13.75 8.75 31.63 -13.31 -15.50

ΛAF
W 2.33 -13.25 -0.65 57.00 -18.00 -14.99

ΛAF
O−O -10.50 -2.60 -1.85 7.23 19.00 -2.74

TABLE 4.3: magnetoelastic model parameters from DFT finite dif-
ference calculations

Although it was not implemented in the Monte Carlo simulation since we explore
the properties in the absence of mechanical constraints, the parameters of the
elastic energy have been calculated from DFT using the finite difference method.

Hel = Eel({ηik}) = ∑
ijkl

Cijklηijηkl (4.11)

Our material has a B20 crystal structure, which is a non-centrosymmetric cubic
structure. With this consideration and using the Voigt notation, the previous
Hamiltonian reduces to three parts with three different coefficients C11, C44 and
C12 related respectively to traction-compression strain, shear strain and trans-
verse traction-compression strain of the cubic crystal lattice.

Eel({ηik}) =
1
2

C11(η
2
xx + η2

yy + η2
zz)

+
1
2

C44(η
2
xy + η2

yz + η2
zx) + C12(ηxxηzz + ηxxηyy + ηyyηzz) (4.12)

Since the crystal has cubic symmetry, we have only three independent coefficients
for the elastic stiffness. The results are in the table 4.4.

C11 C12 C44 Young Modulus E Shear Modulus G Poisson ratio ν

244.57 GPa 75.62 GPa 120.51 GPa 251.02 GPa 106.10 GPa 0.18

TABLE 4.4: Elastic model parameters from DFT finite difference cal-
culations
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4.3 Finite size scaling

It is impossible to perform numerical simulations on systems as big as the experi-
mental, at least if one desires to include all the degrees of freedom of interest. The
sizes reachable by current effective Hamiltonian schemes are way smaller, lead-
ing to emulating infinite systems with finite-size systems with special boundary
conditions. The boundary conditions, in our case, are periodic boundary con-
ditions (PBC), which induce errors and mismatches between the actual phase
transition temperature Tc and temperatures TL

c that depend on the characteris-
tic length of the system L. However, the TL

c deviates from the real Tc in infinite
systems in a controllable way, studying the trend of TL

c as a function of L leads
to the prediction of the infinite size T∞

c = Tc. This theory and set of methods in
which we treat the effect of size on thermodynamical properties of finite lattices
are called Finite Size Scaling [146].

4.3.1 Second-order phase transition

A crucial quantity in scaling the statistical properties of thermodynamical observ-
ables is the correlation length, which diverges at the vicinity of critical tempera-
ture in the case of a second-order phase transition ξ ∼ τ−ν where τ = |T− Tc|/Tc

is the reduced temperature. However, in a finite system, it cannot be larger than
the size of the system L. The pseudocritical temperature TL

c > Tc and depends
on L and using the scaling ansatz for the free energy F and the idea that the only
wayF can depend on L is via the dimensionless parameter L/ξ ∼ Lτν, we obtain
the method for finite-size analysis.

Since the magnetization, the magnetic susceptibility and specific heat all scale
with L as (for τ = 0) :

Mc(L) ∼ L
−β
ν Cc

v(L) ∼ L
α
ν χc(L) ∼ L

γ
ν (4.13)

It is better to use the Binder cumulant of the order parameter, or energy [147],
since the prefactor depends on size gets canceled, and the ratio becomes size in-
dependent. Kurt Binder proposed this approach, and the correspondent quantity
is called Binder cumulant, defined as the kurtosis of the statistical parameter s
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(energy, magnetization ...), and is expressed as :

UL
B = 1− 〈s

4〉L
〈s2〉2L

(4.14)

Thus we obtain a way to extract the transition temperature value by abscissa of
the common intersection of the set of UL

B plots, and then the critical exponents
can be extracted by using the estimate of Tc.

4.3.2 First-order phase transition

The behavior of the observables in the first-order transition is very different from
the continuous second-order transition considered before. The correlation length
ξ does not diverge. Nonetheless, the system’s energy exhibits a discontinuous
finite jump, and the critical exponents are meaningless. The main scaling param-
eter in case of first-order phase transition in the volume V, which in our case
V = L3 and the position of TL

c scales with 1/V, Therefore, to obtain the estimate
of the infinite system transition temperature one can plot TL

c against 1/V [148].

UL
B|E = 1− 〈E

4〉L
〈E2〉2L

(4.15)

4.3.3 Finite size scaling of Cu2OSeO3

To characterize the effect of size on phase transitions in CSO, we performed a se-
ries of Monte Carlo simulations at different sizes ranging from L = 24 to L = 96,
where L denotes the number of unit cells per direction. Thus we have a volume
L3 representing the total number of unit cells in the superlattice, and Na = 16L3

is the number of spins in the superlattice. To explore the finite size scaling of
Cu2OSeO3, we calculated the Binder cumulant of energy for various sizes.

Fig.4.7 shows that the Binder energy cumulant exhibit a minimum at TL
c for the

second phase transition. As expected, the pseudocritical temperature TL
c depends

on superlattice size L such that TL
c decreases as L increases, an extrapolation of

TL
c as a function of 1/L yields the value T∞

c = 42.08 K.

We observe a second minimum starting from L = 72 in a lower temperature,
which designates a phase transition. From previous results, it corresponds to
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FIGURE 4.7: Temperature evolution of the Binder cumulant of en-
ergy multiplied by Na for Bext = 0 mT

the first-order phase transition driven by critical fluctuation from the fluctuation-
disordered phase.

We performed the same analysis for an applied field of 15 mT, where we calcu-
lated the energy Binder cumulant UL

B|E. We find the same behavior, with double
minima for L = 84, where the minimum toward lower temperature determines
the first-order phase transition to the fluctuation-disordered phase.

4.3.4 Second moment correlation length

The second moment correlation length is a measure of the width of the distri-
bution of the distance between pairs of correlated points in the system. It is re-
lated to the fluctuations in the system and can provide information about critical
phenomena, phase transitions, and other physical properties of the system. To
compute the second-moment correlation length in our case, one may measure
the Fourier amplitudes of the spin-spin correlation function G(x, y) = 〈S(x) ·
S(y)〉 − 〈S(x)〉 · 〈S(y)〉.

G̃(k) = ∑
r

G(r)e−ik·r (4.16)
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FIGURE 4.8: The second moment correlation length as a function of
temperature where we observe a divergence near the second order
phase transition, the finite peak of first is eclipsed by the divergence

of the second order phase transition

the squared correlation length can be extracted from a linear fit of G(k)−1 as a
function of k2. However, one can extract the second-moment correlation length
without needing a fit. the simplest expression, using only k = 0 and k = 1 =

(2π/L)(1, 0, 0).

ξ2 =
1

2 sin(π/L)

√
G̃(0)
G̃(1)

− 1 (4.17)

This quantity, which is comparatively easy to measure in a Monte Carlo simu-
lation, is usually referred to as second-moment correlation length, which is very
similar to the (actual) correlation length [149].

Fig.4.8 shows the thermal behavior of the second moment correlation length for
zero fields, where we have the divergence at the second order phase transition,
with a correlation length double the characteristic size of the supercell. This high
value eclipses the finite peak of the first-order phase transition to the helical state.
At high temperatures, ξ2 typically tends to zero, indicating that the field is totally
"randomized" at high temperatures, even for very nearby points. Conversely, for
very low temperatures, the correlation length is fixed by the characteristic length
of the magnetic order (the helical state in our case) [150].
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FIGURE 4.9: Temperature evolution of the magnetization, for vari-
ous field, where we find the zero magnetization (red line) for helical

state, the expected saturation value for high fields |Ms| = 4 µB

4.4 Characterization of magnetic phases

4.4.1 The helical state

In order to probe the characteristics of our system, the expectation value of ther-
modynamical observables is estimated within the Monte Carlo simulations as
simple arithmetic means over the Markov chain or the number of sweeps. In our
case, the order parameter is the total magnetization |M|. To compute this quan-
tity, one takes the sum of all the spins in the supercell, divided by the number of
units cells, and averages over the sweeps.

〈|M|〉 = 1
L3 〈∑

i
Si〉 (4.18)

Fig.4.9 shows the evolution of the magnetization as a function of temperature for
various magnetic fields. We performed a series of Monte Carlo simulations to
study different phases of CSO as a function of temperature and magnetic field.
We managed to get other statistical observables, such as the specific heat Cv and



78 Chapter 4. Thermodynamical properties of Cu2OSeO3

magnetic susceptibility χM as a function of temperature for various magnetic
fields. Previous experimental results show that the ground state of copper ox-
ide selenite at zero field and low temperature is a spin spiral (helical state).

� [001]

FIGURE 4.10: Logarithm of the square of spin structure factor
((log10(|F|2)), where |F|2 is summed along the [001] direction at 35

K and and zero magnetic field

We calculate the spin structure factor as :

S(Q) =
1
N ∑

i,j
e−iQ·(Ri−Rj)〈Si · Sj〉 (4.19)

and we show, using the DFT calculated parameters of the effective Hamiltonian,
the existence of a helical state at zero fields characterized with a propagation vec-
tor ||qH|| = 0.008 (Å−1) as seen in Fig.4.10, the helical state has a periodicity along
[11̄0] direction [2] with a wavelength λH ' 78.4 nm, and is shown to exist in all
the temperature range below TH ' 37.5 K which delimits the helical phase from
fluctuations disordered phase. This value is lower than the critical temperature
Tc ' 42.5 K of the ordered phase to the paramagnetic phase where its experi-
mental value is Texp

c ' 58 K [151]. The discrepancy between the reported critical
temperature and the experimental one is due to the use of the lattice constant of
the paramagnetic phase as a lattice parameter in the range of temperatures of the
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FIGURE 4.11: Heat capacity for zero field, with the head (lower tem-
perature peak) and shoulder (higher temperature peak) characteris-
tic of B20 magnets, with second order phase transition toward high
temperature and the low temperature peak is first-order phase tran-

sition.

field polarized phase ( helical and SkL ) which correspond to a 2 GPa applied hy-
drostatic pressure P on the crystal which affects the magnetic exchange constant
and thus Tc according to [152] where Pc is material dependent critical pressure :

Tc(P) = Tc(0)(1−
P
Pc
) (4.20)

We also report that for the heat capacity, we have the same peak and shoulder
feature near Tc found in experimental results in MnSi and Cu2OSeO3 [153]. Fig-
ure 4.11 shows this feature where the shoulder is toward high temperatures. This
study is the first one with the ab-initio inputs that reproduce this behavior. Bele-
muk et al. [154] show the same features with Monte Carlo simulation but with ar-
tificial inputs for Heisenberg exchange and DMI in the effective magnetic Hamil-
tonian. The first peak (which is field dependent) around TH ' 37 K for zero
fields is a characteristic of a first-order phase transition between the fluctuation-
disordered regime (FD) and helical state, as was discovered experimentally by
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H.C. Chauhan et al. [155]. The second peak (the shoulder) at T ' Tc ∼ 42.5 K
delimits the FD region from the uncorrelated paramagnetic region.

FIGURE 4.12: Real space spin configuration in Cu2OSeO3 (001) slice
in the helical phase. The z-component and the in-plane orientations

of the spins are illustrated by the colorbar and colored arrows

The helical state persists in low magnetic fields and low temperatures. We ob-
serve the spin spiral along the (111) direction up to 10 mT, and for all the tem-
peratures under the TH that delimits the ordered phases from the fluctuations
disordered phase, we depict the spatial configuration of the spin spiral in our
system as in Fig.4.12.

4.4.2 The skyrmion lattice phase (SkL)

When we apply higher intensity magnetic fields, the helical state develops a
q = 0 component and thus changes to the conical state. However, when we
get close to the TH at the border of the fluctuation-disordered regime, magneti-
zation adopts an exotic behavior and shows a peak near TH as seen in Fig.4.13.
In this region, topological defects start to emerge as the skyrmion lattice phase
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FIGURE 4.13: Temperature evolution of the magnetization, for
Bext = 40 mT where we observe an anomaly indicating the existence

of an exotic behavior of magnetization around TH.

is observed for Bext = 40 mT characterized by a six-fold propagation vector pat-
tern depicted in the Fig.4.14. This skyrmion lattice phase exists in a small pocket
of magnetic field and temperature, and in our case, the pocket ranges between
25 mT to 40 mT in magnetic fields and temperatures between 34-42 K (where it
overlaps with the fluctuation-disordered regime).

The noncollinear sixfold pattern shows the projection of the spin structure factor
in this case on the (111) plane, which shows, the six spots corresponding to qi

SkL

and −qi
SkL with i ∈ {1, 2, 3}. These three noncollinear vectors are coplanar since

det
(
q1

SkL, q2
SkL, q3

SkL

)
= 0, which is a necessary condition for having a skyrmion

lattice. This six-fold pattern is the main definition of a skyrmion lattice phase first
used by S. Muhlbauer et al. [49] to characterize skyrmion lattice in MnSi. If the
three vectors are not coplanar, they will describe a hedgehog lattice phase [156].
Fig.4.15 shows the skyrmions lattice in real space.

It is worth mentioning that the transition from a topologically trivial state, such
as the spin spiral phase, is done by surpassing an energy barrier between the two
topologically nonequivalent states. In our case, the magnetic field along (111) is
the driving power for this transition in the presence of thermal fluctuations.
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� [111]

FIGURE 4.14: Logarithm of the square of spin structure factor
((log10(|F|2)), where |F|2 is summed along the [111] direction at 35

K and and 40 mT magnetic field

However, an intermediate state emerges in an even smaller pocket of magnetic
field and temperature. A vortex lattice phase appears when we apply an intensity
of ∼ 15 mT near the fluctuation-disordered regime. This state is characterized by
the four-fold pattern of the spin structure factor depicted in Fig.4.16.
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FIGURE 4.15: Real space spin configuration in Cu2OSeO3 (111)
slice at the 35 K and 40 mT [111] magnetic field, which shows the
Skyrmion lattice. The z-component and the in-plane orientations of
the spins are illustrated by the colorbar and colored arrows, respec-

tively.

� [001]

FIGURE 4.16: Logarithm of the square of spin structure factor
((log10(|F|2)), where |F|2 is summed along the [001] direction at 37.5
K and and 15 mT magnetic field showing a four-fold pattern charac-

teristic of a vortex lattice.
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FIGURE 4.17: (A) : Heat capacity for multiple value of magnetic
fields, the second-order phase transition is independent of magnetic
whereas the first-order phase transition is field dependent, the win-
dow at left corner is a zoom of the second peak (toward higher tem-
peratures). (B) : The distribution of spin Fourier component along
(11̄0) direction across the transition TH, solid line is TH − 0.25 K,
dashed-dotted line is TH + 0.25 K and dashed line is TH + 2 K. The
transition from double peak distribution into single peak is a signa-

ture of first-order phase transition.

4.5 Phase transition mechanisms

In order to understand the origin of the head and shoulder peaks signature of
chiral magnets as depicted in Fig.4.11, we analyze the heat capacity for several
applied fields. As mentioned before, the first peak is facing low temperatures
and is found around TH ' 37 K for zero fields, which is also a characteristic
of a first-order phase transition between the fluctuation-disordered regime (FD)
and helical state, as was discovered experimentally by H.C. Chauhan et al. [155].
We also observe that this peak is field-dependent. In Fig.4.17.(A), we see a non-
linear dependency of TH on the applied field as the peak changes its tempera-
ture depending on the applied magnetic field. The second peak (the shoulder)
at T ' Tc ∼ 42.5 K delimits the FD region from the uncorrelated paramagnetic
region. Janoscheck et al. [157] showed that the phase transition in a helimagnet
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FIGURE 4.18: Evolution of the spin structure factor in the first Bril-
louin zone (BZ) above Tc at zero field: (a) at Tc+0.5 K. It shows
isotropic chiral strongly interacting fluctuations; (b) the spreading
of propagation vector on a sphere at Tc+3 K, indicating strongly in-
teracting fluctuations, (c) at T � Tc exhibiting ferromagnetic fluc-
tuation behavior where the fluctuations spectrum spreads over the

whole BZ

of the B20 family (MnSi) displays a fluctuation-induced first-order phase tran-
sition that follows a Brazovskii mechanism1 [158]. To explore the induced first-
order phase transition mechanism, we calculated the inverse of correlation length
κ = 2π

ξ for temperatures above TH. There are several scenarios if the inverse
Ginzburg length of the system κG satisfies the condition κG < κDM for T > TH,
where κDM = ||qH||, the system undergoes a first-order transition that follows
a Brazovskii mechanism. In this mechanism, the strongly interacting fluctua-
tions suppress the mean-field transition temperature TMF. On the other hand, if
κG > κDM, the mechanism governing the induced phase transition can be de-
scribed within the Wilson-Fisher renormalization group [159]. The latter mech-
anism is what governs the induced transition in Cu2OSeO3, as previously con-
firmed by Živković et al. [160]. The fit of the magnetic susceptibility with the
Brazovskii Eq. (4.21) [157], where η = κGi

κDM
give a value of η > 1 which means

that in our system κG > κDM.

χ|T>Tc =
χ0

1 + η2Z(T) Z(T) = [τ + (1− τ3 +
√

1− 2τ3)1/3]2

21/3[1− τ3 +
√

1− 2τ3]1/3
τ =

T − TMF

T0
(4.21)

Far from the transition, T � Tc, the fluctuations have a mean-field ferromagnet-

1When the fluctuations in the order parameter have a particular spatial frequency, then they
can become amplified and grow to form a periodic pattern. This happens because the fluctuations
can interact with each other in a way that reinforces the periodicity.
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like behavior as seen in Fig. (4.18c). As the temperature approaches Tc from high
temperatures, κ < κG, we enter the strongly-interacting fluctuations regime that
suppresses the transition temperature before the fluctuations interactions acquire
an isotropic chiral behavior. This behavior can be seen from spreading propaga-
tion vectors in q-space on a sphere as seen in Figs. (4.18a), (4.18b). In this region,
the inverse correlation length satisfies κ . κDM. However, these results remain
indecisive since it relies on fitting the magnetic susceptibility with the Brazovskii
equation to get the parameter η. Further study is required to directly extract the
Ginzburg and correlation lengths to understand the mechanism that induces the
first-order phase transition fully.

The region between the helimagnetic and paramagnetic transitions (between the
first-order and second-order transition, TH < T < Tc) is denoted as the fluctuation-
disordered phase. To explore the nature of this phase, we study the evolution of
the norm of the propagation vector as a function of temperature in the region
TH < T < Tc. We observe that the propagation vector related to the helical state
is increasing in the norm, which indicates that the helical state periodicity is get-
ting smaller to adapt to the supercell size, which in turn shows that the FD is
an incommensurate phase. As the temperature increases, we observe a spread
over the Brillouin zone until we get a sphere-like shape as in Fig. (4.18a). The
existence of an incommensurate phase along the FD phase, encapsulated by the
commensurate phase (ferrimagnetic phase) and paramagnetic phase, indicates
the presence of a Lifshitz point (LP)2 [161] at the border of these three phases.

4.6 The spiral spin liquid phase

The spiral spin liquid (SSL) phase is a type of classical spin liquids realized in
many systems, in honeycomb lattices as in FeCl3 [42], in systems where spins
form a diamond lattice as in MnSc2S4 [162], CoAl2O4 [163], and other systems as
the frustrated antiferromagnetic pyrochlore MgCr2O4 [164]. The spiral spin liq-
uid is a state where spin fluctuates as a spiral, resulting from the infinite degener-
acy of spin spirals that manifest as the continuous ring or 2D surface (sphere) of
propagation vectors. Each vector on the ring or the sphere has the same energy;

2A tricritical point at which the free energy of the commensurate phase, the disordered phase,
and the free energy of the modulated (incommensurate) phase are equal. At this point, the system
undergoes a second-order phase transition from the disordered phase to the ordered phase, with
the modulated phase acting as an intermediate state.
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in general, magnetic field or anisotropy lifts this degeneracy by selecting a certain
q on this ring as the propagation vector of the helical state or as the sixfold pat-
tern of skyrmion lattice state as seen in Cu2OSeO3 [2]. In the case of very small or
no anisotropy, all the helical states on the sphere or ring are degenerate and ther-
mal fluctuations cause the spins to fluctuate from one spin spiral state to another,
creating the SSL state. Another type of classical spin liquids is skyrmion liquids,
which correspond to the continuous ring in reciprocal space that emerges from
the six-fold pattern signature of skyrmion lattice phase as found in Cu2OSeO3

under varying applied magnetic field [165].

A significant quantity is the spin structure factor (magnetic structure factor), which
can be detected experimentally with neutron diffraction. The spin structure factor
provides an essential characterization of the physical properties of the classical
ground-state degenerate manifold (spiral ring). We show that the ground state
for Cu2OSeO3 is compatible with previous experimental studies [151] where we
find a helical state characterized by a two-fold pattern with propagation vector
(qh,−qh), henceforth making the spin spiral along (11̄0) the configuration that
minimizes the total energy. However, as we get close to the transition from the
helical state to the fluctuation-disordered regime, thermal spin fluctuations have
strong interaction, changing the state from a two-fold pattern into a ring-like pat-
tern called the spiral ring, which characterizes the spin liquid phase. We empha-
size that this spiral spin liquid phase exists in the FD region. Fig.(4.19) shows
the spin structure factor of Cu2OSeO3 for a magnetic field of 5 mT and temper-
ature of 42 K, which reside inside the fluctuation-disordered regime. Another
signature of the spin spiral phase is the unusual double peak feature in specific
heat Cv. This double peak feature is found in other spin liquid candidates α-
RuCl3 [166]. Fig.(4.17.A) shows the double peak feature of the specific heat in
Cu2OSeO3, where we have a sharp peak at low temperature representing the
transition from the magnetically ordered state (helical) to FD, and then a broad
peak facing higher temperature, which in case of Kitaev model spin liquid, is re-
lated to spin fractionalization. Nonetheless, our generalized Heisenberg model
treats spin in a classical manner, and the spiral spin liquid, in our case, is just a
subcategory of classical spin liquids. The SSL phase arises from the strong inter-
acting thermal spin fluctuations between the double peaks. The energy scale of
DMI, which lifts the degeneracy between all the helical states on the spiral ring,
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FIGURE 4.19: Spin structure factor of Cu2OSeO3 summed along
(001) direction over all Brillouin zone at 42 K slightly under Tc and

5 mT showing ring like shape characteristic of spiral spin liquids

is not enough in this region to maintain the spiral in the direction the DM vec-
tor imposes. However, the thermal fluctuations are not strong enough to create
an uncorrelated paramagnetic state, thus making the correlated spiral spin liquid.
We emphasize that in contrast to the spiral spin liquids and quantum spin liquids
found in other materials where the origin is the geometric frustration or the com-
petition between ferromagnetic and antiferromagnetic Heisenberg exchange, the
origin of the spiral spin liquid in Cu2OSeO3 might be related to the existence of
competition between the ferromagnetic and antiferromagnetic interactions, and
the presence of a strong DMI.

4.7 Phase diagram

To understand the mechanism of creating the SkL, we performed a series of low
magnetic field calculations, leading to the magnetic field-temperature phase dia-
gram shown in Fig. 4.20. As predicted by the present scheme, seven phases exist
within this range; five are well known, namely the helical, conical, SkL, param-
agnetic, and ferrimagnetic (field polarized) phases. Moreover, we have two other
phases. The first of them is between the helical phase and the SkL (at 15 mT),
where a double non-collinear q pattern is created, indicating the existence of an
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intermediate vortex lattice (half-skyrmions or merons). This prediction is yet to
be confirmed experimentally. The last phase previously mentioned, where there
is a dominance of fluctuations, is the fluctuation-disordered regime. The phase
diagram shows a tricritical point at the crossing between the conical, FD phase,
and ferrimagnetic phase, as previously shown experimentally [155].
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FIGURE 4.20: Phase diagram of various magnetic orders in
Cu2OSeO3 : SkL : Skyrmion lattice , VL : vortex lattice, FD : Fluc-
tuation disordered , TCP : Tricritical point , LP : Lifshitz point, solid
line is the second-order phase transition, the dashed-dotted black
line refers to the field dependent first-order phase transition with
TH varying non-linearly between (37K to 38 K) and white dashed

lines are continuous transitions

The vortex lattice phase exists in a tiny pocket near TH and between Bext of stable
helical phase and stable SkL and has never been suggested as a possible ground
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state of Cu2OSeO3. The existence of the vortex lattice phase implies that the tran-
sition from helical state to SkL undergoes a step-by-step transition in terms of the
topological invariant by passing from the topologically trivial single q state to
double q state characterized with a half-integer invariant to triple q state with an
integer invariant [167].



91

Chapter 5

Topological properties of spin
textures

Topological defects are localized excitations that overcome their finite creation
energy associated with the large configurational entropy they carry. They induce
phase transitions in two-dimensional systems, including the superfluid transition
in thin 4He films, the superconducting transition in thin metallic films, and the
melting transition in two dimensions. Depending on the models and dimension-
ality, they appear as points, lines, surfaces, etc...

5.1 2D solitons in Cu2OSeO3 : Skyrmions and Vor-

tices

Following the approach by Berg and Luscher [69, 168], we define the skyrmion
number in the case of lattice systems. For a plane of four spins, the topological
charge is given by the sum over the ensemble of oriented triangles ∆ijk. We calcu-
late first the local charge q∆ of the triangle ∆ijk with respect the orientation chosen
as :

q∆ = 2 arctan
( si · (sj × sk)

1 + si · sj + sj · sk + sk · si

)
(5.1)

The local charge is invariant under cyclic permutation of the indices ijk. The
skyrmion number can be extracted from the local charge by summing on the
whole space (in the case of 2D solitons as skyrmions (depicted in Fig.5.1) and vor-
tices, we sum over the 2D surface), and the lattice-based formula for the skyrmion
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FIGURE 5.1: Skyrmion lattice phase on the (111) plane where the
skyrmions are arranged in a hexagonal lattice. Spin up in blue, spin

down in red, and the in-plane spin in green.

number is:
Qsk =

1
4π ∑

∆=〈ijk〉
q∆ (5.2)

We start by analyzing the topological skyrmion number for the zero-field case,
where we have a helical state at lower temperatures and then a transition to the
FD phase. As expected, the spiral state is a trivial one characterized by 〈Qsk〉 = 0.
As we enter the fluctuation-disordered regime, the strong fluctuations of spins
make the skyrmion number fluctuate around the trivial state. This means the
DMI itself does not create the net topological charge, and it needs the magnetic
field to break the symmetry, in agreement with the work of Hou et al. [169].
Fig.5.2 shows the temperature evolution of the skyrmion number for the helical
ground state where it remains zero. However, as for the skyrmion lattice phase,
when we apply a 40 mT magnetic field, the topological charge increases steeply
at a specific temperature and then decreases smoothly again. This behavior is
previously found in ultra-thin films of Pd/Fe/Ir(111) [170].

Fig.5.1 shows the spatial arrangement, where the skyrmion lattice has a hexag-
onal structure. To understand why in Cu2OSeO3 the skyrmion are arranged in
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FIGURE 5.2: Temperature evolution of the skyrmion number of the
helical state (Bext = 0) and skyrmion lattice phase (Bext = 40 mT) .

such a way, we studied the behavior of another topological defect, the hedge-
hogs/antihedgehogs pairs. We study the interaction between those defects in a
two-types particles gas model that we will show in the next section.

5.2 3D point defects in Cu2OSeO3 : hedgehogs and

antihedgehogs

5.2.1 Topological characterization of point defects

Topological defects carry an integer topological charge which indicates how of-
ten one meets all possible orientations of the vector field while moving along an
oriented closed surface enclosing the defect core [171]. We use the same previ-
ous Berg and Luscher procedure to extract the topological charge, with a slight
modification. We use the method of Motrunich and Vishwanath [172], where we
define the monopole number (hedgehog or antihedgehog) in each unit cell inside
the supercell by defining a gauge potential Aij between any pair of neighboring
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spins with orientations si, sj. This gauge potential is defined by introducing an
arbitrary reference vector s? forming the spherical triangle (si, sj, s?). The edges
of this spherical triangle are segments of circles1, and we denote the solid an-
gle subtended by this spherical triangle by Ω[si, sj, s?] then the formula for Aij is
written as :

e
iΩ
2 = eiAij =

1 + si · sj + sj · s? + s? · si + isi · (sj × s?)√
2(1 + si · sj + sj · s? + s? · si)

(5.3)

The choice of the s? is arbitrary, and any choice s♠ with respect to s? accounts
for a gauge transformation. If Aij = Aij + θi − θj where θi = Ω[si, s♠, s?]/2, thus
gauge invariant quantities are independent of the choice of the reference vector.
We define then a flux F� on every face bounded by the sites (i, j, k, l)

F� = (Aij +Ajk +Akl +Ali) F� ∈ (−π, π] (5.4)

The flux F� is gauge invariant, and henceforth it is independent of the choice of
the reference unit vector s?. The hedgehog/antihedgehog topological chargeQ±
enclosed by the unit cube (i, j, k, l, m, n, o, p) containing six square corresponds to
the flux out of the volume made by the six squares.(i, j, k, l) (l, m, n, o) (i, j, m, n)
... which can be written as follow:

Q± =
1

2π

6

∑
�=1

F� (5.5)

This charge is guaranteed to be an integer from the previous definitions. More-
over, this definition ensures that the net topological charge (the supercell sum of
topological charges associated with unit cells) always equals zero in the consid-
ered system with periodic boundary conditions. The flux over a triangular face
is related to spin chirality (or helicity) mentioned in the previous section, where
sin(F∆) ∼ si · (sj × sk).

5.2.2 Density of hedgehogs

Let us now define the density n± of topological point defects as the ratio of cells
containing hedgehogs or antihedgehog to the supercell volume L3 with L = 84.

1Any line on the 2-sphere is a segment of a certain circle
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FIGURE 5.3: Temperature evolution of topological point defects den-
sity at zero field. The red line is the total charge density .

Fig.5.3 shows the thermal evolution of the density of hedgehog/antihedgehog
pairs. We observe that the pairs of hedgehogs-antihedgehogs have a plateau at
high temperatures where we have the maximum density. As the temperature is
decreased, n± is reduced, and once we get near Tc, we observe a rapid decrease.
However, the density of pairs remains positive even below Tc till a specific tem-
perature TA < Tc, where the density of pairs gets canceled. It is striking to realize
that this critical temperature is exactly the inflection temperature of hedgehogs’
density, which coincides with the site-percolation threshold of a Rubik’s cube
neighborhood2 pc at the same inflection point. This behavior is previously found
in relaxor ferroelectric PSN and PZT systems [88] and Heisenberg ferromagnets
[85, 86]. The nonvanishing value of hedgehogs density under Tc indicates the co-
existence of hedgehogs/antihedgehogs pair alongside the skyrmion lattice phase
in the case of an applied 40 mT magnetic field. The site percolation threshold
pc = 0.0976 is the one of a regular lattice with a neighborhood extending to the
third-nearest neighbors (Rubik cube-like) [173], this threshold can be seen as the
critical probability above which we have the appearance of a single cluster of

2Cubic configuration with 26 neighbors (shared face, edge and corner)
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topological defects spanning through the whole supercell "infinite cluster"3. This
means that if the density of hedgehog/antihedgehog pairs n± > pc, the appear-
ance of long-range spin configuration is hindered by the "infinite cluster" of topo-
logical defects.

Interestingly, since the total topological charge is constrained to be zero in sys-
tems with periodic boundaries conditions, the decrease of n± upon cooling can
only happen by annihilation among defects of opposite topological charge, i.e.,
between hedgehogs with charge Q+ and antihedgehogs with charge Q−. Thus,
it is interesting to inquire into the dynamical nature of topological singularities
and their annihilation. For the temperature dependence of n± in Fig.5.3, we find
that for T > TA, the density can be very well approximated by:

n± = n0
± + (n∞

± − n0
±) exp

(
− A

T − TA

)
(5.6)

This lead to the Vogel-Fulcher-Tammann law-like equation for relaxation time τ

associated with the annihilation process between hedgehogs and antihedgehogs
τ ∼ τ0 exp

(
A

T−TA

)
[174]. In this context, the relaxation time becomes very large

as the temperature is lowered, indicating that the dynamics of the annihilation
process between hedgehogs and antihedgehogs become extremely slow.

5.2.3 Binding-Unbinding mechanism

An important question pertaining to the role of topological defects is whether the
observed proliferation of defects as T increases is accompanied by the unbinding
of defect pairs. For that, we calculated the number of total bonds as a function
of temperature and the bond at the minimal distance as a function of tempera-
ture. It is thus essential to develop criteria by which one may determine whether
a given system is in a bound or unbound hedgehog state. The ratio of bonds at
the minimum distance over the total bounds will explain the biding-unbinding
mechanism of hedgehogs/antihedgehogs pairs occurring in Cu2OSeO3. A de-
creasing ratio as increasing temperatures means the pairs tend to unbind, tending
to a plasma-like state of hedgehogs and antihedgehogs.

Fig.5.4 shows the evolution of the ratio of the bounds at a minimum distance,
revealing the proportion of bounded pairs. The sudden decrease is the signature

3A connected cluster of point defects that extends from one end of the supercell to the other.
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FIGURE 5.4: Temperature evolution of ratio of bound at minimum
distance with respect to total number of bounds

of unbinding of the hedgehog/antihedgehog pairs. This dissociation of pairs of
oppositely charged topological defects, depicted in Fig.5.5 and seen in the pro-
file of pairwise potential (mean-force potential between defects) in Fig.5.6 with
a changing nature from attractive to repulsive, induces empowered distortions
in the spin field, progressively destroying the helical ground-state order before
Tc, and creates the fluctuation disordered state previously mentioned in the last
chapter.

5.2.4 Hedgehogs clusters and fractal dimension

As the temperature is lowered, the mobility of hedgehogs is associated with a de-
crease in their density. Hedgehogs hence evolve in a smooth background, whose
volume can be obtained from the ratio of topologically free cells (with vanishing
charge) over the total number of cells 843. This background is denominated by
free volume, and since it is defined as complementary to the density of topologi-
cal defects, it is merely indicative of the maximal potentially ordered volume. We
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Chapter 3. Numerical results 170

As the temperature is increased, one observes that the average charge of clusters increases,

thus conrming the unbinding mechanism of pairs (Fig. 3.60).

T

Fig. 3.60: Two-dimensional schematic representation of the unbinding mechanism of hedge-
hog/antihedgehog pairs with increasing temperature. While at low temperatures,
pairs of oppositely charged defects are bound yielding a phase akin to a gas
of (hedgehog/antihedgehog) dipoles, the higher temperature phase constitutes a
plasma of unbound hedgehogs.

3.4.10 The underlying gauge

We wish to conclude this section by stressing that topological defects are controlled by the

gauge. More specically, for a certain xed amount of quenched disorder, the tempera-

ture evolution of the number of disorder-induced topological defects is dictated by the gauge

self-coupling parameter k. As k is decreased, deviations of the link variables from identity be-

comes less energetically unfavorable, consequently aecting the order parameter eld via the

gauge-modied short-range interaction term. The more k is reduced, the more the disorder is

empowered, ultimately preventing the onset of an ordered state by an induced proliferation

of topological defects. This is illustrated in Fig. 3.61 which shows the temperature evolution

of the density of pairs of hedgehogs np in PL15ZT for k=0.01 and k=0.05. In contrast to the

case k=0.05 where np drops around TC thus signaling the existence of an interplay between

local modes variable and gauge variables, the case k=0.01 is typical of a situation where the

disorder-mediating gauge has taken over ferroelectricity. Symmetrically, a further increase of

k (>0.05) depresses the strength of disorder, leading to a defect suppression [276]. Integral

curves are also shown in the lower panel of Fig. 3.61. For a same quenched disorder real-

ization (whose spatial distribution is indicated by squares), decreasing k yields a lattice of

hedgehogs, somewhat similar to Abrikosov’s vortex lattice [284].

FIGURE 5.5: Two-dimensional schematic representation of the un-
binding mechanism of hedgehog/antihedgehog pairs with increas-
ing temperature. While at low temperatures, pairs of oppositely
charged defects are bound yielding a phase akin to a gas of (hedge-
hog/antihedgehog) dipoles, the higher temperature phase consti-

tutes a plasma of unbound hedgehogs. Adapted from [175]

also used clustering algorithms to study the number of clusters of hedgehogs/an-
tihedgehogs as a function of temperature. Using the K-means clustering method,
we explore the evolution of point defect clusters. We also compute the radial
distribution function g(r), and from it, we extract the mean-force potential be-
tween defects W(r) = −kBT ln(g(r)), thus for high temperatures hedgehogs re-
pel each other, they tend to stay away from each other, so their excluded volumes
do not overlap. Hedgehogs cannot easily be close to each other lest they over-
lap the nearest hedgehogs already present there. As the temperature decreases,
the pairwise potential W becomes slightly attractive. This is the short-range and
rather weak entropic depletion attraction. Clusters start to form. The radial dis-
tribution function obtained at these temperatures significantly differs from that
obtained at T ≥ 60 K, implying that hedgehogs’ behavior (as individual parti-
cles) is also very different. At this density of hedgehogs, the depletion forces can
be described by the depletion model of Asakura and Oosawa [176, 177], which
predicts a monotonically attractive potential. As we get close to Tc from high tem-
peratures, hedgehogs become more structured and form multiscale complexes of
various degrees of connectivity. As we enter the temperature range below Tc,
we enter the sub-percolation regime, and hedgehogs form separated structured
clusters that look like a diffusion-limited aggregation. The pairwise potential be-
comes even more attractive as we lower temperatures and get closer to activation
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FIGURE 5.6: Defects pairwise potential interaction W(r)/kB at dif-
ferent temperatures .

temperature TA. Hedgehogs form smaller, separated clusters. In other words,
hedgehogs become trapped in a cage formed by their neighbors. This behavior is
seen in a glassy state of particles [87].

Moreover, a study of the fractal dimension dH was carried out based on the box-
counting method [178, 179], that defines the Minkowski-Bouligand dimension as
a limit [180] :

dH = lim
ε→∞

ln(Nε)

ln(1/ε)
(5.7)

Where Nε is the number of boxes needed to cover the free volume and ε is the
side length of one box used in the covering of the box. In our case, the fractal
dimension depicts the fractal nature of the hedgehogs’ clusters, Fig.5.7 shows the
evolution of the fractal dimension of hedgehogs/antihedgehogs cluster, and one
must note that for lower temperatures, there are at least two separate clusters
with different dimensions and two different separate scales.
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5.2.5 Point defects clusters and interaction with the skyrmion

lattice phase

To understand the effect of point defect clusters on the skyrmion lattice, we an-
alyzed how the point defects are scattered on the (111) plan in the presence of
skyrmions. As seen previously, in a magnetic field of 40 mT applied along (111)
direction, a skyrmion lattice phase emerges near Tc. In the presence of skyrmions,
the point defects are arranged in clusters in the space between skyrmions as seen
in Fig.5.8, leading to applied pressure on them. As the temperature increases,
the point defect’s density increases, as seen in Fig.5.3. To elucidate the nature of
the point defect gas, we calculate the second virial coefficient B2 as a function of
temperature. The Virial expansion expresses the pressure of the point defect gas
as:

βP± = n± + B2n
2
± B2 > 0 (5.8)

The point defects exert increasing pressure as the temperature rises, leading to
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FIGURE 5.8: Point defect distribution in a (111) plane in presence of
skyrmion lattice phase (Bex=40 mT and T =37 K) .

the annihilation of the skyrmion lattice phase. The process of the skyrmion an-
nihilation by the point defects is depicted in Fig.5.9. We observe that the ap-
plied pressure gradually reduces the topological charge. However, the radius
does not change except for 37.5 K, which suddenly decreases as we enter the FD
phase. The radius increases until a maximum at 40 K and decreases again until
the complete annihilation of the skyrmion phase, hence the gradual decrease in
the skyrmion number Qsk as temperatures increase toward Tc.

5.3 3D solitons : Hopfions and Hopfion-like solitons

A well-known type of 3D soliton is the Hopfion [181], which is a topological
soliton characterized by a nontrivial topological structure. This soliton can be
visualized as a knot or twisted loop in space, with its unique properties arising
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T↗ T↗
Skyrmion

FIGURE 5.9: Schematic representation of the skyrmion lattice phase
annihilation by point defects .

from the Hopf invariant. The Hopf invariant is calculated as the degree of a map
called the Hopf fibration, which links a circle on a 3-sphere S3 to a point on a 2-
sphere S2. By examining the linking number of two such circles, one can extract
the degree of the Hopf map, or Hopf invariant.

On the other hand, performing simulation on a 3D cubic lattice with periodic
boundary conditions (PBC) is equivalent to having a 3D space similar to a 3-Torus
T3. In this case, a Hopf invariant is not the correct description for 3D solitons in
3-Torus T3 since it is a characterization if the degree of the Hopf map h : S3 → S2.
The proper description would be the Pontraygin invariant of the map gL : T3 →
S2, DeTurck et al. proved the following theorems [182] :

Theorem 5.3.1: Theorem A

Let L be a 3-component link in S3. Then the pairwise linking numbers p, q
and r of L are equal to the degrees of its characteristic map gL : T3 → S2

on the two-dimensional coordinate subtori of T3 , while twice Milnor’s
µM-invariant for L is equal to Pontryagin’s ν-invariant for gL modulo
2 gcd(p, q, r)

ν(gL) = 2µM(L) mod gcd(p, q, r) (5.9)
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Theorem 5.3.2: Theorem B

If the pairwise linking numbers of a three-component link L in S3 are all
zero p = 0, q = 0 and r = 0, then Milnor’s µM-invariant of L is given by :

µM(L) = 8π3 ∑
n 6=0

an × bn ·
n
|n|2 (5.10)

With cn = an + ibn are the Fourier components of spin field in T3.

In the following, we will quantify the Milnor µM invariant as a function of tem-
perature in our system to analyze the possibility of the existence of 3D solitons
in CuO2SeO3 with PBC. The PBC impose a 3-torus topology on our superlattice.
Thus the characterization of 3D solitons is obtained via the Milnor triple linking
number, which is related to the degree of the map T3 → S2. Fig.5.10 shows the
evolution of the Milnor triple linking number in our system for various fields as
a function of temperature. It is worth mentioning that at high fields, where we
have a field-polarized phase, the linking number is zero, with small fluctuations
near the phase transition. This behavior is expected since the uniform field on T3
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FIGURE 5.11: Closed loops of spin component streamline in T3 for
a helical state .

is equivalent to having a trivial link, i.e., closed loops of the same spin component
that does not link. However, we observe a high linking number for zero field and
low temperatures, where the helical state is stable. This high linking number is
due to the fact that the spiral state on the 3-Torus (3D cube with PBC) entangles
the closed loops of the same spin component, thus revealing a nonvanishing Pon-
tryaging invariant. For the skyrmion lattice phase at 40 mT, we expect to have the
same behavior as the helical state, adding to that the skyrmions tubes along (111)
direction form a closed loop, any twist of the skyrmion tube would lead to the cre-
ation of Hopfions-like defects. These phases are not expected in the real system
since the PBC create this artifact. Nonetheless, one expects to find Hopfion-like
solitons in nanodisk chiral magnets [183]. The existence of a nonvanishing value
of Milnor’s triple linking number in the helical state can be explained by the pres-
ence of linked closed loops in the 3-torus as shown in Fig.5.11. The helical state
is characterized by a propagation vector q since in the helical state, the magnetic
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at 40 mT, where we observe the coexistence of skyrmions (orange
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the region 35 K to 42 K .

moments rotate in a plane (ũ, ṽ) and the Fourier component can be written as :

Sq = [
µ1ũ + iµ2ṽ

2
] (5.11)

In the case of µ1 = µ2 we have a circular helix, thus the equation 5.10 has a non-
zero value in the case of a helical state as depicted in Fig.5.10. The real and imagi-
nary parts of the Fourier component are always non-collinear and perpendicular
to the non-zero component (propagation vector). In the case of the skyrmion lat-
tice phase, the Milnor triple linking number has a nonvanishing value only in
the range where skyrmions are stable. We notice a sudden drop precisely at the
temperature where there is a sudden decrease in skyrmion radius, and this can be
explained again by the increase of the area of the ferromagnetic background lead-
ing to a smaller Milnor invariant. The decrease of the skyrmion radius is related
to the sudden increase of pressure applied by point defect, which on the other
hand, can be linked with the sudden jump in the second Virial coefficient B2 and
the growing rate of point defect density at this temperature as seen in Fig.5.12.
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Thus this invariant is also sensitive to the skyrmion radius.

We have shown that multitudes of different topological defects can coexist in
Cu2OSeO3. In the case of applied 40 mT magnetic fields along (111), we show that
skyrmions, hedgehogs/antihedgehogs pairs, and 3D solitons coexist in the same
range of temperatures. Fig.5.12 shows the topological charge of skyrmions, the
density of hedgehogs/antihedgehogs, and the Milnor triple linking number as a
function of temperature. We observe overlapping non-zero charges and density
in the region between 35 K to 42 K. This confirms the possibility of the coexistence
of multiple types of topological defects in the same part of the magnetic field-
temperature phase diagram.
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Conclusion

To summarize the results, we can say that several new developments have been
added to the existing atomistic approaches to handle the complexity of ferroic
systems such as Cu2OSeO3. These developments have enabled the study of prop-
erties of topological defects present in ferroic compounds and can be encom-
passed as follow :

• Monte Carlo simulations based on a first-principles-derived Hamiltonian
are conducted to study the finite-temperature properties of chiral-lattice
multiferroic insulator Cu2OSeO3. The use of this numerical technique (i)
reveals basic features of the phase diagram as a function of temperature
and external magnetic field, including the long-range helical phase at low
temperature and zero magnetic fields and the skyrmion lattice phase, in
which skyrmions are arranged in a two-dimensional hexagonal lattice, and
(ii) leads to the discovery of an overlooked vortex lattice phase in a narrow
pocket of the phase diagram near the fluctuations disordered-helical phase
transition. The scheme also provides strong numerical evidence that the
transition to a helical state in Cu2OSeO3 is first-order driven by critical fluc-
tuations. We have developed a first-principle approach to study the mag-
netic phases and finite-temperature properties of multiferroic chiral mag-
net copper oxide selenite Cu2OSeO3. In detail, we constructed an effective
Hamiltonian with all the magnetic interactions (in absence of mechanical
constraints), the parameters of this Hamiltonian were determined via den-
sity functional theory calculations with U-correction (DFT+U). The Monte
Carlo simulation gives us insight into the finite-temperature properties of
Cu2OSeO3. We have obtained the same experimental head and shoulder
peak signature of heat capacity found in Cu2OSeO3 and B20 Magnets. We
have found a very narrow pocket of temperature and magnetic field where
the magnetic skyrmion lattice phase is stabilized in agreement with experi-
mental observations and a stabilized magnetic helical phase at zero or small
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field under the critical temperature Tc. Our calculation also predicts the ex-
istence of a vortex lattice phase at a tiny region near TH between the helical
phase to the SkL phase.

• After studying the thermodynamical properties, we investigated the topo-
logical properties of the various topological entities, from the skyrmion
number to hedgehog density. We found the previous quantities acting in
accordance with the expected behavior of skyrmions and hedgehogs found
in previous studies. Moreover, we introduced a new way to quantify 3D
solitons in the case of the PBC system, with the Milnor triple linking invari-
ant that characterizes topological defects inside a 3-Torus-like space.

• We predict using first-principles-based calculations, combined with Monte
Carlo studies, that the distorted pyrochlore B20 Magnet Copper oxide se-
lenite Cu2OSeO3 exhibits signatures of a classical spiral spin liquid phase in
the region of the fluctuation-disordered phase.

• We also explored the effect of point defect on the annihilation of the skyrmion
lattice phase. The applied pressure of hedgehogs and antihedgehogs desta-
bilizes the skyrmion and leads to their destruction.

• We also showed the signature of the binding-unbinding mechanism in which
we have a transition where point defects go from bounded hedgehogs-
antihedgehogs pairs at low temperatures to unpaired point defects above
Tc.

In conclusion, we have developed an effective Hamiltonian approach that repro-
duced well the experimental signatures and phase diagram of Cu2OSeO3, leading
us to explore and quantify the topological properties of different solitons in this
multiferroic magnet, as well as predicting potential novel phases (Vortex lattice
and spiral spin liquid).
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Appendix A

Some topology concepts

A.1 Basic concepts and definitions

Defintion A.1.1: Topological space

A topological space is a pair (X, T ) where X is an non-empty set and T is
a collection of subsets of X that satisfies :

• ∅, X ∈ T
• for a collection of arbitray open set Gα ∈ T then

⋃
α Gα ∈ T

• let Gi ∈ T be a collection of finite number of open set then
⋂

i Gn
i=1 ∈

T
From now on, we will denote the topological space X.

Defintion A.1.2: Homeomorphism

A map (function) f : X → Y between two topological spaces X and Y is
called a homeomorphism (topological isomorphism) if :

• f is a bijection
• f is continuous
• the inverse map f−1 is continuous

Defintion A.1.3: Neighborhood of a point

If X is a topological space and x is a point in X, then a neighborhood of x is
a subset U that includes an open set V containing x x ∈ U ⊆ V ⊆ X
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Defintion A.1.4: Hausdorff space

Let X be a topological space, X is a Hausdorff space if ∃U ,V neighborhood
of x, y ∈ X respectively such that U ∩ V = ∅

Defintion A.1.5: Locally Euclidean

Let X be a topological space, X is called locally Euclidean if ∃n ∈ N∗ such
∀x ∈ X x has a neighborhood which is homeomorphic to Rn

Defintion A.1.6: Topological Manifold

A topological manifold is a locally Euclidean Hausdorff space.

A.2 Homotopy groups

Defintion A.2.1: Homotopy class

let f , g : X → Y be two continuous maps. f , g are said to be in the same
homotopy class if f can be continuously deformed into g i.e f is homotopic
to g if h : X × [0, 1] → Y a continuous map such that : h(x, 0) = f (x) and
h(x, 1) = g(x)

We can extend this analysis by considering the homotopy classes of continuous
maps from the n-sphere Sn. Recall that the unit n-sphere is the set of points in
Rn+1 at the unit distance from the origin. For example, the 1-sphere is the unit
circle. The homotopy classes of continuous maps from the n-sphere are special
because one can define the composition of any two classes and show that the
usual group axioms of closure, associativity, identity, and inversion are satisfied.
Hence, from these homotopy classes, one can construct homotopy groups πn(X)

Defintion A.2.2: Homotopy group

The set of homotopy classes of the continuous map f : Sn → Y with n ≥ 1
is known as the nth homotopy group of Y πn(Y)

Clearly, sorting homotopy classes into homotopy groups will be useful in catego-
rizing topologies. In order to make use of the n-sphere map in our analysis, we
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show that the X manifold is isomorphic to an n-sphere. By considering stereo-
graphic projection, it is easy to confirm that this requirement is satisfied.

Defintion A.2.3: Sterographic projection

Let En+1 a n + 1-Euclidean space, let Q ∈ Sn then the stereographic projec-
tion of a point P ∈ Sn − {Q} is the point P′ of intersection of the line QP
with E a hyperplane in En+1.

One of the simplest ways to get a feel for how these groups behave is to examine
the homotopy groups of the m-sphere, which basically is exploring the homotopy
group of f : Sn → Sm.

• π0(S
1) = 0 This corresponds to mapping antipodal points onto a circle,

and since any two points on the circle are connected, there can be only one
topologically distinct way of putting antipodal points on a circle.

• π1(S
1) ∼= Z This corresponds to mapping a circle onto a closed loop, re-

membering that we can wrap loops around the circle clockwise and anti-
clockwise implies that this homotopy group is isomorphic to the set of inte-
gers.

• π0(S
2) = 0 the same argument of S1 can be applied for the sphere. There

can be only one topologically distinct way of putting antipodal points on a
sphere.

• π1(S
2) = 0 any closed loop on the 2-sphere can be contracted into a point.

Therefore, on its surface, a circle and a point are topologically indistinguish-
able, and as before, there is only one topologically distinct way of mapping
a point onto a sphere.

• π2(S
2) ∼= Z This corresponds to mapping a 2-sphere onto another 2-sphere,

the same argument of π1(S
1) can be brought here, even if it is difficult to

visualize it.

• π1(T
2) ∼= Z ×Z the fundamental group of a 2-Torus can be seen as the

Cartesian product of two circles. Thus one needs a pair of integers to char-
acterize the map.(T2 = S1 × S1)
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Appendix B

Primer on statistical physics

B.1 Partition function

Let us consider a system with energy levels εi the probability of a j-state existing
is

Pj =
e−βεj

∑i e−βεi
(B.1)

where β = 1/kBT. The denominator is what we call the partition function

Z = ∑
i

e−βεi (B.2)

The use of the partition function can be seen in this example, where we calculate
the internal energy U of the system.

U = 〈E〉 = ∑i εie−βεi

∑i e−βεi
= − 1
Z

∂Z
∂β

= −∂ ln(Z)
∂β

(B.3)

B.2 The free energy

The free energy F can be obtained from the partition function as

F = − 1
β

ln(Z) (B.4)

We justify this since the free energy can be calculated from internal energy.

F = U − TS = U − 1
kBβ

S (B.5)
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The entropy is then obtained from the free energy by

S = −∂F
∂T

= kB ln(Z)− kbβ

F
∂Z
∂β

(B.6)

Combining with internal energy leads to the equation B.5

B.3 Thermodynamical quantities

B.3.1 Heat Capacity

The heat capacity is given by

Cv =
∂U
∂T

= −kBβ2 ∂U
∂β

= −kBβ2

Z2 (
∂Z
∂β

)2 +
kBβ2

Z (
∂2Z
∂β2 ) (B.7)

The first term is the mean-energy squared, while the second is the mean of square
of energy, therefore:

Cv = kBβ2(〈E2〉 − 〈E〉2) (B.8)

B.3.2 Susceptibility

If a system is subjected to an excitation (external field, a flux of particles...), there
will be a response. In the case of magnetic systems, we have the magnetic field as
the excitation and the magnetization as the response. We define susceptibility as

χ =
∂Q
∂H

(B.9)

the field will change the energy of the system as −HQj Thus an additional term
will be added to the partition function

Z = ∑
i

e−βεi−HQj (B.10)

It follows that
〈Q〉 = 1

βZ
∂Z
∂H

(B.11)

and

〈Q2〉 = 1
β2Z

∂2Z
∂H2 (B.12)
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Henceforth
χ =

∂Q
∂H

= β(〈Q2〉 − 〈Q〉2) (B.13)
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Appendix C

On Ginzburg-Landau Functional for
chiral magnets

This appendix provides a straightforward derivation of the Ginzburg-Landau
functional for Cu2OSeO3. Although elementary, to our knowledge, it has not
been presented previously and is distinct from other functionals used for Cu2OSeO3.
The derivation is not mathematically rigorous – in fact, we are not specifying the
precise conditions for some assumptions to hold or making precise statements
about the convergence of perturbation series. The Ginzburg-Landau functional
of free energy density f , where F =

∫
R3 f dr, is given as :

f =
1
2

ϕ(r−J∇2)ϕ +Dϕ · (∇× ϕ) +
u
4!

ϕ4 + µµ0φ ·H + fani (C.1)

We choose dimensionless units for the three component order parameter field ϕ..

C.1 The model : Matrix form

The model is defined in terms of the following classical Hamiltonian,

− βH =
1
2 ∑

i,j
Jij~Si · ~Sj + Dij · ~Si × ~Sj + ∑

i

~h · ~Si, (C.2)

where Sα
i are the components of the classical vectors ~Si = {Sα

i , α = 1, 2, 3} at site
i. These vectors can change their direction but their magnitudes |~Si| obey the
condition

~S2
i =

3=:n

∑
α=1

(Sα
i )

2 = u.
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To derive the effective order-parameter field theory for the model, let us write the
Hamiltonian in Eq.( C.2) in compact matrix form,

− βH =
1
2

STKS + hTS, (C.3)

where S and h are N-dimensional column vectors and K is an 3N×3N-matrix
with matrix elements Jαβ

ij and Dαβ
ij .

Let us take for example two spins with one J and Dz then we have S = (Sx
1 , Sy

1, Sz
1, Sx

2 , Sy
2, Sz

2)
T

and

K =



0 0 0 J Dz 0

0 0 0 −Dz J 0

0 0 0 0 0 J

J −Dz 0 0 0 0

Dz J 0 0 0 0

0 0 J 0 0 0



=

 03×3 J1,2 + D1,2

J2,1 + D2,1 03×3

 (C.4)

The matrix K is symmetric (K = KT) and not positive definite (K � 0). Since
the matrix K is real-symmetric, an orthogonal transformation can reduce it to a
diagonal form. Note that for some µ > 0, K + µI6×6 is positive definite, where
I6×6 is the 6×6 identity matrix. On the minimum value of µ: since K is symmetric
(with real eigenvalues), one can choose µ to be the absolute value of the smallest
eigenvalue of K.
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The partition function 1 can now be written as [184, Chapter 3] 2

Z =

∫
D[S]

N

∏
j=1

δ(S2
j − u)e−βH

∫
D[S]

N

∏
j=1

δ(S2
j − u)︸ ︷︷ ︸

(without
N
∏
j=1

)= π
n
2

Γ( n
2 )

u
n
2−1=:N .

(C.5)

where we have introduced the notation

∫
D[S] =

∞∫
−∞

N

∏
j=1

3

∏
α=1

dSα
j (C.6)

I :=
∫

Rn
dnx δ

(
x2

b
− a
)

︸ ︷︷ ︸
= f (r)

Spher. coord.
= Vol(Sn−1)

∫
R+

dr rn−1 δ( f (r))

= Vol(Sn−1)
∫

R+

dr rn−1
f (r0)=0

∑
r0>0

1
| f ′(r)|δ(r−r0)

r0=
√

ab
= Vol(Sn−1)

∫
R+

dr rn−1 b
2r

δ(r−r0)

= Vol(Sn−1)
rn−2

0 b
2

=
π

n
2

Γ
(n

2

) a
n
2−1b

n
2 ,

C.2 Positive definiteness of the matrix

C.2.1 Constraint method

There are at least a couple of ways to transform the matrix K into a positive def-
inite matrix. The first one uses the constraint introduced in the previous section.

1In Eq.(C.5) and later in the text, there must be δ, not δ3. Note: δ3(x1 − x0) = δ(x1 − x0)δ(y1 −
y0)δ(z1 − z0)

2Eq.(11.7) in [184, Chapter 3] seems to be incomplete.
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Because of the constraint S2
j = u, we can add a term λj(S2

j − u) to the Hamilto-
nian, such that λj is greater than the absolute value of the smallest eigenvalue of
~K. Thus, we redefine K as

K→ K + diag(λ) (C.7)

where

diag(λ) =



λ1

λ2

λ3

. . .

λN


In other words, choose the arbitrary constants λj sufficiently large to ensure that
all the eigenvalues of K have a positive real part. In this way, the matrix K be-
comes positive definite.

The expression for Z is utilized to get the free energy, f , for the system. The
parameters {λi} are determined or eliminated (as desired) from the equations
obtained from the equilibrium conditions

∂ f
∂λi

= 0,
∂ f
∂y

= 0,

where y stands for the ordering parameters of the system.

C.2.2 Dirac delta method

The constraint in Eq. (C.5) is most conveniently imposed using an integral repre-
sentation of the Dirac delta function. In turn, we can exponentiate the constraint
on the length of the vector Sj in different ways. For example :

δ(tj) =
1

2πi

a+i∞∫
a−i∞

dzje−zjtj , tj = (S2
j − u). (C.8)
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=⇒
N

∏
j=1

δ(Sj · Sj − u) =
∫
D[z] exp

{[
∑

j
zj(u− S2

j )

]}
(C.9)

By analogy to the Gaussian integration over S and x above, the product measure
D[z] is normalized so that

∫
D[z] exp(−½ zAz) = 1/

√
det A for any symmetric

bilinear form (symmetric kernel) A. Thus, we redefine K in Eq. (C.3) as

Bij = −Kij + zδij (C.10)

The interchange of limits D[S] and D[z] is allowed provided that all eigenvalues
of B are positive when zj = a; clearly, a real a can be chosen such that this is true.
3

C.3 Hubbard-Stratonovich transformation

We next use the following mathematical identity for N-dimensional Gaussian
integrals [185], valid for any positive symmetric matrix A (see, for example,
Ref. [186, Sec. 6.6]), N

∏
j=1

∞∫
−∞

dxj√
2π

 exp
{
−1

2
xTAx + xTy

}
= [det A]−1/2 exp

{
1
2

yTA−1y
}

(C.11)

=⇒ exp
{

1
2

STKS
}

=

∫
D[x] exp

[
−1

2 xTK−1x + xTS
]

∫
D[x] exp

[
−1

2
xTK−1x

]
︸ ︷︷ ︸

=(2π)N/2[det K−1]
−1/2

(C.12)

where we have introduced the notation

∫
D[x] =

N

∏
j=1

∞∫
−∞

dxj√
2π

3for mean field solution, one uses the following decoupling of the product

AB = A〈B〉+ B〈A〉 − 〈A〉〈B〉,
where the fluctuations A− 〈A〉 and B− 〈B〉 are ignored. In this way the original Hamiltonian is
replaced by a mean-field HamiltonianHMF.
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Thus an interacting spin system has been converted into a non-interacting system
living in fluctuating external auxiliary fields x, and the summation (integration)
over all such auxiliary-field configurations recovers the many-body interactions.

C.4 The Partition function

C.4.1 The constraint method

Using constraint method above and Eq. (C.12), the partition function can now be
written as

Z =

(
N
∏
j=1

∞∫
−∞

dSjδ
3(S2

j − u)

) ∫
D[x] exp


=−S̃[x]︷ ︸︸ ︷

−1
2

xTK−1x + (h + x)TS− u
N

∑
j=1

λj


N
∫
D[x] exp

[
−1

2 xTK−1x
] ,

(C.13)
where K is given by Eq. (C.7) and N is defined in Eq. (C.5). The order of the x
and S integration can be interchanged if K has a positive real part.

For a given configuration of the Hubbard—Stratonovich field x, the spin inte-
gration in the numerator factorizes in a product of independent terms, each de-
scribing the partition function of a single spin in a site-dependent magnetic field
h + xi. Therefore, this spin integration can easily be carried out,

 N

∏
j=1

∞∫
−∞

dSjδ(S2
j − u)

 e(h+x)TS =
∫
D[S]

N

∏
j=1

δ(S2
j − u)e(h+x)T

j Sj

Using Eq. C.6 =
N

∏
j=1

 ∞∫
−∞

dSjδ(S2
j − u)e(h+x)T

j Sj


=

N

∏
j=1

Ij(xj). (C.14)
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Now our task is to calculate the integral [186, Sec. 6.6])

Ij(xj)
4 =

∞∫
−∞

dSjδ(S2
j − u)e(h+x)T

j Sj x̃ = h + x (C.15)

This can be calculated and we have :

Ij(xj) = πn/2un/2−1
∞

∑
p=0

1
p!

(
u|x̃j|2

4

)p
1

Γ(p + n/2)
(C.16)

The resulting partition function is given by the path integral

Z =

[
det K−1]1/2

(2π)N/2

∞∫
−∞

(
N

∏
j=1

dxj

)
e−He f f [x], (C.17)

Where

βHe f f [x] =
1
2

xTK−1x + u
N

∑
j=1

λj−
N

∑
j=1

ln

(
∞

∑
p=0

1
p!

(
u|x̃j|2

4

)p
Γ(n/2)

Γ(p + n/2)

)
︸ ︷︷ ︸

ln(···)=∑∞
s=0 c2s(|x̃j|2)

s

(C.18)

Or, if we use the shift transformation h + x→ x (see the footnote Eq. (C.15))

βHe f f [x] =
1
2

(
xTK−1x + hTK−1h− 2hTK−1x

)
+ u

N

∑
j=1

λj (C.19)

−
N

∑
j=1

ln

(
∞

∑
p=0

1
p!

(
u|xj|2

4

)p
Γ(n/2)

Γ(p + n/2)

)
(C.20)

Next, c2s are given in Ref. ([187]). Until now, no approximations have been made,
so the name "effective Hamiltonian" points out the coming approximations.

4Probably, it would be useful to perform the shift transformation ~h + x → ~x. Thus, instead of
~̃x in Eq. (C.15) and Eq. (C.16) below we got just ~x. Additionally, the term 1

2~x
T~K−1~x in Eq. (C.13)

has to be replaced with 1
2 (~x

T~K−1~x +~hT~K−1~h− 2~hT~K−1~x).
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C.4.2 Physics behind x

To understand the physical meaning of the variables x, we calculate the expec-
tation value of its i-th component (see, for example, Ref. [188]). Introducing an
auxiliary N-component column vector y = (y1, . . . , yT

N) and the term +xTy in
S̃[x] of Eq. (C.13), we get

〈xj〉 = lim
y→0

∂

∂yj

∫
D[S]

N
∏
j=1

δ(S2
j − u)

∫
D[x]e−S̃[x]+xTy

∫
D[S]

N
∏
j=1

δ(S2
j − u)

∫
D[x]e−S̃[x]

Eq. C.12 from x → S = lim
y→0

∂

∂yj

∫
D[S]

N
∏
j=1

δ(S2
j − u)e

1
2 (S+y)TK(S+y)+hTS

∫
D[S]

N
∏
j=1

δ(S2
j − u)e

1
2 STKS+hTS

= 〈[KS]j〉

In order to introduce variables φj whose expectation value can be identified with
the average magnetization m = 〈Sj〉, we simply define φ = K−1x. That is,
use a transformation of x to represent the term xTK−1x in the Heisenberg-like
form [186, Sec. 6.6]) φTKφ:

xi = ∑
j

Kijφj (C.21)
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Substituting φ = K−1x in Eq.(C.17), we can finally obtain the exact representation
of the partition function. Substituting Eq. (C.21 ) into Eq. (C.20), we get

βHe f f [x] =
1
2

(
φTKφ + hTK−1h− 2hTx

)
+ u

N

∑
j=1

λj

−
N

∑
j=1

ln

(
∞

∑
p=0

1
p!

(
u|xj|2

4

)p
Γ(n/2)

Γ(p + n/2)

)
(C.22)

up to 4th

=
1
2

(
φTKφ + hTK−1h− 2hTx

)
+ u

N

∑
j=1

λj

− 1
2

N

∑
j=1

[
∑

m1,m2;α
Kjm1Kjm2φα

m1
φα

m2

− 1
2(n + 2) ∑

αβ
∑

m1...m4

Kjm1 · · ·Kjm4φα
m1

φα
m2

φ
β
m3φ

β
m4

]
(C.23)

Note that K = β(J + D) and h = βH.

For the continuum limit we either

1. Perform the continuum limit and then use the Fourier transformation (see,
for example, Ref. [186, Sec. 6.6] and, as a help, [189])

2. we may simplify He f f by Fourier transforming the variables φ since our
lattice model has discrete translational invariance.

C.4.3 The dirac delta method

The partition function can now be written as

Z = C
∫
D[S]D[z] exp

{[
1
2

STKS + hTS
]}

exp

{[
∑

j
zj(u− S2

j )

]}

B is positive definite = C
∫
D[z]D[S] exp

{[
−1

2
STB(z)S + hTS + u ∑

j
zj

]}
(C.24)

where B is given by Eq. (C.10).

The path integral over the field S is Gaussian (see Eq. (C.11)), and is given by
N-copies of the real scalar field partition function.
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We can follow Ref. ([190, Ch. 5]).

Z =
∫
D[z]

(
2πN

det B(z)

)1/2

exp

[
1
2

hTB(z)−1 + u ∑
j

zj

]
(C.25)

The matrix B depends on z and the structure of the lattice. If we impose periodic
boundary conditions, then B is cyclic and from Eq. (C.10) its eigenvalues can be
found by the Gaussian expansion of the determinant discussed in the following :

Let M be a diagonalizable matrix M = XΛX−1, where Λ is a diagonal N × N
matrix with the eigenvalues of M as its entries and X is a non-singular N × N
matrix consisting of the eigenvectors corresponding to the eigenvalues in M. The
identity det(exp(B)) = exp(Tr(B)):

det{M} = ∏
i

λi(C.26)

exp(Tr(log(M))) = exp
(

Tr
(

X log ΛX−1
))

= exp

(
∑

i
log(λi)

)
= ∏

i
λi(C.27)

We need to approximate

Tr ln M := Tr ln(M0 + M1)

= Tr ln[M0(1 + M−1
0 M1)]

= Tr ln M0 + Tr ln
(

1 + M−1
0 M1

)
= Tr ln

(
−G−1

0

)
−

∞

∑
m=1

1
m

Tr(G0M1)
m

where M := Bij = −Kij + zδij and M0 := −Kij; and we defined the unperturbed
Green function G0 := −M−1

0 , where the sign is convention.
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Appendix D

Multiferroics

Ferromagnetic order is one of the types of ferroic order. The other ferroic states
can be classified as ferroelectricity, related to the emergence of spontaneous elec-
tric polarization and its switchability by the external electric field. The other
two are ferroelasticity, in which material exhibits spontaneous strain that can be
switched with applied stress σ, and ferrotoroidicity, where we have a sponta-
neous vortex-like spin alignment with a toroidization T that can be switched by
a toroidal field with the form E× B.

A multiferroic is a material that can unite two or more of those ferroic orders.
A subset of multiferroics are the magnetoelectric materials, which are defined as
the ones that display a coupling between the electric and magnetic properties
(polarization and magnetization). This includes all couplings phenomena that
occur between charge and spin, and these materials are called magnetoelectric
multiferroics [191].

D.1 A brief history of multiferroics

The term multiferroics appeared in literature only in the early 2000s [192, 193,
194, 195, 196], the quest for materials in which the magnetic order can be con-
trolled with an electric field, or ferroelectric order that a magnetic field can con-
trol, started a long time before that. The search for new types of electric and
magnetic order peaked in the first third of the 20th century, especially after the
discovery of antiferromagnetism by L. Néel [15] and the discovery of ferroelec-
tricity earlier by J. Valasek [197]. The first attempt at combining both orders came
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ferroelectricity by Valasek [14] and Néel’s seminal work on antiferromagnetism [15].

The theoretical description of ferroelectricity and antiferromagnetism progressed

rapidly, but measurements were challenging. Thus, from an experimental point of

view, these physical phenomena were still rather new in the 1950s when first efforts

to combine magnetic and ferroelectric order were pursued in the former Soviet

Union. Smolenskii and Ioffe suggested to introduce magnetic ions into ferroelectric

perovskites and create magnetic long-range order while retaining the ferroelectric

state [16]. Their research led to the successful synthesis of single-crystals like Pb

(Fe0.5Nb0.5)O3 and polycrystalline solid-solutions like (1–x)Pb(Fe0.66W0.33)O3–xPb

(Mg0.5W0.5)O3, representing first multiferroics that were designed on purpose [17, 18].

Smolenskii and Ioffe referred to these systems as ferroelectromagnets (orginally:

seignettomagnets).

Figure 1.1: Primary ferroic order. Four types of ferroic order are classified as primary ferroic properties,

namely ferroelasticity (a), ferroelectricity (b), ferromagnetism (c), and ferrotoroidicity (d) [1]. (a)

Ferroelastics exhibit spontaneous strain, σ, which can be switched between equally stable states by

application of stress. (b) Ferroelectrics develop a spontaneous electric polarisation, P, which switches

under application of an electric field. (c) In ferromagnets, the spontaneous alignment of spins results

in a macroscopic magnetic moment,M. This spontaneous magnetization can be switched by a

magnetic field. (d) Ferrotoroidicity is discussed as fourth type of primary ferroic order [3, 4]. For

example, ferro-toroidics may exhibit a vortex-like alignment of spins with a toroidization (T). The

toroidal field required to switch the order is of the form E x H, where E and H are the electric and

magnetic field, respectively. In the classical definition, a multiferroic material simultaneously shows

two or more of these ferroic properties in the same phase. Nowadays, however, the term is used in a

much broader context as discussed in the main text. Insets: A key characteristic of any primary ferroic

order is its hysteretic response to the conjugated field (e.g. P↔ E,M↔ H). In the ideal multiferroic,

P andM are coupled so that the magnetic order,M, can be switched by an electric field and the electric

order, P, by a magnetic field H.

2 1 A short history of multiferroics

FIGURE D.1: Four types of ferroic order are classified as primary
ferroic properties, namely ferroelasticity (a), ferroelectricity (b), fer-

romagnetism (c), and ferrotoroidicity (d) . Adapted from [191]

with the soviets in the 50s. Smolenskii and Ioffe [198] have introduced mag-
netic ions in ferroelectric perovskites to create long-range magnetic order along
with the original ferroelectric state. This was successful and led to the synthe-
sis of Pb(Fe0.5Nb0.5)O3 single crystal and poly-crystalline solid-solutions such as
(1− x)Pb(Fe2/3W1/3)O3− xPb(Mg0.5W0.5)O3 [199] which represent the first mul-
tiferroic that was designed on purpose and were called ferroelectromagnets. The
most studied multiferroic compounds now are bismuth ferrite BiFeO3 [200] and
hexagonal manganites (RMnO3, R = Sc, Y, In ...)[201, 202], and they were identi-
fied in the early 60s. However, the most famous multiferroics of that era were the
boracites, due to the enormous linear magnetoelectric effect found in Ni3B7O13I
[203], allowing switching of multiferroic state (ferromagnetic and ferroelectric)
with magnetic and also electric fields. These experimental findings were com-
plemented in 1970 with the development of the classification of ferroics [204].
Even though the 1970s knew a dip in interest in multiferroics, Newnham et al. in
1978 [205] reported a spin spiral order in Cr2BeO4 which broke spatial inversion
symmetry and thus induced a spontaneous polarization, thus foreshadowing the
physics of improper ferroelectricity (magnetically driven) which will be a path for
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Multiferroic and magnetoelectric materials
W. Eerenstein1, N. D. Mathur1 & J. F. Scott2

A ferroelectric crystal exhibits a stable and switchable electrical polarization that is manifested in the form of
cooperative atomic displacements. A ferromagnetic crystal exhibits a stable and switchable magnetization that arises
through the quantum mechanical phenomenon of exchange. There are very few ‘multiferroic’ materials that exhibit both
of these properties, but the ‘magnetoelectric’ coupling of magnetic and electrical properties is a more general and
widespread phenomenon. Although work in this area can be traced back to pioneering research in the 1950s and 1960s,
there has been a recent resurgence of interest driven by long-term technological aspirations.

S
ince its discovery less than one century ago, the phenomenon
of ferroelectricity1, like superconductivity, has been considered
in relation to the ancient phenomenon of magnetism. Just as
recent work has shown that magnetic order can create super-

conductivity2, it has also been shown that magnetic order can create
(weak) ferroelectricity3 and vice versa4,5. Single-phase materials in
which ferromagnetism and ferroelectricity arise independently also
exist, but are rare6. As this new century unfolds, the study of materials
possessing coupled magnetic and electrical order parameters has
been revitalized. In this Review we set recent developments in the
context of the pioneering works of the 1950s–1960s.

The field of research that we are describing has a tortuous
taxonomy and typically involves terms such as ‘multiferroic’ and
‘magnetoelectric’, whose overlap is incomplete (Fig. 1). By the
original definition, a single-phase multiferroic7 material is one that
possesses two—or all three—of the so-called ‘ferroic’ properties:
ferroelectricity, ferromagnetism and ferroelasticity (Fig. 2 and
Table 1; see Box 1 for a glossary of terms). However, the current
trend is to exclude the requirement for ferroelasticity in practice, but
to include the possibility of ferrotoroidic order (Box 1) in principle.
Moreover, the classification of a multiferroic has been broadened to
include antiferroic order (Box 1). Magnetoelectric coupling (Box 1),
on the other hand, may exist whatever the nature of magnetic and
electrical order parameters, and can for example occur in para-

magnetic ferroelectrics8 (Fig. 1). Magnetoelectric coupling may arise
directly between the two order parameters, or indirectly via strain.
We also consider here strain-mediated indirect magnetoelectric
coupling in materials where the magnetic and electrical order
parameters arise in separate but intimately connected phases (Fig. 3).

A confluence of three factors explains the current high level of
interest in magnetoelectrics and multiferroics. First, in 2000, Hill
(now Spaldin) discussed the conditions required for ferroelectricity
and ferromagnetism to be compatible in oxides, and declared them to
be rarely met6. Her paper in effect issued a grand materials develop-
ment challenge that was taken up because empirically there are
indeed few multiferroic materials, whatever the microscopic reasons.
Second, the experimental machinery for the synthesis and study of
various contenders was already in place when this happened. Third,
the relentless drive towards ever better technology is aided by the
study of novel materials. Aspirations here include transducers and
magnetic field sensors, but tend to centre on the information storage
industry.

It was initially suggested that both magnetization and polarization
could independently encode information in a single multiferroic bit.
Four-state memory has recently been demonstrated9, but in practice
it is likely that the two order parameters are coupled10,11. Coupling
could in principle permit data to be written electrically and read
magnetically. This is attractive, given that it would exploit the best

REVIEWS

Figure 1 | The relationship between multiferroic and magnetoelectric
materials. Ferromagnets (ferroelectrics) form a subset of magnetically
(electrically) polarizable materials such as paramagnets and
antiferromagnets (paraelectrics and antiferroelectrics). The intersection
(red hatching) represents materials that are multiferroic. Magnetoelectric

coupling (blue hatching) is an independent phenomenon that can, but need
not, arise in any of the materials that are both magnetically and electrically
polarizable. In practice, it is likely to arise in all suchmaterials, either directly
or via strain.

1Department of Materials Science, University of Cambridge, Pembroke Street, Cambridge CB2 3QZ, UK. 2Centre for Ferroics, Earth Sciences Department, University of
Cambridge, Downing Street, Cambridge CB2 3EQ, UK.
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FIGURE D.2: Relationship between multiferroics and magneto-
electrics. Adapted from [207]

physicists to explore multiferroics with strong magnetoelectric coupling. This be-
havior was phenomenologically explained five years later with Bar’yakhtar and
coworkers elucidating how a magnetic order can break spatial inversion symme-
try and induce a spontaneous polarization [206]. In the 90s the new elaboration
techniques, especially for thin films and the possibility to work at very low tem-
peratures, refreshed the quest for multiferroics. In 2000 Spaldin (then Hill) ex-
plained why multiferroics are rare in nature by revisiting the idea of Ioffe and
Smolenskii. Spaldin showed that displacive ferroelectricity and magnetic order
are working against each other [208]. This work made the researchers restart the
hunt for new multiferroics after understanding why they stagnates, leading to a
new era of multiferroics whose main achievement is understanding the types of
multiferroic materials and the mechanism behind magnetoelectric couplings.

D.2 Types of multiferroics

Multiferroics can be described as the coexistence of two ferroic orders as seen in
Fig.D.2; more precisely, it now refers to a material that exhibit a ferroelectric order
and magnetic order (ferro, antiferro, ferri, or helimagnetic order). We can distin-
guish two main types of multiferroic materials when discussing the coexistence
of ferroelectric and ferromagnetic order. Type I are the materials where both or-
ders can emerge independently, thus the existence of two phase transitions, one
for the magnetic order and the second for the ferroelectric order. Below the small-
est of them, we have the coexistence of both orders. On the other hand, type II
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refers to the multiferroics where both orders emerge jointly, thus sharing a tran-
sition temperature, and one is inducing the other via magnetoelectric coupling
[209].
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FIGURE D.3: Types of multiferroicity

D.3 Mechanisms of multiferroicity

The new era of multiferroics managed to understand the mechanisms behind the
emerging ferroelectric and magnetic orders. We can distinguish four main classes
of multiferroics according to the mechanism behind multiferroicity [210, 211]. In
the case of the first three classes, we find that orders emerge independently, thus
qualifying them as type I multiferroics, and the last classes can be subdivided
into three different spin-driven mechanisms which qualify such materials as type
II multiferroics.
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D.3.1 Lone-pair mechanism

TThe anisotropic distribution of unbounded valence electrons around the ion cre-
ates a spatial asymmetry, thus inducing polarization. This mechanism is respon-
sible for ferroelectric behavior at room temperature of BiFeO3, in which pair of
Bi3+ 6s valence electrons that shift away from the Bi3+ ion and towards the FeO6

octahedra, giving rise to a spontaneous polarization along [111] direction [212] as
seen in Fig.D.4.a. This behavior happens below TC = 1103 K [213]. Moreover, a
long-range periodic antiferromagnetic structure emerges below TN = 643 K [214].

D.3.2 Geometric ferroelectricity

Another mechanism for type I multiferroics is the geometric ferroelectricity, where
geometric constraints and space-packing effects cause structural instabilities and
lead to ionic shifts, which result in polar states. An example of this is hexagonal
manganites, h-RMnO3 (R = Sc, Y, Dy-Lu ...) where unit cell tripling drives the
emergence of ferroelectric state for TC ' 1200 K [215], along with a magnetic or-
dering below TN = 120 K [202, 216]. In h-RMnO3, the polarization emerges from
a tilt and deformation of MnO5 bipyramids, which displace the rare-earth ions R
leading to a spontaneous polarization along the [001], the Fig.D.4.b illustrate this
mechanism

D.3.3 Charge ordering

TThe non-uniform distribution of valence electrons around the host ions in a crys-
tal lattice can form a periodic superstructure. For example, in LuFe2O3 [217], the
charge ordering creates an alternating sequence of Fe3+ and Fe2+ ions, which
creates a spontaneous polarization between the two alternating layers [218] as
depicted in Fig.D.4.c

D.3.4 Spin-driven mechanisms

Ferroelectricity arises from breaking in spatial symmetry and magnetic orders can
sometimes break inversion symmetry. The spin-charge interaction may transfer
the non-centrosymmetry from the magnetic ordering to the electric lattice, in-
ducing the formation of a polar states. This so-called improper ferroelectricity,
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In the key for Figure 1, the legend for the upper right element in the key should read R3+,  
where R = Sc, Y, In or Dy – Lu.

The caption for Figure 1b should read: geometrically driven ferroelectricity in hexagonal  
(h-) RMnO3 emerges from a tilt and deformation of MnO5 bipyramids, which displace the R ions 
as indicated by the arrows.

The material mentioned in the caption for Figure 1d should read (o-) TbMnO3.

In the caption for Figure 2, the reference for the transition from a spiral order to a collinear 
antiferromagnetic order in orthorhombic TbMnO3 under pressure should be reference 42.

On page 6, Figure 3a should be called out in the second paragraph, after “establishing a rigid 
coupling between the antiferromagnetic order parameter of the multiferroic constituent”.

On page 8, in the second paragraph of the “Non-​equilibrium dynamics” section the composition 
for the material should read LuFe2O4.

On page 9, right column, the symmetry group for h-​RMnO3 should read P63cʹmʹ.
On page 10, in the section “Electromagnons” the second figure callout should be to Figure 1d.

In the caption for Figure 6, the sentence before last should read: the excitations in parts b–d 
represent electromagnons.

In the section “Nonreciprocal directional dichroism” the reference for unidirectional 
propagation in CuB2O4 in magnetic fields should be Ref. 141, whereas the reference for 
nonreciprocal directional dichroism in gratings should be Ref. 135.
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which is magnetically driven, is different from regular displacive ferroelectric-
ity that inhibits magnetic ordering. There are three different spin-driven mech-
anisms for ferroelectricity. The first is inverse Dzyaloshinskii-Moriya interaction
(DMI), where the polar displacement is induced by antisymmetric spin exchange
and yields a one-to-one correlation between the electric polarization and anti-
ferromagnetic order and was first found in Cr2BeO4 [205] and CaMn7O12 [219].
In contrast to DMI, the second type is related to Heisenberg-like interaction and
is called exchange striction, which describes the acentric shift of charges due to
Heisenberg interaction. The polarization that emerges from this type is usually
of higher orders than inverse DMI and was first observed in TbMn2O5 [220].

The last spin-driven mechanism is the spin-dependent p-d hybridization where
modulations of magnetic 3d and ligand 2p orbitals (grey clouds in Fig.D.4.d)
yield a spontaneous polarization along the bond direction in delafossite such as
CuFeO2 [221].
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Monte Carlo simulations based on a first-principles-derived Hamiltonian are conducted to study the finite-
temperature properties of chiral-lattice multiferroic insulator Cu2OSeO3. The use of this numerical technique (i)
reveals basic features of the phase diagram as a function of temperature and external magnetic field, including
the long-range helical phase at low temperature and zero magnetic field and the skyrmion lattice phase, in which
skyrmions are arranged in a two-dimensional hexagonal lattice, and (ii) leads to the discovery of an overlooked
vortex lattice phase in a narrow pocket of the phase diagram near the fluctuations’ disordered-helical phase
transition. The scheme also provides strong numerical evidence that the transition to a helical state in Cu2OSeO3

is of first order driven by critical fluctuations.

DOI: 10.1103/PhysRevB.107.024417

I. INTRODUCTION

In recent years, there has been a surge in interest in topo-
logical spin textures due to their potential role as a building
block in new spintronic devices [1]. A direct result of their
topological stability is their robustness against continuous me-
chanical deformations and defects. An example of topological
spin textures is skyrmions, which first emerged as a solution
of the nonlinear field in the context of dense nuclear matter
[2]. They are characterized by a topological invariant, which
describes the local configuration of how the vector field whirls
in the plan. This topological invariant categorizes the equiva-
lent spin configurations in the case of magnetic systems [3].
The magnetic skyrmions were predicted to exist within mag-
nets with relevant Dzyalonshinskii-Moriya interaction (DMI)
[4,5]. They were first discovered in the noncentrosymmetric
cubic B20 metallic chiral magnet MnSi [6], in other B20
crystals as FeGe [7], Fe1−xCoxSi [8] both in bulk material and
thin films [9], and also in other material with noncentrosym-
metric crystal structures like β-Mn type Co-Zn-Mn alloys
[10]. These topologically nontrivial spin configurations called
skyrmions can be described as circular spin textures with spin
up on the edge of the circle and spin down in the center. There
is in between a smooth transition with topological features.
Others such as copper oxide selenite Cu2OSeO3 that crystal-
lize in the cubic space group P213 exhibit the same features
of the B20 magnets [11]. However, this crystal is the only
insulator in this family of chiral magnets that displays a multi-
ferroic behavior with a magnetoelectric coupling [12,13]; this
may give rise to the ferroelectric counterpart topological soli-
tons and also the manipulation of skyrmions with an electric
field [14].

The skyrmion lattice phase (SkL), in which the skyrmions
are arranged in a two-dimensional hexagonal lattice, exists
in a narrow pocket of magnetic field and temperature phase
diagram near the paramagnetic-helical state phase transition
temperature Tc. The helical state phase in Cu2OSeO3 is known

*houssam.sabri@centralesupelec.fr

to exist in a more extensive range of temperature-field (T-B)
phase diagram [15]. The helical phase corresponds to a non-
collinear magnetization pattern, in which spins are arranged
in a periodic spiral. The helical phase arises from the com-
petition between the collinear Heisenberg interaction and the
noncollinear DMI. In the presence of Zeeman interaction, this
competition may create in some conditions multiple helimag-
netic states that overlap and create other spin textures like
vortex lattices found recently in a centrosymmetric magnet
GdRu2Si2 [16], hedgehog lattices, or skyrmion lattices [17].
The SkL is considered as the overlapping of three different
helices with noncollinear and coplanar directions. The further
contributions of thermal fluctuations stabilize the SkL and
the ratio of Heisenberg exchange and DMI can determine the
lattice constant of SkL and the size of skyrmions. The strength
of both interactions does not depend on temperature; thus
skyrmions’ size and lattice constant are uniform on the whole
lattice.

In the past years, there have been few attempts to model
the behavior of Cu2OSeO3 with atomistic approaches. Jan-
son et al. [18] attempted to reproduce the phase diagram
with micromagnetic simulations which are fundamentally
constrained by the continuum formulation [19,20]. Belemuk
et al. [21] used artificial effective Hamiltonian parameters
to model the high-pressure behavior of the phase transition
in helical magnets. In this work, we investigate the helical
phase and the SkL using the effective Hamiltonian method,
which is parametrized using ab initio density functional the-
ory (DFT) calculations. The resulting effective Hamiltonian
is solved with Monte Carlo simulations. This approach is a
purely atomistic attempt to reproduce the experimental phase
diagram and gives us insight into the microscopic mechanism
of creation and stability of the different magnetic phases and
spin textures in multiferroic Cu2OSeO3.

II. EFFECTIVE HAMILTONIAN

The system’s equilibrium properties at finite temperatures
can be determined from the total energy, which is a function

2469-9950/2023/107(2)/024417(7) 024417-1 ©2023 American Physical Society
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FIG. 1. Crystal structure of copper oxide selenite Cu2OSeO3:
dark blue for copper, red for oxygen, and green for selenium. Mag-
netic atoms in the system: light blue for copper atoms I (CuI ) and
dark blue for copper atoms II (CuII ).

of the atomic spins. The aim here is to build a parametrized
Hamiltonian, which is totally ab initio with no experimental
or empirical inputs.

The first term in our magnetic effective Hamiltonian is the
Heisenberg interaction

EH ({S}) =
∑

i< j

Ji jSi · S j . (1)

EH ({S}) is the energy contribution of collinear magnetic inter-
action at the atomic level. This interaction, in general, tends
to make the spins align in the same direction [either ferro-
magnetic (FM) or antiferromagnetic (AF)]; in the case of the
multiferroic Cu2OSeO3, the localized spin S = 1

2 originates
from the unpaired electron in the 3d shell and the copper ions
Cu2+ make a network of tetrahedra made of four ions at each
corner with two sites CuI and CuII with a ratio of 1 : 3, as
shown in Fig. 1. This network of copper ions and tetrahedra
gives rise to five types of Heisenberg exchanges, each related
to a type of interaction:

EH ({S}) =
∑

i< j

[
JFM
w SII

i · SII
j + JAF

s SI
i · SII

j + JFM
s SII

i · SII
j

+ JAF
w SI

i · SII
j + JAF

O SI
i · SII

j

]
. (2)

JFM
w (JFM

s ) is the weak (strong) ferromagnetic interaction
between copper (CuII ) atoms, JAF

s (JAF
w ) is the strong anti-

ferromagnetic interaction (weak) between copper (CuII and
CuI ) atoms, and JAF

O is the only superexchange interaction
(long-range coupling mediated by the bridging oxo ligand)
that is comparable to previous ones.

The second term, which is a crucial ingredient in observing
the noncollinear spin textures in magnetic materials, is the
DMI, which is the antisymmetric exchange that prevents the

spins from aligning in the same direction; this interaction
arises from spin-orbit coupling and is written as

EDMI ({S}) =
∑

i< j

Di j · Si × S j . (3)

The same analysis goes for DMI, where we have five different
vectors related to the Heisenberg exchange constant. These
vectors give rise to the noncollinear magnetic textures (such
as helical, conical, and skyrmion lattice states):

EDMI ({S}) =
∑

i< j

[
DFM

w · SII
i × SII

j + DAF
s · SI

i × SII
j

+ DFM
s · SII

i × SII
j + DAF

w · SI
i

× SII
j + DAF

O · SI
i × SII

j

]
. (4)

The last term is the Zeeman energy that describes the
potential energy of the interaction between the spins and the
applied external magnetic field Bext,

EZeeman({S}) =
∑

i

gS
μB

h̄
Si · Bext, (5)

where gS is the Landé g factor (gS = 2) and μB is the Bohr
magneton.

The total energy based on this Hamiltonian which includes
all previous interactions is used as the energy to minimize
in Monte Carlo simulations, in order to compute the finite
temperature properties.

III. COMPUTATIONAL DETAILS

A. DFT calculations

The first-principles density functional theory calculations
were performed using the Vienna Ab initio Simulation Pack-
age (VASP) [22] for geometrical structure optimization and to
calculate the Heisenberg exchange, DMI constants with the
four energies states method [23,24].

The electronic wave function adopts a plane-wave basis
and the pseudopotentials adopt the projector augmented-wave
method (PAW), with generalized gradient approximation of
Perdew, Burke, and Ernzernhof (GGA-PBE) [25] used as
the exchange-correlation functional. For 3d orbitals of Cu
atoms, a GGA + U correction is used within Dudarev’s for-
mulation [26] to treat the strong correlation properties of 3d
electrons with U (on-site Coulomb repulsion energy) and J
(Hund exchange parameter) set, respectively, to 7.5 eV and
0.98 eV [27]; the spin-orbit coupling parameter was turned on
for the case of DMI. The plane-wave cutoff energy is set to
520 eV. The sampling of the Brillouin zone is done using a
4 × 4 × 4 �-centered k mesh with the Monkhorst-Pack
scheme.

B. Monte Carlo simulations

For our system’s study at finite temperatures, we have
performed Monte Carlo simulations that compute the change
in total energy as the configuration of spins’ changes. We
solve the effective Hamiltonian using the Monte Carlo sim-
ulations, which rely on the Metropolis-Hastings algorithm
[28,29] inside an L × L × L = NL cubic supercell with pe-
riodic boundary conditions, where NL designate the total
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TABLE I. Microscopic magnetic model parameters from DFT four states energy-mapping calculations: the columns respectively designate
the interaction type, the type of atoms involved, the involved atoms (ρi, ρ j ), distance between atoms, the Heisenberg exchange, DMI vector,
and the ratio between DMI and Heisenberg exchange. The atomic positions for all involved atoms are listed in the Supplemental Material. J
and D parameters are normalized with respect to the DFT obtained value S = 0.73.

Interactions Atoms (ρi, ρ j ) di j = |ri − r j | (Å) Ji j (K) Di j (K) δ = |Di j |
|Ji j |

JFM
w , DFM

w CuII -CuII (ρ8, ρ7) 3.011 −27.57 (−2.53, −3.85, 0.201) 0.167

JAF
s , DAF

s CuI -CuII (ρ12, ρ6) 3.067 146.76 (−3.596, 13.88, 9.75) 0.118

JFM
s , DFM

s CuII -CuII (ρ1, ρ8) 3.226 −60.00 (4.573, 8.15,4.473) 0.173

JAF
w , DAF

w CuI -CuII (ρ12, ρ13) 3.336 16.84 (−9.53, 8.06, 6.84) 0.845

JAF
O , DAF

O CuI -CuII (ρ16, ρ3) 6.396 30.57 (−0.55, 4.26, −3.88) 0.189

number of magnetic unit cells and each magnetic unit cell
contains 16 spins. In order to decrease computation time, GPU
parallel programing is employed. The magnetic Hamiltonian
includes only short-range interactions, so a parallel checker-
board type algorithm is used [30] (see the Supplemental
Material [31]).

The trial moves in our case consist of updating the spin
vector direction (constant norm), which changes the total en-
ergy. For L = 84, which corresponds to Na ∼ 107 atoms, each
Monte Carlo sweep (MCS) takes about 0.93 s on our cluster
workstation. The total number of MCS is chosen to be 5 × 107

for every temperature step, with half of these sweeps used for
thermalization and the other half for extracting equilibrium
properties. This process is done by decreasing the temperature
in small steps (annealing) to get well-converged results.

IV. RESULTS AND DISCUSSION

The crucial parameters in forming magnetic textures such
as helical structure and magnetic skyrmions in Cu2OSeO3 are
the magnetic interactions. We evaluate the Heisenberg inter-
action and DMI using the four-state energy-mapping method
[23,24]. The results reveal two energy scales for exchange
constants; for both ferromagnetic and antiferromagnetic ex-
changes, there is weak and strong interaction and an important
superexchange (long-range) antiferromagnetic compared to
weak interactions. Table I presents all the values for the five
different exchanges and the corresponding DMI vectors. We
observe that the ratio of DMI over Heisenberg constant δ,
which is usually smaller than 0.05 [5], is between 0.11 and
0.20 and an enormous ratio of 0.84 in the case of the weak
antiferromagnetic exchange JAF

w , DAF
w . The immense ratio re-

veals the existence of a very strong DMI in our system, which
is a necessary condition in the creation of magnetic textures
and, in particular, magnetic skyrmions. We have compared
our results with Janson et al. [18] starting with the exchange
constants; we report a difference between the Heisenberg
exchange in this paper and their results. The ratios between
the DMI and Heisenberg interaction were smaller than 0.10,
except for the weak antiferromagnetic exchange, where it is at
the order of 0.58. The small ratios could be the origin of the
absence of noncollinear spin textures when using their results
as input parameters of our effective Hamiltonian. We have
also compared our results with a previous study by Yang et al.
[32] and find them to be consistent.

We also show that, using Monte Carlo simulations and the
previous constants as parameters of effective Hamiltonian, the
existence of a helical state at zero field characterized with
a propagation vector ||qH|| = 0.008 (Å−1), the helical state
has a periodicity along [11̄0] direction [11] with a wavelength
λH � 78.4 nm, and is shown to exist in all of the temper-
ature range below TH � 37.5 K, which delimits the helical
phase from the fluctuations disordered phase. This value is
lower than the critical temperature Tc � 42.5 of the ordered
phase to the paramagnetic phase where its experimental value
is T expt

c � 58 K [15]. The discrepancy between the reported
critical temperature and experimental one is due to the use of
lattice constant of paramagnetic phase as lattice parameter in
the range of temperatures of the field polarized phase (helical
and SkL), which correspond to a 2 GPa applied hydrostatic
pressure on the crystal which affects the magnetic exchange
constant Tc(P) = Tc(0)(1 − P/Pc) [33]. To explore those non-
collinear phases we calculated the spin structure factor F(q),
which is defined as the Fourier transform of the spin distribu-
tion. Figure 2(a) shows the logarithm of spin structure factor
for our system at 35 K, where we find two spots corresponding
to qH and −qH, while Fig. 2(b) shows the spatial distribution
of the spins in helical phase in a (001) layer; this feature has
been proven experimentally with the exception in the reported
wavelength λ

expt
H � 61.6 ± 4.5 nm [15], which is due to the

same argument as Tc.
We also report that, for the heat capacity, we have the

same peak and shoulder feature near Tc found in experimental
results in MnSi and Cu2OSeO3 [34]. Figure 3 shows the
feature where the shoulder is toward high temperatures. We
emphasize that this is the first atomistic study with the ab
initio inputs that reproduce this behavior. Belemuk et al. [21]
show the same features with Monte Carlo simulation but with
artificial inputs for Heisenberg exchange and DMI in the ef-
fective magnetic Hamiltonian. The first peak (which is field
dependent) around TH � 37 K for zero field is a characteristic
of a first-order phase transition between the fluctuation-
disordered regime (FD) and helical state, as was discovered
experimentally by Chauhan et al. [35]. The second peak (the
shoulder) at T � Tc ∼ 42.5 K delimits the FD region from the
uncorrelated paramagnetic region. Janoscheck et al. [36]
showed that the phase transition in a helimagnet of the B20
family (MnSi) displays a fluctuation-induced first-order phase
transition that follows a Brazovskii mechanism [37]. To ex-
plore the induced first-order phase transition mechanism, we
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FIG. 2. (a) Logarithm of the square of spin structure factor
[log10(|F|2)], where |F|2 is summed along the [001] direction at 35 K
and zero magnetic field, and (b) real space spin configuration in
Cu2OSeO3 (001) slice in the helical phase. The z component and
the in-plane orientations of the spins are illustrated by the color bar
and colored arrows, respectively.

calculated the inverse of correlation length κ = 2π
ξ

for tem-
perature above TH . There are several scenarios if the inverse
Ginzburg length of the system κG satisfies the condition κG <

κDM for T > TH , where κDM = ||qH ||; the system undergoes a
first-order transition that follows a Brazovskii mechanism. In
this mechanism, the strongly interacting fluctuations suppress
the mean-field transition temperature TMF . On the other hand,
if κG > κDM the mechanism governing the induced phase
transition can be described within the Wilson-Fisher renor-
malization group [38]. The latter mechanism is what governs
the induced transition in Cu2OSeO3, as previously confirmed
by Živković et al. [39]. The fit of the magnetic susceptibility
with the Brazovskii Eq. (8) [36], where η = κGi

κDM
, gives a value

of η > 1, which means that in our system κG > κDM ,

χ|T >Tc = χ0

1 + η2Z (T )
, (6)
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FIG. 3. (a) Heat capacity for multiple values of magnetic fields;
the second-order phase transition is independent of magnetic fields,
whereas the first-order phase transition is field dependent, where
lines are guides to the eye. (b) The distribution of the spin Fourier
component along (11̄0) direction across the transition TH : solid line
is TH − 0.25 K, dashed-dotted line is TH + 0.25 K, and dashed line
is TH + 2 K. The transition from double peak distribution into single
peak is a signature of first-order phase transition.

Z (T ) = [τ + (1 − τ 3 + √
1 − 2τ 3)1/3]2

21/3[1 − τ 3 + √
1 − 2τ 3]1/3

, (7)

τ = T − TMF

T0
. (8)

Far from the transition, T � Tc, the fluctuations have a mean-
field ferromagnetlike behavior as seen in Fig. 4(c). In our case,
as the temperature approaches Tc from high temperatures, κ <

κG, we enter the strongly interacting fluctuations regime that
suppresses the transition temperature before the fluctuations’
interactions acquire an isotropic chiral behavior. This can be
seen from the spreading of propagation vectors in q space
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FIG. 4. Evolution of the spin structure factor in the first Bril-
louin zone (BZ) above Tc: (a) at Tc + 0.5 K, it shows isotropic
chiral strongly interacting fluctuations, (b) the spreading of propa-
gation vector on a sphere at Tc + 3 K, indicating strongly interacting
fluctuations, and (c) at T � Tc exhibiting ferromagnetic fluctuation
behavior where the fluctuation spectrum spreads over the whole BZ.

on a sphere as seen in Figs. 4(a) and 4(b). In this region,
the inverse correlation length satisfies κ � κDM . However,
these results remain indecisive since they rely on fitting the
magnetic susceptibility with the Brazovskii equation to get
the parameter η. Further study is required to directly extract
the Ginzburg length and correlation length to fully understand
the mechanism that induces the first-order phase transition.

The region between the helimagnetic transition and para-
magnetic transition (between the first order and second
order transition, TH < T < Tc) is denoted as the fluctuation-
disordered phase. In order to explore the nature of this phase,
we study the evolution of the norm of the propagation vector
as a function of temperature in the region TH < T < Tc. We
observe that the propagation vector related to the helical state

(a)

� [111]

(b)

FIG. 5. (a) Logarithm of the square of the spin structure factor
[log10(|F|2)], where |F|2 is summed along the [111] direction at
35 K and 40 mT [111] magnetic field. Pixels on the corners of the
image correspond to |q| � 0.1. (b) Real space spin configuration in
Cu2OSeO3 (111) slice at the 35 K and 40 mT [111] magnetic field,
which shows the skyrmion lattice. The z component and the in-plane
orientations of the spins are illustrated by the color bar and colored
arrows, respectively.

is increasing in the norm, which indicates that the helical state
periodicity is getting smaller to adapt to the supercell size,
which in turn shows that the FD is an incommensurate phase.
As the temperature increases, we observe spread over the
Brillouin zone until we get a spherelike shape as in Fig. 4(a).
The existence of an incommensurate phase along the FD
phase, encapsulated by the commensurate phase (ferrimag-
netic phase) and paramagnetic phase, indicates the existence
of a Lifshitz point (LP) [40] at the border of these three phases.

Furthermore, in the case of an applied 40 mT magnetic
field along (111) direction, we observe a skyrmion lattice
phase in a range of temperature between 42.25 K and 34 K,
which is characterized by three noncollinear propagation vec-
tors: q1

SkL = 1
84 [2̄11], q2

SkL = 1
84 [12̄1], and q3

SkL = 1
84 [112̄].

Figure 5(a) shows the projection of the spin structure factor
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FIG. 6. Phase diagram of various magnetic orders in Cu2OSeO3:
SkL, skyrmion lattice; VL, vortex lattice; FD, fluctuation disor-
dered; TCP, tricritical point; LP, Lifshitz point. The logarithm of the
magnetic susceptibility, the specific heat, and spin structure factor
patterns at different temperatures and magnetic fields are used to
calculate the borders of the phases.

in this case on the (111) plan, which shows a sixfold pat-
tern, the six spots corresponding to qi

SkL and −qi
SkL with i ∈

{1, 2, 3}; these three noncollinear vectors are coplanar since
det(q1

SkL, q2
SkL, q3

SkL) = 0, which is a necessary condition for
having a skyrmion lattice; otherwise, the three vectors would
characterize a hedgehog lattice phase [41]. Figure 5(b) shows
the skyrmions’ lattice in real space.

To understand the mechanism of the creation of SkL, we
performed a series of low magnetic field calculations, lead-
ing to the magnetic field-temperature phase diagram shown
in Fig. 6 and, as predicted by the present scheme, seven
phases exist within this range; five are well known, namely
the helical, conical, SkL, paramagnetic, and ferrimagnetic
(field polarised) phases. Moreover, we have two other phases;
the first of them is between the helical phase and the SkL
(at 15 mT), where a double noncollinear q pattern is cre-
ated, indicating the existence of an intermediate vortex lattice
(half skyrmions or merons). This prediction is yet to be con-
firmed experimentally. The last phase is previously mentioned
where there is a dominance of fluctuation in the fluctuation-

disordered regime. The phase diagram shows a tricritical point
at the crossing between the conical, FD phase, and ferrimag-
netic phase, as previously shown experimentally [35].

The vortex lattice phase is found to exist in a very tiny
pocket near TH , and between Bext of stable helical phase and
stable SkL, and has never been suggested as a possible ground
state of Cu2OSeO3. The existence of the vortex lattice phase
implies that the transition from helical state to SkL undergoes
a step-by-step transition in terms of the topological invariant
by passing from the topologically trivial single q state to a
double q state characterized with a half-integer invariant to a
triple q state with an integer invariant.

V. CONCLUSION

We have developed a first-principle approach to study the
magnetic phases and finite-temperature properties of multi-
ferroic chiral magnet copper oxide selenite Cu2OSeO3. We
constructed an effective Hamiltonian with all the magnetic
interactions; the parameters of this Hamiltonian were de-
termined via density functional theory calculations with U
correction (DFT + U ). The Monte Carlo simulation gives us
insight into the finite-temperature properties of Cu2OSeO3.
We have obtained the same experimental head and shoulder
peak signature of heat capacity found in Cu2OSeO3 and B20
magnets in general. We have found a very narrow pocket of
temperature and magnetic field where the magnetic skyrmion
lattice phase is stabilized in agreement with experimental
observations and a stabilized magnetic helical phase at zero
or small field under the critical temperature Tc. Our calcula-
tion also predicts the existence of a vortex lattice phase at a
tiny region near TH , between the helical phase and the SkL
phase. This approach may be further enriched with the same
ferroelectric Hamiltonian approach by Zhong, Vanderbilt, and
Rabe [42] to study the multiferroic behavior of Cu2OSeO3, to
understand the origin of magnetoelectric coupling, and also to
study the topological defects in ferroic materials.
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