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Abstract

Accounting for the accelerated expansion of the universe during the current dark energy
era or the early phase of inflation within the framework of string theory is an open and
notoriously difficult problem. This thesis presents new perspectives on some aspects of
this long-standing challenge.

The first part explores flux compactifications of ten-dimensional type II supergravities
on group manifolds with orientifolds and D-branes. We classify the possible solutions
allowed by this framework, and look for maximally symmetric backgrounds, with a
particular emphasis on de Sitter solutions. We then develop the tools required to analyze
the stability of the effective scalar potential, the scale separation, the flux quantization,
the compactness of the internal manifold as well as the perturbative regime of the solutions.

The second part is devoted to the study of time-dependent flux compactifications of
ten-dimensional type IIA supergravity on various classes of six-dimensional manifolds
(Calabi-Yau, Einstein, Einstein-Kähler), in order to construct cosmological backgrounds
where the four-dimensional spacetime is Friedmann-Lemaître-Robertson-Walker. The
cosmologies we present are universal in that they do not depend on the detailed features
of the compactification manifold. Once the equations of motion are rewritten as an
appropriate dynamical system, the existence of solutions featuring a phase of accelerated
expansion is made manifest. The fixed points of this dynamical system, as well as the
trajectories on the boundary of the phase space, correspond to analytic solutions which
we determine explicitly. Furthermore, some of the resulting cosmologies exhibit eternal
or semi-eternal acceleration, whereas others allow for a parametric control on the number
of e-foldings. We also obtain several cosmologies featuring an infinite number of cycles of
alternating periods of accelerated and decelerated expansions.

The third and last part of the thesis focuses on the effects of warped compactifications
on the spectrum of gravitational waves. When non-smeared Op/Dp sources are included in
the higher-dimensional theory, the warp factor has non-trivial effects on the Kaluza-Klein
tower of gravitational waves. We study the profile of the warp factor when moving away
from a source, and develop a method to determine the gravitational wave spectrum which
overcomes the difficulties due to the region where the warp factor becomes negative.
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Résumé

Rendre compte de l’expansion accélérée de l’univers durant la phase actuelle d’énergie
noire ou pendant l’inflation dans le cadre de la théorie des cordes est notoirement difficile.
Cette thèse de doctorat présente de nouvelles perspectives sur certains des aspects de ce
problème.

La première partie de la thèse explore les compactifications avec flux des supergravités
de type II à dix dimensions sur des variétés de groupe avec orientifolds et D-branes.
Nous classifions les solutions permises par ce cadre, et cherchons des vides maximalement
symétriques, en se concentrant plus particulièrement sur les solutions de de Sitter. Nous
développons ensuite les outils nécessaires pour analyser la stabilité du potentiel scalaire
effectif, la séparation d’échelles, la quantification des flux, la compacité de la variété
interne ainsi que le régime perturbatif des solutions.

La deuxième partie est consacrée à l’étude des compactifications avec flux dépendant
du temps de la supergravité de type IIA à dix dimensions sur différentes classes de
variétés à six dimensions (Calabi-Yau, Einstein, Einstein-Kähler), afin de construire des
solutions cosmologiques où l’espace-temps à quatre dimensions est de type Friedmann-
Lemaître-Robertson-Walker. Les cosmologies que nous présentons sont universelles en
ce sens qu’elles ne dépendent pas des caractéristiques détaillées de la variété interne.
Une fois les équations du mouvement réécrites sous la forme d’un système dynamique
approprié, l’existence de solutions présentant une phase d’expansion accélérée est rendue
manifeste. Les points fixes de ce système dynamique ainsi que les trajectoires sur le bord
de l’espace des phases correspondent à des solutions analytiques que nous déterminons
explicitement. En outre, certaines des cosmologies résultantes présentent une accélération
éternelle ou semi-éternelle, alors que d’autres permettent un contrôle paramétrique du
nombre de e-folds. Nous obtenons également plusieurs cosmologies présentant un nombre
infini de périodes alternées d’expansions accélérées et décélérées.

La troisième et dernière partie de la thèse se concentre sur les effets des compactifica-
tions “déformées” sur le spectre d’ondes gravitationnelles. Lorsque des sources Op/Dp

non-moyennées sont incluses dans la théorie à dimensions supplémentaires, le facteur de
déformation a des effets non triviaux sur la tour de Kaluza-Klein d’ondes gravitationnelles.
Nous étudions le profil du facteur de déformation lorsque l’on s’éloigne d’une source, et
nous développons une méthode pour déterminer le spectre d’ondes gravitationnelles, en
surpassant les difficultés dues à la région où le facteur de déformation devient négatif.
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Introduction

All traditional societies and religions have had their stories of the universe. Inquiries
into its nature, structure, its origin, evolution and fate are long-standing ones. While
being amongst the oldest, it is only recently that these could be addressed in a proper
scientific context. Even a century ago, we did not know why the sky is dark at night nor
why stars shine as they do, we ignored that there are other galaxies than ours, we had
no clue about what the universe actually contains, and perhaps most of all, we did not
understand the universe as an entity on its own.

Recent advances in both theoretical and observational cosmology in the past three
decades have brought to us a complete new perspective on all these questions. Precise
measurements of temperature fluctuations in the cosmic microwave background (CMB)
[8–13] – a snapshot of the universe when it was just 380 000 years old – observations of
type Ia supernovae [14,15], as well as galaxy surveys mapping the distribution of large-
scale structures [16] have established the so-called ΛCDM standard model of cosmology.
It describes a universe filled with only 5% ordinary atoms, 27% dark matter and 68%
dark energy [11], accounted for by a cosmological constant Λ. The latter drives the
current accelerated expansion of the universe, but it is fair to say that we do not know
much about its nature. There is now strong evidence that large-scale structures such
as galaxies were seeded by primordial density inhomogeneities, caused themselves by
quantum fluctuations [17–22], which were subsequently stretched to cosmic size during
an era of very rapid expansion called inflation [23–25]. Understanding the microphysical
mechanisms underlying the accelerated expansion of the universe during the current
phase of dark energy or during inflation remains an open problem for modern physics,
and is the central topic of the present thesis.

• Inflation and dark energy
Observations of the CMB and galaxy surveys tell us that on large scales, our universe is
nearly isotropic. Further assuming that we humans on Earth are no privileged observers –
assumption sometimes referred to as the Copernican principle – this also implies that the
universe is homogeneous, which is well described by the so-called Friedmann-Lemaître-
Robertson-Walker (FLRW) metric,

ds2 = −dt2 + a(t)2dΩ2
k , (1)

where the scale factor a(t) characterizes how the size of spatial slices evolves in time,
and dΩ2

k is the spatial metric of either Euclidean space, the three-sphere (in which case

1



Contents

we talk of a closed universe) or of hyperbolic space (open universe).
These observational facts actually constitute a puzzle within standard Big Bang

cosmology, which goes under the name of the horizon problem. The latter can be
summarized as follows: let us think of the CMB as a precise temperature map of a large
patch of the universe at the time of recombination, when it was much smaller and much
hotter. This patch turns out to be so large that it is made of many (over 40000) causally
disconnected regions, in the sense that the time elapsed since the Big Bang did not
suffice to bring them into causal contact, and these could never exchange any information.
In particular, these disconnected regions could not exchange photons in order to be at
thermal equilibrium with each other. However, this equilibrium is precisely what we
witness in the CMB: we do observe that the temperature is the same everywhere, to
a level of one part in 105. Calling this a coincidence would be highly implausible, and
one has to come up with a mechanism to explain the correlations of temperatures in the
CMB.

One solution to the horizon problem (and in fact to many other issues of the standard
Big Bang cosmology) is provided by the paradigm of inflation [23–25]. It postulates
that the universe underwent a period of rapid – close to exponential – expansion before
being populated by the matter we know. If this era of accelerated expansion lasted long
enough, it allows us to extend the duration between the Big Bang singularity and the
time of recombination when the CMB was released, so that all past light cones ending
on the corresponding space slice can now intersect before the singularity. In other words,
this allows all points of the CMB patch to have been in causal contact in the past, and
thus would remedy the horizon problem.

For such a period of accelerated expansion to occur, one needs to violate the so-called
Strong Energy Condition (SEC), which can be written in some coordinates as

R00 = T00 + gijTij ≥ 0 . (2)

It has to be violated because R00 = −3ä
a has to be negative if one imposes ä ≥ 0, where

dots stand for derivatives with respect to time t. The simplest way to realize this is to
consider a homogeneous scalar field ϕ(t) called the inflaton [24,25], which is minimally
coupled to gravity, 1

S =

∫
d4x
√
|g|
(
R

2
− 1

2
gµν∂

µϕ∂νϕ− V (ϕ)

)
, (3)

and has a positive potential energy. In this case, Eq. (2) becomes

R00 = 2
(
ϕ̇2 − V (ϕ)

)
, (4)

from which we read that there is acceleration whenever the potential energy of the
inflaton gets bigger than twice its kinetic energy. In the limit where V (ϕ) � ϕ̇2, the
scalar field sector behaves as an effective cosmological constant Λ ∼ V , and the spacetime
is approximately de Sitter space, with corresponding exponential scale factor a(t) ∼ e

√
Λt.

Thus, dark energy may also be modelled with a scalar potential, provided that the system
stays at a roughly constant value of the potential energy. This can be the case if the

1In this section, the Planck mass is set to 1 for simplicity.
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potential admits a positive, meta-stable minimum which is called a de Sitter vacuum, or
a region of almost flat runaway (that is considered in quintessence models). Constructing
de Sitter vacua from a fundamental perspective will be precisely the subject of the first
part of this thesis.

The classical dynamics of Eq. (3) is given by the Friedmann equation and the
Klein-Gordon equation for ϕ,

3H2 =
1

2
ϕ̇2 + V and ϕ̈+ 3Hϕ̇ = V ′ , (5)

where V ′ = ∂φV and we defined the Hubble parameter H = ȧ
a . One can combine these

equations into

ε ≡ − Ḣ

H2
=

1
2 ϕ̇

2

H2
=

3
2 ϕ̇

2

1
2 ϕ̇

2 + V
, (6)

and the condition for acceleration translates into ε < 1. Now, to have a sufficiently
long period of inflation to solve the horizon problem (and other constraints), one needs
to prolong the situation where the potential energy dominates over the kinetic energy.
This can be done with a fairly flat potential V on which the physical system is slowly
rolling down. This way, the conditions for extended slow-roll inflation can be expressed
as conditions on the shape of the potential [26],

εV ≡
1

2

(
V ′

V

)2

� 1 and |ηV | ≡
|V ′′|
V
� 1 . (7)

These are called the potential slow-roll parameters.
One can then engineer different types of potential – providing or not an explanation

of why they should have such a shape – and derive the dynamics of the cosmology they
give rise to.

• Ultraviolet sensitivity of inflation and the need for quantum gravity
Scenarios such as (3) are toy-models as long as they remain decoupled from the rest of
physics, and they lack ultraviolet (UV) completions. One way to address these deficiencies
would be to work in the paradigm of effective field theories (EFT). Before diving into it,
let us say a few words about what we call EFT.

Physical processes and phenomena occur over a large range of length scales. Luckily,
most of the time one can study the physics of such phenomena only at the relevant
scale and do not have to resolve the small-scale details of a more complete and more
fundamental theory. For instance, one can thankfully describe fluid dynamics without
having to report the motion and interactions of the atoms that constitute water molecules.
The fluid-mechanical paradigm will be sufficient to describe phenomena up to a certain
length (or energy) scale, beyond which the theory will stop being relevant and should be
replaced by something else. This reasoning is particularly useful when the full theory is
not known or not computable, in which case one can parametrize our ignorance of the
unknown physics by a collection of so-called irrelevant interactions, which decouple and
are suppressed when we consider processes at a low energy with respect to the cut-off
scale where the effective theory breaks down.

Nonetheless, there exist situations where the high energy degrees of freedom do not
decouple, and the low-energy theory is strongly affected by the irrelevant interactions:
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we call this phenomenon UV sensibility. It turns out that inflation falls into this class, as
we will explain below.

The previous claim goes under the name of eta problem(s) [27]. It mainly concerns
slow-roll inflation but variations thereof also arise in most non-slow-roll models (see [28]
for a discussion on this matter). One first observation is the following: the maximal
cut-off Λc of inflation as an EFT is obviously the Planck mass Mp beyond which quantum
gravitational effects are guaranteed to become relevant. On the other hand, in order for
the EFT to remain valid during the freeze-out of cosmological perturbations, the cut-off
has to be larger than the Hubble scale H, so

H < Λc < Mp . (8)

Now, it is well-known that quantum corrections tend to push the mass of scalar fields up
to the cut-off of the EFT,

∆m2 ∼ Λ2
c . (9)

For inflation, the mass of the inflaton is directly related to the second slow-roll parameter
η ∼ V ′′ in (7). But since consistency of the EFT requires Λc > H, the eta parameter
receives order-one corrections

∆η ∼ Λ2
c

H2
> 1 , (10)

which spoils the delicate flatness of the potential needed for sustained inflation. Enforcing
a small physical η would then require to fine-tune the bare parameter and we run into
naturalness issues (note that symmetry considerations can improve the protection of η
against large corrections but cannot solve the problem entirely).

Another issue arises when considering order-six interactions in the tower of non-
renormalizable operators of the EFT, of the form

∆V = cV (ϕ)
ϕ2

Λ2
c

, (11)

where c is a O(1) constant and V represents the renormalizable terms in the potential.
In a theory with a single scalar field, it is difficult to justify the absence of couplings of
the form (11). Provided that the cut-off Λc is larger than the vacuum expectation value
(VEV) of the inflaton, the operator will only give a small contribution to the potential,
∆V � V . However, such a correction reflects on η – because of its dependency on V – as

∆η =
M2

p

V
∂2φ(∆V ) ≈ 2c

(
Mp

Λc

)2

> 1 , (12)

where we have restored the Planck mass. Thus, even if the operator (11) is Planck-
suppressed, it cannot be ignored in discussions of the inflationary dynamics. A similar
argument can be done for more general non-renormalizable interactions, which can yield
comparable or larger effects.

The upshot of the above argument is that inflationary theories have the special feature
that some irrelevant operators of the EFT play a crucial role at low energy, not only for
precision observables, but even for the zeroth-order dynamics. This UV sensitivity begs
for a treatment of inflation in a UV-complete theory of quantum gravity.
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• String theory
Up to date, the most developed framework for quantum gravity is string theory, whose
starting point is to replace the point-particles of quantum field theory by finite size objects,
including one-dimensional vibrating strings. There exist five string theories, which are
related to one another by dualities, and they all have 10 dimensions of spacetime. In
this thesis, we will be concerned with the low-energy limit of these theories, which are
10d supergravity theories. The latter can be thought of as supersymmetric extensions of
General Relativity, or alternatively as field theories with local supersymmetry. Of interest
to us, these supergravities admit gravitational backgrounds where the 10d spacetime is
split as a product of an extended 4d spacetime with a 6d compact space

M10 =M4 ×M6 . (13)

At length scales much larger that the characteristic size of M6, the EFT around the
background is a 4d quantum field theory coupled to gravity whose spectrum depends
itself on the geometry of the extra dimensions. Deriving the precise features of the lower-
dimensional effective theory requires to perform a Kaluza-Klein compactification [29, 30].
In particular, compactifying the 10d fields down to 4d will give rise to a certain number of
scalar fields – the so-called moduli – which are associated to the size and shape of the extra
dimensions (we will come back to this point below). We will be particularly interested in
backgrounds where the 4d spacetime M4 is maximally symmetric – meaning that it is
either anti-de Sitter, Minkowski, or de Sitter space – coming from compactifications of
10d supergravities.

Let us recall the big picture. We want to account for the observed accelerated
expansion of our universe (dark energy and/or inflation) within the framework of string
theory using its supergravity low-energy limit which is well-understood. The aim is thus
to construct solutions of 10d supergravity where the 4d spacetime is de Sitter, or more
generally FLRW (1). The problem however, is that it turns out to be a formidable task
to do so. Let us give a flavour of why it is the case. Recall that in order to achieve
accelerated expansion, one needs to violate the SEC (2) and we saw that it could be
done with scalar fields with positive potential energy. Thus, one could think that all we
need is a certain compactification for which the 4d EFT has a positive scalar potential
and there should be regions of the field space where one can violate the SEC, or even
(meta-stable) minima of the potential at positive values, if we search hard enough among
all the possible vacua of string theory.

However, there is a twofold problem: (i) all 10d pure supergravities have their energy-
momentum tensors satisfying the SEC, and (ii) the SEC is hereditary, in the sense that
if it holds for the higher-dimensional theory, it will remain valid for any compactification
thereof. This claim constitutes a well-known no-go theorem first discovered by Gibbons
[31,32] and later refined by Maldacena and Nuñez [33]. It can be stated as follows: cosmic
acceleration is forbidden in models descending from pure 2-derivative 10d supergravity
with time-independent compactifications on non-singular manifolds without boundaries.
Thus, if one ever wishes to model accelerated expansion with 10d supergravity, one has
to circumvent at some point the no-go theorem, typically by relaxing one or several of
its assumptions. We shall review extensively in the next section the various routes one
can follow in order to do so.

In any case, on still has to construct a positive scalar potential with the various
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ingredients provided by string theory. These include fluxes Fp – which are higher-
dimensional generalizations of the electromagnetic flux – they contribute positively to
the potential as [34]

Vfluxes ∼
∑
p

1

2p!

∫
M6

√
|g6|ecpφ|Fp|2 , (14)

where cp are constant coefficients and φ is the dilaton, a scalar field predicted in the
massless spectrum of closed strings. One can also make use of the curvature of the
compact manifold gathering the extra dimensions,

Vcurvature ∼ −
∫
M6

√
|g6|R6 , (15)

so that negatively curved (hyperbolic) spaces help in building positive potentials. One
can also resort to so-called orientifolds sources which are exotic objects with negative
tension: they enter the potential as

Vsources ∼ −tension
∫
Σn

√
|gn| , (16)

where gn is the determinant of the 10d metric pulled-back on the hypersurface Σn wrapped
by the orientifold. The resulting scalar potential is the sum of all the contributions
mentioned above.

• De Sitter constructions in string theory
Let us present a bird’s eye view of the existing attempts to constructing de Sitter space
from string theory, together with their respective issues. We follow closely [34] and [35],
and refer to these reviews for additional details and a more complete list of references.

• Classical constructions. These will be the central topic of this thesis, and
constitute perhaps the most natural way to build de Sitter vacua. By classical we
mean the tree-level of perturbative string theory, that is 10d supergravity at the
two-derivative level, with fluxes and Op/Dp sources. For concreteness, we focus
here on type II supergravities, whose bosonic sector can be decomposed as

S = Sbulk + Ssources , with Sbulk = S0 + SCS , Ssources = SDBI + SWZ . (17)
We follow Appendix A of [36] for notations and conventions and refer to it for
more technical details. The fields in the bulk action are the 10d metric gMN (with
M,N = 0, ..., 9), the dilaton φ and the Kalb-Ramond two-form b. One considers in
addition Ramond-Ramond (RR) p-form gauge fields Cp with p = 1, 3 in type IIA
and p = 0, 2, 4 in type IIB. The corresponding fluxes (field-strengths) are

IIA: H = db , F0 , F2 = dC1 + bF0 , F4 = dC3 −H ∧ C1 +
1

2
b ∧ bF0 ,

IIB: H = db , F1 = dC0 , F3 = dC2 −H ∧ C0 , F5 = dC4 −H ∧ C2 .
(18)

The S0 action then reads

S0 =
1

2κ210

∫
d10x

√
|g10|

(
e−2φ

(
R10 + 4|dφ|2 − 1

2
|H|2

)
− 1

2

∑
p

|Fp|2
)
, (19)
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where 2κ210 = (2π)7(α′)4 and α′ is the square of the string length ls. Here, R10 is the
10d Ricci scalar and |g10| the absolute value of the 10d metric’s determinant. The
Chern-Simons SCS terms will not be relevant for the present discussion, so let us
now turn to the sources contributions. The dynamics of D-branes and orientifolds
is captured by the Dirac-Born-Infeld (DBI) action SDBI and the Wess-Zumino (WZ)
term SWZ, whose expression are respectively given by

SDBI = −cpTp
∫
Σp+1

dp+1ξe−φ
√
|ι [g10 − b] + F| ,

SWZ = −cpµp
∫
Σp+1

∑
q

ι [Cq] ∧ e−ι[b]+F ,
(20)

where Σp+1 is the world-volume wrapped by the source and ι[·] the pull-back to it.
F denotes here the field strength of the world-volume gauge field. The tension Tp
can be determined from amplitude computations (e.g. the exchange of a closed
string between two D-branes) and is given by T 2

p = π
κ2
10
(4π2α′)3−p. The constant

coefficient cp is equal to 1 for a D-brane, and equal to −2p−5 for an Op-plane.
We thus see that orientifolds carry negative tension, which makes them crucial in
circumventing de Sitter no-go theorems.
Finding de Sitter solutions in this corner of the moduli space typically amounts
to coming up with a particular ansatz (e.g. for the internal geometry and the
fluxes) and then solve the 10d equations of motion (e.o.m.), including the Einstein
equations for the 10d metric, the e.o.m. for the dilaton and the fluxes, as well as
the Bianchi identities for the latter – sometimes referred to as tadpole cancellation
conditions. We shall go back to these in details in Chapter 1. The 10d solution
corresponds to a critical point of the scalar potential of the 4d effective theory
which is obtained after compactification. One then has to address the stability of
this critical point to make sure that the solution is free from tachyons. Up to date
however, not a single de Sitter solution without tachyons has been constructed
within this set-up. It remains an open problem to understand this obstruction or
to come up with counter-examples. This is one of the main subject of the present
thesis, and will be discussed extensively in the subsequent chapters.

• Non-geometric fluxes. These objects arise when one considers a T-duality
chain starting from an NSNS 3-form flux H. To be concrete, let us consider here
a compactification on T 6 with such an NSNS 3-form flux Habc on some 3-cycle.
Under a first T-duality – say in direction a – the H flux is mapped to so-called
geometric fluxes fabc associated with a twist in the torus topology (these correspond
to the structure constants for compactifications on group manifolds, which we will
consider extensively in Part I of the thesis). One can perform another T-duality
along direction b, which leads to a “dual torus” that is locally geometric but cannot
be described globally in terms of a fixed geometry [37]. The non-geometric fluxes
resulting from T-duality are commonly denoted Qab

c. The T-duality chain can be
pushed one step further, giving rise to other non-geometric fluxes denoted Rabc. In
summary,

Habc
Ta←→ fabc

Tb←→ Qab
c

Tc←→ Rabc . (21)
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These non-geometric fluxes do not have a 10d origin which can be traced back in
actions such as (19), so vacua found within these constructions are qualitatively
different from the above category. The thing of interest is that the Q- and R-fluxes
yield contributions in the 4d potential that scale differently in the scalar fields than
the geometric fluxes or the other contributions coming from sources or internal
curvature. For instance, the Q- and R-fluxes give rise to terms in the potential
which scale respectively linearly and cubically in the 6d volume modulus ρ, and
these terms are particularly useful to offset other contributions, and enlarge the
parameter space. Within this framework, it turns out to be possible to build
meta-stable de Sitter vacua, although they remain scarce [38–40].
However, not having a duality frame in which fluxes can be geometric implies that
the resulting 4d supergravity should describe both string momentum and winding
modes – which are otherwise traded via T-duality – and thus, that some of the
extra-dimensions must be close to the self-dual radius (and cannot be made large)
for the two types of modes to be relevant at low energy. This is problematic to
have good control over the solution since one can no more ignore higher derivative
corrections to the effective action. Hence, although non-geometric fluxes may
constitute interesting ingredients in dS model building and should be considered
in full generality, it is hard to expect constructing trustable dS vacua without
addressing the issue of control over derivative corrections.

• Quantum corrections. The vast majority of de Sitter constructions considered in
the recent literature consist of classical compactifications with fluxes and orientifolds
sources as described in the first paragraph, together with “quantum corrections”.
These include higher-derivative corrections (higher order in α′), string-loop correc-
tions (higher order in gs the string coupling constant), non-perturbative effects, etc.
These corrections are typically used to stabilize the Kähler moduli. There are two
main constructions going along these lines: the first one is KKLT [41] (named after
the authors Kachru, Kallosh, Linde and Trivedi), the other one being the so-called
Large Volume Scenario (LVS) [42].
In the former case, one starts from type IIB string theory compactified on a
Calabi-Yau three-fold (CY3). The latter is a 6d Ricci-flat manifold equipped with
a globally defined and nowhere vanishing holomorphic three-form. In addition, it
possesses a unique covariantly constant spinor, used to construct a unique two-form
dubbed the Kähler form. When the 10d theory is compactified on the CY3 in
order to extract the effective 4d theory, the holomorphic and the Kähler forms are
integrated over two- and three-cycles of the manifold and respectively give rise
to complex structure moduli and Kähler moduli, which correspond to massless
scalar fields in the 4d theory. The Kähler moduli characterize the size and volume
of the internal manifold, whereas the complex structure moduli account for its
shape. A basic example would be a two-torus T 2 (which is a CY1) of edges l1 and
l2: the volume l1l2 is the Kähler modulus, while the ratio l1/l2 defining its shape
corresponds to the complex structure modulus.
One then considers a GKP-like warped compactification (again named after the au-
thors Giddings, Kachru and Polchinski) [43], that features RR fluxes and orientifolds.
These admit imaginary self-dual Minkowski solutions which have the important
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property of having all complex structure moduli and the dilaton stabilized.
In order to generate a potential for the remaining unstabilized Kähler moduli, the
KKLT construction makes use of non-perturbative corrections coming from gaugino
condensation and D3-branes instantons. After taking these corrections into account,
the resulting scalar potential admits a stable supersymmetric minimum at a negative
value, that is, an AdS vacuum. Furthermore, the latter can be parametrically
scale-separated, meaning that it can truly be perceived as four-dimensional at low
energy, which is a crucial feature for phenomenology.
The last step towards a dS vacuum consists in adding anti-D3 branes (D̄3): these
break the supersymmetry – which is needed to have de Sitter space – and contributes
positively to the scalar potential in order to uplift the minimum to a positive value.
The D̄3 are placed (or rather attracted) at the tip of a so-called Klebanov-Strassler
(KS) throat [44] smoothly glued to the CY3. This allows to fine-tune the energy
contribution of the D̄3 which is necessary to yield a meta-stable dS vacuum without
spoiling its stability.
The LVS shares a similar starting point but takes a different route when it comes
to stabilizing the Kähler moduli for the Minkowski solution. It incorporates the
leading perturbative α′ correction to the Kähler potential, which can be tuned
against the non-perturbative corrections so to provide a non-supersymmetric AdS
vacuum with exponentially large volume, thus putting the solution in a regime
where further corrections are in better control [42]. One may then do a similar
antibrane uplift as in KKLT to end up with a dS vacuum.
Nonetheless, both these scenarios are at the center of vivid debates about the validity
of each step involved in the construction. It is beyond the scope of this introduction
to go through all the criticisms in details, but let us just mention a few arguments.
Already at the level of the GKP compactification: the construction requires a
small but non-zero constant contribution from the fluxes to the superpotential,
which is often denoted W0 in the literature. The corresponding flux configurations
breaks supersymmetry and one should at this stage (even before adding the non-
perturbative corrections mentioned above) consider perturbative string loop and
higher derivative corrections. However, these are not fully known and it is not
clear whether they are small enough to be counteracted by the non-perturbative
ones [45]. Another related problem is that it is not clear whether it is possible to
achieve a parametrically small W0 since it would be in tension with the recently
proposed tadpole conjectures [46], although some great progress has been made in
that direction [47–50]. There are also numerous objections regarding control on
the non-perturbative terms added for stabilizing the Kähler moduli [51, 52]. Lastly,
the antibrane uplift to dS is far from being fully understood: it is argued that the
backreaction of antibranes may cause brane-flux instabilities (for LVS, the situation
might be even more dramatic as it was argued recently that uplift scenarios in this
case were out of control due to derivative corrections [53]). We refer to [35] and
references therein for a thorough discussion on these arguments and how they may
be circumvented.

• Other constructions. There exist other scenarios for constructing de Sitter space,
which are somewhat less studied in the literature but are worth mentioning briefly.
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These include brane-world scenarios with non-compact extra-dimensions [54–56],
or constructions within non-critical string theory [57–59]. The idea in the latter
setting is the following: for non-critical string theories of dimension D, the effective
action receives an extra contribution proportional to D−Dc where Dc is the critical
dimension. If one considers D > Dc, then the extra positive contribution to the
effective potential may help in finding de Sitter vacua. However, as pointed out
by the authors of these works themselves, it is complicated to understand whether
there is any perturbative control over these solutions.

• Outline of the thesis
Let us get give a brief outline of the thesis, which is divided into 3 parts.

The first one is devoted to the study of classical de Sitter backgrounds. In Chapter 1,
we describe the precise setting, ansatz and ingredients that we use. The framework is
10d type II supergravity with fluxes and Op/Dp sources compactified on so-called group
manifolds. We discuss their geometry, and provide the equations to be solved in order to
construct maximally symmetric backgrounds. Indeed, although the main focus is on de
Sitter, we also consider Minkowski and anti-de Sitter backgrounds in the analysis.

In Chapter 2, we give a complete classification of the possible solutions allowed in
such a framework. It turns out that there is only a finite number of distinct Op/Dp

source configurations, which are constrained by tadpole cancellation conditions. In
each configuration, we work out the precision orientifold projection and the associated
field content to be plugged in the equations. We study the supersymmetry of these
configurations and how some of them are related by T-duality. This procedure allows us
to divide the solution space – that we refer here to as the Landscape of (anti-) de Sitter
and Minkowski solutions of 10d type II supergravities – into smaller regions with different
properties. This turns out to be useful in order to organize the search for new solutions
but also to understand the absence of de Sitter solutions in certain regions. Indeed, in
some of them, it becomes possible to prove no-go theorems against the existence of de
Sitter vacua. We then present the procedure we follow to solve the equations and look
numerically for new solutions.

Chapter 3 is then devoted to the exploration of this Landscape, and we study in more
details the properties of the backgrounds living in the different regions. We develop tools
to characterize the internal geometry of each solution: this requires to properly identify
the underlying group manifold, and decide whether it is or can be made compact by
taking an appropriate quotient by a discrete subgroup. We also develop some formalism
to generically analyze the stability of the 4d scalar potential, and make some comments
about the scale separation of the backgrounds. All the (anti-) de Sitter and Minkowski
solutions, as well as their properties, are provided in Appendix C.

We proceed in Chapter 4 by taking further the stability analysis through the prism of
consistent truncations. We present very general tools to study the perturbative stability
of classical flux compactifications, and apply them on our database of (anti-) de Sitter
and Minkowski solutions.

We end this first part in Chapter 5, where we discuss more subtle intricacies of de
Sitter string backgrounds including flux quantization, control on large volume and small
string coupling constant gs, scale separation, and the apparent tension which occurs
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when one tries to satisfy all these requirements at the same time.

In the second part of the thesis, we turn to time-dependent compactifications of 10d
type IIA supergravity, taking an alternative route towards accelerated expansion (among
the options which circumvent the no-go theorems discussed above). We begin in Chapter
6 by giving a bird’s eye view on time-dependent compactifications: we provide some
context and a state of the art on the existing literature. We then give a summary of the
results found in the two subsequent chapters.

Chapter 7 presents the framework that we use here for the compactification. We
explain our ansatz, provide the equations of motion and discuss how these can be derived
from a 4d and 1d consistent truncations. The set-up we use is “universal” in the sense
that the solutions do not depend on the detailed features of the compactification manifold,
but only on the properties which are common to all the manifolds belonging to that class
(whether they are Calabi-Yau manifolds, Einstein manifolds, Einstein-Kähler manifolds,
etc.).

We then present in Chapter 8 the solutions that we obtain within this framework.
The complexity depends on the number of fluxes that we turn on. Up to one flux, the
equations can be solved analytically. When two-fluxes are considered, the solutions are
not analytical anymore but one can perform a dynamical system analysis that reveals
a very rich behaviour. In this picture, the existence of solutions featuring a phase of
accelerated expansion is made manifest. The fixed points of this dynamical system, as
well as the trajectories on the boundary of the phase space, correspond to the analytic
solutions mentioned above. Furthermore, some of the resulting cosmologies exhibit
eternal or semi-eternal acceleration, whereas others allow for a parametric control on the
number of e-foldings. At future infinity, one can achieve both large volume and weak
string coupling. We also obtain several cosmologies featuring an infinite number of cycles
of alternating periods of accelerated and decelerated expansions. All the solutions, as
well as further computational details are provided in Appendix B.

The third and last part of the thesis focuses on the effect of compactifications
similar to the ones considered above on the spectrum of gravitational waves. When
one includes (non-smeared) Op/Dp sources in the higher-dimensional theory, the warp
factor is in general non-constant, and has non-trivial effects on the Kaluza-Klein tower of
gravitational waves coming from extra-dimensions. In Chapter 9 we explain the general
set-up used for this analysis. We present the warped background over which Kaluza-Klein
gravitational waves are studied and the key equations defining their spectrum. There,
we also discuss the profile of the warp factor when moving away from a source, which is
more generally a question of interest in de Sitter constructions as well.

Finally, Chapter 10 describes the method we use to determine the gravitational wave
spectrum and in particular to overcome difficulties due to the region where warp factor
becomes negative near the sources, responsible for tachyonic modes. We then present the
results that we obtain, and compare them to unwarped extra dimensions. More details
about the determination of the spectrum are given in Appendix A.
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PART ICLASSICAL DE SITTER
BACKGROUNDS





1 General set-up and ansatz

1.1 Context and motivations
As emphasized in the introduction, string theory backgrounds with maximally symmetric
spacetimes have always been of prime importance. To start with, a 4-dimensional (4d)
de Sitter spacetime is relevant for the connection to cosmology, since it can describe in
good approximation our universe in an early inflation phase, or in the far future. A 4d
Minkowski spacetime is relevant for particle physics models that may be derived from
string theory, or to describe our nearby universe. Last but not least, 4d anti-de Sitter
spacetimes are typically considered in a holographic context, but they also appear in
various phenomenology related topics, for instance in certain constructions of de Sitter
solutions [41, 42] or in the matter of scale separation, revived recently in the swampland
program [52,60]. In addition, the general belief that non-supersymmetric solutions are
unstable is shared in various forms for all maximally symmetric spacetimes: see for
instance [61–65] for de Sitter, [66, 67] for Minkowski and [68] for anti-de Sitter. The
importance of such solutions, and the common properties they may share, motivates us
here to classify them, within a certain (standard) ansatz. In turn, the classification helps
us finding new types of solutions, as well as new existence no-go theorems, and noticing
few general properties.

We focus here on solutions of 10d type IIA/B supergravities with Dp-branes and
orientifold Op-planes, as candidates for classical string backgrounds. Checking whether
the supergravity solutions actually meet the string effective theory requirements, allowing
them to be in the classical string regime, is not always trivial: see e.g. [2] for de Sitter
and [69] for anti-de Sitter. This will be the subject of Chapter 5. We further restrict
ourselves to a historically standard ansatz, namely one where the extra dimensions are
gathered as a group manifold, defined below. In addition, fluxes living there are constant,
as well as the Op/Dp contributions to the equations: this last point corresponds to having
Op/Dp sources smeared, or more precisely, considering an integrated version of the
solution rather than a localized one. More details on this ansatz is provided in Section 1.2
and in [70]. One interest of this ansatz is that it allows, through a consistent truncation,
for an equivalent description as a 4d gauged supergravity, also sometimes used to find
those solutions. A further reason to restrict to classical solutions with such an ansatz is
the relative simplicity of the setting, of potential interest to further phenomenological
applications, while still providing a variety of interesting examples: de Sitter solutions,
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Chapter 1. General set-up and ansatz

(non-) supersymmetric Minkowski ones with fluxes, (non-) supersymmetric (non-) scale
separated anti-de Sitter ones, and so on.

1.2 The ansatz
As stated above, we are interested in classical solutions of 10d type II supergravities on a
4d maximally symmetric spacetime, i.e. de Sitter, Minkowski or anti-de Sitter, times a
6d compact group manifold M, with D-branes and orientifold planes as sources. The
10d metric reads

ds210 = gµνdx
µdxν + gmndy

mdyn , (1.1)

where gµν denotes the metric of the 4d extended spacetime and gmn is the metric for
the internal space M. We do not include a warp factor, so the sources can be viewed as
“smeared”, or rather, some equations can be considered integrated. We come back in
Section 5.6 to the question of a localized version of our solutions. The reason for our
ansatz is that we will consider intersecting sources, for which a localized description is
notoriously difficult to obtain. For the same reason, we take a constant dilaton eφ = gs.
The 6d metric is expressed in a flat basis in terms of 1-forms ea as follows

ds26 = gmndy
mdyn = δabe

aeb , ea = eamdym , dea = −1
2f

a
bce

b ∧ ec , (1.2)

where the last equation is the Maurer-Cartan equation. It defines fabc which will here
be taken constant, and thus correspond to structure constants of a Lie algebra. This
algebra underlies the group manifold M. Compactness of the latter requires faac = 0
(with sum), a condition to be used from now on. In the following, we will additionally
restrict ourselves to work in a basis of {ea} such that faac = 0 without sum. This choice
of basis is preferred to prove the existence of lattices and thus compactness [71]. The
fabc can be related in full generality to spin connection coefficients (see e.g. Appendix A
of [72]), so the 6d Ricci tensor in the flat basis can be expressed as

2 Rcd = −f bacfabd − δbgδahfhgcfabd +
1

2
δahδbjδciδdgf

i
ajf

g
hb , (1.3)

where we specified to a compact group manifold.

We allow for Dp-branes and Op orientifold planes, collectively named sources; p is
their dimensionality, sometimes also called size. For a maximally symmetric spacetime,
the sources must be along the 3 space extended dimensions, therefore restricting the
dimensionality to p ≥ 3. In addition, supergravity fluxes can be purely internal (along
the 6d) or spanning the whole 4d, leaving us to use only the 6d k-forms Fk=0,...,6 for RR
fluxes and the 6d 3-form H for the NSNS one. As part of the ansatz, motivated in [70],
the fluxes components in the 6d orthonormal coframe are constant.

For each source, we then split the 1-forms into the two sets {ea||} and {ea⊥}, taken
globally distinct. Every flat index can then be specified as being parallel or transverse
to a given source. For instance, for any internal q-form Fq, we denote by a label (n) its
number of legs along a source, with 0 ≤ n ≤ 2, meaning

Fq =
1

q!
F (0)
q a1⊥...aq⊥

ea1⊥∧. . .∧eaq⊥+ 1

(q − 1)!
F (1)
q a1||a2⊥...aq⊥

ea1||∧ea2⊥∧. . .∧eaq⊥+. . . , (1.4)
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1.2 The ansatz

and each F
(n)
q a1...aq is here a constant number. Each source defines naturally parallel and

transverse volume forms, vol|| and vol⊥, in terms of the {ea||} and {ea⊥}. Few more
useful conventions on our forms include

ε1...6 = 1 , vol|| ∧ vol⊥ = vol6 = d6y
√
|g6| = e1 ∧ . . . ∧ e6 , (1.5)

∗6 (ea1 ∧ . . . ∧ eaq) =
1

(6− q)!
δa1b1 . . . δaqbqεb1...bqcq+1...c6e

cq+1 ∧ . . . ∧ ec6 , ∗26Aq = (−1)qAq ,

Aq ∧ ∗6Aq = vol6 |Aq|2 , |Aq|2 = Aq a1...aqAq b1...bqδ
a1b1 . . . δaqbq/q! .

An important distinction to make is whether sources Op/Dp (with single p) are
parallel or intersecting. All sources that are along the same directions are said to be
parallel and are part of one set I. We denote by N the number of sets: if N = 1, sources
are said to be parallel, if N > 1 they are intersecting. To stress the importance of
this distinction, let us mention a few de Sitter examples. It turns out that de Sitter
solutions with parallel sources are expected not to exist (conjecture 1 in [70]), while
having intersecting ones was shown to help in [73] to get a positive cosmological constant.
De Sitter solutions satisfying the above ansatz with N > 1 were obtained in IIA for
p = 6, in particular in [74], and in IIB for p = 5 in [1].

We will also consider in the next chapter the case of sources with multiple dimen-
sionalities p. For example, one such de Sitter solution is known, with p = 5, 7 in [75].
This situation requires a few more notations, and we follow the formalism introduced in
Section 6 of [73]. The sources energy momentum tensor (EMT) is defined via

1√
|g10|

∑
sources

δSDBI
δgMN

= − e
−φ

4κ210
TMN , (1.6)

where SDBI was given in (20). Its trace gMNTMN is denoted T10, and the total
contribution of sources for each dimensionality p is written T (p)

10 so that one can decompose

T10 =
∑
p

T
(p)
10 =

∑
p

∑
I

T
(p)I
10 , (1.7)

with a split into all sets I for a given p, introducing a T
(p)I
10 . Each of the T

(p)I
10 is

proportional to N I
s,p = N I

Op
− N I

Dp
(see (4.12) below for more details), the number of

sources in the set I, given by the difference of the number of Op and Dp. With this
notation, the 6d EMT can be written as

Tab =
∑
p

∑
I

δ
a||I
a δ

b||I
b δa||I b||I

T
(p)I
10

p+ 1
. (1.8)

To make this clearer, let us give an example. For the source configuration considered
in [1] which consists of 3 sets of sources: O5/D5 in sets I = 1, 2 that wrap directions
(1, 2) and (3, 4) respectively, and one set I = 3 which contains D5 branes only along
(5, 6), one ends up with the following 6d EMT,

Tab = diag
(
T
(5)1
10

p+ 1
,
T
(5)1
10

p+ 1
,
T
(5)2
10

p+ 1
,
T
(5)2
10

p+ 1
,
T
(5)3
10

p+ 1
,
T
(5)3
10

p+ 1

)
, (1.9)
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Chapter 1. General set-up and ansatz

with p = 5. The case of single dimensionality p is recovered by dropping the unnecessary
upper (p); we will do so in the following. In addition, we have the 4d trace gµνTµν =

4
∑

p T
(p)
10 /(p+ 1).

1.3 The equations
We give in this section the type II supergravities equations of motion (e.o.m.) and
Bianchi identities (BI), in our framework with sources of multiple dimensionalities,
3 ≤ p ≤ 8. These equations encompass in particular the case of single dimensionality
sources, obtained by setting to zero the appropriate source variables. By combining a
few equations as in [73], one obtains the following useful expression of R4,

R4 = gs
∑
p

T
(p)
10

p+ 1
− g2s

6∑
q=0

|Fq|2 . (1.10)

1.3.1 IIA supergravity
• the fluxes e.o.m.

d(∗6H)− g2s (F0 ∧ ∗6F2 + F2 ∧ ∗6F4 + F4 ∧ ∗6F6) = 0 , (1.11)
d(∗6F2) +H ∧ ∗6F4 = 0 , (1.12)
d(∗6F4) +H ∧ ∗6F6 = 0 , (1.13)

• the fluxes BI

dH = 0 , (1.14)

dF0 = −
∑
I

T
(8)I
10

9
vol⊥(8)I

, (1.15)

dF2 −H ∧ F0 =
∑
I

T
(6)I
10

7
vol⊥(6)I

, (1.16)

dF4 −H ∧ F2 = −
∑
I

T
(4)I
10

5
vol⊥(4)I

, (1.17)

• the dilaton e.o.m.

2R4 + 2R6 + gs
∑
p

T
(p)
10

p+ 1
− |H|2 = 0 , (1.18)

• the 4d Einstein equation (equivalent to its trace)

4R4 = gs
∑
p

7− p
p+ 1

T
(p)
10 − 2|H|2 + g2s(|F0|2 − |F2|2 − 3|F4|2 − 5|F6|2) , (1.19)
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1.3 The equations

• the 6d (trace-reversed) Einstein equation

Rab =
g2s
2

(
F2 acF

c
2 b +

1

3!
F4 acdeF

cde
4 b

)
+

1

4
HacdH

cd
b

+
gs
2
Tab +

δab
16

(
−gsT10 − 2|H|2 + g2s(|F0|2 − |F2|2 − 3|F4|2 + 3|F6|2)

)
,

(1.20)

with Tab =
∑
p

∑
I

δ
a||I
a δ

b||I
b δa||I b||I

T
(p)I
10

p+ 1
, (1.21)

• the Jacobi identity (or Riemann BI)

fae[bf
e
cd] = 0 . (1.22)

1.3.2 IIB supergravity
• the fluxes e.o.m.

d(∗6H)− g2s(F1 ∧ ∗6F3 + F3 ∧ ∗6F5) = 0 , (1.23)
d(∗6F1) +H ∧ ∗6F3 = 0 , (1.24)
d(∗6F3) +H ∧ ∗6F5 = 0 , (1.25)
d(∗6F5) = 0 , (1.26)

• the fluxes BI

dH = 0 , (1.27)

dF1 = −
∑
I

T
(7)I
10

8
vol⊥(7)I

, (1.28)

dF3 −H ∧ F1 =
∑
I

T
(5)I
10

6
vol⊥(5)I

, (1.29)

dF5 −H ∧ F3 = −
∑
I

T
(3)I
10

4
vol⊥(3)I

, (1.30)

• the dilaton e.o.m.

2R4 + 2R6 + gs
∑
p

T
(p)
10

p+ 1
− |H|2 = 0 , (1.31)

• the 4d Einstein equation (equivalent to its trace)

4R4 = gs
∑
p

7− p
p+ 1

T
(p)
10 − 2|H|2 − g2s(2|F3|2 + 4|F5|2) , (1.32)
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Chapter 1. General set-up and ansatz

• the 6d (trace-reversed) Einstein equation

Rab =
g2s
2

(
F1 aF1 b +

1

2!
F3 acdF

cd
3 b +

1

2 · 4!
F5 acdefF

cdef
5 b − 1

2
∗6 F5 a ∗6 F5 b

)
+

1

4
HacdH

cd
b +

gs
2
Tab +

δab
16

(
−gsT10 − 2|H|2 − 2g2s |F3|2

)
, (1.33)

with Tab =
∑
p

∑
I

δ
a||I
a δ

b||I
b δa||I b||I

T
(p)I
10

p+ 1
, (1.34)

• the Jacobi identity (or Riemann BI)

fae[bf
e
cd] = 0 . (1.35)

Let us stress that the only variables entering the equations are the constants

fabc, Habc, gsFq a1...aq , gsT
I
10 , (1.36)

and that the equations to solve are quadratic polynomials in these variables. The exact
number of (scalar) equations and (scalar) variables will depend on the explicit orientifold
projection, which is discussed in the next chapter.
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2 Charting the Landscape

In this chapter, we chart the space of solutions – which we will refer to as the Landscape
of (anti-) de Sitter and Minkowski solutions (within this ansatz) – into smaller regions,
according to the possible source configurations. Indeed, not everything is allowed when it
comes to placing the D-branes and orientifold planes: as we will explain in the following,
it can be understood as being constrained by the structure of the Bianchi identities for
the RR fluxes. Only a restricted number of configurations turn out to be possible and
inequivalent and we classify those. This will allow a systematic and organised exploration
of the solutions space, that will be the subject of Chapter 3.

2.1 Classification of possible solutions
In IIA, we can a priori have p = 4, 6, 8 sources, and in IIB, p = 3, 5, 7, 9. Our ansatz
presented in the previous chapter is however more restrictive. As we will see, sources are
here visible only if their transverse volume appears in the right-hand side of the sourced
RR Bianchi identity. This first implies that we cannot have p = 9 sources, since we do not
consider hypothetical F−1 fluxes. In addition, since we consider constant fluxes, we get
that dF0 = 0, so we cannot admit p = 8 source. This leaves us in IIA with p = 4, 6, and
p = 3, 5, 7 in IIB; we will also see that p = 3 sources cannot really contribute here. Given
the above ansatz for solutions on a 4d maximally symmetric spacetime with orientifolds,
we now present a systematic approach that will allow us to determine all possible source
configurations, as well as the allowed fields or variables among (1.36).

1. We first consider an orientifold Op-plane, and place it along the first p− 3 internal
dimensions, in the set I = 1.

2. An Op imposes a projection. Because of our ansatz where variables are constant,
the projection sets to zero many flux components and structure constants [70]. We
then give the explicit list of remaining variables.

3. We finally look at each sourced RR Bianchi identity

dF8−p −H ∧ F6−p = εp
∑
I

T
(p)I
10

p+ 1
vol⊥(p)I

, εp = (−1)p+1(−1)[
9−p
2

] , (2.1)

21



Chapter 2. Charting the Landscape

where the right-hand side indicates the various p-sources which are present, through
the total contribution T (p)I

10 in each set I, together with the transverse volume form
vol⊥(p)I

to this set. Using the Maurer-Cartan equation dea = −1
2f

a
bce

b ∧ ec, we
compute the various components on the left-hand side using the list of variables
remaining after the projection. Each potentially non-zero component can be
interpreted as giving rise to a vol⊥(p)I

in the right-hand side, with a non-zero T (p)I
10 .

On the contrary, there cannot be any source (in our ansatz) whose transverse
directions do not appear in the left-hand side.1 We identify this way the possible
placements of source sets, i.e. the allowed source configurations, and they will turn
out to be very constrained.

4. We then start over by adding another Op in a different set, studying the resulting
projection, the allowed variables and remaining sources. In case this leads to a
contradiction, we take it back and conclude that other sets J can at best contain
Dp-branes, implying in our conventions T (p)J

10 ≤ 0.

We will proceed in the following with this systematic approach, first considering a
single dimensionality p and then allowing for multiple ones. This will result in identifying
all possible source configurations and the associated sets of variables. This provides
a natural classification of the possible solutions, and we will distinguish the various
possibilities into so-called solution classes.

Anticipating on our results, we now present these classes and the symbols to denote
them. Given our ansatz, a solution class is defined by the number and dimensionalities of
Op. This defines the allowed variables under the corresponding projections. The symbol
to be used is s for single dimensionality of Op and Dp, and m for multiple dimensionalities.
To this, we add a subscript carrying the p’s of the Op: for instance m5577 stands for 2
O5 and 2 O7. In the case where different choices of Op lead to the same set of allowed
variables and sources (up to the nature of the latter, i.e. Dp or Op), then the class is
defined by the maximum number of Op. This will become clear in the following, but for
example, it will be the case for s6666 instead of s666, or m5577 instead of m577. Finally,
note that a solution is sometimes searched within a certain class, but once found, it ends
up having many variables and sources set to zero, in such a way that it can belong to
another class with more Op: in that case, the convention is to place it in the latter.

The classes defined as above amount to consider some sets of source directions as
“equivalent”. This means that directions are equivalent up to a relabeling, not considering
the orientation. For instance, given an Op along directions 123, choosing another set
along 145 or 245 is equivalent since one can consider 1↔ 2, which does not change the
placement of the first Op, ignoring orientation. However, when it comes to a concrete
solution, doing a relabeling (or more generally a change of basis) that does not preserve
source volume forms, in particular their orientation, typically does not lead to a solution.
Indeed, changing the orientation of a source can be compensated by changing the sign of
the corresponding T (p)I

10 , which however does not solve the equations anymore. Because of
this, solution classes could be split into subclasses: the variables and source directions of

1Proceeding this way, we neglect the possibility of having sources in a set I such that T
(p)I
10 = 0,

i.e. where Op and Dp contributions perfectly cancel each other. We view this here as going beyond our
ansatz. See in particular [76] for a discussion of such Minkowski solutions.
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2.1 Classification of possible solutions

each subclasses can be mapped into each other by some transformation, e.g. a relabeling,
but actual solutions do not survive this transformation. We will have an example of this
for m5577, and will then introduce the subclass m∗

5577.
We now turn to the systematic determination of the solution classes, and will provide

summaries of those in Sections 2.1.1 and 2.1.2.

2.1.1 Source configurations and fields for a single dimensionality p

• O3-plane
The case of p = 3 sources is special, because they are transverse to all 6d dimensions,
and are thus only points in M. A first consequence is that no structure constant fabc
survives the orientifold projection. In addition, given our ansatz, only the following flux
components remain after an O3 projection

O3 : F
(0)
3 , H(0) , (2.2)

or in other words
s3 : F3 abc , Habc, a, b, c = 1, ..., 6 . (2.3)

Considering an O3, the left-hand side of the Bianchi identity for F5 boils down to −H∧F3,
which can be non-zero with the above components, and proportional to the 6d volume
form. We can then have p = 3 sources. In short we get

s3 : 1 O3 (at a point)⇒ p = 3 sources at points . (2.4)

• O4-plane
The orientifold projection of an O4 restricts the structure constants and fluxes to be [77]

O4 : fa||b⊥c⊥ , f
a⊥

b⊥c|| , F
(0)
2 , F

(1)
4 , H(0) . (2.5)

The other possible type of structure constants, fa||b||c|| , is vanishing due to the antisym-
metry of b, c, since there is only one direction parallel to the O4. We also recall that we
restrict ourselves for simplicity to a basis where faac = 0 without sum. We now place
an O4 in the set I = 1 along the internal direction 1. We deduce the following list of
remaining variables after one O4 projection

s4 : F2 : F2 23 , F2 24 , F2 25 , F2 26 , F2 34 , F2 35 , F2 36 , F2 45 ,

F2 46 , F2 56 ,

F4 : F4 1234 , F4 1235 , F4 1236 , F4 1245 , F4 1246 , F4 1256 , F4 1345 ,

F4 1346 , F4 1356 , F4 1456 ,

H : H234 , H235 , H236 , H245 , H246 , H256 , H345 , H346 ,

H356 , H456 , (2.6)
fa||1 b⊥1

c⊥1
: f123 , f124 , f125 , f126 , f134 , f135 , f136 , f145 , f146 , f156 ,

fa⊥1 b⊥1
c||1

: f231 , f241 , f251 , f261 , f321 , f341 , f351 , f361 , f421 , f431 ,

f451 , f461 , f521 , f531 , f541 , f561 , f621 , f631 , f641 , f651 .
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Chapter 2. Charting the Landscape

There are 30 fluxes and 30 structure constants. From this list, it is straightforward to
compute the components of dF4 and H ∧F2. It is easy to verify that e1 never appears in
these 5-forms. This means the components are purely along directions 23456, i.e. vol⊥1 ,
in other words

s4 : 1 O4 (along direction 1) ⇒ p = 4 sources along direction 1 . (2.7)

We conclude that imposing one O4 projection with our ansatz allows to have only N = 1
set of sources: the one with the O4. In other words, with an O4, p = 4 sources can only
be parallel!

• O5-plane

We turn to p = 5 and proceed as above. We recall the choice of working in a basis where
faac = 0 without sum. One O5 projection then leaves us with

O5 : fa||b⊥c⊥ , f
a⊥

b⊥c|| , F
(0)
1 , F

(1)
3 , F

(2)
5 , H(0), H(2) . (2.8)

Having the O5 in a set I = 1 along directions 12, one is left with the following variables

s5 : F1 : F1 3 , F1 4 , F1 5 , F1 6 ,

F3 : F3 134 , F3 135 , F3 136 , F3 145 , F3 146 , F3 156 , F3 234 , F3 235 ,

F3 236 , F3 245 , F3 246 , F3 256 ,

F5 : F5 12345 , F5 12346 , F5 12356 , F5 12456 ,

H : H123 , H124 , H125 , H126 , H345 , H346 , H356 , H456 , (2.9)
fa||1 b⊥1

c⊥1
: f134 , f135 , f136 , f145 , f146 , f156 , f234 , f235 , f236 ,

f245 , f246 , f256 ,

fa⊥1 b⊥1
c||1

: f314 , f315 , f316 , f324 , f325 , f326 , f413 , f415 , f416 ,

f423 , f425 , f426 , f513 , f514 , f516 , f523 , f524 , f526 ,

f613 , f614 , f615 , f623 , f624 , f625 ,

namely 28 flux components and 36 structure constants. From there one computes dF3,
H ∧ F1, and deduces the possible non-zero components. It is straightforward to deduce
that source sets can be along the following directions

s5 : 1 O5 (along directions 12) ⇒ p = 5 sources along directions 12, 34, 35, 36,
(2.10)

45, 46, 56 .

So contrary to p = 4, we can have here intersecting sources. The source directions in
(2.10) are, apart from 12, all equivalent. We then place a second O5 in a second set I = 2
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along 34, and determine the remaining variables to be

s55 : F1 : F1 5 , F1 6 ,

F3 : F3 315 , F3 316 , F3 325 , F3 326 , F3 415 , F3 416 , F3 425 , F3 426 ,

F5 : F5 34125 , F5 34126 ,

H : H125 , H126 , H345 , H346 , (2.11)
fa||2 b⊥2

c⊥2
: f315 , f316 , f325 , f326 , f415 , f416 , f425 , f426 ,

fa⊥2 b⊥2
c||2

: f153 , f163 , f154 , f164 , f253 , f263 , f254 , f264 ,

f513 , f523 , f514 , f524 , f613 , f623 , f614 , f624 ,

namely 16 fluxes and 24 structure constants. We then compute the Bianchi identity
components, and verify that sources can be along

s55 : 2 O5 (along directions 12, 34) ⇒ p = 5 sources along directions 12, 34, 56 .
(2.12)

We finally consider a third O5 in I = 3 along 56. In this case, the structure constants
are not constrained further, but only the F3 flux remains, i.e. the variables are

s555 : F3 : F3 135 , F3 136 , F3 145 , F3 146 , F3 235 , F3 236 , F3 245 , F3 246 ,

fa||2 b⊥2
c⊥2

: f315 , f316 , f325 , f326 , f415 , f416 , f425 , f426 , (2.13)
fa⊥2 b⊥2

c||2
: f153 , f163 , f154 , f164 , f253 , f263 , f254 , f264 ,

f513 , f523 , f514 , f524 , f613 , f623 , f614 , f624 ,

for a total of 8 flux components and 24 structure constants. We compute the Bianchi
identity components, and those remain as above

s555 : 3 O5 (along directions 12, 34, 56) ⇒ p = 5 sources along directions 12, 34, 56 .
(2.14)

• O6-plane

We proceed as above. One O6 projection allows for the following variables

O6 : fa||b⊥c⊥ , f
a⊥

b⊥c|| , f
a||

b||c|| , F
(0)
0 , F

(1)
2 , F

(2)
4 , F

(3)
6 , H(0), H(2) . (2.15)

25



Chapter 2. Charting the Landscape

Placing the O6 in the first set I = 1 along 123, we are left with the following variables

s6 : F0 : F0 ,

F2 : F2 14 , F2 15 , F2 16 , F2 24 , F2 25 , F2 26 , F2 34 , F2 35 , F2 36 ,

F4 : F4 1245 , F4 1246 , F4 1256 , F4 1345 , F4 1346 , F4 1356 , F4 2345 ,

F4 2346 , F4 2356 ,

F6 : F6 123456 ,

H : H124 , H125 , H126 , H134 , H135 , H136 , H234 , H235 ,

H236 , H456 , (2.16)
fa||1 b⊥1

c⊥1
: f145 , f146 , f156 , f245 , f246 , f256 , f345 , f346 , f356 ,

fa⊥1 b⊥1
c||1

: f451 , f461 , f541 , f561 , f641 , f651 , f452 , f462 , f542 , f562 ,

f642 , f652 , f453 , f463 , f543 , f563 , f643 , f653 ,

fa||1 b||1c||1 : f123 , f231 , f312 ,

namely 30 fluxes and 30 structure constants (as for p = 4). From those we compute dF2,
H ∧ F0, and deduce that the directions of possible sources

s6 : 1 O6 (along directions 123) ⇒ p = 6 sources along directions 123, 145, 146,
(2.17)

156, 245, 246, 256, 345, 346, 356 .

This means that we can have intersecting sources. Given directions 123, the other possible
sets in (2.17) are all equivalent. We place a second O6 in set I = 2 along 145, and we
are left with the following variables

s66 : F0 : F0 ,

F2 : F2 16 , F2 24 , F2 25 , F2 34 , F2 35 ,

F4 : F4 1246 , F4 1256 , F4 1346 , F4 1356 , F4 2345 ,

F6 : F6 123456 ,

H : H124 , H125 , H134 , H135 , H236 , H456 , (2.18)
fa||1 b⊥1

c⊥1
: f145 , f246 , f256 , f346 , f356 ,

fa⊥1 b⊥1
c||1

: f451 , f541 , f462 , f562 , f642 , f652 , f463 , f563 , f643 , f653 ,

fa||1 b||1c||1 : f123 , f231 , f312 ,

namely 18 fluxes and 18 structure constants. We proceed as above and obtain the
following sources

s66 : 2 O6 (along directions 123, 145) ⇒ p = 6 sources along directions 123, 145,
(2.19)

246, 256, 346, 356 .
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Given 123 and 145, the other directions in (2.19) are equivalent. We place a third O6 in
set I = 3 along 256, and we are left with

s6666 : Fq : F0 , F2 16 , F2 24 , F2 35 , F4 1246 , F4 1356 , F4 2345 , F6 123456 ,

H : H125 , H134 , H236 , H456 ,

fa||1 bc : f145 , f256 , f346 , f123 , f231 , f312 , (2.20)
fa⊥1 b⊥1

c||1
: f451 , f463 , f541 , f562 , f652 , f643 ,

namely 12 fluxes and 12 structure constants. Proceeding as above we obtain

s6666 : 3 O6 (along directions 123, 145, 256) ⇒ p = 6 sources along directions
(2.21)

123, 145, 256, 346 .

Placing an O6 along the last set of directions 346 preserves exactly the same variables
and sources. This was already noticed in [74]: the fourth orientifold involution comes for
free. This is why we name the above class s6666.

• O7-plane
We finally consider p = 7. The components allowed under an O7 projection are

O7 : fa||b⊥c⊥ , f
a⊥

b⊥c|| , f
a||

b||c|| , F
(1)
1 , F

(2)
3 , F

(3)
5 , H(2) . (2.22)

We start with one O7 along 1234 and get after projection the following list of variables

s7 : F1 : F1 1 , F1 2 , F1 3 , F1 4 ,

F3 : F3 125 , F3 126 , F3 135 , F3 136 , F3 145 , F3 146 ,

F3 235 , F3 236 , F3 245 , F3 246 , F3 345 , F3 346 ,

F5 : F5 12356 , F5 12456 , F5 13456 , F5 23456 ,

H : H125 , H126 , H135 , H136 , H145 , H146 ,

H235 , H236 , H245 , H246 , H345 , H346 ,

fa||1 b⊥1
c⊥1

: f156 , f256 , f356 , f456 ,

fa⊥1 b⊥1
c||1

: f516 , f526 , f536 , f546 , f615 , f625 f635 , f645 ,

fa||1 b||1c||1 : f123 , f124 , f134 , f213 , f214 , f234 ,

f312 , f314 , f324 , f412 , f413 , f423 .

(2.23)

There are here 32 flux components and 24 structure constants. We obtain the following
possible sources

s7 : 1 O7 (along 1234) ⇒ p = 7 sources along 1234, 3456, 2456, 2356, (2.24)
1456, 1356, 1256 .
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From (2.24), we add a second O7 in the set I = 2 along 1256 and obtain the following
variables

s77 : F1 : F1 1 , F1 2 ,

F3 : F3 135 , F3 136 , F3 145 , F3 146 ,

F3 235 , F3 236 , F3 245 , F3 246 ,

F5 : F5 13456 , F5 23456 ,

H : H135 , H136 , H145 , H146 , H235 , H236 , H245 , H246 ,

fa||1 b⊥1
c⊥1

: f156 , f256 ,

fa⊥1 b⊥1
c||1

: f516 , f526 , f615 , f625 ,

fa||1 b||1c||1 : f134 , f234 , f314 , f324 , f413 , f423 .

(2.25)

The Bianchi identity allows for the following source configurations

s77 : 2 O7 (along 1234 and 1256) ⇒ p = 7 sources along 1234, 1256 . (2.26)

• Summary
Our ansatz with at least one Op and a single dimensionality p allows for only few possible
source configurations and associated field content (variables). This information allows to
classify possible solutions into classes. We summarize these results in Table 2.1.

Solution Number of sets Op sets Possible Dp sets Field
class with Op directions directions content
s3 1 O3 pt (2.3)
s4 1 O4 1 (2.6)
s5 1 O5 12 34, 35, 36, 45, 46, 56 (2.9)
s55 2 O5 12, 34 56 (2.11)
s555 3 O5 12, 34, 56 (2.13)
s6 1 O6 123 145, 146, 156, 245, 246, (2.16)

256, 345, 346, 356
s66 2 O6 123, 145 246, 256, 346, 356 (2.18)
s6666 3 or 4 O6 123, 145, 256, (346) (346) (2.20)
s7 1 O7 1234 3456, 2456, 2356, (2.23)

1456, 1356, 1256
s77 2 O7 1234, 1256 (2.25)

Table 2.1: Source configurations allowed in our ansatz for a single dimensionality p,
with at least one Op. To each of those corresponds a list of variables or field content
(structure constants, fluxes) allowed by the orientifold projection. Together, these pieces
of information define a solution class.

• Comments on de Sitter solutions
The results obtained offer a new light on various observations and constraints regarding
de Sitter solutions, and we pause here to comment on those. The question of finding
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de Sitter solutions with our ansatz and a single dimensionality p has been studied in
great details and is highly constrained [70, 77, 78]. A first result is that only p = 4, 5
or 6 would allow for solutions, the other p’s leading to no-go theorems. In addition,
we mentioned already that de Sitter solutions with parallel sources are conjectured not
to exist [70], while solutions have been found with intersecting sources for p = 5 or 6.
The details of the intersection was shown in [73] to play a role: let us add a word on
this point. Of particular interest was the case of “homogeneous overlap”, where each
single set I overlaps the other sets in the same manner, i.e. the number of common
directions is the same with each other set and denoted No. Different situations are named
“inhomogeneous overlap”. In general, one has 0 ≤ No ≤ p− 3, where No = p− 3 means
that sources are parallel. It was noticed in [73] that the choice of homogeneous overlap
with No = p − 5 for p = 5, 6 would simplify the equations of motion and make these
two cases very analogous. As it turns out, the de Sitter solutions obtained for p = 5, 6
both verified No = p − 5. Contrary to the other p’s, the case of p = 4 could only be
loosely constrained in [73].2 An obvious difference with p = 5, 6 is that O4/D4 only wrap
one internal dimension, so they cannot overlap;3 few more differences were pointed out
in [73].

As we now explain, the results obtained here clarify the previous observations:

• p = 4: we obtain that the only possible source configuration is a single set of
parallel sources. This emphasizes the difference with p = 5, 6, and makes it very
unlikely to find any de Sitter solution (with our ansatz) for p = 4.

• p = 5, 6 and homogeneous overlap: when looking at all possible source configu-
rations, we discover to our surprise that the only possible cases of homogeneous
overlap correspond to those already studied and obey No = p − 5.4 What ap-
peared previously as an interesting choice turns out to be the only possibility. This
possibility also has a relation to supersymmetry, as we will see in Section 2.1.3.

In more details, the source configurations are those of classes s6666, s55 or s555;
de Sitter solutions, however, cannot be found in the latter [1], but were found in
the two former. The same homogeneous overlap can also be achieved in the other
classes s5, s6 and s66, by turning off some of the sets with Dp.

• p = 5, 6 and inhomogeneous overlap: such source configurations can appear in
classes s5, s6 and s66. Only those may then provide new and different examples of
de Sitter solutions.

2We note that our ansatz, in particular the specification to group manifolds, was not implemented
in [73]. One constraint put forward in that paper for p = 4 is (4.3): this requirement turns out to be
automatically satisfied when specializing to our ansatz, since then F6 = 0,R||I = 0,R⊥I

||I
≤ 0, as shown

there in section 4.3. Another constraint, (4.5), remains less trivial.
3We do not consider here sources placed at angles, but only orthogonal ones. It could be that the

former is however contained in the latter by projection.
4Although of no interest for de Sitter, the case p = 7 also exhibits a single possibility of homogeneous

overlap, that is, the source configuration of s77 (possibly extended with an extra source in s7), which
also obeys No = p− 5.
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2.1.2 Source configurations and fields for multiple dimensionalities
We proceed systematically to determine the solution classes in the case of multiple
dimensionalities, as done previously for a single dimensionality.

• IIA systematics
Given our ansatz, one can have in type IIA supergravity p = 4, 6 sources. We first
consider one O6 along directions 123: the variables allowed by the projection are given
in (2.16). From those we compute the components of the Bianchi identity sourcing the
p = 4 sources, namely the terms dF4 and H ∧ F2, while the analysis for p = 6 sources is
already made in (2.17). We obtain the following possible sources

m6 : 1 O6 (along directions 123) ⇒ p = 4 sources along directions 4, 5, 6, (2.27)
p = 6 sources along directions 123, 145, 146, 156, 245,

246, 256, 345, 346, 356 .

From this point we have two options: adding an O6 or an O4. If we add an O6, the list
of remaining variables is given in (2.18), and now the Bianchi identities give

m66 : 2 O6 (along directions 123, 145) ⇒ p = 4 sources along direction 6, (2.28)
p = 6 sources along directions 123, 145, 246,

256, 346, 356 .

From (2.28), we can add an O4 along 6, which up to relabeling, is considered below
in (2.32). The other option is to add a third O6. However, in that case the remaining
variables are given in (2.20), and the F4 Bianchi identity does not allow for any p = 4
source; this is thus not a multiple dimensionalities configuration.

If from (2.27) we rather add an O4 along 4 (all directions being equivalent), the list
of remaining variables is

m46 : F2 : F2 15 , F2 16 , F2 25 , F2 26 , F2 35 , F2 36 ,

F4 : F4 1245 , F4 1246 , F4 1345 , F4 1346 , F4 2345 , F4 2346 ,

H : H125 , H126 , H135 , H136 , H235 , H236 , (2.29)
fa||1 b⊥1

c⊥1
: f145 , f146 , f245 , f246 , f345 , f346 ,

fa⊥1 b⊥1
c||1

: f451 , f461 , f541 , f641 , f452 , f462 , f542 , f642 , f453 ,

f463 , f543 , f643 ,

namely 18 flux components and 18 structure constants, and the Bianchi identities for
p = 4 and p = 6 give

m46 : 1 O6 (along 123) and 1 O4 (along 4) ⇒ p = 4 sources along 4, (2.30)
p = 6 sources along 123, 156, 256, 356 .

Directions being equivalent, we can add an O6 along 156. The remaining variables are

30



2.1 Classification of possible solutions

now

m466 : F2 : F2 25 , F2 26 , F2 35 , F2 36 ,

F4 : F4 1245 , F4 1246 , F4 1345 , F4 1346 ,

H : H125 , H126 , H135 , H136 , (2.31)
fa||1 b⊥1

c⊥1
: f245 , f246 , f345 , f346 ,

fa⊥1 b⊥1
c||1

: f452 , f462 , f542 , f642 , f453 , f463 , f543 , f643 ,

namely 12 flux components and 12 structure constants, and the Bianchi identities give

m466 : 2 O6 (along 123, 156) and 1 O4 (along 4) ⇒ p = 4 sources along 4, (2.32)
p = 6 sources along 123, 156 .

We cannot add any more source.
Finally, if we rather start by considering one O4 along 4, the list of allowed variables

is given up to relabeling in (2.6). The result of the Bianchi identity of F4 is given in
(2.7), while the F2 leads us to the following sources

m4 : 1 O4 (along directions 4) ⇒ p = 4 sources along direction 4, (2.33)
p = 6 sources along directions 123, 125, 126, 135, 136,

156, 235, 236, 256, 356 .

From there, we can add an O6 along 123, bringing us back to the case (2.30). Overall,
this gives 5 possible solution classes.

• IIB systematics
We turn to type IIB supergravity, where our ansatz allows for p = 3, 5, 7 sources. We
first consider one O5 along directions 12. The list of allowed variables is given in (2.9),
and p = 5 sources are given in (2.10). The F5 Bianchi identity does not allow for any
p = 3 source. The Bianchi identity for F1 leads us to the following

m5 : 1 O5 (along directions 12) ⇒ p = 5 sources along directions 12, 34, 35, 36,
(2.34)

45, 46, 56,

p = 7 sources along directions 2456, 2356, 2346, 2345,

1456, 1356, 1346, 1345 .

From there, we can either add one O5 or one O7. Another O5 can be placed without loss
of generality along 34. The remaining variables are given in (2.11) and from the Bianchi
identities, we deduce

m55 : 2 O5 (along directions 12, 34) ⇒ p = 5 sources along directions 12, 34, 56,
(2.35)

p = 7 sources along directions 2456, 2356, 1456, 1356 .

From (2.35), we can add an O7, which will be considered below in (2.39). We rather add
a third O5 along 56. The remaining variables are given in (2.13), and the allowed p = 5
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sources are the same. However, the F1 Bianchi identity does not allow for any p = 7
source, which brings us back to a single dimensionality case.

If from (2.34) we rather add an O7 along 2456 (all directions being equivalent) the
list of remaining variables is
m57 : F1 : F1 4 , F1 5 , F1 6 ,

F3 : F3 145 , F3 146 , F3 156 , F3 234 , F3 235 , F3 236 ,

F5 : F5 12345 , F5 12346 , F5 12356 ,

H : H124 , H125 , H126 , H345 , H346 , H356 ,

fa||1 b⊥1
c⊥1

: f134 , f135 , f136 ,

fa⊥1 b⊥1
c||1

: f314 , f315 , f316 , f413 , f513 , f613 ,

fa||2 b||2c||2 : f245 , f246 , f256 , f425 , f426 , f524 , f526 f624 , f625 .

(2.36)
There are 18 flux components and 18 structure constants, and the Bianchi identities
allow the following sources
m57 : 1 O5 (along 12) and 1 O7 (along 2456) ⇒ p = 5 sources along 12, 34, 35, 36,

(2.37)
p = 7 sources along 2456, 1356, 1346, 1345 .

From there we add an O5 along 34 (all directions being equivalent), and obtain the
following list of variables

m5577 : F1 : F1 5 , F1 6 ,

F3 : F3 145 , F3 146 , F3 235 , F3 236 ,

F5 : F5 12345 , F5 12346 ,

H : H125 , H126 , H345 , H346 ,

fa||1 b⊥1
c⊥1

: f135 , f136 ,

fa⊥1 b⊥1
c||1

: f315 , f316 , f513 , f613 ,

fa||2 b||2c||2 : f245 , f246 , f425 , f426 , f524 , f624 .

(2.38)

This gives 12 flux components and 12 structure constants, and Bianchi identities give
m5577 : 2 O5 (along 12, 34) and 1 O7 (along 2456) ⇒ p = 5 sources along 12, 34,

(2.39)
p = 7 sources along 2456, 1356 .

The last thing we can add from here is an O7 along 1356. Doing so, one obtains the
exact same list of variables as in (2.38), so in that sense, the last O7 “comes for free”.
This explains why the solution class was already called m5577. The Bianchi identities
give the same sources as above, and one cannot add any more source. From (2.37), we
could also have added an O7 along 1356. In this case, one ends up again with the same
variables as in (2.38). The Bianchi identities therefore give the same sources, namely
m5577 : 1 O5 (along 12) and 2 O7 (along 2456, 1356) ⇒ p = 5 sources along 12, 34,

(2.40)
p = 7 sources along 2456, 1356 .
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Solution Number of sets Op sets Possible Dp sets Field
class with Op directions directions content
m4 1 O4 4 123, 125, 126, 135, 136, (2.6)

156, 235, 236, 256, 356
m46 1 O6, 1 O4 123, 4 156, 256, 356 (2.29)
m466 2 O6, 1 O4 123, 156, 4 (2.31)
m6 1 O6 123 4,5,6

145, 146, 156, 245, 246, (2.16)
256, 345, 346, 356

m66 2 O6 123, 145 6, 246, 256, 346, 356 (2.18)

Table 2.2: Source configurations in type IIA supergravity allowed by our ansatz for
multiple dimensionalities with at least one Op, together with the associated list of allowed
variables or field content. These two pieces of information form together a solution class.

From there, we can only add an O5 along 34 to reach the case discussed above. It is
obvious that this extra O5 also “comes for free”.

Starting now with one O7 along 1234, the list of variables is given in (2.23) and the
corresponding p = 7 sources in (2.24). Possible sources are as follows

m7 : 1 O7 (along 1234)⇒ p = 3 sources at points,
p = 5 sources along 15, 16, 25, 26, 35, 36, 45, 46, (2.41)
p = 7 sources along 1234, 3456, 2456, 2356, 1456, 1356, 1256 .

From there, we can add an O5, bringing us back to (2.37). We rather add a second O7

along 1256 and obtain the variables given in (2.25). The Bianchi identities allow for the
following sources

m77 : 2 O7 (along 1234 and 1256)⇒ p = 3 sources at points,
p = 5 sources along 46, 45, 36, 35, (2.42)
p = 7 sources along 1234, 1256 .

From there, we can add an O5, bringing us back to (2.40). We will also see below that the
addition of an O3 from (2.41) and (2.42) is not possible with multiple dimensionalities.

We finally consider from the start an O3. The allowed variables are given in (2.3).
Having p = 3 sources is then possible as indicated in (2.4). However, the Bianchi
identities of F1 and F3 do not allow for any p = 7 nor p = 5 source, bringing us to a
single dimensionality case. Overall, we find 6 distinct solution classes (not counting the
“free” O7 or O5).

• Summary
We summarize in Tables 2.2 and 2.3 the source configurations with multiple dimensional-
ities and associated field content (allowed variables) obtained in Section 2.1.2 and 2.1.2.
This information defines the solution classes.
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Solution Number of sets Op sets Possible Dp sets Field
class with Op directions directions content
m5 1 O5 12 34, 35, 36, 45, 46, 56

2456, 2356, 2346, 2345, (2.9)
1456, 1356, 1346, 1345

m55 2 O5 12, 34 56 (2.11)
2456, 2356, 1456, 1356

m57 1 O5, 1 O7 12, 2456 34, 35, 36 (2.36)
1356, 1346, 1345

m5577 1 (or 2) O5, 12, (34), (34), (1356) (2.38)
1 (or 2) O7 2456, (1356)

m7 1 O7 1234 15, 16, 25, 26, 35, 36, 45, 46
pt, 3456, 2456, 2356, (2.23)

1456, 1356, 1256
m77 2 O7 1234, 1256 pt, 35, 36, 45, 46 (2.25)

Table 2.3: Source configurations in type IIB supergravity allowed by our ansatz for
multiple dimensionalities with at least one Op, together with the associated list of allowed
variables or field content. These two pieces of information form together a solution class.
The p = 3 sources are located at a point, denoted pt. The cases of 1 O5, 2 O7, or 2 O5, 1
O7, or 2 O5, 2 O7 form just one class: they all give the same allowed variables and the
same four sources (up to their Op/Dp nature).

2.1.3 T-duality and supersymmetry
Having identified all solution classes within our ansatz with at least one Op, a few
comments are in order regarding T-duality relations and the unbroken supersymmetries.

• T-duality
Some source configurations are T-dual to others. For example, the configuration of m46

with 3 sets, i.e. 1 O4 along 4, 1 O6 along 123 and 1 D6 along 156 of (2.30) is T-dual
to the configuration of s55 of (2.12). This can be seen by performing a T-duality along
direction 1 and relabeling 2 ↔ 4. Turning the Dp-branes into Op-planes, we get that the
sources of m466 in (2.32) are T-dual to those of s555 in (2.14). Similarly, the configuration
of m5577, i.e. 2 O5 along 12, 34 and 2 O7 along 1356, 2456, mentioned below (2.39), is
T-dual to the configuration of s6666 with 4 O6 given below (2.21). One should perform
the T-duality along 6, followed by a relabeling 1 ↔ 2, 3 ↔ 6. Finally, T-dual source
configurations with 2 sets are displayed in Figure 2.1.

One may then wonder whether beyond the source configurations, the solution classes
as a whole are actually T-dual. This would mean that the allowed variables or fields
are transformed into each other by T-duality. This is however not the case, as one can
verify using the standard T-duality rules on flux indices [37]. This point was made in [75]
regarding the de Sitter solution with O5&O7 (belonging to m5577): T-duality on the fields
leads to non-geometric Q-fluxes, which are not allowed in our settings. So the solutions
cannot be concluded to be T-dual. Anticipating on our solutions, the same will be true
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here. In type IIB, we also find de Sitter solutions in m5577. All of them have either a
f246 or a f426 non-zero. T-duality then gives fab6 → Qb

a6, i.e. generates a non-geometric
Q-flux, so our solutions are not T-dual to geometric ones and are truly new. Similarly
in IIA, our de Sitter solutions in m46 admit f415, f416 non-zero. The T-duality rule is
fa1c → −Qc

a1, so again, a non-geometric Q-flux would be generated from our solutions,
so they are not T-dual to known geometric ones and are truly new.5 Even though the
complete solution classes are not T-dual, the source configurations still are, and this will
be useful for the supersymmetry analysis that we now turn to.

• Unbroken supersymmetries
We have considered various configurations of static branes and orientifolds. It would be
interesting to determine whether those preserve some supersymmetry (i.e. are “mutually
BPS”), first to have a chance to obtain a 4d supersymmetric effective theory, but also to
avoid possible (open string) instabilities. One set of parallel branes breaks half of type II
supersymmetries. Two orthogonal sets break a further half, i.e. a quarter, if and only if
their total number of Neumann-Dirichlet (ND) boundary conditions, NND, is a multiple
of 4: NND = 4i > 0 for some positive integer i. In other words, the total number of
directions belonging to one set and not to the other, which is always an even number,
should be a multiple of 4. If this does not hold, supersymmetry is broken.

Given we work in the orthonormal (co)frame, our sets are orthogonal, it is then
straightforward to perform the supersymmetry check. Our configurations are along the
3 external space dimensions, and have for each set p− 3 internal dimensions; only the
latter can be ND. Let us first consider configurations of single dimensionality p ≥ 4.
For p = 4, two different sets only have NND = 1 + 1 = 2 so intersecting p = 4 sources
break supersymmetry. For p ≥ 5, let us denote No ≥ 0 the number of common internal
directions of two orthogonal sets. Two conditions need to be obeyed:

4i = 2(p− 3−No) , 2(p− 3−No) +No ≤ 6 . (2.43)

The first one is the condition for unbroken supersymmetry; the second one is the
requirement that the total of internal dimensions of the two sets is smaller than 6. We
deduce that 1 ≤ i ≤ 3

2 , and conclude that we must have i = 1, i.e. No = p−5, to preserve
supersymmetry. Since there is no other possible value for No, this means that this value
of No must hold for all pairs of sets, in other words there is an homogenous overlap. As
discussed in Section 2.1.1, the value No = p− 5 is precisely the one for which solutions
with homogeneous overlap can be found here, as initially advocated from equations of
motion for de Sitter solutions in [73]. This result also implies that configurations with
inhomogeneous overlap break supersymmetry.

We extend the analysis to source configurations with multiple dimensionalities. We
apply the rule NND = 4i > 0 to pairs of sources in such configurations, allowing us to
determine those that leave some unbroken supersymmetry. A remaining question is the

5It is conceivable that the problematic structure constants fa
1c disappear via a rotation among

e.g. directions 1 and 2, applied to the Maurer-Cartan equations. However, such a rotation may in turn
transform a single set of D6 along 156 into two sets along 156 and 256. As a consequence, the rewritten
solution, assuming it is still a solution, would have a source configuration which is not T-dual anymore
to the one in s55, when performing T-duality along the new, rotated, directions. This is another way to
view the obstruction.
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amount of supersymmetry that is left unbroken. Each pair of orthogonal sets verifying
NND = 4i > 0 preserves a quarter of the initial amount. It is well-known that adding
a third source as we do with D5/O5 (along 12, 34, 56) or D6/O6 (along 123, 145, 256)
breaks supersymmetry by a further half. For D6/O6 one can add the fourth source
along 346 for free. In those two cases, one then preserves N = 1 in 4d. Thanks to the
T-duality relation of these source configurations to those with O4/O6 and O5/O7 (see
Section 2.1.3), we deduce the number of preserved supersymmetries for configurations
with multiple dimensionalities. The results are summarized in Table 2.4.

Solution Sources directions 4d N of
class allowing for unbroken SUSY preserved SUSY
s3 pt 4
s4 1 4
s5 12, (34, 56) 4,(2,1)
s55 12, 34, (56) 2,(1)
s555 12, 34, 56 1
s6 123, (145, 256, 346) 4,(2,1)
s66 123, 145, (256, 346) 2,(1)
s6666 123, 145, 256, (346) 1
s7 1234, (1256, 3456) 4,(2,1)
s77 1234, 1256 2
m4 4, 123, (156) 2,(1)
m46 4, 123, (156) 2,(1)
m466 4, 123, 156 1
m6 4, 123, (156) 2,(1)
m66 6, 123, 145 1
m5 12, 2456, (34, 1356) 2,(1)
m55 12, 34, 2456, (1356) 1
m57 12, 2456, (34, 1356) 2,(1)
m5577 12, 34, 2456, (1356) 1

12, 2456, 1356, (34) 1
m7 pt, 1234, (1256, 3456) 4,(2,1)

15, 1234, (26, 3456) 2,(1)
m77 pt, 1234, 1256 2

35, 1234, 1256, (46) 1

Table 2.4: Internal directions of the source sets that allow for unbroken supersymmetry,
for each solution class previously identified. The corresponding number N of preserved
supersymmetries in 4d is given. The sets in parentheses are optional in the class,
to which the amount N in parentheses corresponds. Some classes allow for different
supersymmetry-preserving configurations, then specified on distinct rows.

We see through Table 2.4 that among all possible solution classes, it is eventually
only few redundant source configurations that appear and preserve supersymmetry.
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2.2 The solutions

We classified in Section 2.1 the possible solutions with our ansatz into a list of solution
classes, summarized in Section 2.1.1 and 2.1.2. In this section, we look for new solutions
in those classes, most of our efforts being dedicated to de Sitter ones.

2.2.1 Procedure to find solutions

To find a solution with a 4d maximally symmetric spacetime within our ansatz, one has
to solve the equations listed in Section 1.3, together with the constraints

R4 sign , T
J =Dp only
10 ≤ 0 , (2.44)

where the sign constraint on the 4d curvature is e.g. R4 > 0 for de Sitter, and the second
constraint is about possible source sets without Op. This is done numerically as further
detailed in Section 2.2.2.

Prior to this, one should start by choosing a solution class among those listed in Table
2.1, 2.2 and 2.3. This determines the source configuration as well as the allowed variables
to be considered non-zero in the equations; considering that list of variables amounts to
ensure that the orientifold projection is satisfied. Given the source configuration, the
labeling of the sets can be fixed, and the transverse volume forms as well as the internal
energy momentum tensor can be determined; those quantities are needed in the equations
to solve. We provide in the following two examples of single dimensionality (and a priori
inhomogeneous overlap), but the procedure extends to cases of multiple dimensionalities.

• Category s5:

We label the source sets as in Table 2.5.

Set I Sources Space dimensions
4d 1 2 3 4 5 6

1 O5, (D5) ⊗ ⊗ ⊗ ⊗ ⊗
2 (D5) ⊗ ⊗ ⊗ ⊗ ⊗
3 (D5) ⊗ ⊗ ⊗ ⊗ ⊗
4 (D5) ⊗ ⊗ ⊗ ⊗ ⊗
5 (D5) ⊗ ⊗ ⊗ ⊗ ⊗
6 (D5) ⊗ ⊗ ⊗ ⊗ ⊗
7 (D5) ⊗ ⊗ ⊗ ⊗ ⊗

Table 2.5: O5/D5 source configuration in the class s5. Sources in parentheses are not
mandatory.
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This leads us to the following volume forms

I = 1 : vol||1 = e1 ∧ e2 , vol⊥1 = e3 ∧ e4 ∧ e5 ∧ e6 ,
I = 2 : vol||2 = e3 ∧ e4 , vol⊥2 = e1 ∧ e2 ∧ e5 ∧ e6 ,
I = 3 : vol||3 = e3 ∧ e5 , vol⊥3 = − e1 ∧ e2 ∧ e4 ∧ e6 ,
I = 4 : vol||4 = e3 ∧ e6 , vol⊥4 = e1 ∧ e2 ∧ e4 ∧ e5 ,
I = 5 : vol||5 = e4 ∧ e5 , vol⊥5 = e1 ∧ e2 ∧ e3 ∧ e6 ,
I = 6 : vol||6 = e4 ∧ e6 , vol⊥6 = − e1 ∧ e2 ∧ e3 ∧ e5 ,
I = 7 : vol||7 = e5 ∧ e6 , vol⊥7 = e1 ∧ e2 ∧ e3 ∧ e4 ,

(2.45)

where the −1 in vol⊥I
are due to the 6d orientation. The source energy momentum

tensor is given by

Tab = diag

(
T 1
10

6
,
T 1
10

6
,
T 2
10 + T 3

10 + T 4
10

6
,
T 2
10 + T 5

10 + T 6
10

6
, (2.46)

T 3
10 + T 5

10 + T 7
10

6
,
T 4
10 + T 6

10 + T 7
10

6

)
.

The list of variables is given in (2.9). The equations to solve are given in Section 1.3,
setting T (3)I

10 = T
(7)I
10 = 0, thus giving T10 = T

(5)
10 .6 As in [1], simplifications occur in

the equations. Because of the O5 projection and the fluxes being constant, the e.o.m.
for F1 and the BI for F5 are trivially satisfied: these six-forms vanish identically.
In addition, following the reasoning of Section 3.2 of [70], the off-diagonal a||I b⊥I

Einstein equations for a set I with an O5 projection are trivially satisfied. With
such a projection for I = 1, we are left with the Einstein equations along the blocks
12 and 3456, i.e. 13 equations.

• Category s66:
Similarly, we label the source sets as in Table 2.6.

Set I Sources Space dimensions
4d 1 2 3 4 5 6

1 O6, (D6) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
2 O6, (D6) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
3 (D6) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
4 (D6) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
5 (D6) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
6 (D6) ⊗ ⊗ ⊗ ⊗ ⊗ ⊗

Table 2.6: O6/D6 source configuration in the class s66. Sources in parentheses are not
mandatory.

6These equations are formally the same as in [1], up to the volume forms and the Tab. One should
pay attention to the typo in that paper: the missing sign ε5. We corrected this here.
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This leads us to the following volume forms

I = 1 : vol||1 = e1 ∧ e2 ∧ e3 , vol⊥1 = e4 ∧ e5 ∧ e6 ,
I = 2 : vol||2 = e1 ∧ e4 ∧ e5 , vol⊥2 = e2 ∧ e3 ∧ e6 ,
I = 3 : vol||3 = e2 ∧ e4 ∧ e6 , vol⊥3 = e1 ∧ e3 ∧ e5 ,
I = 4 : vol||4 = e2 ∧ e5 ∧ e6 , vol⊥4 = − e1 ∧ e3 ∧ e4 ,
I = 5 : vol||5 = e3 ∧ e4 ∧ e6 , vol⊥5 = − e1 ∧ e2 ∧ e5 ,
I = 6 : vol||6 = e3 ∧ e5 ∧ e6 , vol⊥6 = e1 ∧ e2 ∧ e4 .

(2.47)

The source energy momentum tensor is given by

Tab = diag

(
T 1
10 + T 2

10

7
,
T 1
10 + T 3

10 + T 4
10

7
,
T 1
10 + T 5

10 + T 6
10

7
,

T 2
10 + T 3

10 + T 5
10

7
,
T 2
10 + T 4

10 + T 6
10

7
,
T 3
10 + T 4

10 + T 5
10 + T 6

10

7

)
.

The list of variables is given in (2.18). The equations to solve are those of Section
1.3, setting T (4)I

10 = T
(8)I
10 = 0, thus giving T10 = T

(6)
10 . Regarding simplifications

in our setting, let us mention that the F0 BI is automatically satisfied given our
ansatz. As for p = 5, all off-diagonal a||I b⊥I

Einstein equations for a set I with an
O6 projection are trivially satisfied. Here the projection is for I = 1, 2, leaving the
Einstein equations along 11, 66, and the blocks 23 and 45, giving 8 equations.

Last but not least, once a solution to the equations of Section 1.3 and the constraints
(2.44) is found, a remaining task is to verify that the group manifold M, for which
structure constants have been found, is compact. We will come back to this matter in
greater detail in the next chapter.

Let us add that the equations to solve enjoy an overall scaling symmetry, associated
to a parameter denoted λ in Section 5.5 where further details are given. To help in the
search for solutions, this freedom is sometimes fixed at first, by giving a value to one of
the variables, e.g. gs T 1

10 = 10. One should keep in mind that all variable values can later
be rescaled at will, in the absence of possible further constraints, such as requiring the
supergravity solution to be a classical string background. This is true in particular for
the values of the curvatures |R4| and |R6|, that can for instance be lowered.

2.2.2 Numerical code
The numerical code MaxSymSolSearch (MSSS) used to find new solutions follows the one
used and described in [1], with several extensions and improvements; we refer to that
paper for more technical details. As explained in Section 2.2.1, the first step is to choose
a solution class. This amounts to indicate to the code the sets of sources, their directions,
and the sets in which there are Op. From this information, the code deduces the theory
to use (IIA or IIB supergravity), and the list of allowed variables under the orientifold
projection. As shown in Section 2.2.1, the code also works out the volume forms and
the energy momentum tensor components. From there, the code obtains all equations
to solve, listed in Section 1.3: the equations of motion (e.o.m.) for the fluxes, their
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Bianchi identities, the Einstein equations, the dilaton e.o.m., and the Jacobi identities
on the structure constants. These equations are derived in components, i.e as scalar,
quadratic and algebraic equations. As indicated in Section 2.2.1, simplifications can occur
depending on the class, because some equations are trivially satisfied. The remaining
number Neq of non-trivial equations varies according to the class,7 as well as the number
of variables.

At this stage, the code is ready to solve the equations, i.e. look for a solution. Prior
to this, one can indicate at this point further specifications on the solution ansatz. This
typically amounts to set to zero, or to some other value, some of the variables, either to
help the code or to look for more specific solutions within a class. Two kinds of ansätzen
are often used. The first one consists in leaving almost all allowed variables free, and
letting the program look for solutions. This has the potential drawback to leave too
much freedom, potentially diluting too much solutions, if any, in the parameter space,
such that the program may not find them. The second ansatz consists in starting close
to another class for which we know there exist solutions. This means setting many of the
extra (compared to the other class) variables to zero, leaving free only few of them. This
may have the drawback of being too restrictive, and then missing possible solutions in
the starting class. Finally, a more refined approach can be taken to choose an ansatz, for
instance setting progressively one by one some variables to zero, to simplify step by step
a solution.

Once the ansatz is further specified, the code tries to solve the set of Neq equations.
To that end, we make use of minimisation techniques and proceed as follows. Every
equation is written in the form Ei = 0, i = 1, ..., Neq, and we consider the following
quantity

S =

Neq∑
i=1

(Ei)
2 , such that (S = 0) ⇐⇒ (Ei = 0 ∀i = 1, ..., Neq) . (2.48)

We then use algorithms implemented in Wolfram Mathematica to minimise S to zero. As
indicated in Section 2.2.1, we add at this point the constraints (2.44). In particular, we
ask for the condition R4 > ε, −ε̃ < R4 < ε̃ or R4 < −ε (for instance ε = 10−3, ε̃ = 10−7)
depending on whether we look for de Sitter, Minkowski or anti-de Sitter solutions. A
solution is considered valid if one reaches the standard precision S ∼ 10−30 � ε, ε̃ [1],
with in addition for a Minkowski solution R4 ∼ 10−15 ∼

√
S. This usually requires to do

a two-step minimisation: we first run a NMinimize that yields a first solution s1. One
then refines it by running a FindMinimum, where one uses s1 as a starting point. This
last step can sometimes be iterated. Further final validity checks of the solution include
the evaluation of the maximum |Ei|, which should be of order 10−15.

For a given ansatz (solution class and further specifications of variables), if we obtain
the desired precision after the previous steps, we conclude that we have found a solution,
otherwise we only claim that we were not able to find any solution in this set-up (this
corresponds to the question mark in Table 2.7). This last situation does not necessarily
mean that such solutions do not exist, as e.g. in the case of a no-go theorem. It can also
simply underline the computational complexity.

7We note a typo in [1] on this matter: the number of non-trivial equations for s55 is Neq = 56.
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2.2.3 (Anti-) de Sitter no-go theorems
Prior to looking for new solutions, it is useful to be aware of existence no-go theorems for
some solution classes. In turn, a failure in finding new solutions may signal a previously
unnoticed no-go theorem. Let us say a few words on these no-go theorems, and find new
ones for both de Sitter or anti-de Sitter solutions.

Most of the de Sitter no-go theorems were established for sources of single dimension-
ality p (see e.g. [70,77,78]). The case of multiple dimensionalities was poorly studied.
For the latter, a few no-go theorems were still obtained, beyond group manifolds, in
Section 6 of [73]. In particular, p = 3&7 was excluded for de Sitter solutions. Some
constraints were also established in IIA, but we note from (2.27) that the overlap of
p = 4 and p = 6 considered in [73] cannot happen in our ansatz. We will still make use
of some of the equations of [73] in the following.

It has been noticed with single dimensionality that having intersecting sources instead
of only parallel ones helps to get de Sitter solutions. One may then expect that having
multiple dimensionalities can also help. We illustrate this idea in Section 2.2.3, before
finding a new no-go theorem when adding too many orientifolds in Section 2.2.3. Finally,
this last situation will lead as well to existence no-go theorems for anti-de Sitter, discussed
in Section 2.2.3.

• Warm-up: p = 4&6

De Sitter no-go theorems for single dimensionality sources do not generalize easily to
the case of multiple dimensionalities. We know that for p = 6 alone, one needs for de
Sitter F0 6= 0 and R6 < 0. How do those statements get modified with p = 4 on top?
This is a priori an important question when looking for solutions with p = 4&6, because
an O4 imposes F0 = 0 in our ansatz. Let us reproduce here these no-go theorems while
extending to multiple dimensionalities with p = 4&6. We follow the reasoning of [36] to
derive the initial no-go theorems.

We first need preliminary equations. In Section 6 of [73] are given the dilaton e.o.m.,
the ten-dimensional Einstein trace and the four-dimensional one. Combining those, one
reaches there (6.7) given by

R4 + 2R10 − |H|2 + g2s

6∑
q=0

|Fq|2 = 0 . (2.49)

Introducing a parameter p0 ≥ 3, another combination leads to (6.10) given by

(p0 − 3)R4 = −2|H|2 + g2s

6∑
q=0

(8− p0 − q)|Fq|2 + gs

(∑
p

p0 + 1

p+ 1
T
(p)
10 − T10

)
. (2.50)

Now, equating (2.49) and (2.50) for p0 = 6 yields
9

2
R4 = −3|H|2 + 3g2s

(
|F0|2 − |F4|2 − 2|F6|2

)
+

3

5
gsT

(4)
10 (2.51)

= −2R6 − g2s
(
|F2|2 + 2|F4|2 + 3|F6|2

)
+
gs
5
T
(4)
10 .

We recover for T (4)
10 = 0 the requirements F0 6= 0 and R6 < 0. However, with T (4)

10 > 0 as
can be the case with O4, these requirements do not hold anymore.
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Similarly, equating (2.49) and three times (2.50) for p0 = 4, we get

7

2
R4 = −7|H|2 + 7g2s

(
2|F0|2 + |F2|2 − |F6|2

)
− gsT (6)

10 (2.52)

= −2R6 + g2s
(
|F0|2 − |F4|2 − 2|F6|2

)
− gs

7
T
(6)
10 .

With an O4 setting F0 = 0 and with T (6)
10 = 0, we recover the known de Sitter requirements

F2 6= 0 and R6 < 0 for p = 4. Now with T
(6)
10 < 0, i.e. with D6 and possibly a few

O6, we can again wave these requirements. We conclude that allowing for multiple
dimensionalities gives more freedom, i.e. relaxes some of the de Sitter no-go theorems for
single dimensionality.

• A new de Sitter no-go theorem for m466

Adding too many orientifolds in different sets may however lead to new no-go theorems,
because one projects out many fields. It was already noticed to be the case for 3 O5,
i.e. the class s555, that project out F1 thus forbidding de Sitter solutions [1]. As mentioned
in Section 2.1.3, the source configuration in class m466 is T-dual to the previous one, so
one would as well expect a no-go theorem against de Sitter solutions in m466. We found
one and prove it in the following.

Inserting the 4d Einstein equation (1.19) in the 6d one (1.20), one obtains

Rab =
g2s
2

(
F2 acF

c
2 b +

1

3!
F4 acdeF

cde
4 b

)
+

1

4
HacdH

cd
b

+
gs
2

(
Tab − δab

∑
p

T
(p)
10

p+ 1

)
+
δab
4

(
R4 + 2g2s |F6|2

)
, (2.53)

which was used in [70] to get constraints on the Ricci tensor components. We are now
interested in the case of 2 O6 along 123 and 156, and an O4 along 4, i.e. class m466 with
variables (2.31) and sources (2.32). In that case the sources along 1 are all the p = 6
ones, so one has

T11 =
∑
I

T
(6)I
10

7
=
T
(6)
10

7
. (2.54)

Most interestingly, these three orientifolds impose so much projection that no fabc with
an index along 1 is left. This implies that R11 = 0. From (2.53), we deduce, using further
the remaining flux components in (2.31)

gs
T
(4)
10

5
=

1

2
R4 + |H|2 + g2s |F4|2 + g2s |F6|2 . (2.55)

The fact there is no F2 contribution is due to F2 having no component along 1: this,
together with the absence of F0, is the T-dual statement of having no F1 in IIB with 3
O5, and this will allow us to conclude on the no-go. We now compare (2.55) to (2.51)
(where we recall that F0 = 0 with O4). It is expected that the coefficients differ given
the former is one equation and the latter is a trace. We deduce

R4 + g2s |F6|2 = 0 ⇒ R4 ≤ 0 . (2.56)
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This is a no-go theorem against de Sitter solutions. It would be interesting to derive a 4d
version of it, for which one would need the tools developed for no-go theorem 9 of [78].
This would allow us to compute the constant c that characterises the obstruction and
compare it to the swampland de Sitter conjectures [78–81].

• Anti-de Sitter no-go theorems for s555 and m466

Anti-de Sitter solutions are rarely constrained by no-go theorems, since they typically
are favored by the equations of motion (see e.g. [82]). When having however too many
orientifolds, we will see as above that anti-de Sitter solutions are not possible. We start
with s555, the class with 3 O5. Combining equations of motion in the case of intersecting
sources with single dimensionality p (with our ansatz on the warp factor and the dilaton),
we obtained (3.5) in [73] that we repeat here

(p− 3)R4 = −2|H|2 + g2s
(
(7− p)|F1|2 + (5− p)|F3|2 + (3− p)|F5|2

)
. (2.57)

It is easy to deduce the no-go theorem for de Sitter mentioned above, for p = 5 and
F1 = 0 as in s555. Looking closer at the allowed variables (2.13) in that class, we actually
realise that H = F1 = F5 = 0. This implies

R4 = 0 , (2.58)

which in particular gives a no-go theorem for anti-de Sitter solutions as well.
As motivated in Section 2.2.3, it is expected to get a similar no-go theorem for the

T-dual source configuration, i.e. 2 O6 and 1 O4 as in the class m466. The equations
derived in Section 2.2.3 are independent of the sign of R4, so we consider the last equation,
namely (2.56). Again, a closer look at the variables (2.31) allowed in m466 makes us
realise that F6 = 0. This implies once again (2.58) for m466, and a no-go theorem for
anti-de Sitter. These no-go theorems make Minkowski solutions in those 2 classes very
special.

2.2.4 Results: known and found solutions
We present in Table 2.7 the known and found solutions in our ansatz, classified in solution
classes. To find new ones, we have proceeded as indicated in Section 2.2.1. We looked
for de Sitter solutions in each solution class, while we only searched for Minkowski and
anti-de Sitter solutions in some of them. The new solutions were not tailored in any
specific way in this analysis. They rather serve as a proof of concept for their existence
in certain classes, whenever no solution was previously known in the given class.

We label the solutions with the class name, the sign of the cosmological constant,
and the number of the solution in its class: for instance m+

461 is the de Sitter solution
number 1 in the class m46. For s55, we start counting the de Sitter solutions at 28, since
1-27 refer to the solutions found in [1, 65]; for all other classes we start at 1.

Let us first comment on de Sitter solutions. To start with, we found new solutions in
classes where solutions were already known: s55 [1, 65], s6666 [74,89–92] and m5577 [75].
Only one solution was known in m5577 and we found here several. In addition, those
fall in the two subclasses, m5577 and m∗

5577. We recall that these solutions have source
configurations which are T-dual to those of s6666, but the solutions are not, because of
the field content (see Section 2.1.3). Secondly, we found new solutions in the new class
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Solution dS sol. Mink. sol. AdS sol.
class
s3 × [43]
s4 ? [82]
s5 ? [82]
s55 [1, 65], 28 [1, 83] 1-4
s555 × 1-4 ×
s6 ? [82]
s66 1 [83]
s6666 [74], 1-4 [84, 85] [84,86,87]
s7 × [82]
s77 ×
m4 ?
m46 1-10 1-2 1-5
m466 × 1-6 ×
m6 ?
m66 ?
m5 ?
m55 1-4
m57 ?
m5577 [75], 1-12, 1∗ [87, 88]
m7 ?
m77 ?

Table 2.7: Solutions on a 4d maximally symmetric spacetime with orientifold that
accommodate our ansatz. A reference or a number indicates that solutions have been
found. A reference means that an example can be found in the corresponding paper;
more references are provided in the main text. A number labels a new solution that
has been found in this work; without a reference, it means the solution is the first in its
class up to our knowledge. We recall that when a solution is found in a class, it does not
mean that all possible sources in the class are turned on. A cross (×) indicates a no-go
theorem against finding a solution in a given class. A question mark means that we have
searched for solutions without finding any, potentially hinting at a no-go theorem, or
at computational complexity. An empty box means that we have not searched for a
solution, and are not aware of corresponding solutions in the literature.

44



2.2 The solutions

m46 where no solution was known before. Some of these solutions have, in terms of sets,
1 O4 along 4, 1 O6 along 123 and 1 D6 along 156. This source configuration is T-dual to
that of s55, so finding solutions there may not be surprising; however because of the field
content, the solutions are again not T-dual to geometric ones and are thus truly new
(see Section 2.1.3). These seemingly T-dual solutions in m46, s55, s6666 and m5577, all
have source configurations that preserve supersymmetry, as discussed in Section 2.1.3. It
is also the case for the new solution found in the new class s66, which essentially differs
from those in s6666 because of the field content. Finally, we find new solutions, which
have source configurations that break supersymmetry. It is the case of the other solutions
found in m46, with 2 additional D6 along 256 and 356, as well as the new solutions found
in the new class m55, which have at least three sets of Dp-branes.

We turn to Minkowski solutions, for which a few references already appear in Table
2.7. A list of known Minkowski solutions on group manifolds (found using supersymmetry
conditions) with parallel sources (i.e. only one set) is given in Section 2.4 of [76]; all but
one of them fit the ansatz of [82]. That ansatz includes some group manifolds, but also
goes beyond them. Regarding intersecting sources, a list of known Minkowski solutions
on group manifolds is given in Section 5 of [73]; a new one, s0551, was found in [1]. All
those had only 2 sets of sources. To those one should add the solutions in the class s6666
indicated in Table 2.7. Here, we found new Minkowski solutions in new classes with 3
sets of sources: 4 in s555 and 6 in m466. These two classes are very special because of the
no-go theorems against de Sitter and anti-de Sitter solutions, discussed in Section 2.2.3
and 2.2.3. We also find 2 new Minkowski solutions in the new class m46.

We finally consider anti-de Sitter solutions. Beyond references given in Table 2.7,
we can mention the recent works [69,85] that have solutions in s6666. We find here new
solutions in new classes: 5 in m46 (with 3 sets of sources), and 4 in s55 (with 2 sets of
sources). For the latter, we do not find solutions with 3 sets, i.e. with a last set having
D5. This may hint at a (surprising) no-go theorem or at computational complexity.

For Minkowski and anti-de Sitter solutions, similar points on T-duality relations and
on the supersymmetry preserved by the source configurations can be made, as for de
Sitter solutions. It would also be interesting to know whether these new Minkowski and
anti-de Sitter solutions preserve (bulk) supersymmetry, given their fluxes and geometry.
We do not investigate this question here, but it could in principle be done following the
material reviewed in [93].

For all solutions, a remaining important point is to identify the 6d group manifold
and verify its compactness. This requires tools that will be developed and presented
in Chapter 3. Identifying the manifold, in particular the underlying algebra, is not
straightforward because in each solution, the structure constants are obtained in an
arbitrary basis, suited to the placement of the sources, with metric δab. Through an
appropriate change of basis, the structure constants can be brought to a form where the
algebra can be recognised. From there one can discuss whether the group manifold can
be compact.

We provide in Appendix C the complete list of solutions. Let us recall, as indicated
at the end of Section 2.2.1, that an overall rescaling is available to modify together the
value of all variables in these solutions; |R4| and |R6| can in particular be lowered.
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2.3 De Sitter, intersecting sources and 4d N = 1 supersymmetry
In [70], 3 conjectures on classical de Sitter solutions have been formulated. Since that
paper, no proof nor counterexample to these conjectures have been found, in spite of
progress in this field. These conjectures are believed to hold true at least for the ansatz
presented in [70] and used in the present thesis, if not beyond it. Of particular interest
here is conjecture 1, claiming that there exists no classical de Sitter solution with parallel
sources, i.e. a single set of sources. We propose here a fourth conjecture, that somehow
extends conjecture 1.

Conjecture 4. There is no classical de Sitter solution with 2 intersecting source sets.

We believe again that this is true within our solution ansatz, and maybe beyond it,
hence the general formulation of the conjecture.

A first argument in favor of conjecture 4 is that among all de Sitter solutions known
and found listed in Table 2.7, none of them has less than 3 source sets (I = 1, 2, 3). We
also ran specific searches for de Sitter solutions with only 2 sets in several classes, but
did not find any. Let us emphasize that the claim of conjecture 4 is made possible here
for the first time thanks to the classification of solutions, that provides an overview of
the possibilities. The T-duality relations described below also make manifest the role
played by our classification to support this conjecture.

A second argument comes from T-duality. As discussed in Section 2.1.3, some source
configurations are T-dual to each other. If we restrict ourselves to exactly 2 source sets,
we have the following T-duality chains between source configurations of classes, displayed
on Figure 2.1,

Figure 2.1: T-duality chains between the various classes of solutions.

where by definition, m4 with 2 source sets means 1 O4 and 1 D6, etc. The different
arrows on one class correspond to different possible choices of directions along which
to perform the T-duality. The placement of source sets and T-duality directions is
not detailed here, but should be clear when looking at the information of each class.
Interestingly, we cover with these two T-duality chains (which only differ by the nature
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2.3 De Sitter, intersecting sources and 4d N = 1 supersymmetry

of the sources) all classes that can admit exactly 2 sets; in particular, no class is left
isolated. The argument in favor of conjecture 4 is now the following: we know of no-go
theorems on de Sitter solutions in s7 and s77 with (at least) 2 sets [73]. The T-duality
relation to the configurations of the other classes suggests no-go theorems there as well.
As discussed in Section 2.1.3, a complete T-duality relation of the classes is not strictly
speaking realised, because few fields in one class can prevent a solution to be T-dual to
another one, even if the source configurations are. This remains a strong hint in favor
of an obstruction on de Sitter for all classes in these T-duality chains, which are all
classes allowing for exactly 2 source sets. This supports conjecture 4. We tried to prove
such a no-go theorem for s66, inspired by the T-duality relation to s77, but failed. The
proof may again be difficult to achieve, as for the case of a single set in conjecture 1.
Having it would still be very interesting, and further deriving through a 4d version the
corresponding value of c in de Sitter swampland conjectures [78–81].

An interesting consequence of conjecture 4 is the result in a 4d effective theory. The
“effectiveness” refers here to a certain truncation, and for the following implication to
hold, we need a truncation that preserves the contribution of sources (source sets should
not be erased through the truncation). This includes at least consistent truncations as
we will see. If classical de Sitter solutions require at least 3 intersecting source sets, this
implies, as discussed in Section 2.1.3, that supersymmetry is reduced at least by 23, and
since the truncation considered preserves the sources, we conclude

Conjecture 4. implies A 4d effective theory of a classical string compactification,
admitting a de Sitter critical point, can at most be N = 1
supersymmetric.

As mentioned in Section 2.2.4, we know examples of de Sitter solutions admitting
source configurations that break completely supersymmetry, so a non-supersymmetric 4d
theory is a priori also possible (coming then probably with instabilities).

Our solution ansatz actually allows for a consistent truncation giving a 4d gauged
supergravity (see Section 2.3 of [70]). This means that any solution in the latter will
be one in our 10d theory. But there exists many 4d gauged supergravities, defined in
particular by their turned-on gaugings, most of them having no higher dimensional origin
as a classical compactification. It has been already noticed that finding de Sitter solutions
in 4d gauged supergravities with extended supersymmetries (N > 1) seems difficult
precisely when requiring a classical compactification origin. This observation is exactly in
agreement with conjecture 4 and its implication. (Meta-) stable de Sitter solutions in 4d
gauged supergravities with extended supersymmetries typically require Fayet-Iliopoulos
terms (whose higher dimensional origin is in general unclear), non-compact gaugings
(which would correspond to non-compact extra dimensions) [94–99] or non-geometric
fluxes [100] (whose stringy origin is not in a standard classical compactification); some
of the latter examples are even disputed in [101]. More examples and arguments were
provided recently in [99,102], beyond the (meta-) stable case. Further references can be
found in Footnote 7 of [65]. These observations on 4d gauged supergravities are consistent
with our claims, thanks to the consistent truncation allowed by our solution ansatz.
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The constraint phrased in conjecture 4 on classical de Sitter solutions and resulting
4d effective theories is interesting for phenomenology. The configurations of intersecting
sources considered here typically allow to build particle physics models (see [73] or the
recent works [103, 104]). Having at most N = 1 in 4d naturally allows for chirality in
those models, as wished for phenomenology. Looking for classical de Sitter solutions
thus provides unexpectedly several required ingredients to build, together with cosmology,
viable particle physics models.
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In the previous chapter, we decomposed in several classes what we called so far the
Landscape of classical Minkowski and (A)dS solutions of type II supergravities. This
classification was done according to the Op/Dp sources content. We now turn to exploring
each of these regions. One first thing to determine is the existence of dS solutions in a
given class: this is of course not automatic and in some cases the non-existence can be
made precise with no-go theorems which we prove here. In other regions, (A)dS solutions
can be found: we then proceed by characterising their properties, including the study of
the internal space’s geometry (and whether it can be made compact), the stability of the
potential at the critical point, and the possible scale separation. The discussion of these
properties will be completed in Chapter 5 where we analyse the flux quantization and
whether the supergravity solutions are actually weakly coupled while still having a large
internal volume.

3.1 Algebra identification and compactness
In this section, we focus on the identification of Lie algebras g underlying the 6d group
manifoldsM in the solutions found, and the compactness ofM. We first recall in Section
3.1.1 a few useful elements of algebras. We illustrate those in various examples in Section
3.1.2. We then present in Section 3.1.3 the method used for this identification, as well as
the (partly numerical) tools developed. We finally present our results in Section 3.1.4,
namely the identification of all 6d algebras appearing in the solutions found in [1, 4, 65],
and what can be said on the compactness of the corresponding group manifold M.

3.1.1 Elements of algebra
We consider a real 6d Lie algebra g. In a given basis, it is expressed by the commutation
relations of the 6 vectors {Ea}, a = 1, ..., 6, in terms of the structure constants fabc

g : [Eb, Ec] = fabcEa , (3.1)

and the structure constants are bound to verify the Jacobi identities. Real 6d Lie algebras
are classified. Levi’s decomposition indicates that any Lie algebra g is the semi-direct
sum of a semi-simple algebra s and a solvable ideal r called the radical of g

g = s +⊃ r . (3.2)
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We will distinguish two cases:

• g = r is solvable (to be defined below).

• g is not solvable. This last case can be further divided in three situations: g = s is
semi-simple, g = s ⊕ r is a direct sum, or g = s +⊃ r is a (non-trivial) semi-direct
sum. This division will however not be crucial to us since we will only consider few
algebras that are not solvable.

We now introduce a few elements to define solvability, and a particular case, nilpotency,
of a Lie algebra; a mathematical review on solvable algebras and the corresponding
solvmanifolds can be found in [71]. We first recall that an ideal i of an algebra g is a
subalgebra that verifies [g, i] ⊆ i. Any Lie algebra g possesses three series of ideals: the
derived series, the lower central series, and the upper central series. We will only need
the first two: the lower central series

{
g(k)
}
k∈N is defined recursively as follows

g(k) =
[
g(k−1), g

]
, g(0) = g , (3.3)

while the derived series
{
g(k)
}
k∈N is defined as

g(k) =
[
g(k−1), g(k−1)

]
, g(0) = g . (3.4)

The sets of successive dimensions of ideals in the lower central and derived series are
respectively denoted CS and DS. These two sets of integers are readily computable from
the list of structure constants, and are often different from one Lie algebra to another one.
They are basis independent: they will then be useful for the identification of algebras.
And indeed, a first use can be seen through the following definitions. An algebra is
solvable iff ∃k s.t. g(k) = 0; in other words, its DS ends with 0. An algebra is nilpotent
iff ∃k s.t. g(k) = 0; in other words, its CS reaches 0. The latter is a particular case of the
former.

Another useful definition is that of the nilradical n of a solvable Lie algebra g: n
is the maximal nilpotent ideal of g. It is unique, and solvable algebras are classified
according to their nilradical. Determining it is thus an important step towards identifying
a solvable algebra.

A necessary condition for compactness of the group manifold is the unimodularity
(also known as unipotence) of the Lie algebra: this is defined as

∀b,
∑
a

faab = 0 . (3.5)

The ansatz used to find solutions required a stronger condition, namely faab = 0 without
sum on a. This is motivated by an appropriate choice of basis [4, 71]. The list of
(isomorphism classes of) indecomposable unimodular real solvable Lie algebras up to
dimension 6 is given in [105]; there are 100 6-dimensional ones. The list of unimodular
real non-solvable 6d Lie algebras is given in [74] and below in Table 3.1: there are only
16 of them. We will also make use of the classification given in [106], which does not
restrict to unimodular algebras, but gives the CS and DS values for all algebras.
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A last element which will be useful is the Killing form. It is a symmetric bilinear
form on the algebra g

B(x, y) = Tr (ad(x) · ad(y)) , x, y ∈ g ⇐⇒ Bab = f cda f
d
cb . (3.6)

This (0,2)-tensor, equivalently represented by a (symmetric) matrix, has interesting
properties. To start with, one has

• g is semi-simple iff B has a non-zero determinant,

• g is solvable iff B(g, [g, g]) = 0,

• If g is nilpotent then B is identically zero.

In addition, the signature of B is invariant under a real change of basis. This will be
of interest to us for the identification of algebras: we will be interested in the number
of positive and negative eigenvalues of B. Finally, if B only has negative eigenvalues
(implying that it is semi-simple) then g is compact.

A solvable algebra g gives rise to a compact group manifold M whenever a lattice
can be found. Let us consider a discrete subgroup Γ of the group G associated to g.
This Γ is a lattice if the quotient G/Γ is compact. This quotient is then precisely the
group manifold M, and it is called a solvmanifold. A particular case is a nilmanifold,
the quotient of a nilpotent group by a lattice. Given an indecomposable solvable algebra,
whether or not a lattice can be found is not always settled. As a consequence, we
cannot always conclude on the compactness ofM once the algebra is identified. We refer
to [71,107] for more details on this matter of compactness.

Beyond the elements presented above, many more exist, with associated methods
to help identifying Lie algebras given in terms of their structure constants. We can
mention, among others, the upper central series and their dimensions (US), the number
of generalized Casimir invariants, decomposability properties, etc. We refer the interested
reader to [106]. The above will be enough for our purposes.

3.1.2 Examples of algebras
Let us illustrate the previous definitions with a few examples. We start with low
dimensional real unimodular Lie algebras. In 1 or 2 dimensions, there are only u(1) and
2 u(1). In 3 dimensions, there are six of them. We give them below in terms of their
non-zero structure constants in some basis; the directions numbering, 123 or 456, is
chosen for convenience

3 u(1) : (fabc = 0) (nilpotent) (3.7)
Heis3 : f456 = 1 (nilpotent)

g03.5 = iso(2) : f456 = 1, f546 = −1 (solvable)
g−1
3.4 = iso(1, 1) : f456 = 1, f546 = 1 ⇔ f446 = 1, f556 = −1 (solvable)
so(3) = su(2) : f123 = 1, f231 = 1, f312 = 1 (simple)

so(2, 1) = sl(2,R) : f123 = 1, f231 = 1, f312 = −1 (simple)

Of those, only so(2, 1) does not lead to a compact group manifold. Others are either
compact, or admit lattices giving compact group manifolds.
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Algebra M compactness CS DS Eigenvalues
so(3, 1) × 6 6 3+,3-

Semi-simple so(3)⊕ so(3) X 6 6 6-
so(3)⊕ so(2, 1) × 6 6 2+,4-
so(2, 1)⊕ so(2, 1) × 6 6 4+,2-
so(3)⊕ 3 u(1) X 6,3 6,3 3-
so(3)⊕Heis3 X 6,4,3 6,4,3 3-
so(3)⊕ g03.5 X 6,5 6,5,3 4-

Direct sum so(3)⊕ g−1
3.4 X 6,5 6,5,3 1+,3-

simple ⊕ solvable so(2, 1)⊕ 3 u(1) × 6,3 6,3 2+,1-
so(2, 1)⊕Heis3 × 6,4,3 6,4,3 2+,1-
so(2, 1)⊕ g03.5 × 6,5 6,5,3 2+,2-
so(2, 1)⊕ g−1

3.4 × 6,5 6,5,3 3+,1-
so(3) +⊃ 3 u(1) X 6 6 3-

Semi-direct sum so(2, 1) +⊃ 3 u(1) × 6 6 2+,1-
simple +⊃ solvable so(2, 1) +⊃ 2 u(1)⊕ u(1) × 6,5 6,5 2+,1-

so(2, 1) +⊃ Heis3 × 6 6 2+,1-

Table 3.1: All 6-dimensional real unimodular Lie algebras, that are not solvable. The
compactness is that of an associated group manifold M, possibly thanks to a lattice. CS
denotes the successive dimensions of the ideals in the lower central series, and DS those
of the derived series. Eigenvalues with p+,m− denotes that the Killing form admits p
positive eigenvalues and m negative ones, the remaining 6− p−m eigenvalues being 0.

In 4, 5 or 6 dimensions, the only (semi)-simple real unimodular Lie algebra that is
indecomposable, is the following 6-dimensional one

so(3, 1) : f123 = 1, f231 = 1, f312 = 1 , f156 = −1, f561 = 1, f615 = 1 (3.8)
f246 = 1, f462 = −1, f624 = −1 , f345 = −1, f453 = 1, f534 = 1 .

This algebra is not compact. From these ingredients, one can build all 6-dimensional
real unimodular Lie algebras, that are not solvable. Following [74,106] (and notations
of [107]), we list them here in Table 3.1, and determine some of their properties. We
provide below few more comments on them, before turning to solvable algebras in 4, 5 or
6 dimensions.

For completeness, we give as follows the structure constants for the semi-direct sum
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Algebra M compactness CS DS Eigenvalues
3 u(1)⊕ 3 u(1) X 6,0 6,0 0
Heis3 ⊕ 3 u(1) X 6,1,0 6,1,0 0
g03.5 ⊕ 3 u(1) X 6,2 6,2,0 1-
g−1
3.4 ⊕ 3 u(1) X 6,2 6,2,0 1+

Heis3 ⊕Heis3 X 6,2,0 6,2,0 0
g03.5 ⊕Heis3 X 6,3,2 6,3,0 1-
g−1
3.4 ⊕Heis3 X 6,3,2 6,3,0 1+
g03.5 ⊕ g03.5 X 6,4 6,4,0 2-
g−1
3.4 ⊕ g03.5 X 6,4 6,4,0 1+,1-

g−1
3.4 ⊕ g−1

3.4 X 6,4 6,4,0 2+

Table 3.2: 6-dimensional real unimodular solvable Lie algebras, that are decomposable
and do not contain a 4d or 5d indecomposable subalgebra; rather they are a direct sum
of 3-dimensional subalgebras. We also give some properties: the compactness of an
associated group manifold M (thanks to a lattice), the CS and DS, and the number of
positive and negative eigenvalues of the Killing form.

algebras appearing in Table 3.1

so(3) +⊃ 3 u(1) : f123 = 1, f231 = 1, f312 = 1, f435 = −1, f534 = 1,

f426 = 1, f624 = −1, f516 = −1, f615 = 1 (3.9)
so(2, 1) +⊃ 3 u(1) : f123 = −1, f231 = −1, f312 = 1, f415 = −1, f514 = −1,

f426 = 1, f624 = 1, f536 = −1, f635 = 1 (3.10)
so(2, 1) +⊃ 2 u(1)⊕ u(1) : f112 = 2, f213 = −1, f323 = 2, f424 = 1, f525 = −1,

f514 = 1, f435 = 1 (3.11)
so(2, 1) +⊃ Heis3 : f112 = 2, f213 = −1, f323 = 2, f525 = 1, f626 = −1,

f615 = 1, f536 = 1, f456 = 1 .

For the last two, there could be no basis where faac = 0 without sum on a.
Let us comment on the compactness of M indicated in Table 3.1. Most of the time,

its non-compactness is due to so(2, 1). The semi-direct sum b +⊃ f can be interpreted
geometrically as leading for M to a fibration, where the fiber comes from f and is over a
base generated by b. Indeed, when one moves in b, there is a change on the elements of f.
In addition, if the base in a fiber bundle is non-compact, the manifold is non-compact as
well. We conclude that so(2, 1) +⊃ f are non-compact.

There are many more real unimodular solvable Lie algebras, in 4, 5 or 6 dimensions.
Let us first focus on 6d decomposable ones. Those are a direct sum of lower dimensional
real unimodular solvable algebras. If one of those is a 4d or 5d indecomposable one,
then the rest can only be 2 u(1) or u(1). Otherwise, either the 6d algebra is 6 u(1) or it
contains a 3d indecomposable real unimodular solvable algebra: we list the 6d algebras
built in this way in Table 3.2, together with some properties.
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Algebra M compactness CS DS Eigenvalue
g0,l6.83 (l 6= 0) ? 6,5 6,5,1,0 4l2

g6.84 ? 6,4,3 6,4,1,0 2

g0,µ0,ν0
6.88 µ0ν0 6= 0 6,5 6,5,1,0 4(µ20 − ν20)

(|µ0|+ |ν0| 6= 0)
g0,ν0,s6.89 ν0 6= 0 sν0 6= 0: 6,5 sν0 6= 0: 6,5,1,0 2(s2 − ν20)

(|s|+ |ν0| 6= 0) sν0 = 0: 6,3 sν0 = 0: 6,3,1,0
g0,ν06.90 ν0 6= 0 ν0 6= 0: 6,5 ν0 6= 0: 6,5,1,0 2(1− ν20)

ν0 = 0: 6,3 ν0 = 0: 6,3,1,0
g6.91 ? 6,5 6,5,1,0

g0,µ0,ν0
6.92 (µ0ν0 6= 0) X 6,5 6,5,1,0 −4µ0ν0

g06.92∗ X 6,5 6,5,1,0 −4
g0,ν06.93 |ν0| > 1

2 ν0 6= 0: 6,5 ν0 6= 0: 6,5,1,0 2(1− 2ν20)
ν0 = 0: 6,3 ν0 = 0: 6,3,1,0

Table 3.3: 6-dimensional real unimodular (indecomposable) solvable Lie algebras with
nilradical g5.4, from Tables 28 and 29 of [107], and their properties. The compactness of
an associated group manifold M, when settled, is read from the last remarks of Section
8.3 and 8.4 in [107]; the conditions indicated here on parameters are sufficient, we do
not know if they are necessary. We also give the CS and DS. The Killing form for these
algebras admits at most one non-zero eigenvalue, that we indicate explicitly.

Finally, real 6d unimodular solvable Lie algebras that are indecomposable are classified
according to their nilradical as e.g. in [107], into so-called “isomorphism classes”: for
any such algebra, one can find an isomorphism or change of basis that maps it to one
(and only one) of these classes. Let us give one example: those whose nilradical is g5.4.
These algebras are listed in Tables 28 and 29 of [107]. We have worked out some of their
properties as before, and summarize them in Table 3.3. Let us also mention a typo in
g0,l6.83, whose correct structure constants are provided in the following for completeness

g0,l6.83 : f124 = f135 = 1 , f226 = f336 = −f446 = −f556 = l , f326 = −f456 = 1 .
(3.12)

3.1.3 Method and tools for the identification

• General method

A 6d Lie algebra obtained in one of our solutions is given in terms of its structure
constants fabc in an arbitrary basis of vectors {Ea}. It must correspond to one (and
only one) of the algebras appearing in the tables of [106,107]. Those are however given a
priori in a different basis {E′

a}, typically with a minimal amount of non-zero structure
constants fabc′. This is the reason why the identification of our algebras is challenging.
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The two algebras are isomorphic if and only if there exists a change of basis M such that

E′
a = Eb (M

−1)ba ⇔ ea
′
=Ma

b e
b , detM 6= 0 , (3.13)

where we also indicate the transformation of 1-forms {ea}. The two sets of structure
constants are equivalently related in the following way

fade = (M−1)akM
b
dM

c
e f

k
bc
′
. (3.14)

The relations (3.14) amount to a high number of non-linear equations (depending on M),
and it would be computationally too involved to try to solve them for every tabulated
algebra. Rather, the method will consist in making use of the (basis) invariants and
ideals defined in Section 3.1.1 to reduce as much as possible the number of candidate
algebras among the tabulated ones. Only then, and if there is more than one candidate
algebra, we will find an explicit change of basis verifying (3.14).

In more detail, to identify a 6d Lie algebra obtained in one solution in terms of its
structure constants, we proceed as follows:

• We start by computing its CS, DS and the eigenvalues of its Killing form. The
DS tells us if it is solvable or not. If it is not, it must be one of the 16 listed in
Table 3.1. As can be seen there, the properties of the algebras allow to discriminate
among all of them except for two. In this last case, we need an explicit change of
basis to conclude. Apart from the latter, the procedure described so far has been
automatized into the numerical tool AlgId, that we present below.

• In case the 6d algebra is solvable, we identify its nilradical. This is easily done
using the definition given in Section 3.1.1 and comparing to tables of nilpotent
algebras. If necessary, one can compute as well the CS, DS of the nilradical to
help in this comparison. If the CS indicates that the 6d algebra is nilpotent, then
the nilradical is the algebra itself. Let us now consider that we face a solvable
non-nilpotent algebra. In case it is indecomposable, one uses the nilradical to find
a table of candidate algebras in [106,107]. For all these candidate algebras, the CS,
DS and eigenvalues can again be computed and compared: see for instance Table
3.3. Once one is left with only few candidate algebras, an explicit change of basis
needs to be found towards one of them. A dedicated numerical tool, AlgIso, is
presented below, providing a numerical matrix M verifying (3.14). Another option
is to find an analytical change of basis; we will give a few examples below.

• A last possibility is that the 6d (real unimodular) non-nilpotent solvable algebra
is decomposable. In that case, the tables of 6d indecomposable algebras are not
useful and one has to devise what are the possibilities, according to the nilradical.
One particular case is that of a decomposition into two 3d solvable algebras: such
algebras are listed in Table 3.2, and their comparison is automatized in the tool
AlgId.

We summarize our procedure in Figure 3.1.

55



Chapter 3. Exploring the Landscape

Algebra g

g is not solvable g is solvable

g contains 1 or 2
u(1) factor(s)

g is nilpotent

g is decomposable g is not decomposable

g is a direct sum of
3d solvable algebras

→ compute the CS/DS
→ compute the signature of B
(AlgId)

→ identify the 4d/5d part [107]

algebras in [106, 107]
→ if needed, solve (3.14) for

→ determine the→ identify in Table 3.1
(AlgId)

(AlgIso)

(AlgIso)

→ identify in Table 3.2
(AlgId)

→ identify the candidate

an explicit change of basis

nilradical

DS does not reach 0
DS reaches 0

CS reaches 0

Figure 3.1: Summary of the procedure used for the identification of 6d unimodular Lie
algebras.

• Numerical tools AlgId and AlgIso

We present in the following the numerical tools AlgId and AlgIso that we developed
to help us identifying the algebras of our solutions. These tools are however built for a
broader use.

The main input of the code AlgId is a set of structure constants of a Lie algebra,
as well as its dimension. The first part of the code computes the CS, DS, the Killing
form eigenvalues, and its signature. In a second part, these results are compared to a
data base of 6d algebras, namely the 16 of Table 3.1 and the 9 of Table 3.2 (without
6 u(1)), and the code indicates any match. These outputs should help identifying the
initial algebra.

This code is meant to work not only for structure constants taking integer or round
values, as e.g. in classification tables, but also when having numerical values as those
obtained in our solutions. Because of the latter, a precision parameter ε needs to be
specified, and the code then interprets as vanishing, or sets to zero, various key quantities
smaller than ε: this avoids problems related to “numerical zeros” which are not exactly
zero. In our case, a suitable value turns out to be ε = 10−10.

To compute the CS and DS of an algebra g with vectors {Ea}, the code proceeds as
follows. The CS and DS are the set of dimensions of the series of ideals g(k) and g(k).
Each of these ideals is obtained by brackets between elements of subalgebras of g. The
idea of the code is to compute all these brackets, and store their result. More precisely,
each bracket gives a vector, which is stored as the rows of a matrix Mv, when expressed
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in the initial basis {Ea}. Here is an example

[E1, E2] = f312E3

[E1, E3] = f213E2 + f413E4
...

→ Mv =

 0 0 f312 0 . . .
0 f213 0 f413 . . .

...

 . (3.15)

Determining the dimension of one ideal amounts to finding how many of these vectors
are linearly independent. This could be done by computing the rank of the matrix Mv.
But this option is not flexible enough in the case of numerical input, for instance in the
case where two vectors are very similar, and should be equal up to a numerical error.
What is rather done is then to complete the matrix Mv into a square one, by determining
the orthogonal space to the rows of Mv, and then compute the determinant of the square
matrix. If the determinant is too small, the code considers it to be zero and decides
that the vectors in Mv are not independent. On the way, the vectors are normalised to 1
to allow for a fair evaluation of the determinant. This method to determine the linear
independence is actually implemented every time a new vector is added to Mv: if it is
found linearly independent, the dimension of the ideal is increased by one; if the vector
is not independent, then it is not added to Mv. This is done recursively until one has
tested all vectors obtained by all brackets defining the ideal. One obtains in this manner
the dimension of the ideal, and builds this way the CS and DS of the algebra considered.

The rest of AlgId is straightforward, so let us now present AlgIso. That code aims
at finding an isomorphism between two algebras that are specified as input. If one of the
algebra depends on parameters, as e.g. some of the tabulated ones, these parameters are
automatically turned into variables and the code also searches for appropriate values.
To find an isomorphism between the two algebras, the method amounts to solving the
equations (3.14), where the variables are the matrix elements of M , the change of basis.
To solve these equations, we proceed via a two-step minimisation of a loss function, built
from the equations to solve. More details on this procedure can be found e.g. in [4], where
this approach was used to find supergravity solutions. If a solution to the equations is
found, then the isomorphism M and possible values of algebra parameters are provided.

• Analytical changes of basis
While most non-nilpotent solvable algebras are identified, following the method described
in Section 3.1.3, thanks to a final numerical change of basis, a few can still be determined
by an analytical one. We present some examples below. For the latter, Table 3.1 is
enough for the identification. The analytical change of basis in that case can still serve
further purposes, such as a classicality study [2].

• Solutions s+66663, 4
We start with solutions s+66663, 4 which have the following non-zero structure constants

s+66663, 4 : f145, f
5
14, f

3
46, f

6
34, f

2
13, f

2
56 . (3.16)

From this set, one identifies the nilradical to be g5.4, with directions and non-zero
structure constants

n = {1, 2, 3, 5, 6}, f213, f
2
56 . (3.17)
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These algebras are thus among those of Table 3.3. To completely identify them, we
determine in the following an analytical isomorphism. A first step is a relabeling on the
set (3.16)

1→ 2, 2→ 1, 3→ 4, 4→ 6, 5→ 3, 6→ 5 : f263, f
3
26, f

4
65, f

5
46, f

1
24, f

1
35 . (3.18)

This small set of structure constants obeys a few relations, thanks to the Jacobi identities

f1e[3f
e
46] = 0 ⇔ f153

f124
=
f236
f546

, (3.19)

f1e[2f
e
56] = 0 ⇔ f153

f124
=
f456
f326

. (3.20)

We then perform the following rescaling

ea6=1′,4′ = ea , e1
′
=

1

f135
e1 , e4

′
=
f124
f153

e4 , (3.21)

leading, thanks to the above relations, to the new structure constants

f236
′
= −f546

′
= f236 , f326

′
= −f456

′
= f326 , f135

′
= f124

′
= 1 . (3.22)

We introduce the parameters µ0 = −f236 and ν0 = f326. Given that µ0 6= ν0 in our
solutions, we identify the algebra to be g0,µ0,ν0

6.92 , for both solutions.

• Solution m+ ∗
55771

For this solution, we have the following set of non-vanishing structure constants:

m+ ∗
55771 : f623 = f614 , f

2
35 = f145 , f

4
15 = f325 . (3.23)

The nilradical is identified to be g5.4 with

n = {1, 2, 3, 4, 6} , and f623 = f614 , (3.24)

so the algebra can be found in Table 3.3. One can perform the following relabeling of
directions

1→ 2 , 2→ 3 , 3→ 5 , 4→ 4 , 5→ 6 , 6→ 1 : f135 = f124 , f
3
56 = f246 , f

4
26 = f536 .

(3.25)
We have in addition the following signs: f356 > 0, f536 < 0. We then perform the
following rescaling on forms

e1
′
=

1

f135
√
−f356f536

e1 , e2,3
′
=

1√
f356

e2,3 , e4,5
′
=

1√
−f536

e4,5 , e6
′
=
√
−f356f536 e6 .

(3.26)
The new normalization allows to directly identify the algebra to be g06.92∗ .

3.1.4 Results
Using the method and tools described in Section 3.1.3, we have identified all algebras of
the solutions found in [4], as well as the algebras of the previously found solutions s055 1
and s+55 1 - 28 [1, 65]. This allows in particular to discuss the compactness of the group
manifolds, using the material of Section 3.1.2 or further results in [107]. We summarize
our findings as follows.
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• De Sitter solutions

algebra so(3)⊕ so(3) so(3)⊕ 3 u(1) so(3)⊕Heis3 so(3)⊕ g−1
3.4 g03.5 ⊕ g03.5

solutions s+6666 1 m+
46 10 s+55 20, 21 s+55 19 s+55 14

compactness X X X X X

algebra g−1
3.4 ⊕ g−1

3.4 g−1
3.4 ⊕ g03.5 g−1

6.76 g0,µ0,ν0
6.92 g06.92∗

solutions s+55 15 s+55 22 - 27 s+55 16, 17 s+6666 3, 4, m+
5577 3 - 6 m+ ∗

5577 1
compactness X X X X X

Table 3.4: Algebras identified in de Sitter solutions, leading to compact group manifolds.

algebra so(3, 1) so(2, 1)⊕ so(2, 1) so(3)⊕ so(2, 1) so(2, 1)⊕ 3u(1)

solutions m+
55 1, s+6666 2 m+

55 2 - 4, m+
5577 2, 7, 12 m+

5577 1 m+
46 1 - 9

compactness × × × ×

algebra so(2, 1)⊕Heis3 so(2, 1)⊕ g03.5 so(2, 1)⊕ g−1
3.4

solutions s+55 18 s+55 12, m+
5577 9, 10 s+55 1 - 11, 13, 28,

m+
5577 8, 11

compactness × × ×

Table 3.5: Algebras identified in de Sitter solutions, leading to non-compact group
manifolds.

Finally, the solution s+66 1 was identified to be on g0,µ0,0
6.88 = g0,1,06.88 , but we do not know

whether this algebra can provide compact group manifolds.

• Minkowski solutions

algebra Heis3 ⊕Heis3 g0,µ0,ν0
6.88 g0,ν0,s6.89 g05.14 ⊕ u(1) so(3)⊕ so(2, 1) so(2, 1)⊕ 3u(1)

solutions s055 1 s0555 4 s0555 2, 3 m0
466 4 s0555 1 m0

46 1
compactness X X X X × ×

Table 3.6: Algebras identified in Minkowski solutions, leading to compact (X) or non-
compact (×) group manifolds.

Several other Minkowski solutions were found with algebras that may or may not provide
compact group manifolds: we refer in the following to related propositions in [107] that
could help in settling this matter, in case there is a particular interest in a specific
solution. This is the situation encountered for solutions m0

46 2 and m0
466 3, 5 with algebra

g0,0,r5.17 ⊕ u(1) (Prop. 7.2.13), m0
466 1, 2 with g−1,0,r

5.13 ⊕ u(1) (Prop. 7.2.6), and m0
466 6 with

gp,−p,−1
5.7 ⊕ u(1) (Prop. 7.2.1).
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• Anti-de Sitter solutions

algebra so(3)⊕ 3u(1) so(3)⊕ g03.5 g03.5 ⊕ g03.5 g0,06.10

solutions m−
46 1, 2 s−55 1 s−55 2, 3, 4 m−

46 4, 5
compactness X X X X

Table 3.7: Algebras identified in anti-de Sitter solutions, leading to compact group
manifolds.

Finally, solution m−
46 3 was found on the algebra g0,0,06.34 , and we do not know if the latter

can provide a compact manifold.

3.2 Stability
In this section, we present the key elements of the 4d effective action

S =

∫
d4x
√
|g4|

(
M2

p

2
R4 −

1

2
gij∂µφ

i∂µφj − V

)
, (3.27)

obtained after dimensional reduction and consistent truncation of our 10d solutions,
allowing us to determine their stability. We first discuss in Section 3.2.1 the scalar fields
considered and the scalar potential V , then in Section 3.2.2 the field space metric gij
and the problem of field redundancy. We present in Section 3.2.3 the numerical tool that
we have developed for these computations, and we finally discuss in Section 3.2.4 the
stability of our solutions, inferred from these considerations, and compare it to various
conjectures.

3.2.1 Scalar fields and potential
As explained above, we consider a restricted set of 4d scalar fields (ρ, τ, σI), where
I = 1, ..., N runs over the sets of (parallel) sources. The 6d volume ρ and 4d dilaton
τ were introduced together with their potential in [38]. The σI , related to internal
volumes wrapped by the sources, can be defined independently: they were introduced
and motivated in [108,109]. The generic scalar potential depending on σI was obtained
in [77] for N = 1, and in [70] for N > 1, with a single source dimensionality p; here we
will extend it to multiple dimensionalities.

All these scalar fields are obtained as specific fluctuations around the background
6d metric and dilaton. To obtain the 4d scalar potential, one should introduce these
fluctuations in the 10d action. A first result is the following potential V depending on
ρ, τ
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2

M2
p

V = −τ−2

(
ρ−1R6 −

1

2
ρ−3|H|2

)
− gsτ−3

∑
p,I

ρ
p−6
2
T
(p)I
10

p+ 1
+

1

2
g2sτ

−4
6∑

q=0

ρ3−q|Fq|2 ,

(3.28)

while R6,H, Fq, T
(p)I
10 should still be fluctuated with respect to the σI ; we will do so in

the following. Let us emphasize that in this potential, the terms in F5 or F6 are not
obtained in the same way as the others, because of the contribution of corresponding 4d
components; we refer the interested reader to the appendix of [78], which completes the
derivation of the potential. It is shown there that eventually, these terms can be recast
in the same form as the other Fq, including the fluctuation to come with respect to σI ,
so we treat here all fluxes together.

Each σI is defined with respect to a given set I of parallel sources. For this reason,
while fluctuations with respect to σI were generically described in the aforementioned
papers, the resulting potential (and kinetic terms described in Section 3.2.2) is dependent
on each specific source configuration. We need here these results for each solution class
of [4], because we have found solutions on a compact manifold for almost all of them
(see Section 3.1.4), justifying the study of a corresponding 4d theory. In addition, the
formulas of [70] need a slight generalization to the case of multiple dimensionalities, as
we encounter in some solution classes. For these reasons, we present here once again
the definition of these fields and corresponding fluctuations, introducing however new
notations and tools allowing a more systematic treatment for any solution class. This
will be used in the numerical tool MaxSymSolSpec (MSSSp) that we have developed, to
provide the potential for any source configuration.

For each set I of p-sources, with certain parallel and transverse directions, one defines
as follows a 4d scalar fluctuation σI on the 6d vielbeins

ea||I m → σI
AI
2 ea||I m , ea⊥I m → σI

BI
2 ea⊥I m , AI = p− 9 , BI = p− 3 . (3.29)

The exponents AI and BI are chosen in such a way that the determinant |g6| is left
invariant under this fluctuation. This should be done for all sets I of sources (with
possibly different p). Overall, each 6d vielbein eam gets multiplied by a product of powers
of σI that we denote πa, as follows

eam → πa e
a
m (no sum) , where πa =

∏
I

σI
PI (a)

2 , PI(a||I ) = AI , PI(a⊥I
) = BI . (3.30)

Introducing these πa is a convenient novelty. From there, one gets the fluctuations of
each quantity entering the potential (3.28) by going to the orthonormal coframe and
following the vielbein dependence:

Habc → (πaπbπc)
−1 Habc , Fq a1...aq → (πa1 . . . πaq)

−1 Fq a1...aq , f
a
bc → πa(πbπc)

−1 fabc
(3.31)

The dependence in R6 is then obtained using the standard formula

−2R6 = δce f bac f
a
be +

1

2
δeb δfc δga f

g
ef f

a
bc , (3.32)
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while the square of fluxes in the potential give rise to the sum of the squares of fluctuated
components. Finally, the fluctuation of the source term T

(p)I
10 corresponds to that of the

internal volume form vol||I : we get for each set I

T
(p)I
10 → T

(p)I
10

∏
a=a||I

πa . (3.33)

One deduces from these fluctuations and (3.28) the complete potential V (ρ, τ, σI), for
each source configuration.

As an example, the complete potential for the solution class s55 was given in [65]. Let
us give here the potential for the class m46 with only 1 D6: interestingly, it admits sources
of multiple dimensionalities. The sets are I = 1 with an O4 along 4 and contribution
T
(4)
10 , I = 2 with an O6 along 123 and T

(6)1
10 , I = 3 with D6 along 156 and T

(6)2
10 . The

potential is then given by

2

M2
p

V (ρ, τ, σ1, σ2, σ3) = −τ−2ρ−1R6(σ1, σ2, σ3) (3.34)

+
1

2
τ−2ρ−3σ−3

1 σ32

(
σ−3
3 |H

(1)3 |2 + σ33 |H(2)3 |2
)

− gs τ
−3

(
ρ−1 σ

− 5
2

1 σ
3
2
2 σ

3
2
3

T
(4)
10

5
+ σ

3
2
1 σ

− 9
2

2 σ
3
2
3

T
(6)1
10

7
+ σ

3
2
1 σ

3
2
2 σ

− 9
2

3

T
(6)2
10

7

)
+

1

2
g2s τ

−4
(
ρσ−2

1

(
|F (1)3

2 |2 + σ63 |F
(2)3
2 |2

)
+ ρ−1σ21

(
σ−6
3 |F

(1)3
4 |2 + |F (2)3

4 |2
))

,

where we recall the flux notation H(n)I=3 , of components having n indices along the set
I = 3. We refer to the result given by MSSSp for the precise expression of R6(σ1, σ2, σ3)
as a sum of powers of σI times structure constants.

Let us finally recall that in our conventions, the background (i.e. our solutions) is
recovered at ρ = τ = σI = 1. Since we have a consistent truncation, this corresponds in
4d to a critical point ∂φiV = 0, while at this point one also has 2

M2
p
V = 1

2R4. This is
checked on each of our solutions.

3.2.2 Field space metric and redundancy
Following Appendix D of [1], the kinetic terms appearing in (3.27) are given by

1

M2
p

gij∂µφ
i∂µφj = 2τ−2(∂τ)2 +

3

2
ρ−2(∂ρ)2 − 1

4
∂µ(mab)∂

µ((m−1)ab) , (3.35)

where mab is the diagonal 6d metric in orthonormal coframe fluctuated with σI ; it has
determinant 1. Using the convenient notation introduced in (3.30), we obtain

mab = π2a δab (without sum) . (3.36)

By (m−1)ab we denote in (3.35) the coefficients of the inverse of m. It is then straightfor-
ward to obtain the kinetic terms. In particular, the expression for mab leads to many
cross terms ∂µσI∂µσJ , i.e. non-diagonal elements of the field space metric gij .
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An issue is however that the fields σI are sometimes redundant. This can be
understood as follows: each σI is a metric fluctuation, in correspondence with an
internal volume wrapped by a source set. The independence of the σI can be seen as the
independence of these volumes: for instance if one has O5 along 12, 34 and D7 along
1234, the volumes are not independent and there would be a redundancy in the σI . This
depends entirely on the source configuration, and for each of them, we need to specify a
set of independent σI .

The problem of the redundancy is equivalently seen through the field space metric gij :
it has vanishing determinant if there are redundant fields. Indeed, redundant fields can
be removed by a field redefinition. But removing some σJ would lead to vanishing field
metric coefficients along the ∂µσJ , hence a vanishing determinant. A set of independent
fields must then be identified before computing the metric. A concrete way to determine
redundant fields is to find a field redefinition that removes one or more σJ fields completely
from the πa defined in (3.30) (or equivalently sets these fields to 1). Since the πa are
the building blocks for the potential and the field space metric (see (3.36)), fields σJ
removed from the πa will not appear anywhere and were certainly redundant.

A field redefinition to remove fields {σX} from πa and keep {σM} can be designed as
follows; it is not the most general, but it will be enough for our purposes

σM → σM
∏
X

σsXM
X , σX → σX . (3.37)

One verifies that σX are removed from all πa if and only if one finds exponents sXM

satisfying
∀a, X, PX(a) +

∑
M

sXMPM (a) = 0 . (3.38)

Let us consider a first particular solution: sXM = 1, and there is a single field to remove,
the last one, i.e. X = N . The field redefinition (3.37) becomes

σI 6=N → σI 6=N σN , σN → σN . (3.39)

This field redefinition was used already successfully in s6666 [70, 108] and s55 [1]. One
verifies indeed that the condition (3.38) holds, with

∑
I PI(a) = 2(A+B) for p = 6 and∑

I PI(a) = 2B +A for p = 5, and both vanish. We verify that the same holds for m5577

and m∗
5577, allowing there again to remove the last field, curing the redundancy.

Other cases require different solutions to (3.38) to remove differently redundant fields,
for instance when ∃ a s.t.

∑
I PI(a) 6= 0. This happens for m46 with O4 along 4, O6 along

123, and D6 along 156, 256, 356; these five sets defining σ1,...,5 respectively. The field
space metric determinant vanishes for five σI , but not for four. We find the appropriate
field redefinition (3.37) to take the form

σ1 → σ1 σ
3
5 , σ2 → σ2 σ

2
5 , σ3,4 → σ3,4 σ5 , σ5 → σ5 , (3.40)

removing σ5 from the πa.
Another case is that of m55 with 7 sets in the following order: O5 along 12, 34, D5

along 56, D7 along 2456, 2356, 1456, 1356. Solutions have been found with all or some
of these sets turned on. We consider the corresponding 7 fields σI . Solving (3.38), we
find the following general field redefinition

σ1,2 → σ1,2 σ3 σ5 σ7 , σ4 → σ4 σ7 , σ6 → σ6 σ5 , σ3,5,7 → σ3,5,7 . (3.41)
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It allows to remove σ3,5,7 from the πa, in the case where all sources are present. In the
case where T 3

10 = 0, one can still use (3.41), setting σ3 = 1 and removing σ5,7. Similarly,
for T 3

10 = T 5
10 = 0, one can use (3.41) setting σ3,5 = 1 and removing σ7. All these cases

amount in the end to setting σ3,5,7 to 1.1

Once we know which fields σI are redundant and should be removed (or equivalently
set to 1), we are left with a set of independent fields, and correspondingly a non-degenerate
field space metric. Let us give this data in one example, with the source sets considered
and ordered, the corresponding independent scalar fields, and the field space metric
expressed in that field basis:

m46 (1 D6): O4 (4), O6 (123), D6 (156), or m466: O4 (4), O6 (123, 156).
Fields: (ρ, τ, σ1, σ2, σ3)

gij =M2
p



3

2ρ2
0 0 0 0

0
2

τ2
0 0 0

0 0
15

2σ21
− 9

2σ1σ2
− 9

2σ1σ3

0 0 − 9

2σ1σ2

27

2σ22
− 9

2σ2σ3

0 0 − 9

2σ1σ3
− 9

2σ2σ3

27

2σ23


. (3.42)

We give here for completeness the corresponding data for each case encountered in our
solutions.

s55: O5 (12, 34), D5 (56), or s555: O5 (12,34,56). Fields: (ρ, τ, σ1, σ2)

gij =M2
p



3

2ρ2
0 0 0

0
2

τ2
0 0

0 0
12

σ21
− 6

σ1σ2

0 0 − 6

σ1σ2

12

σ22


. (3.43)

s66: O6 (123, 145), D6 (256, 346), or s6666: O6 (123, 145, 256, 346). Fields:

1In the case where T 3
10 = T 5

10 = T 6
10 = 0, one can use (3.41), setting σ3,5,6 = 1 and removing σ7:

this redefinition matches the more standard one (3.39). We however do not encounter this case in our
solutions.
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(ρ, τ, σ1, σ2, σ3)

gij =M2
p



3

2ρ2
0 0 0 0

0
2

τ2
0 0 0

0 0
27

2σ21
− 9

2σ1σ2
− 9

2σ1σ3

0 0 − 9

2σ1σ2

27

2σ22
− 9

2σ2σ3

0 0 − 9

2σ1σ3
− 9

2σ2σ3

27

2σ23


. (3.44)

m46 (3 D6): O4 (4), O6 (123), D6 (156, 256, 356). Fields: (ρ, τ, σ1, σ2, σ3, σ4)

gij =M2
p



3

2ρ2
0 0 0 0 0

0
2

τ2
0 0 0 0

0 0
15

2σ21
− 9

2σ1σ2
− 9

2σ1σ3
− 9

2σ1σ4

0 0 − 9

2σ1σ2

27

2σ22
− 9

2σ2σ3
− 9

2σ2σ4

0 0 − 9

2σ1σ3
− 9

2σ2σ3

27

2σ23

9

2σ3σ4

0 0 − 9

2σ1σ4
− 9

2σ2σ4

9

2σ3σ4

27

2σ24



. (3.45)

m55: O5 (12, 34), D5 (56), D7 (2456, 2356, 1456, 1356), or O5 (12, 34), D7 (2456,
2356, 1456, 1356), or O5 (12, 34), D7 (2456, 1456, 1356). Fields: (ρ, τ, σ1, σ2, σ4, σ6)

gij =M2
p



3

2ρ2
0 0 0 0 0

0
2

τ2
0 0 0 0

0 0
12

σ21
− 6

σ1σ2
− 3

σ1σ4
− 3

σ1σ6

0 0 − 6

σ1σ2

12

σ22
− 3

σ2σ4
− 3

σ2σ6

0 0 − 3

σ1σ4
− 3

σ2σ4

12

σ24

3

σ4σ6

0 0 − 3

σ1σ6
− 3

σ2σ6

3

σ4σ6

12

σ26



. (3.46)

m5577: O5 (12, 34), O7 (1356, 2456), or m∗
5577: O5 (12, 34), O7 (1456, 2356).
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Fields: (ρ, τ, σ1, σ2, σ3)

gij =M2
p



3

2ρ2
0 0 0 0

0
2

τ2
0 0 0

0 0
12

σ21
− 6

σ1σ2
− 3

σ1σ3

0 0 − 6

σ1σ2

12

σ22
− 3

σ2σ3

0 0 − 3

σ1σ3
− 3

σ2σ3

12

σ23


. (3.47)

3.2.3 Numerical tool MaxSymSolSpec (MSSSp)

The computation of the scalar potential and the field space metric, as described in Section
3.2.1 and 3.2.2, has been automatized in the numerical tool MaxSymSolSpec (MSSSp) that
we have developed. The code first takes as input the list of source sets. From this data,
the fields (ρ, τ, σI) can be defined. A first task is to determine a set of independent fields,
and remove the redundant ones. The user can specify a complete list of redundant fields,
based for instance on Section 3.2.2. Otherwise, the code determines such a list by itself.
To that end, the field space metric is computed and its rank is checked, row after row,
allowing to identify redundant fields. Once a set of independent fields is identified, a
proper field space metric is computed, as well as the scalar potential V . The latter is
obtained by considering the fluctuations πa as described in Section 3.2.1.

With a set of independent fields, the corresponding field space metric and the scalar
potential, the code can compute the mass spectrum, following definitions of Section
3.2.4. This is done for a 10d supergravity solution provided as an input. The code
verifies that it is a critical point of the potential. It then computes the parameter ηV ,
the masses2 and their associated field space eigenvectors. Note that the mass matrix M
transforms covariantly under (field space) diffeomorphisms, i.e. field redefinitions. So its
eigenvalues, namely the mass spectrum, and in particular the value of ηV , are unchanged
when choosing a different (diffeomorphic) set of independent fields.

3.2.4 Results: stability of the solutions and (swampland) conjectures

Having determined the scalar potential and the field space metric of the 4d effective theory
(3.27), for a set of independent scalar fields (ρ, τ, σI), we can compute the corresponding
mass spectrum for each solution of [4]. It is given by the eigenvalues (masses2) of the
mass matrix, with coefficients M i

j = gik∇φk∂φjV , at the critical point ρ = τ = σI = 1.
The connection term due to ∇ vanishes at an extremum, since it is proportional to a
first derivative of the potential. Therefore, one only needs to compute the eigenvalues
of g−1 times the Hessian of the potential V , at this point. All these computations are
performed using MSSSp.

From the mass spectrum, one reads the stability of the solution (at least due to this
set of scalar fields). For de Sitter and anti-de Sitter solutions where V 6= 0, this is better
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captured by the parameter ηV that we recall here

ηV =Mp
2 min ∇∂V

V
, (3.48)

where the numerator stands for the minimal eigenvalue among the masses2. The ηV is
computed at the critical point. Note that we use the same definition for de Sitter and
anti-de Sitter extrema, although the sign of V changes.

Let us finally recall from [1] that the minimal eigenvalue of a mass matrix can only
get lowered if one adds more fields. Therefore, if an instability is detected within our
set of fields, it will not be cured with more fields, and we can conclude on a unstable
solution. We now study the stability of each solution of [4] according to the sign of the
cosmological constant.

• De Sitter
The values of ηV for each de Sitter solution of [4] are given in Table 3.8 and 3.9.

class s+66 s+6666 m+
46

solution 1 1 2 3 4 1 2 3 4
−ηV 3.6170 18.445 2.6435 2.3772 3.6231 3.6764 3.7145 2.2769 2.8266

class m+
46

solution 5 6 7 8 9 10
−ηV 0.36462 3.0124 2.0672 2.3554 2.6418 1.2539

Table 3.8: Values of −ηV obtained with the set of independent fields considered for each
de Sitter solution in type IIA.

class s+55 m+
55 m+

5577

solution 28 1 2 3 4 1 2 3 4
−ηV 3.2374 2.5435 2.6059 2.7126 3.3574 4.7535 3.5034 3.2722 3.1779

class m+
5577 m∗+

5577

solution 5 6 7 8 9 10 11 12 1
−ηV 4.7957 4.9129 3.4210 3.5611 2.9333 2.9003 3.4806 2.8966 5.0483

Table 3.9: Values of −ηV obtained with the set of independent fields considered for each
de Sitter solution in type IIB.

A first observation is that ηV < 0 for all de Sitter solutions, in agreement with
Conjecture 2 of [70]. This means that the solutions are unstable, and that a tachyon can
be found among the fields (ρ, τ, σI) considered, in agreement with the proposal made
in [108]. While always successfully tested (see however [65] for a counter-example on a
non-compact manifold), the check of this proposal is here extensive, since many different
solution classes have been considered, including some (e.g. m+

46) where de Sitter solutions
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are found for the first time. We finally point out that for each solution, there is one and
only one tachyonic mass in the spectrum.

A second observation is that most values are of order -1, in agreement with the refined
de Sitter conjecture [62,63]. This is not surprising from the perspective of [65], where it
is argued that less generic stability behaviours need to be searched in specific corners of
the parameter space, and here, we have not performed such dedicated searches. Our aim
was rather to get (generic) solutions in many different classes.

Two exceptions are nevertheless worth being mentioned. The first one is m+
465, which

admits a comparatively low value |ηV | = 0.36462. As indicated in Table 3.5, the group
manifold is however non-compact. The second one is s+66661, which admits a comparatively
high value |ηV | = 18.445. There, the group manifold is compact, see Table 3.4. However,
such a high instability is phenomenologically uninteresting.

Last but not least, let us add a word on the solution s+5519 found in [65]. Back then,
its algebra was not identified. Thanks to the work of Section 3.1, we now know this
algebra, and as indicated in Table 3.4, the group manifold is compact. This is interesting,
because this solution admits the lowest |ηV | value known for a solution on a compact
manifold: ηV = −0.12141. This emphasizes the need for dedicated searches when it
comes to stability of de Sitter solutions.

• Minkowski, and a new conjecture
For Minkowski solutions, we do not compute ηV but look directly at the mass spectrum,
provided in Appendix C. Interestingly, we observe the systematic presence of a massless
mode, in all solutions, the other masses being non-tachyonic. In solutions m0

462 and
m0

4661 − 6, there are even two massless modes. The systematic presence of such a 4d
massless scalar field in classical, or at least 10d supergravity, Minkowski solutions is
commonly believed to be true. Examples are ubiquitous in the literature, a first one
being Calabi-Yau compactifications (with h1,1 ≥ 1). There, the presence of flat directions
is related to the more general no-scale property of the potential [110,111], which can in
some models remove the dependence on some fields in the scalar potential. Less common
examples include M-theory compactifications [112], compactifications to 6d [113], or
maximal supergravity in 4d [114], all having Minkowski solutions with massless scalar
fields, some being flat directions. The systematic presence of a massless scalar field was
even proven in compactifications to 4d N = 1 supergravity, coming from supersymmetric
Minkowski solutions of 10d type IIA supergravity with certain O6/D6 [115, 116] (see
also [40]). This idea goes along with that of a systematic tachyon in de Sitter solutions.2
Following this line of thoughts and our observation, we propose here the following
conjecture:

2Relations between the tachyon in a de Sitter solution and the sgoldstino in a (no-scale) Minkowski
solution, the latter being the limit of the former, have been discussed in [108, 109, 117–119]. At first
sight, we do not know whether our conjecture matches such a sgoldstino interpretation, but it would be
interesting to investigate this further.
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Massless Minkowski Conjecture: (3.49)

10d supergravity solutions compactified to 4d Minkowski always admit a 4d massless
scalar, among the fields (ρ, τ, σI).

The fact the massless mode should be among (ρ, τ, σI), and the claim not depending
on supersymmetry (of the solution or of the 4d theory), are important additions with
respect to previous related statements. The conjectured massless scalar field is also not
necessarily a flat direction. These points make the conjecture more interesting, connecting
directly to the proposal of [108] stating a systematic de Sitter tachyon among the same
fields. In addition, the complete set (ρ, τ, σI) is necessary: the massless mode is indeed
not among (ρ, τ) alone in s055 1, m0

46 1,2, m0
466 1-6, as can be tested with MSSSp; it is

however in s0555 1-4, probably because of the more limited supergravity contributions.
Note that in heterotic string at order α′0, the field τ is massless in a Minkowski solution
so the conjecture is valid, while fields σI cannot be defined. Let us finally mention the
recent apparent counter-example [120], where Minkowski solutions are found with all
moduli stabilized. Those are however obtained on mirrors of rigid Calabi-Yau manifolds,
which are better described as Landau-Ginzburg models, having h1,1 = 0. As indicated
there, since these models have no Kähler moduli, they do not have a proper 10d target
space geometric description, and circumvent our conjecture by being not describable in
10d supergravity.3

An option would be to restrict the conjecture to solutions with 4d effective theories
preserving at most N = 1 supersymmetry. Such a weaker statement could then be related
to the Conjecture 4 of [4], requiring at most N = 1 in the 4d effective theory for de
Sitter solutions: the massless mode of Minkowski may then, once again, be related to the
tachyon of de Sitter, both observed to be among (ρ, τ, σI). Nevertheless, preserving more
supersymmetry typically corresponds to having less supergravity ingredients, leading
to a simpler scalar potential, that would be less likely to generate a mass. So we stick
to the above version of the conjecture. In addition, there exist examples of Minkowski
solutions leading to a 4d theory with N ≥ 2 and having a massless scalar, starting with
solution s0551.

The conjecture applies in particular to classical Minkowski string backgrounds (see
however below about corrections), and can as such get a swampland interpretation.
Of course, it agrees with the anti-de Sitter distance conjecture [60], which provides
in the asymptotics of field space a Minkowski solution with a massless mode coming
from a tower. The conjecture (3.49) is however stronger as it is not strictly about the
asymptotics, and the massless mode is rather to be found among the light modes of
the 4d theory (see a related discussion in Section 3.3.1). A swampland-type corollary
statement would then be the following:

3Similarly, without Kähler moduli, one cannot define internal volumes related to our ρ and σI , and
maybe not even the 4d dilaton τ which needs ρ. From this perspective, that example may even be viewed
as being in agreement with the conjecture.
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Massless Minkowski Conjecture (swampland corollary): (3.50)

In a quantum gravity 4d effective theory with a scalar potential V (φi), if a critical point
(∂φjV = 0) can be found in a region of field space corresponding to a classical and per-
turbative quantum gravity regime, and if this critical point is Minkowski (V = 0), then
the mass matrix admits a vanishing eigenvalue.

In addition, the conjecture (3.49) specifies among which fields the massless mode can
be found. Note that a vanishing mass matrix eigenvalue is equivalent to a degenerate
Hessian of V . The above leads us to propose the following strong version of the conjecture:

Strong version: (3.51)

If the above Minkowski critical point is realized, then there is no 4d tachyon, meaning

0 = min ∇∂V =
V

Mp
2 =
|∇V |
Mp

.

In other words, the inequalities of the refined de Sitter conjectures of [62–64] are
saturated.

The strong version adds the information that the massless mode is the minimal eigenvalue
of the mass matrix, meaning that there is no tachyon. This is indeed what we observe in
our solutions.

There are two reasons to be careful about these swampland versions (3.50) and (3.51).
First, a quantum gravity effective theory would a priori contain many corrections going
beyond the classical and perturbative regime. Even though they would be small in such
a regime, there is no reason here (e.g. without supersymmetry) for them to vanish. Any
such non-vanishing correction could alter the claim of a vanishing mass. One should then
be careful with the interpretation of the “classical and perturbative regime”: whether
this means a truncation of corrections (10d supergravity interpretation) or whether these
are small, could change the statement. Second, we know that any additional scalar field
with respect to our set (ρ, τ, σI) can a priori lower the value of min ∇∂V (see below
(4.19)). From this perspective, there is no reason for having no tachyon. In the literature,
tachyons are however not observed in Minkowski compactifications (we do not consider
here open string moduli, and e.g. Dp-brane instabilities). So the strong version remains
plausible. This conjecture deserves in any case more investigation, and we hope to come
back to it in future work.

Contrary to other swampland conjectures related to stability, the conjecture (3.49)
does not depend on whether the solution is supersymmetric or not. Let us add here a word
on this last question. The solutions found in [4] were obtained by solving the equations
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of motion and Bianchi identities. Conditions for supersymmetry, as e.g. phrased in the
language of generalized complex geometry with SU(3)×SU(3) structures [83,93], were
not considered. Therefore, we see no reason for our solutions to be supersymmetric. For
Minkowski solutions, a quick test goes as follows. Supersymmetric Minkowski solutions
with O3 typically need to have their H- and F3-flux related through the ISD condition:
∗6H = ε gsF3 [43], where for simplicity we do not specify the sign ε and we fix eφ = gs.
The class of Minkowski solutions with Op/Dp found in [82] generalises this relation to
∗⊥H(0) = ε gsF

(0)
6−p. The latter can be read in the smeared limit from the supersymmetry

conditions as a particular solution, using the calibration condition ι∗[8 ImΦ2] = vol||.
Then, a hint for supersymmetry in a Minkowski solution is that appropriate components of
H and gsF6−p take the same value. It is not the case in any of our solutions, except when
both vanish. We conclude again that our solutions are unlikely to be supersymmetric.

• Anti-de Sitter
The values of ηV for each anti-de Sitter solution of [4] are given in Table 3.10. We note
already that all values satisfy ηV & −1, in agreement with the conjecture of [52] (see also
Footnote 4).

class s−55 m−
46

solution 1 2 3 4 1 2 3 4 5
ηV 0.7785 -4 -3.8495 -2.4901 1.2531 1.5483 1.5537 1.3004 1.2548

Table 3.10: Values of ηV obtained with the set of fields considered for each anti-de Sitter
solution.

The stability of anti-de Sitter solutions is more delicate. Let us first recall useful
formulas valid for a 4d anti-de Sitter spacetime, extremum of a potential

R4

4
= − 3

l2
= Λ =

V

M2
p

, (3.52)

where l is the so-called anti-de Sitter radius, appearing in the standard metric as follows
ds2 = l2

z2
(dz2 + dxµdx

µ). Perturbative stability then requires for any scalar of mass m
to verify the Breitenlohner-Freedman (BF) bound, expressed in 4d as

m2 > − 9

4 l2
⇒ ηV <

3

4
, (3.53)

from which we deduced an upper bound on ηV in an anti-de Sitter solution. From this
criterion, we see that all solutions with positive ηV in Table 3.10 are perturbatively
unstable.

Of interest are then the three anti-de Sitter solutions found with a negative ηV (on
compact group manifolds): not only those are perturbatively stable (at least within these
fields), but their mass spectrum only has positive masses2. This perturbative stability
may challenge to some extent the swampland conjecture on non-supersymmetric anti-de
Sitter solutions [68], in case these solutions are non-supersymmetric. The latter is not
straightforward to determine, and the quick test proposed for Minkowski solutions at the
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end of Section 3.2.4 would not work for anti-de Sitter solutions, because of an extra term
in the supersymmetry conditions, depending on the cosmological constant [93]. However,
as argued for Minkowski solutions, we still believe that our anti-de Sitter solutions are
unlikely to be supersymmetric, making the above perturbative stability interesting.

Finally, we notice also the surprising values taken by ηV in these perturbatively
stable solutions. Of particular interest is s−552 which gets ηV = −4.0000 and s−554 with
ηV ≈ −2.5. The reason for such specific values might come from the particular field
content of these solutions. Such choices for a solution ansatz may be of interest, and
deserve more investigation. We will come back to these peculiar values in Section 3.3.1.

3.3 Scale separation
In this section we discuss the possibility of having scale separation in new anti-de Sitter
solutions, found in previously unexplored solution classes s−55 and m−

46 [4]. We also
comment on a corresponding mass gap in Minkowski solutions. We first provide a general
discussion and few observations in Section 3.3.1. We then prove in Section 3.3.2 no-go
theorems for anti-de Sitter solutions in s−55 and m−

46 on nilmanifolds (including the torus)
or manifolds with a Ricci flat metric, both argued in the Introduction to be relevant for
scale separation.

3.3.1 General comments on mass gap and scale separation
As recalled in the Introduction, scale separation is a gap between the first non-zero mass
of a tower of states (here taken as the Kaluza–Klein tower) and a 4d effective theory
typical energy scale; such a gap then allows for an appropriate cut-off scale that truncates
the tower. For anti-de Sitter, the 4d scale considered is given by the cosmological constant,
while for Minkowski, it is set by the mass of light modes. To determine whether there is
a scale separation with the first massive Kaluza–Klein state, one should access the latter
scale. Beyond the torus, e.g. on group manifolds, this is not an easy task: it typically
requires to determine the eigenvalues of the Laplacian operator, as done e.g. in [121,122]
for nilmanifolds. In particular, the first non-zero eigenvalue, of interest here, is not
necessarily related to R6, the internal scalar curvature which sets another scale.

Beyond the Laplacian eigenvalues, another contribution to the mass of 4d modes is
(the second derivative of) the scalar potential. In this analysis, we only access the latter,
and deduce from this potential our mass spectrum, displayed in Appendix C. In addition,
we only consider scalar fields with a dependence on 4d coordinates, i.e. our truncation
could be viewed as limited to the zero-modes of Kaluza–Klein towers. Their vanishing
masses then get corrected by the scalar potential contribution: such fields are typically
thought of as light modes. This interpretation is at least valid on a Ricci flat 6d manifold;
a more careful analysis might be necessary here on group manifolds. Still, from this
point of view, the mass spectrum we have at hand should not allow us to identify any
scale separation. In our perturbatively stable anti-de Sitter solutions, s−552-4, this seems
consistent with the fact we do not observe important hierarchies between the masses2
and R4. In particular, |ηV | is of order 1 (see Table 3.10).4

4This agrees with the anti-de Sitter conjecture of [52] which compares the mass of light modes to the
cosmological constant, analogously to the criterion on ηV of the refined de Sitter conjecture [63]. The
former differs from considering the mass scale of a tower, and the discussion on scale separation of [60].

72



3.3 Scale separation

Despite the fact that we may not access the right scales to discuss scale separation,
we will provide in the following two hints, that would conclude on the absence of scale
separation in the new anti-de Sitter solutions found in the classes s−55 and m−

46. A first
hint is about integer values of conformal dimensions that we discuss below, a second one
is given by no-go theorems for anti-de Sitter solutions discussed in Section 3.3.2. Prior
to this, we will also say a word on Minkowski solutions.

As mentioned in the Introduction, so-called DGKT anti-de Sitter solutions, that
we interpret as being part of s−6666, exhibit scale separation. Through the standard
holographic correspondence, the light mode spectrum of these solutions with masses m2

corresponds to dual CFT operators with conformal dimensions ∆, via the relation

∆(∆− 3) = m2l2 ⇔ ∆± =
3

2
± 1

2

√
9 + 4m2l2 , (3.54)

where l is the anti-de Sitter radius defined in (3.52). As first discussed in [123,124] and
computed more generally in [125], supersymmetric DGKT solutions satisfy the surprising
property that the ∆ take integer values. As pointed out in [126], it is also the case of
some non-supersymmetric solutions, but not of all of them.

One may wonder whether this specificity of integer conformal dimensions is related
to having scale separation, at least for some solutions of this class. If this would hold,
one could simply test the light mode spectrum of other solutions: getting integers would
at least be a hint of scale separation. For ∆ being an integer, one gets, using (3.52) at
an anti-de Sitter extremum, the following first possible values

−M2
p

m2

V
= −2

3
, 0 ,

4

3
,
10

3
, 6 ,

28

3
,
40

3
, 18 ,

70

3
,
88

3
, ... (3.55)

We can then compare these numbers to our anti-de Sitter solutions found in new classes:
none of them has a spectrum giving values close to the above. One could argue that
we are considering a limited set of scalar fields, and adding more fields could alter our
values, but we believe the modification would not be important. Let us also emphasize
that some of the solutions were noticed in Section 3.2.4 to have integer or half integer
values of ηV . These seemingly special values however do not match any entry of the
list (3.55). Following this line of thoughts, one may conclude on the absence of scale
separation in these new anti-de Sitter solutions.

Before presenting another argument, let us say a word on the new Minkowski solutions
found in [4]. We already mentioned in Section 3.2.4 the apparent systematic presence of
a massless mode, from which we draw the Massless Minkowski Conjecture (3.49). We
note in addition for some solutions, namely s05551, m0

461 and m0
4662, 3, 5, the presence of

a gap in the mass spectrum: see Appendix C. The most important is in m0
461: a ratio

between two consecutive masses2 is 7390.9. While such a gap is important, it remains
hard, as discussed above, to conclude anything with respect to the first massive mode
of a tower. But these examples deserve more investigation, such as the study of the
Laplacian spectrum. We note however that according to Table 3.6 and the discussion
below, none of these gapped solutions were shown to be on a compact manifold, while
compactness remains crucial in this discussion, e.g. with respect to the Kaluza–Klein
towers.

73



Chapter 3. Exploring the Landscape

3.3.2 No-go theorems for anti-de Sitter on Ricci flat or nilmanifolds
As motivated in the Introduction, scale separation in anti-de Sitter solutions on group
manifolds could be limited to those on nilmanifolds, including the torus, or manifolds
with a Ricci flat metric. It is the case for the solutions found in the solution classes
s−6666 [69, 84–86,127] and m−

5577 [69, 87,88]. In [4], two new solution classes with anti-de
Sitter solutions on group manifolds were discovered, s−55 and m−

46, sharing the same
T-duality relation as the former two classes. We prove however in this section that
anti-de Sitter solutions cannot be found in these classes on nilmanifolds, or manifolds
with a Ricci flat metric, giving a hint against scale separation in these classes. We also
compare this situation to that of the first two classes.

We start with the solution class s55 with O5 along 12, 34 and D5 along 56. We
first consider the 6d (trace-reversed) Einstein equation combined with the 4d Einstein
equation [4, (B.23) & (B.24)]. We take the trace of the former along 56. Using the field
content of that solution class [4, (2.14)], we obtain

2
∑

a,b=5,6

δabRab = R4 + |H|2 + g2s
(
|F1|2 + |F3|2 + |F5|2

)
+
gs
3

(
T 3
10 − T10

)
, (3.56)

where T 3
10 ≡ T

(5)3
10 ≤ 0 because it corresponds to the contributions of D5 along 56. Using

further Einstein traces and the dilaton e.o.m., namely [4, (B.1) & (B.22)], to eliminate
some fluxes, we get

2
∑

a,b=5,6

δabRab − 2R6 = 2R4 +
gs
3
T 3
10 . (3.57)

One has

2
∑

a,b=5,6

δabRab − 2R6 = −2
4∑

a,b=1

δabRab . (3.58)

The field content of s55 indicates that all structure constants have one index which is 5
or 6. Therefore, using the Ricci tensor on a group manifold

2 Rcd = −f bacfabd − δbgδahfhgcfabd +
1

2
δahδbjδciδdgf

i
ajf

g
hb , (3.59)

we obtain

2
∑

a,b=5,6

δabRab − 2R6 =

6∑
a,b=1

4∑
c,d=1

(
δcdf bacf

a
bd + (fabd)

2 − 1

2
(fdab)

2

)

=
6∑

a,b=1

4∑
c,d=1

δcdf bacf
a
bd +

∑
a=5,6

4∑
b,d=1

(fabd)
2 . (3.60)

The first term in (3.60) is a partial trace of the Killing form. The Killing form identically
vanishes for nilmanifolds. In addition, a manifold with Ricci flat metric, i.e. Rab = 0,
has (3.60) vanishing. We deduce

Nilmanifold or Ricci flat in s55 : 2
∑

a,b=5,6

δabRab − 2R6 ≥ 0 . (3.61)
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For an anti-de Sitter solution in s−55, the right-hand side of (3.57) is however negative.
This leads to a no-go theorem on anti-de Sitter solutions in the class s55 on nilmanifolds
(including the torus) or manifolds with Ricci flat metric. Interestingly, as can be seen in
Table 3.7, solutions s−552-4 of [4] were found on the algebra g03.5 ⊕ g03.5, which can lead to
a solvmanifold with a Ricci flat metric (see e.g. [76]). Of course, it is not the case for
these solutions, which have R6 < 0.

We turn to the solution class m46. It has O4 along 4, O6 along 123, and possible D6

along 156, 256, 356. The contributions of the latter are denoted T
(6)2
10 , T

(6)3
10 , T

(6)4
10 and

are negative. We proceed as above, taking the trace along 56, to first get

2
∑

a,b=5,6

δabRab = R4+|H|2+g2s
(
|F2|2 + |F4|2

)
+2gs

(
1

7
(T

(6)2
10 + T

(6)3
10 + T

(6)4
10 )−

∑
p

T
(p)
10

p+ 1

)
,

using that F0 = F6 = 0 in this solution class, and then

2
∑

a,b=5,6

δabRab − 2R6 = 2R4 +
2

7
gs

(
T
(6)2
10 + T

(6)3
10 + T

(6)4
10

)
. (3.62)

The field content of m46 indicates that structure constants always have one index which
is 5 or 6. We conclude as above

Nilmanifold or Ricci flat in m46 : 2
∑

a,b=5,6

δabRab − 2R6 ≥ 0 , (3.63)

and deduce from (3.62) a no-go theorem on anti-de Sitter solutions in the class m46 on
nilmanifolds (including a torus), or manifolds with a Ricci flat metric.5

These no-go theorems are certainly consistent with our searches for solutions in s−55
and m−

46. Whether or not they prevent from getting scale separation is not established,
but as argued in the Introduction, this is possibly a relevant criterion. Let us finally
compare to the situation in the other classes. Proceeding similarly for m5577 with O5

along 12, 34 and O7 along 2456, 1356, we obtain the following equality

2
∑

a,b=5,6

δabRab − 2R6 = 2R4 +
gs
4
T
(7)
10 . (3.65)

For the same reason as above, the left-hand side has to be positive or zero on nilmanifolds
(including a torus) and manifolds with a Ricci flat metric. To avoid a no-go theorem
for an anti-de Sitter solution in m−

5577 on such a manifold, we deduce the requirement
T
(7)
10 = T

(7)1
10 + T

(7)2
10 > 0. This means that the positive contribution of O7 in those

should not be dominated by that of possible D7, negative. Getting such a requirement is
interesting, but we also identify an important difference with s−55 and m−

46: the absence
5As a side remark, one deduces the following constraints for Minkowski solutions

Minkowski solutions in s55 on a nilmanifold : f5,6
bd = 0 , T 3

10 = 0 , (3.64)

Mink. sol. in m46 on a nilmanifold : f5,6
bd = 0 , T

(6)2
10 = T

(6)3
10 = T

(6)4
10 = 0 ,

leading to the conclusion that only two sets of sources can be present in either of those classes. This is
consistent with our solutions in s055 and m0

46, and those already known.
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of directions with only Dp-branes. This difference is even stronger with s6666 where
we have difficulties identifying relevant directions over which to trace as above: doing
so brings further contributions to the equations, leading to looser requirements, not
worth being indicated here. The presence or absence of directions with only Dp-branes
is related this way to the possibility of getting anti-de Sitter solutions on Ricci flat or
nilmanifolds, which in turn could be related to scale separation. These relations deserve
more investigation.
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In this chapter, we re-examine the stability of our solutions through the prism of consistent
truncations. We present numerical tools to analyse the perturbative stability of classical
flux compactifications, and apply them on our database of (A)dS and Minkowski solutions.

4.1 Context and motivations
As in any dimensional reduction, a fundamental aspect is the truncation: the 10d fields,
developed on an infinite basis of 6d modes, need to be truncated to a finite set, whose
physics will be described by the 4d theory. There exist different choices of inequivalent
truncations. Phenomenologically, the most relevant one is a low energy truncation: one
truncates to the lightest modes. In practice, this is difficult to realise since it requires
to first determine the complete mass spectrum, in order to identify the lightest modes.
What is however often considered is the truncation to massless scalar fields, a.k.a. moduli,
which are simpler to determine. Another common truncation is called a consistent
truncation: the corresponding 4d theory describing the resulting finite set of modes is
such that any of its 4d solutions also solves the 10d equations of motion. In practice, this
corresponds to a finite set of modes which are, in some sense, independent or decoupled
from those truncated. This set of modes may however contain both light and heavy
modes, while other light modes may have been truncated. In this work, we will perform
consistent truncations: as we will recall, finding an instability within this set of modes is
sufficient to conclude on the instability of the 10d solution. Although phenomenologically
debatable, this truncation will then be enough for our purposes. We implement it, as well
as the corresponding dimensional reduction and resulting 4d theory, in an automated
fashion in the code MSSV.

Proving that a truncation is consistent is challenging. It first requires to find an
appropriate truncation ansatz, and then verify that all 4d equations are captured by 10d
equations. As we will review in Section 4.2.1, it remains expected that the truncation of
the 10d fields to left-invariant fluctuations on group manifolds is a consistent truncation,
even in presence of (smeared) Op/Dp sources. The resulting theory is expected to be a
4d gauged supergravity. But this has typically been verified in a case by case analysis, for
various compactifications and source configurations. In this chapter, thanks to a detailed
comparison between the 10d equations given by the code MSSS [4] and the 4d equations
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provided by the new code MSSV, we prove that the truncation to left-invariant scalar
fields on group manifolds is consistent for all 21 solution classes in type IIA/B described
in Chapter 2, corresponding to various Op/Dp source configurations. We actually get
more: we show a perfect matching between 10d and (combinations of) 4d equations
of motion, with the same amount of equations on both sides. This means that there
is actually no extra degree of freedom in the 10d ansatz (even though there are more
constraints to satisfy in 10d). This matching ensures that the 10d solutions of [1, 4, 65]
are critical points of our 4d scalar potential. This will allow us to study their stability
using the 4d theory, and corresponding tools in MSSV.

The chapter is organised as follows. We first discuss in Section 4.2.1 consistent
truncations and truncations to left-invariant modes on group manifolds, before specifying
our truncation ansatz, and recalling the orientifold projections. We then detail in
Section 4.2.2 the dimensional reduction, starting from 10d type II supergravities and
compactifying towards a 4d maximally symmetric spacetime, ending up with a 4d theory
of the form (3.27). We give in particular the scalar potential including the axions in
equations (4.14) and (4.15). We also discuss the computation of the scalar fields kinetic
terms. We can then motivate and define the mass matrix and the ηV parameter, to be
used in stability studies. The truncation, dimensional reduction and stability analysis
are then implemented in the code MSSV, presented in Section 4.3. A first use of this
code is then the verification in Section 4.4 that we have a consistent truncation of our
10d starting point. This is achieved thanks to a comparison of 10d and 4d equations of
motion, as explained previously. Note that both codes, MSSS and MSSV, have compatible
conventions. This could allow to use them further together, for instance MSSS for the
search of solutions and MSSV to study the stability. We turn in Section 4.5 to analysing
the stability of the previously mentioned solution database. We start by determining and
discussing in Section 4.5.1 the generic flat directions in each of the 21 solution classes.
Those appear as massless modes in the spectrum of 10d solutions. We then study the
spectrum and stability of de Sitter solutions in Section 4.5.2, Minkowski solutions in
Section 4.5.3 and anti-de Sitter solutions in Section 4.5.4. We comment on the results
and compare them to corresponding swampland conjectures. Finally, we give a summary
in Section 4.6 and provide an outlook.

4.2 Dimensional reduction on group manifolds
We first present in Section 4.2.1 the truncation of 10d fields, commonly followed when
compactifying on 6d group manifolds. We then use it in Section 4.2.2 to perform the
dimensional reduction from 10d to 4d, with a focus on scalar fields and their scalar
potential V . This reduction is implemented in the code MSSV described in Section 4.3,
and further used in Section 4.5 to study the 4d stability of 10d compactifications.

4.2.1 Truncation ansatz
We present here the truncation ansatz of the 10d fields to be used to derive our 4d theory.
For phenomenology, one would like to truncate to the 4d light fields, eventually providing a
4d low energy effective theory. Unfortunately, for non-Ricci flat manifolds, it is generically
not known what the lightest fields are (see however recent progress in [128, 129]). A
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different truncation is then usually considered on other manifolds, e.g. those with an
SU(3)× SU(3) structure: that truncation has been argued to correspond to a consistent
truncation [122,130–139]. The finite set of 4d fields kept by such a truncation contains a
priori both light and heavy fields, but this set is characterised by a certain independence
with respect to other fields. This has the advantage to guarantee that a solution to the
4d equations of motion is also a solution to the 10d ones, which can be useful when
looking for new solutions.

Here we restrict ourselves to 6d manifolds being group manifolds (see reviews in
[5,71,74]). Those often carry an SU(3)× SU(3) structure. They admit a basis of 1-forms
{ea}, a = 1, ..., 6, that are left-invariant under the group action. The same holds for
wedge products of ea, with constant prefactors. Under a few assumptions, it was shown
in [139] that for compactifications on group manifolds, expanding all 10d fields in a
basis of forms that are left-invariant under the group action gives rise to a consistent
truncation. The resulting 4d theory is then a gauged supergravity [140,141]. This was
proven in the absence of orientifold projections and localized sources. As detailed below,
we will consider here D-branes and orientifolds but restrict ourselves to smeared sources.
In that case, it is still expected that the 4d theory, a gauged supergravity, is a consistent
truncation and this has been explicitly checked either formally [100,142–144] or in several
examples [74, 75, 88]. In Section 4.4, we will verify in detail that all compactifications
considered here give rise to a 4d theory that is a consistent truncation.

Since the left-invariant fields, to be considered here in our truncation, are not guar-
anteed to be the lightest fields in the theory, we will only obtain an upper bound on the
smallest masses. However, for some simple group manifolds, namely nilmanifolds, recent
progress in the understanding of the lightest modes [121,122] indicate that the consistent
truncation actually contains the lightest fields in the theory. However, as pointed out
in [61], it is also possible that for other group manifolds, the left-invariant fields have
masses that are larger than the Kaluza–Klein scale. We refer to [122, Sec. 5] and [5] for
further related discussions.

As mentioned above, the forms that are left-invariant under the group action are
wedge products of the ea with constant prefactors. The 4d scalar fields are obtained by
expanding the 10d fields in terms of left-invariant forms. In this case the prefactors, i.e.
the 4d scalar fields, are still functions of the 4d spacetime coordinates xµ but they are
constant as functions of the internal group manifold coordinates ym. For example, the
10d dilaton gives rise in this truncation to a single real scalar φ10d(xµ, ym)→ φ4d(x

µ) · 1,
where 1 is the left-invariant 0-form on the internal group manifold. Another example are
the axions, such as B2 =

1
2bab(x

µ)ea ∧ eb + ... where the bab(xµ) = −bba(xµ) are a set of
4d scalar fields that arise from the truncation and reduction of the field B2. There will
be additional terms in the expansion of B2 that will give rise to the internal H3-flux via

H3 = dB2 = dxν ∧ ∂νB2 + ea ∧ ∂aB2 (4.1)

=
1

2
∂νbab(x

µ)dxν ∧ ea ∧ eb − 1

2
bab(x

µ)facfe
b ∧ ec ∧ ef +

1

3!
habce

a ∧ eb ∧ ec ,

where ea = eam(y) dym and ∂a = ema(y) ∂m. Here, habc is fully antisymmetric and
denotes the constant flux number threading internal 3-cycles, that should be quantized in
string theory provided ea ∧ eb ∧ ec is a harmonic form. The same type of flux quanta will
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appear as constant prefactors for RR fluxes. In the above expansion we have neglected
potential 4d 1-forms that would arise via B2 ⊃ Aµ, adx

u ∧ ea since we are only interested
in scalar fields and we will neglect potential gauge fields in the models discussed below.
We have also neglected a 4d 2-form that arises from B2 ⊃ 1

2bµνdx
u ∧ dxν since it is

projected out by orientifold projections in our settings, as discussed in the next paragraph.
However, for the 10d RR forms Cp there can be such 2-forms in 4d and they will have to
be dualized into scalar fields using the 4d Hodge star.

Finally, for the 10d metric we assume a block diagonal unwarped form, consistently
with the smeared sources we consider as well as the dilaton being independent of ym

ds2 = GMN dxMdxN = Gµνdx
µdxν +Gabe

aeb . (4.2)

The background 4d metric is that of a maximally symmetric spacetime: we restrict
indeed to compactifications to 4d de Sitter, Minkowski or anti-de Sitter. This restricts
the possible 4d background fluxes and the allowed sources. The background 6d metric
should be δab; the left-invariant components Gab can be viewed as fluctuations around
the former. Those are the 4d scalar fields generalizing the usual Kähler and complex
structure moduli beyond Calabi-Yau compactifications.

Let us present an example of the set of 4d scalar fields resulting from this truncation
performed together with the orientifold projections. We consider the solution class s55:
this type IIB setting includes O5 (and possible D5) along internal directions 12, O5 (D5)
along 34 and possible D5 along 56. As a result, the list of 4d real fields, that are all
functions of xµ, is given by

s55 : G11 , G12 , G22 , G33 , G34 , G44 , G55 , G56 , G66 ,

C2 12 , C2 34 , C2 56 , C4 1356 , C4 1456 , C4 2356 , C4 2456 , C6 123456 ,

b13 , b14 , b23 , b24 , φ .

(4.3)

These fields are worked out automatically in the code MSSV presented in Section 4.3.
The number of fields for each solution class to be considered is listed in Table 4.1, while
we give for completeness in Table 4.2 the number of the fields for the other 13 solution
classes.

Class s55 s555 s66 s6666 m46 m466 m55 m5577

# of fields 22 14 22 14 22 14 22 14

Table 4.1: The number of scalar fields for each solution class where new solutions have
been found in [4].

In Table 4.1, the matching of the number of fields in different solution classes is
remarkable. It may be understood by T-duality, as we now explain. The 10d theories are
known to be generally T-dual to each other, and so should be the generic development
in left-invariant fields. What matters then are the configurations of orientifolds which
project out certain fields. The classes with 22 scalar fields have 2 sets with Op-planes,
and those sets are T-dual to each other when going from one class to the other, as
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displayed on Figure 2.1 (provided the right background isometries are there). Since the
orientifold projections are crucial in fixing the number of scalar fields, it makes sense
to get the same number of fields. Similarly, in the classes with 14 scalar fields, the sets
with Op are T-dual to each other when going from one class to the other. There are two
ways to see this. First, one can consider only 3 sets with Op there, since the fourth one
in s6666 and m5577 is shown to bring no further projection [4]. Alternatively, one can
add without constraint an O9 to s555 and an O8 to m466 (transverse to direction 1 in
conventions used here), making the resulting configurations of Op planes T-dual to each
other among the 4 classes with 14 scalars. Note that we restrict here to geometric setups:
this means we allow in the NSNS sector for the H3-flux and the metric fluxes fabc but
no non-geometric fluxes. Since the metric fluxes can become non-geometric fluxes under
T-duality, each of the different classes above can give rise to different 4d theories and
deserves to be studied in its own right. Non-T-dual de Sitter solutions were in particular
found in several of them. This observation does not change the number of fields.

Class s3 s4 s5 s6 s7 s77 m4 m6 m66 m5 m57 m7 m77

# of fields 38 38 38 38 38 22 38 38 22 38 22 38 22

Table 4.2: The number of scalar fields for each of the remaining 13 solution classes of [4],
given for completeness.

4.2.2 Dimensional reduction
Having presented the truncation ansatz of our 10d fields, we are now ready to perform
the dimensional reduction to 4d, eventually obtaining the corresponding 4d theory. As
a starting point, the 10d actions for type IIA and type IIB supergravity are given in
equations (12.1.24) and (12.1.26) in [145] and read explicitly

SIIA/B = SNS + SR + SCS ,

SNS =
1

2κ210

∫
d10x
√
−Ge−2φ

(
R10 + 4∂µφ∂

µφ− 1

2
|H3|2

)
, (4.4)

with, in type IIA1

SR = − 1

4κ210

∫
d10x
√
−G

(
F 2
0 + |F2 + F0B2|2 +

∣∣∣∣F4 + C1 ∧H3 +
1

2
F0 B2 ∧B2

∣∣∣∣2) ,
SCS = − 1

4κ210

∫
B2 ∧

(
F4 +

1

2
F0B2 ∧B2

)
∧
(
F4 +

1

2
F0B2 ∧B2

)
, (4.5)

and in type IIB

SR = − 1

4κ210

∫
d10x
√
−G

(
|F1|2 + |F3 − C0 H3|2

+
1

2

∣∣∣∣F5 −
1

2
C2 ∧H3 +

1

2
B2 ∧ F3 +

1

2
F1 ∧B2 ∧B2

∣∣∣∣2
)
,

1We have changed the sign of the C1 ∧H3 term to match the convention in for example [146, App.
C]. This sign change is standard in the type IIA flux compactification literature and without it the 10d
solutions would not solve the 4d equations of motions so it is clearly required.
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SCS = − 1

4κ210

∫
C4 ∧H3 ∧ F3 . (4.6)

While most of the above 10d actions is standard textbook material, there have been
arguments presented for additional terms. For example, T-duality maps the F0 B2 ∧B2

term in type IIA into F1 ∧B2 ∧B2 which we included as additional term in the |F5+ ...|2
expression in SR above [147]. This term is important and has been argued for using
T-duality in the context of axion monodromy inflation in [148]. We are here interested
in critical points at which axions like B2 vanish. Thus, for us this term only affects
our results in the mass spectrum if appropriate F1 and F5 fluxes are present. This only
happens in the anti-de Sitter solution s−551. Likewise, there should be extra terms in the
Chern-Simon’s action SCS as for example discussed for type IIA in [146, App. C]. We
will take those terms into account below, when defining the F6 flux that is dual to a
spacetime filling F4 flux.

We will expand all fields as described above and integrate over the internal six dimen-
sions. We also rescale the 4d metric Gµν , of determinant G4 and curvature R4, towards
gµν of determinant g and curvature R4, as follows: Gµν = e2φ

vol6
gµν . The dimensionless

internal volume of the group manifold is given by vol6 = (2π
√
α′)−6

∫
d6y
√
G6, where

we recall the string length definition ls =
√
α′. This leads to the 4d Einstein frame∫

d10x
√
−Ge−2φR10 = (2π

√
α′)6

∫
d4x
√
−G4 vol6 e

−2φR4 + ...

= (2π
√
α′)6

∫
d4x
√
−g R4 + ... (4.7)

Using that 2κ210 = (2π)7(α′)4 we can identify Mp = (πα′)−
1
2 .2 With this we obtain the

4d action in terms of the real 4d scalar fields ϕi and the 4d Einstein frame metric gµν

S4d =

∫
d4x
√
−g

(
M2

p

2
R4 −

1

2
Kij∂µϕ

i∂µϕj − V (ϕi)

)
. (4.8)

Since we are only interested in the 4d scalar potential V , we neglected in S4d the 4d
vector fields and 3-form fields. We also dualized 4d 2-forms bi2 = 1

2b
i
2µνdx

µ ∧ dxν into
scalar fields using dϕi = ?4db

i
2.

Lastly, we want to include Dp-brane sources and Op-planes that fill the space in 4d
and wrap internal (p− 3)-dimensional spaces Σp−3 in the group manifold. Thus, we need
necessarily p ≥ 3 in order to have a maximally symmetric 4d spacetime. We will work in
a smeared limit in which we do not keep track of the position of the localized sources
in the internal space but we rather “smear” them over the internal space. We do not
include the worldvolume fields for the Dp-branes, so that the source contributions to the
10d action are given by

SOp/Dp
= −TOp/Dp

∫ (
d4x d p−3y

√
|G+B2| e−φ − e−B2

∑
q

Cq

)∣∣∣∣∣
M3,1×Σp−3

∧ j(Σ̃9−p) , (4.9)

2Note that different conventions would lead to Mp depending on the vev of the internal volume and
that of the dilaton (or the string coupling), the fields being then only fluctuations: see e.g. [149, (4.3)] in
arbitrary dimensions. Here, the fields φ and vol6 are not fluctuations but contain the full values.
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where |G+B2| denotes the absolute value of the determinant of the tensor G+B2, here
further pulled back to the worldvolume. The (9− p)-form j(Σ̃9−p) can be understood as
the constant unit volume form on the (9− p)-dimensional space Σ̃9−p that is dual on the
internal manifold to Σp−3: it satisfies

∫
Σ̃9−p

j(Σ̃9−p) = 1. We also indicated that the fields
need to be pulled back to the source worldvolume which is given by M3,1 × Σp−3. Note
that the pullback of B2 to the worldvolume of the Dp-branes and Op-planes vanishes for
all solution classes to be considered, namely those of Table 4.1, except for m55 and s66.3
The tension of NOp Op-planes is TOp = −2p−5NOp(2π)

−pα′ − p+1
2 , and for NDp Dp-branes

one has TDp = NDp(2π)
−pα′ − p+1

2 . Note that one can in principle add an arbitrary
number of Dp-branes but the number of Op-planes is fixed by the number of fixed points
of the corresponding Op-plane involution. The second term in the above action SOp/Dp

does not contribute to the 4d scalar potential, but is relevant for the (sourced) Bianchi
identities and the tadpole cancellation conditions that need to be imposed in addition to
the 4d equations of motion. These extra conditions can for instance be found in [36, (2.7)]
in our conventions.

The first term in the action above does contribute to the scalar potential and can be
rewritten as

SOp/Dp
= −TOp/Dp

∫
d4x d p−3y

√
|G+B2| e−φ

∣∣∣
M3,1×Σp−3

∧ j(Σ̃9−p)

= −TOp/Dp
(2π
√
α′)p−3

∫
d4x
√
−g e3φ volB p−3

(vol6)2
, (4.10)

where we introduce the following notations

volB p−3 = (2π
√
α′)3−p

∫
d p−3y

√
|G6 +B2|

∣∣∣
Σp−3

, (4.11)

volp−3 = (2π
√
α′)3−p

∫
d p−3y

√
|G6|

∣∣∣
Σp−3

,

with G6 standing for the internal components of the 10d metric, and volp−3 denotes the
dimensionless volume of the internal space Σp−3 wrapped by the source. For a given
dimensionality p, the sources can wrap different internal (p− 3)-dimensional spaces ΣI

p−3,
I = 1, 2, ... We recall the notion of a set I of sources being along the same dimensions, and
we introduce the corresponding numbers of N I

Op
Op-planes and N I

Dp
Dp-branes wrapping

the same ΣI
p−3. We then follow the conventions of [36,70,73] and use the notation T (p)I

10 ,4

3Since B2 is odd under the orientifold involution its pullback to an Op-plane worldvolume is zero.
However, for some Dp-branes the pullback of B2 to the worldvolume is non-zero in our solution classes
m55 and s66. Their contribution to the scalar potential is however quadratic, so they do not contribute
to the gradient of the potential, but only to the mass matrix. On the 10d side, contributions from the
source action to the 10d B-field equation of motion have appeared in [150, (5.3)], but we ignored them
in [4] where we looked for new 10d solutions; it is a priori unclear to us whether there would be such
contributions for the various solution classes. Since however the contributions in m55 and s66 do not
alter the gradient of the potential, the 10d B-field equation of motion is unlikely to change. In any case,
our solutions then remain critical points of the potential, and the truncation is consistent with our 10d
B-field equation.

4Strictly speaking, T (p)I
10 has been defined beyond the smeared case, but for B2|Σp−3 = 0; we naturally

extend here the definition. Note that the on-shell value of this quantity is not modified, since at our
critical points, axion vevs vanish.
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defined in the smeared case via the following equation

M2
p

2

T
(p)I
10

p+ 1
=

1

(2π)pα′ p+1
2

(2π
√
α′)p−3 (2p−5N I

Op
−N I

Dp
) volB I

p−3

=
1

(2π)3(α′)2
(2p−5N I

Op
−N I

Dp
) volB I

p−3 . (4.12)

Let us also recall that we defined

T
(p)
10 =

∑
I

T
(p)I
10 . (4.13)

Combining all the contributions above, the scalar potential is then given by

V IIA(ϕi) =
M2

p

2

e2φ

vol6

(
−R6 +

1

2
|H3|2int +

e2φ

2

[
F 2
0 + |F2 + F0B2|2int

+

∣∣∣∣F4 + C1 ∧H3 +
1

2
F0 B2 ∧B2

∣∣∣∣2
int

+

∣∣∣∣F6 + C3 ∧H3 +
1

2
F2 ∧B2 ∧B2 +

1

6
F0 B2 ∧B2 ∧B2

∣∣∣∣2
int

]
−
∑

p=4,6,8

T
(p)
10

p+ 1

eφ

vol6

)
, (4.14)

in type IIA and by

V IIB(ϕi) =
M2

p

2

e2φ

vol6

(
−R6 +

1

2
|H3|2int +

e2φ

2

[
|F1|2int + |F3 − C0 ∧H3|2int

+

∣∣∣∣F5 −
1

2
C2 ∧H3 +

1

2
B2 ∧ F3 +

1

2
F1 ∧B2 ∧B2

∣∣∣∣2
int

]
−

∑
p=3,5,7,9

T
(p)
10

p+ 1

eφ

vol6

)
, (4.15)

in type IIB.5 We used | · |int to denote the contractions of the form only with respect
to the internal metric Gab on the group manifold. For type IIA we have dualized a
spacetime filling F4 flux into an internal F6 flux [86,146] and for type IIB we have used
the self-duality of F5 to write a spacetime filling flux as a completely internal flux, which
effectively removed the factor of 1/2; see also [78, App. A] and [149] on spacetime filling
fluxes.

5We generically include p = 9 sources in V IIB. However, a tadpole constraint on them would require
to cancel the O9-plane charge with that of D9-branes, meaning here T

(9)
10 = 0. Such sources would then

not contribute to the potential, except indirectly through the O9-projection. Because of T (9)
10 = 0, p = 9

sources have anyway not been considered in [4, 5], i.e. in the solutions to be discussed in Section 4.5.
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Let us recall that if one restricts to algebras for which
∑

a f
a
ab = 0, the Ricci scalar

for 6d group manifold is explicitly given

R6 = −
1

2
fabcf

b
aeG

ce − 1

4
fabcf

e
fg GaeG

bfGcg . (4.16)

This provides its contribution to the scalar potential.

Let us now say a word on the kinetic terms and the field space metric Kij . Its
computation is automatized in MSSV. The kinetic terms for the axions arise from the
squares of the field strengths. For example, for Fp+1 one finds following (4.1)

Skin, Fp = − 1

4κ210

∫
d10x

√
−G|Fp+1|2 (4.17)

⊃ − 1

4κ210

∫
d10x
√
−G 1

p!
∂µCp a1a2 ... apG

µνGa1b1Ga2b2 ... Gapbp∂νCp b1b2 ... bp

= −
M2

p

4

∫
d4x
√
−g e

2φ

p!
∂µCp a1a2 ... ap g

µνGa1b1Ga2b2 ... Gapbp∂νCp b1b2 ... bp .

Given our definition of the field space metric (or kinetic matrix) Kij above in equation
(4.8), we see that the entries corresponding to the Cp axions would be M2

p /2 multiplied
by e2φ and a combination of components of the inverse internal metric. In particular,
at the special point where we set all diagonal metric entries as well as e2φ to one and
the off-diagonal ones to zero, all the Cp axions as well as all B2 axions will give rise to a
diagonal Kij submatrix with entries M2

p /2.
In order to find the kinetic terms for the dilaton and the scalars Gab(x

µ) arising from
the internal metric one has to calculate the Ricci scalar R10. After doing the rescaling to
4d Einstein frame and after doing appropriate integrations by parts of second derivative
terms, one can subtract the background R4 and R6 and then add the 4∂µφ∂

µφ term
from equation (4.4) to get the final kinetic terms. An illustration of this procedure on
few fields can be found in [1, App. D].

Neglecting flux quantization, as well as quantization of N I
Op/Dp

and that of the
structure constants [2], the type II supergravity actions have a large symmetry group
that allows one to rescale and shift the fluxes. This enables us to move any given point in
field space to the point where all axionic scalar fields and all off-diagonal metric entries
are equal to zero and all diagonal metric entries and the dilaton eφ are equal to one.
Since the classical scalar potential has a complicated dependence on the fields but is
quadratic in the fluxes and linear in the sources, it is much easier to solve the equations
of motions and find critical points at a fixed point in field space in terms of the flux
parameters. One can then use the rescaling and shifts of the fluxes to move the critical
point. If one can find in this way a point in field space at large volume, large complex
structure and weak string coupling, where also the necessary quantization is obeyed, then
one can trust the corresponding solution as a classical string background.

Given that most corrections to the classical flux potential are not known, it is not
exactly clear where the trustworthy large volume and weak coupling regime begins. We
therefore do not focus on this point but are rather interested in the mass spectrum for a
given critical point. While the actual masses of the fields can change under the above
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rescalings (see e.g. the λ-rescaling discussed in Section 5.5), the ηV parameter defined in
(4.19) below cannot. This also means that the number of tachyons cannot change under
this rescaling. This will be important and sufficient for our analysis below that we can
hence carry out at any point in field space.

From the field space metric Kij defined in (4.8) and discussed around (4.17), one
obtains the mass matrix

M i
k = Kij∇j∂kV , (4.18)

where ∇jvk = ∂jvk−Γl
jkvl is the covariant derivative on vk and Γl

jk denotes the Christof-
fel symbol associated with Kij . The eigenvalues of M are the masses2. Considering its
minimal eigenvalue, denoted by “min”, one defines for V 6= 0 the parameter

ηV =M2
p

min
(
Kij∇j∂kV

)
V

. (4.19)

As explained above, the sign and value of ηV are not sensitive to rescalings of the fields,
so it will be a useful parameter in the following, when studying the stability of solutions
in the context of the swampland program.

The fields {ϕi} to be considered can always be brought to a canonical basis {ϕ̂i},
where the field space metric Kij becomes δij , i.e. the kinetic terms become diagonal and
normalized. This change of basis is given by the field space diffeomorphism P i

j =
∂ϕ̂i

∂ϕj .
In terms of matrices, one has (Kij) = P T δP , where δ is simply the identity matrix;
we refer to [65, (2.2)] for more detail. The fields one-forms (or here their coefficients)
are obviously related by ∂µϕ̂

i = P i
j∂µϕ

j . One can then consider the mass matrix
M̂ in the canonical basis, of coefficients M̂ i

k = δij∇ĵ∂k̂V . One can verify that M̂ =

PMP−1 = δ−1P−T∇∂V P−1, where the matrix ∇∂V computes the Hessian of V in
the non-canonical field basis. We will use these formulas to get our spectrum data.
Indeed, the code MSSV first computes the matrix P using the relation (Kij) = P T δP , and
introducing an orthonormal matrix O and a diagonal one D, such that P = D−1O. Then,
the mass matrix is computed with M̂ = δ−1P−T∇∂V P−1. From there, its eigenvalues
and eigenvectors are determined. Expressing the eigenvectors in the non-canonical basis
(to understand their field directions) then amounts to using the relation ∂µϕ̂i = P i

j∂µϕ
j ,

or in short in the code, ϕ̂ = Pϕ. We will obtain in this way the spectrum data, and use
it to analyse the stability of solutions in Section 4.5.

4.3 The code MSSV

In this section, we briefly present how the code MSSV works, and provide a few useful
commands. MSSV stands for Maximally Symmetric spacetime Solutions V , where V refers
to the complete scalar potential V obtained via the dimensional reduction described
above. The code has been developed with Wolfram Mathematica 13. MSSV takes as
input the source configuration corresponding to a certain solution class, meaning the
number of Op-planes, of Dp-branes, and the directions along which they are placed. This
is also referred to as the “model”, since this data determines the 4d theory and its field
content. Once executed, the code begins by using the user’s input to find the left-invariant
scalar fields and the background fluxes after the orientifold projections. The code then
computes, following Section 4.2, the 4d kinetic terms and scalar potential for these fields
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and fluxes and packages them as per equation (4.8). The code also determines those of
the scalar fields that are generic flat directions, as discussed in Section 4.5.1. In the code
we have set Mp = 1.

The next required input is that of a concrete 10d solution obtained from the code
MSSS and listed in the accompanying database [4]. This amounts to assigning values
to all the fluxes appearing in the variable fluxes. Through the command AnalyseSol,
after performing a few checks on the 10d solution, the code is then able to extract the
mass spectrum and the ηV value (see equations (4.18) and (4.19)). It also provides the
mass matrix eigenvectors for the tachyonic and massless modes. In the case of multiple
massless modes, the corresponding eigenspace is degenerate and the code chooses a
random basis in field space that spans it.

Note that the computation of the mass spectrum by the code assumes to be at a
critical point, where ∂ϕiV = 0, axions (including off-diagonal metric components) vanish,
and diagonal metric components as well as eφ are set to one. While it would be easy
to change this and allow computations at generic points in field space, we find that
generically the code would become very slow. In addition, all models analysed below do
correspond to critical points.

We now list a few useful commands; more are provided in the code.

• RunModel – Initializes the model, then prints out the left-invariant scalar fields and
background fluxes for the chosen source configuration along with any generic flat
directions, i.e. left-invariant scalar fields that generically do not appear in V .

• AnalyseSol – Computes and prints out information regarding the mass spectrum,
including masses of the fields, number of massless fields and their field directions,
number of tachyons and their field directions, etc. This is computed for a given
solution that satisfies ∂ϕiV = 0 at the critical point defined in the variable extremum.

• fields – Returns the left-invariant scalar fields for the chosen model.

• fluxes – Returns the set of Fp, H3, and metric fluxes for the chosen source
configuration. Recall that we set faab = 0 without the summation over a.

• VGen – Returns the scalar potential as a function of the left-invariant scalar fields
at a generic point in field space.

• V – Returns the scalar potential as a function of the flux parameters defined in
the variable fluxes and evaluated at the critical point defined in the variable
extremum.

The two most useful commands are RunModel and AnalyseModel, which must be
evaluated before calling on the other commands. Finally, let us mention that the notebook
allows to analyse different source configurations as well as several solutions, without
having to quit or restart it. Indeed, the main part of the code is run once and for all,
and one can then just call commands, or redefine the input. This allows in particular the
user to evaluate once a whole notebook where many solutions have been entered to be
analysed.
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4.4 Consistent truncations
In this section, we verify explicitly that the 4d theory obtained by the truncation and
dimensional reduction described in Section 4.2 is a consistent truncation of our 10d starting
point. We recall that (smeared) Op/Dp sources are present in our compactification. We
verify the consistent truncation for all 21 solution classes.

To prove the consistent truncation, it suffices to show that the 4d and 10d actions
yield the same equations of motion (eoms). On the 4d side, the eoms for the scalar fields
ϕi at an extremum, denoted by “ext”, read

∂

∂ϕi
V

∣∣∣∣
ext

= 0 . (4.20)

Note that we restrict ourselves here to solutions without kinetic energy. The (trace of
the) Einstein equation reads, for a maximally symmetric spacetime,

R4 − 4Vext = 0 , (4.21)

and we use in this section Mp = 1.
On the 10d side, the equations of motion are the flux eoms, denoted schematically

Fi = 0, the 6d Einstein equations Eab = 0, the 4d Einstein equation E4 = 0, and the
dilaton eom D = 0. These can be found e.g. in [4]. For instance, we define

E4 = R4 −
∑
p

T
(p)
10

p+ 1
+

6∑
q=0

|Fq|2 , D = 2R4 + 2R6 +
∑
p

T
(p)
10

p+ 1
− |H3|2 . (4.22)

Note that in [4], the authors considered the trace-reversed 6d Einstein equations, and
considered linear combinations of eoms to obtain E4, thus one expects that the matching
with equations (4.20) and (4.21) should only hold up to taking linear combinations. Let
us add that the metric used in [4] is δab, allowing to raise 6d Einstein equation indices
towards Eab.

For each class of solutions, we determine in components the 10d eoms using the code
MSSS [4]. We remove from those the equations trivially satisfied. In 4d, we compute the
components of the generic gradient at the extremum, ∂ϕiV

∣∣
ext

, with the help of MSSV.
At this stage, one can already check that the number of 6d Einstein equations matches
with the number of scalar fields arising from the internal metric, and that the number of
10d flux eoms matches with the number of axions appearing in the potential (that is,
without counting the fields associated to generic flat directions). From these two lists of
equations, one can then verify the matching, which goes as follows.

For the fluxes, one has (after the appropriate labelling)

Fi = 2
∂

∂ai
V

∣∣∣∣
ext

, (4.23)

where ai denotes the i-th axion. The non-diagonal 6d Einstein equations Eab correspond
to the variations with respect to the non-diagonal metric scalar fields Gab simply via

Eab =
∂

∂Gab
V

∣∣∣∣
ext

, a 6= b . (4.24)
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The diagonal ones are related by

2Eaa + δaaEbcδbc = 4
∂

∂Gaa
V

∣∣∣∣
ext

, (4.25)

where the above 6d trace accommodates the fact that Eab correspond here to the
trace-reversed equations. Finally, the dilaton and the 4d Einstein equation combine as
follows

2E4 −D = 2
∂

∂φ
V

∣∣∣∣
ext

, −E4 +D = R4 − 4Vext . (4.26)

It is remarkable that the same matching of equations works for all solution classes
considered, thus proving in each case the consistent truncation. Although this is not
surprising, given all other working examples in the literature recalled in Section 4.2.1,
this remains a non-trivial check. It was made possible thanks to the two codes MSSS and
MSSV that generate all equations to be considered for all solution classes, using the same
conventions. Finally, let us recall from [4] that finding 10d solutions would require in
addition to solve the flux Bianchi identities (including the tadpole conditions) and the
Jacobi identities on the fabc, to guarantee having a group manifold.

4.5 Stability analysis
Stability of solutions with maximally symmetric spacetimes is at the heart of several
swampland conjectures, as recalled in the Introduction; it also plays an important role
for phenomenological models. In this section, we use the 4d theory discussed in Section
4.2 and the corresponding code MSSV described in Section 4.3 to study the stability of
the de Sitter, Minkowski and anti-de Sitter solutions found in [1, 4, 65]. The solutions
database can be found in two files provided with [4]. These solutions were found with the
code MSSS [4] which is compatible with the present code MSSV. The conventions of [36,73]
followed in [4] are the same as in the present thesis, and we verify in particular that these
solutions are critical points of the scalar potential V obtained here, satisfying ∇V = 0 as
well as V =

M2
p

4 R4. This is actually formally ensured thanks to the analysis described
in Section 4.4 regarding consistent truncations. The stability of these solutions has
already been analysed using MSSSp in [5], considering only the 4-6 scalar fields (ρ, τ, σI)
corresponding to some dilaton and diagonal metric fluctuations. Thanks to the above
dimensional reduction, embedded in the code MSSV, we now have a complete set of scalar
fields, a corresponding scalar potential as well as kinetic terms. This allows us here to
provide a more complete analysis of the perturbative stability of these solutions. The
latter will essentially be discussed in terms of the parameter ηV defined in (4.19), or
the spectrum of masses2, which are the eigenvalues of the mass matrix (4.18). Both
are evaluated at the critical point of the potential, corresponding to the solution, where
the axions and off-diagonal metric components vanish, while the diagonal ones and the
exponential of the dilaton are equal to one. Note that thanks to the lemma in [1, Sec.
3.3], we know that adding more scalar fields, thus increasing the size of the mass matrix,
can only lower its minimal eigenvalue. As a physics consequence, solutions are expected
to be more unstable here than they were found to be in [5]. We also recall from Section
4.2.1 that the 4d theory used here is unlikely to be a low energy effective theory, but is
rather a consistent truncation. Therefore, we analyse the stability using modes that are
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not necessarily the lightest, but form an independent set with respect to other, truncated
modes. Since the masses2 obtained this way give upper bounds, our conclusions on
instabilities should be sufficient.

We first discuss in Section 4.5.1 the appearance of flat directions in the various
solution classes defined in Chapter 2. We then turn successively to the stability of de
Sitter, Minkowski and anti-de Sitter solutions, in the respective sections 4.5.2, 4.5.3 and
4.5.4.

4.5.1 Flat directions
Compared to the partial stability analysis of [5], a new phenomenon is here the presence
of massless modes in the spectrum of all de Sitter, Minkowski or anti-de Sitter solutions in
certain solution classes. This should be distinguished from the massless mode discussed
in the Massless Minkowski Conjecture [5], systematically observed to be present for
Minkowski solutions among the fields (ρ, τ, σI), but not in de Sitter or anti-de Sitter
solutions.

Massless modes observed in solution classes for any cosmological constant can nat-
urally be interpreted as being flat directions. Indeed, specifying a solution class fixes
the orientifolds, it thus determines a set of scalar fields and their generic potential,
independently of the cosmological constant. We verify this interpretation by explicitly
identifying scalar fields that do not appear in the generic potential of their solution class.
We list those in Table 4.3 for the solution classes to be considered in the subsequent
stability analysis, and in Table 4.4 for the remaining 13 classes of solutions.

Class s55 s555 s66 s6666 m46 m466 m55 m5577

Flat dir. field C6 (1) C6 (1) C5 (1) ∅ C5 (3) C5 (1) C6 (1) ∅

Table 4.3: We consider all solution classes of [4] for which the stability of a solution
will be analysed in Section 4.5. For each of them, the dimensional reduction described
in Section 4.2.2 provides a finite set of fields {ϕi} and a scalar potential V . We list in
this table the fields ϕi such that ∂ϕiV = 0 generically: this means ϕi is a flat direction.
While we actually provide in the table a p-form, the number in parentheses corresponds
to the amount of its components remaining after the orientifold projections, thus to the
number of scalar fields being generic flat directions in the solution class.

The flat directions identified in Table 4.3 correspond to some RR axions. So they
can indeed be distinguished from the Minkowski massless mode conjectured to be among
(ρ, τ, σI). It is easy to understand why these axions do not appear in their scalar potential.
In type IIB, C6 could only enter the potential (4.15) through an F7-flux (the dual of a 4d
F3-flux): it would appear through a term proportional to a geometric flux coming from
dC6. This 6d 7-form is however obviously vanishing. Therefore C6 only appears in kinetic
terms as a fluctuation, and is then a flat direction. F3 and thus C6 are however odd under
an O7 involution, so C6 has to be projected out by an O7, as in m5577. On the contrary, in
type IIA, C5 can appear in the potential (4.14) through F6, the dual of a spacetime-filling
F4. A potential term for C5 would appear through dC5, a maximal 6d form proportional
to
∑

a f
a
ab. We however require the latter sum to vanish (implemented in our ansatz)
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due to the 6d compactness. So (all components of) C5 are also flat directions. C5 is odd
under an O6-plane involution: one then verifies that four O6-planes as placed in s6666
project out all C5 scalar fields. The absence of these flat directions in s6666 and m5577,
as indicated in Table 4.3, is consistent with the observation in the next subsections that
the only solutions without massless mode belong to these two classes.

Class s3 s7, m7 s4, m4 s5, m5 s6, m6 s77, m77 m66 m57

Flat dir. field C4 (15) ∅ C5 (5) C6 (1) C5 (3) C4 3456 C5 (1) ∅

Table 4.4: Analogous table to Table 4.3, indicating flat directions for the other 13 classes
of [4], for completeness. For s77 and m77, with O7 placed along internal directions 1234
and 1256, only one of the three C4 components is a flat direction.

To those generic flat directions in solution classes, one may add more flat directions
appearing when setting to zero (generically, or even in a solution) some contribution
to the scalar potential, e.g. a background flux. Let us consider as an example C4,
which only appears in the potential (4.15) through F5, i.e. as dC4 proportional to
fa[bcC4 def ]a. In s55, as indicated in (4.3), the following C4 components are possible:
C4 1356, C4 1456, C4 2356, C4 2456. The allowed structure constants (by O5 projections) that
could contribute to the potential of C4 are then fabc with a = 5, 6, bc = 13, 14, 23, 24. As
a consequence, if one considers as a “subclass” of s55 the one with these 8 fabc vanishing,
then one gets “generically” in this subclass the 4 axions of C4 being flat directions. The
Minkowski solution s0551 can be viewed as part of such a subclass, since these 8 structure
constants vanish in this solution.

This analysis of flat directions will help us understanding some of the massless modes
appearing in the following. To conclude, let us add a remark: RR axions enjoy a
continuous shift symmetry in supergravity that is broken in string theory to a discrete
shift symmetry. This makes their moduli space compact and one in principle does not have
to stabilize them for phenomenology. Unless one breaks this symmetry by appropriate
fluxes one expects that these axions will remain flat directions at the perturbative level.
Non-perturbative effects are however generically leading to a sinusoidal potential for
these axions (see for example [151, Sec. 2]). The size of these effects is model dependent
and we will not study it here.

4.5.2 De Sitter solutions

We compute for each de Sitter solution the mass spectrum with MSSV. We report in Table
4.5, 4.6 and 4.7 the values of the ηV parameter, comparing them to the values obtained
with the restricted set of fields (ρ, τ, σI). We also give the number of massless modes and
the number of tachyons. Those can be compared to the total number of fields in each
class (Table 4.1) and the number of generic flat directions (Table 4.3).
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class s+66 s+6666 m+
46

solution 1 1 2 3 4 1 2 3 4
−ηV [5] 3.6170 18.445 2.6435 2.3772 3.6231 3.6764 3.7145 2.2769 2.8266
−ηV 3.7405 20.836 2.8604 4.7167 3.8438 4.0177 4.0679 3.6681 3.6321
m2 ≤ 0 1−, 40 1−, 00 2−, 00 1−, 10 1−, 10 2−, 40 1−, 40 2−, 40 2−, 40

class m+
46

solution 5 6 7 8 9 10
−ηV [5] 0.36462 3.0124 2.0672 2.3554 2.6418 1.2539
−ηV 5.1535 3.7518 3.5399 5.9109 3.8699 8.1124
m2 ≤ 0 2−, 40 1−, 40 2−, 40 2−, 40 2−, 40 1−, 40

Table 4.5: Spectrum information for each de Sitter solution in type IIA. We first provide
the value of −ηV for the fields (ρ, τ, σI) obtained in [5], then the one obtained here with
the complete set of scalar fields of the above dimensional reduction. By i−, j0, we also
indicate the number j of massless modes and i of tachyons.

class s+55
solution 1 2 3 4 5 6 7 8 9
−ηV [1] 2.8544 2.7030 2.9334 2.8966 2.9703 2.9146 2.5101 2.7790 2.2494
−ηV 3.9131 3.8971 3.9214 3.9370 3.9022 3.9063 3.8974 3.8532 3.9062
m2 ≤ 0 1−, 40 2−, 40 1−, 40 1−, 40 1−, 40 1−, 40 2−, 40 1−, 40 2−, 40

class s+55
solution 10 11 12 13 14 15 16 17 18
−ηV [1, 65] 2.0908 2.9354 2.7548 2.9518 1.7067 2.9336 2.8404 2.8748 −3.7926
−ηV 2.7609 3.9209 3.5411 3.5950 4.0847 4.2994 3.7656 3.7224 17.5906

m2 ≤ 0 2−, 40 1−, 40 2−, 40 1−, 40 1−, 40 1−, 40 1−, 40 1−, 40 2−, 40

class s+55
solution 19 20 21 22 23 24 25 26 27
−ηV [65] 0.12141 1.3624 1.7813 1.0525 1.2253 0.95955 0.90691 1.0438 1.1172
−ηV 2.5948 6.4415 4.3007 2.4940 4.0269 2.7322 3.0085 3.9184 3.9970
m2 ≤ 0 2−, 40 1−, 40 1−, 40 2−, 40 2−, 40 2−, 40 2−, 40 2−, 40 2−, 40

Table 4.6: Spectrum information for each de Sitter solution in type IIB. We first provide
the value of −ηV for the fields (ρ, τ, σI) obtained in [1,65], then the one obtained here
with the complete set of scalar fields of the above dimensional reduction. By i−, j0, we
also indicate the number j of massless modes and i of tachyons.

Let us start our comments by mentioning that all de Sitter solutions are perturbatively
unstable, i.e. tachyonic, in agreement with Conjecture 2 of [70]. It is even true for the
special solution s+5518: this solution was the only known perturbatively stable dS solution
without a tachyon in the fields (ρ, τ, σI) and we have now proven that it is actually
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class s+55 m+
55 m+

5577

solution 28 1 2 3 4 1 2 3 4
−ηV [5] 3.2374 2.5435 2.6059 2.7126 3.3574 4.7535 3.5034 3.2722 3.1779
−ηV 3.7586 3.4316 3.4460 3.4221 3.8729 32.725 3.7931 3.8289 3.7733
m2 ≤ 0 2−, 40 2−, 30 1−, 30 2−, 30 1−, 30 2−, 00 2−, 00 1−, 10 1−, 10

class m+
5577 m∗+

5577

solution 5 6 7 8 9 10 11 12 1
−ηV [5] 4.7957 4.9129 3.4210 3.5611 2.9333 2.9003 3.4806 2.8966 5.0483
−ηV 5.0140 5.1358 3.7551 3.9213 3.7903 3.8044 3.9849 3.4820 5.2673
m2 ≤ 0 1−, 10 1−, 10 2−, 00 1−, 00 2−, 00 2−, 00 1−, 00 2−, 00 1−, 10

Table 4.7: Spectrum information for each de Sitter solution in type IIB. We first provide
the value of −ηV for the fields (ρ, τ, σI) obtained in [5], then the one obtained here with
the complete set of scalar fields of the above dimensional reduction. By i−, j0, we also
indicate the number j of massless modes and i of tachyons.

unstable.6 This stability does not survive the inclusion of the other scalar fields here. It
becomes even strongly unstable, going from ηV ≈ 3.8 to ηV ≈ −17.6. All other solutions
are also very unstable with ηV < −1, most of them however with |ηV | ∼ O(1). This
situation is in agreement with the refined de Sitter conjecture of [62, 63]. Such values of
ηV are in particular observed for solutions s+5519, 24, 25, and m+

465. Those four solutions
all had |ηV | < 1 with the restricted set of fields, giving hope that dedicated searches as
in [65] could provide viable solutions for a slow-roll cosmological scenario; they now all
verify ηV . −1. Still, we also observe that for most solutions, the value of ηV is not
drastically modified when considering all the fields as here. There are a few notable
exceptions to the latter, the most impressive change being observed for m+

55771 going
from ηV ≈ −4.75 to ηV ≈ −32.7. We note that this solution is on a non-compact group
manifold [5]. The solution s+66661, which also has a very low value, ηV ≈ −20.8, but does
not go through a drastic change, is on a compact manifold. To summarize, all de Sitter
solutions are now perturbatively unstable with ηV ≤ −1, i.e. exhibit strong instabilities.

Another important aspect of the instabilities are the field directions of the tachyons.
As conjectured in [108], the restricted set of fields (ρ, τ, σI) always contains one tachyon, a
claim verified in all solutions (except s+5518 as mentioned above). Note that the tachyonic
direction among these few fields varies, as studied in [65]. Interestingly, we observe here
that some solutions have more than one tachyon, meaning that a new one appears, due
to the new fields considered. Analysing the directions of the mass matrix eigenvectors,
we can determine the fields responsible for the tachyons. Most of the time, a first tachyon
(if not the only one) is essentially due to the dilaton and diagonal metric components:
it is interpreted as the one previously seen, predominantly along (ρ, τ, σI). If there is a
second tachyon, then the first one typically has the most negative mass squared and is

6As argued in [65], this uncommon stability could be related to the fact that the 6d group manifold is
in that case non-compact.
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often easily distinguished from the other one, predominantly along RR and NSNS axions.
This becomes striking in solutions m+

55779, 10, which have one quasi-massless tachyon
predominantly along C4, the other tachyon being the previously known one.

The distinction between tachyons becomes less clear for solutions s+5518− 27: there
the two m2 < 0 have similar values, and important contributions of diagonal metric
components can be found in both tachyonic directions. This different behaviour of
the spectrum may not come as a surprise, since these solutions were all found looking
precisely for very specific tachyons [65]. The same phenomenon (m2 values become close,
relevant diagonal metric and dilaton contributions in both tachyons) occurs for solutions
m+

463− 5, 7− 9, m+
553 and m+

557712. Finally we note that s+66662 and m+
55771, 2, 7 exhibit

the same mixed contributions in the tachyons, with however two fairly separate negative
m2.

It would be interesting to relate these differences in the spectrum to specific features
of the solutions. Even though this would deserve more study, we note already that almost
all solutions which have more than one tachyon are on non-compact manifolds [5]. The
only exceptions are s+5519, 22− 27 which were however found with non-generic, dedicated
searches. This observation should be related to the discussion of massless scalar fields,
that we now turn to.

Last but not least, we observe the appearance of massless modes; none had been
observed before within (ρ, τ, σI). Massless modes have been discussed already in Section
4.5.1 on flat directions. As indicated in Table 4.3, solution classes s55 and m55 admit
(the only component of) C6 as a flat direction. We recover it here as systematically
contributing to the massless modes eigenvectors. The other contributions to these
eigenvectors in type IIB classes are (some of) the C4 components. For the solutions s+55,
there are always 4 massless modes: one is due to C6 and the others to combinations of
3 of the 4 C4 components. We see a priori no reason to choose some component of C4

and not the others. Nevertheless, in s+5512 − 17, 22 − 28, only C4 1356 , C4 1456 , C4 2456

appear in massless modes, while C4 2356 appears in tachyons. Similarly, in s+5510, 11,
C4 1456 , C4 2356 , C4 2456 appear in massless modes and C4 1356 in tachyons. This is a
surprising asymmetry. More generally, we suspect that combinations of 3 C4 components
are (non-generic) flat directions of s+55 as discussed in Section 4.5.1, maybe because of
F5 = 0 in all solutions considered. Another surprising observation is the presence of only
3 massless modes in m+

55 solutions, while the same fields are present to start with as in
s+55. Again, those are due to C6 and combinations of C4 components. The reduction from
4 to 3 massless modes going from s+55 to m+

55 could be due to a different (non-closed)
F1-flux in the latter, because of the presence of D7-branes. Finally, in m5577, C6 is
projected out and only 2 components of C4 remain. The massless mode observed there
in some solutions is a combination of these 2 C4 components, but it is also worth noting
that some solutions m+

5577 do not have any massless mode. It would be interesting to
understand why, and more generally, determine combinations of C4 components being
flat directions in (subclasses of) type IIB.

Turning to type IIA, we observe the “T-dual” behaviour, as already discussed for the
number of fields in each class around Table 4.1: s+66 and m+

46 have 4 massless modes as
s+55, while s+6666 solutions have 1 or no massless mode, as m+

5577. The class s66 allows for
1 C5 component which is a flat direction; the other massless modes are due here to a
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combination of C3 components (6 are allowed). In m46, C5 has 3 components, all flat
directions. The remaining massless mode is a combination of 1, 2 or 3 components of
C3 among the 4 allowed. Finally in s6666, C5 is projected out and C3 has 4 components.
The massless mode observed for some solutions is a combination of 2 C3 components. As
for type IIB, it would be interesting to prove that combinations of C3 can in type IIA
subclasses be flat directions.

After this stability analysis, one may wonder whether there is a de Sitter solution which
is more promising, phenomenologically, than others. If we stick to basic requirements of
compactness of the 6d manifold and the absence of massless mode, we note a surprising
(and disappointing) correlation. All solutions of m+

5577 with one massless mode are
precisely those on a compact manifold, while those without massless mode are on non-
compact ones. Similarly, the 4 m+

55 solutions with only three massless modes (instead
of the four of s+55) are on non-compact manifolds. Regarding type IIA, s+66663, 4 which
have one massless mode are as well on a compact manifold, while s+66662 which has
none is on a non-compact one. The only exception would be s+66661, having no massless
mode on a compact manifold. This seems to come however at the cost of a very strong
instability: ηV ≈ −20.8. Finding phenomenologically appealing de Sitter solutions
would thus require more efforts. Let us nevertheless give a word of caution on these
phenomenological interpretations, because of the distinction between low-energy and
consistent truncation mentioned in Section 4.2.1: for this warning we refer to the
discussion at the end of Section 4.5.3 on Minkowski solutions. Let us also recall that
massless axions could phenomenologically be less problematic, and corrections to our
perturbative study may make them massive: see the discussion at the end of Section
4.5.1.

4.5.3 Minkowski solutions
The mass spectrum of each Minkowski solution is computed with MSSV. We report in
Table 4.8 the number of massless modes and tachyons, comparing them to the number of
them within the restricted set of fields (ρ, τ, σI). The total number of fields in each class
can be found in Table 4.1 and that of generic flat directions in Table 4.3.

class s055 s0555 m0
46 m0

466

solution 1 1 2 3 4 1 2 1 2
m2 ≤ 0 [5] 0−, 10 0−, 10 0−, 10 0−, 10 0−, 10 0−, 10 0−, 20 0−, 20 0−, 20

m2 ≤ 0 0−, 70 2−, 20 0−, 30 0−, 30 0−, 30 1−, 60 1−, 70 0−, 30 0−, 30

class m0
466

solution 3 4 5 6
m2 ≤ 0 [5] 0−, 20 0−, 20 0−, 20 0−, 20

m2 ≤ 0 1−, 30 1−, 30 0−, 30 0−, 30

Table 4.8: Spectrum information for each Minkowski solution in type IIA/B. We indicate
by i−, j0 the number j of massless modes and i of tachyons, first for the fields (ρ, τ, σI)
as obtained in [5], and then for the complete set of scalar fields considered here.
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Chapter 4. Consistent truncations and stability

In [5] the Massless Minkowski Conjecture was proposed: it postulates the systematic
presence of a massless scalar field among (ρ, τ, σI). This was verified for all the solutions
we consider here. While including new fields, we observe here the appearance of more
massless modes. A first explanation for those are the flat directions due to RR axions,
indicated in Table 4.3. This interpretation is perfectly verified for m0

466 solutions: while
they had 2 massless modes among (ρ, τ, σI), we observe here a third one, with field
directions in the 3 eigenvectors being purely among the diagonal metric, the dilaton, and
C5 (the flat direction). Let us recall that massless modes form a degenerate eigenspace, so
the exact field directions of each eigenvector is not a relevant information, the eigenvectors
are provided in random combinations. In m+

46, eigenvectors are along diagonal metric
components and the dilaton as in previous massless modes, together with the 3 C5

components (flat directions) and some of B2, C3 and off-diagonal metric components. In
type IIB, the same holds for s0551 with contributions to massless modes from diagonal
metric components, the dilaton and C6 (the flat direction), as well as C2 and C4. In
these last two examples, it would be interesting, as for de Sitter solutions, to understand
why extra axions contribute to massless modes. For s05551, the interpretation is again
clear, with the same previously known contributions and that of C6, the flat direction.
Finally, s05552− 4 provide an interesting novelty: all three massless modes are along C6,
the diagonal metric components and the dilaton. This means that there is one additional
massless mode along diagonal metric components and the dilaton, not seen previously
with (ρ, τ, σI): we verify this by noticing that the eigenvectors distinguish g55 and g66,
while those are not distinguished with (ρ, τ, σI) and a set of O5/D5 along directions 56.
The presence of this extra massless mode makes sense, given that the T-dual source
configuration in m0

466 has 2 massless modes among (ρ, τ, σI). This extra mode seems to
become tachyonic for s05551, a discussion we now turn to.

A surprise in the spectrum of Minkowski solutions are indeed tachyonic directions.
In addition to diagonal metric and dilaton contributions, the eigenvectors are along
off-diagonal metric and C2 components in s05551, off-diagonal metric and C3 components
in m0

461, 2, and off-diagonal metric components in m0
4663, 4. We do not have a clear

understanding of their appearance. Let us note however that s05551 and m0
461 have

non-compact 6d manifolds, and the compactness has not been established for m0
462 and

m0
4663 [5]; this may allow to discard these solutions. The solution m0

4664 seems however
to be on a compact group manifold; maybe the detailed lattice ensuring this compactness
should still be investigated.

More generally, we conclude that the Massless Minkowski Conjecture is still verified.
However, its strong version [5] is in tension with the present results: indeed, it states
the absence of 4d tachyonic directions in Minkowski solutions. Nevertheless, one should
be careful with the interpretation of this strong version of the conjecture. The latter
might indeed be applied more strictly to low-energy effective theories of quantum gravity,
while the present consistent truncation is probably not such an effective theory. If a
low-energy truncation would keep less modes, the resulting spectrum would be different.
In particular, it could avoid the phenomenon of “space invaders”, where including a
priori more massive modes leads to having smaller (or even tachyonic) masses. If this is
avoided, the strong version of the Massless Minkowski Conjecture may still hold.

The strong version also refers to other swampland conjectures, and as such could be
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more sensitive to the connection to string theory. We then note that the validity of the
solution m0

4664 as a classical string background has not been tested; this requirement
combined with that of the existence of a lattice ensuring the 6d compactness can be
challenging [2]. It could then turn out that the present work does not provide any
counter-example to that conjecture; we hope to come back to these matters in future
work.

4.5.4 Anti-de Sitter solutions
We compute for each anti-de Sitter solution the mass spectrum with MSSV. We report in
Table 4.9 on the values of the ηV parameter, comparing them to the value obtained with
the restricted set of fields (ρ, τ, σI). We also give the number of massless modes and that
of tachyons, obtained with (ρ, τ, σI) and obtained here. The total number of fields in
each class can be found in Table 4.1 and the number of generic flat directions in Table
4.3.

class s−55 m−
46

solution 1 2 3 4 1 2 3 4 5
ηV [5] 0.77850 −4 −3.8495 −2.4901 1.2531 1.5483 1.5537 1.3004 1.2548
ηV 1.1436 2.5632 2.1117 2.7870 1.9213 1.9873 2.0293 1.8554 2.1590

m2 [5] 1BF, 00 0BF, 00 0BF, 00 0BF, 00 1BF, 00 1BF, 00 1BF, 00 1BF, 00 1BF, 00

m2 1BF, 50 1BF, 60 1BF, 60 1BF, 60 2BF, 40 1BF, 40 1BF, 50 1BF, 60 1BF, 60

Table 4.9: Spectrum information for each anti-de Sitter solution in type IIA/B. We first
provide the value of ηV (note the definition and sign convention in (4.19)) for the fields
(ρ, τ, σI) obtained in [5], then the one obtained here with the complete set of scalar fields
of the above dimensional reduction. By iBF, j0, we also indicate the number j of massless
modes and i of tachyons (those with m2 below the BF bound).

Let us first recall that for anti-de Sitter solutions, a 4d perturbatively stable scalar
field has a mass m verifying the Breitenlohner-Freedman (BF) bound

m2 > − 9

4l2
⇒ ηV <

3

4
, (4.27)

with the anti-de Sitter radius l (see e.g. [5, Sec. 3.4.3]). Most solutions were already
found unstable within the fields (ρ, τ, σI), as can be seen in Table 4.9. For these unstable
solutions, the addition of fields only makes ηV slightly larger, i.e. the solution more
unstable. Looking at the eigenvectors for their tachyonic mode, we do not easily identify
the previous tachyon. Diagonal metric components and dilaton always contribute to it,
with however C2 for s55−1, B2 for m−

462, 3, or off-diagonal metric components for m−
465.7

One of these solutions, m−
461, gets in addition a second tachyon. Both tachyons there get

also very mixed contributions from the various fields.
Three other solutions, s−552 − 4, were found to be perturbatively stable within the

fields (ρ, τ, σI). These solutions admitted in addition, among these fields, only positive
7We note also for some of these solutions the appearance of other negative m2, however not tachyonic.

Their eigenvectors also get mixed contributions.
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m2. Here, the addition of the new fields generates one tachyon for each of these solutions
(and one additional negative m2 for s−554). There again, the eigenvectors get very mixed
contributions. We conclude that all anti-de Sitter solutions are here found to be unstable
(with tachyons partly along axions). Since masses squared below the BF bound are
forbidden in supersymmetric anti-de Sitter solutions, we conclude that all the anti-de
Sitter solutions above are non-supersymmetric, confirming this suspicion of [5]. The
tachyons we found provide perturbative instabilities in agreement with the swampland
conjecture of [68].

Another phenomenon when adding the new fields is the appearance of massless modes.
In type IIB, the generic flat direction is C6. In addition, massless modes are along
B2, C2, C4 for s−551 and B2, C4 for s−552− 4. In type IIA, the generic flat directions are
the 3 components of C5. In addition, massless modes are along C3 for m−

461, 2, B2, C3

for m−
463, B2, C1, C3 for m−

464, 5. As for de Sitter and Minkowski solutions, it would be
interesting to see whether these axionic massless modes are actually flat directions of
solution subclasses.

4.6 Summary and outlook
In this chapter, we derived a 4d theory for compactifications of 10d type II string theory
on 6d group manifolds. In particular, we obtained a scalar potential V and the kinetic
terms. Our setting includes NSNS- and RR-fluxes as well as (smeared) Op-planes and
Dp-branes, and the metric fluxes associated to the group manifold. Once implemented
numerically in the code MSSV, we used this scalar potential to prove that we actually
perform a consistent truncation. We finally analysed the stability of 10d solutions with
4d maximally symmetric spacetimes.

We first described in Section 4.2.1 our truncation of the 10d fields, which consists
in keeping the left-invariant scalar fields on the group manifold. As discussed there,
those are not guaranteed to be the lightest fields (for generic group manifolds) but they
are providing a consistent truncation before orientifolding [139]. It is expected that the
same still holds after including orientifold planes, as shown in various examples. In
Section 4.4, we proved explicitly that our truncation is consistent for all 21 solution
classes of [4]; let us recall that these compactifications include orientifolds. To reach
this result, we compared the 10d equations of motion provided by the code MSSS [4] and
the 4d equations given by MSSV. Even though a consistent truncation may differ from
a low energy truncation, it is sufficient for our purposes when studying the stability of
solutions.

Based on this truncation, we derived in Section 4.2.2 a corresponding 4d theory
starting with 10d type II supergravities with Op/Dp sources. We got in particular the
scalar potentials in equations (4.14) and (4.15), and computed the scalar kinetic terms.
Those allowed to define the mass matrix in equation (4.18), that provided us with the 4d
mass spectrum. This derivation is automated in the code MSSV, a Mathematica notebook
presented in Section 4.3. This code further computes the mass spectrum for a given
solution and related quantities characterising stability. This code was then used in
Section 4.5.1 to identify generic flat directions in the various solution classes, that would
appear as massless modes in the spectrum.
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We finally turned in Section 4.5.2, 4.5.3 and 4.5.4 to the stability analysis of 10d
solutions with 4d de Sitter, Minkowski or anti-de Sitter spacetimes, respectively. These
solutions were obtained in [1, 4, 65], forming a convenient database. Their stability had
only been analysed partially on a restricted set of fields denoted (ρ, τ, σI) in [5], and
we commented here on the comparison to the stability properties now observed when
including all the left-invariant fields. A first result is that all de Sitter and anti-de Sitter
solutions at hand are found unstable, despite several candidates found stable within the
restricted set of fields. This is in agreement with various conjectures, as discussed in
those sections. We also discussed at length the field directions of the tachyons: it is
often possible to identify a previously observed tachyon among the fields (ρ, τ, σI), while
the new fields, e.g. RR and NSNS axions, contribute to a different one. But in some
instances, the contributions of the various fields are more mixed.

We also commented on the numerous massless modes that we observed: some
correspond to the generic flat directions, but further contributions from other axions
are often noticed. Those may signal further flat directions due to peculiarities of the
solutions considered, e.g. some vanishing flux, that could be viewed as a solution subclass.
For Minkowski solutions more specifically, we verified that the Massless Minkowski
Conjecture [5] holds, but we also note that checking its strong version is more subtle,
and we discussed it. In particular, requiring the compactness of the 6d manifold together
with our supergravity solutions being in a classical string regime may not be achieved;
this would remove potential counter-examples to this strong version.

In general, correlations are observed between the number of tachyons, of massless
modes, or the value of the ηV parameter, and whether or not the 6d manifold is compact.
(Non)-compactness is one feature of the solutions considered which could explain the
differences observed; it would be interesting to identify others.

Several questions as well as opportunities are raised after this work, having now the
code MSSV available; some ideas were already mentioned in the introduction. To start
with, one may consider verifying that the truncation to left-invariant modes on group
manifolds is a consistent truncation, in full generality. By this we mean allowing for
any possible Dp source configuration without orientifold. Indeed, within our ansatz,
compactifications with orientifolds have all been classified in [4], and we checked those here
already. In turn, this restricts to anti-de Sitter solutions, according to Maldacena-Nuñez
no-go theorem [33]: only those do not require orientifolds. While the same procedure
could be followed combining the codes MSSS and MSSV, and we expect this to work, the
challenge could be on the amount of equations and variables to consider, larger in absence
of orientifold projection.

We suggested in the introduction to combine the search for 10d solutions performed
with MSSS and the stability analysis done with MSSV. One could even consider using
MSSV alone, i.e. the 4d scalar potential, to find new solutions. Their 10d origin would
however require to satisfy further constraints, namely the flux Bianchi identities (or
tadpole cancellation conditions) and the Jacobi identities on the geometric fluxes. This
may still be a useful approach to find interesting critical points of the 4d potential,
using new techniques such as gradient descent algorithms. This could be combined with
requirements on stability or tachyonic directions, as e.g. in [65].

Last but not least, it would be interesting to rewrite the 4d theory obtained here
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as a 4d (gauged) supergravity. This has been achieved in a variety of examples (see
Section 4.2.1). We mentioned there in particular the approach using SU(3) × SU(3)
structures, allowing to reach a 4d N = 2 supergravity, or N = 1 with an orientifold
projection. While this formalism is very appealing, it seems unfortunately not to apply
to some of our solution classes, where we reach N = 1 via the specific placement of a
Dp-brane (and not an Op-plane). It is for instance the case for the 28 de Sitter solutions
of s+55, where the source configuration (O5 along directions 12, 34, D5 along 56) preserves
N = 1 supersymmetry in 4d. Formulating the corresponding 4d theory as an N = 1
supergravity seems then challenging, but we hope to come back to this question in future
work.
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grounds

Within the swampland program, conjectures were proposed asserting that any theory
of quantum gravity, like string theory, and its 4d low energy effective theories, cannot
admit solutions with a (quasi) de Sitter space-time [79], at least in some limit [63, 80]
that could correspond to a classical perturbative regime. In this chapter, we revisit this
situation and claims in great detail on interesting examples. We focus on some of the
10d supergravity solutions admitting a 4d de Sitter space-time presented above, and we
test to a rare extent all requirements for them to be a classical string background. Even
though the solutions do not pass all tests, this detailed analysis should provide useful
tools for such studies, as well as a better understanding of the mechanisms behind this
apparent obstruction.

5.1 Motivations
Finding classical de Sitter solutions of string theory is usually done in two steps. First,
one typically looks for solutions of 10d type II supergravities with a 4d de Sitter space-
time and a compact 6d manifold M. Such solutions with intersecting Dp-branes and
orientifold Op-planes were found on M being a group manifold in [1, 74,75,89–92]. The
second step is to verify that these supergravity solutions are classical string backgrounds,
by satisfying a list of requirements, including a small string coupling gs and a large
6d volume in units of the string length ls. Studies on this topic were so far rather
negative [70, 92, 152–154] despite possible loopholes, leading to the situation that no
stringy classical de Sitter solution has been found, in line with the swampland conjectures.
In ref. [1], we have obtained new de Sitter solutions of 10d type IIB supergravity with
intersecting O5/D5 sources, thus fulfilling the above first step. In the following sections,
we provide a detailed 10d analysis of the second step, on two of these new solutions.

Group manifolds are characterised by an underlying Lie algebra with structure
constants fabc. The latter can be related to the spin connection coefficients of the 6d
metric, as can be seen e.g. in the Maurer-Cartan equations dea = −1

2f
a
bce

b ∧ ec. The
fabc then enter our 10d equations as variables. When looking for solutions in [1], we
allowed for a maximal freedom in the fabc, in a basis of one-forms ea where the metric
was δab. This simplified the search of solutions, but had the drawback of making the
identification of the algebra and group manifold cumbersome. We typically got many
non-zero structure constants, while Lie algebra representatives in classification tables
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only have a few. Algebras of some solutions could still be identified, with an isomorphism
to our sets of fabc. We could then verify the existence of a lattice, a discrete action on the
6d group manifold that provides its compactness. Algebras and lattices are particularly
simple for the de Sitter solutions 14 and 15 of [1], providing us, up to a change of basis,
with a complete knowledge of their 6d geometry; we thus focus in the following on
these two solutions. The details of these solutions can be found in Appendix B.1; these
correspond to solutions s+5514, s+5515, but in this chapter we keep the notation of [1] for
consistency and simplicity since we merely consider solutions of the same class s+55.

To ensure that a 10d supergravity solution is a classical string background, we identify
in practice five requirements to be met: a small gs, large 6d radii ra=1, ..., 6 in units of
ls, quantization of fluxes, a fixed number of orientifolds N I

O5
, and lattice quantization

conditions. We believe these requirements are sufficient; whether they are necessary is
discussed at the end of Section 5.7. The last three requirements need the detailed 6d
geometry, so they were only partially checked on the solutions in [1]. We now complete
the study for solutions 14 and 15. We summarize the requirements as follows

gs � 1 , ra � 1 , Nq a1...aq ∈ Z , (5.1)
N I

s ∈ Z , N I
s ≤ N I

O5
, Na quantized ,

where for simplicity, we will choose a hierarchy factor of 10, i.e. 0 < gs ≤ 10−1, ra ≥ 10.
The index I = 1, 2, 3 refers to the sets of internal dimensions (ab) wrapped by the O5/D5

sources: I = 1 along (12), I = 2 along (34), I = 3 along (56). The number of sources
along each set is defined as N I

s = N I
O5
− N I

D5
. It enters the source contributions T I

10

to the equations of motion and Bianchi identities. Our solutions have non-zero fluxes
F1, F3,H, giving the flux integers Nq a1...aq along some of their components. Finally, the
Na are numbers entering the fabc, quantized because of the lattice. The relations to the
supergravity solution data (in the left-hand side below) go as follows

gsFq a1...aq =
gs λNq a1...aq

ra1 . . . raq
, (5.2)

gsT
I
10 =

6 gs λ
2N I

s

ra1⊥I . . . ra4⊥I
, fabc =

ra λNa

rbrc
,

without sum on the indices, and the indices a⊥I
denote the directions transverse to the

set I. The three types of supergravity variables (fluxes, source contributions, structure
constants) are here expressed in units of 2πls. The radii ra are introduced through a
normalisation convention of the one-forms ea that we will come back to. The parameter
λ > 0 is an overall rescaling parameter of the solution that we are free to introduce. We
refer to Section 4 of [1] for more details.

In the following, we test solutions 14 and 15, expressed in the appropriate basis,
upon the requirements (5.1). To that end, we provide in Section 5.2 the material needed
by first discussing the 6d geometry of the group manifold for solution 14. We give a
basis of globally defined one-forms, determine lattice quantization conditions, and discuss
the number of orientifolds. We determine the needed harmonic forms and related flux
components. We then test in Section 5.3 the solution 14 upon the different constraints
(5.1). As announced, it does not succeed in satisfying all of them, but we give explicitly
various values obtained, allowing to evaluate how far the solution is from a classical string
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background. The same procedure is followed in Section 5.4 for solution 15, for which the
results are worse. We finally relate the problem of classical de Sitter solutions to that of
scale separation in Section 5.5. We argue there that one should at best expect a bounded
region in parameter space for both problems. We end with an outlook in Section 5.7.

5.2 6d geometry of solution 14
In this section, we present in detail the geometry of the 6d group manifold for our de
Sitter solution 14. We also obtain the material needed to test, in the next section, the
requirements (5.1) that would allow this solution to be a classical string background.

5.2.1 Foreword on the change of basis
As explained in the introduction, solutions 14 and 15 of [1] were found in a basis of
one-forms associated to a 6d metric δab, a = 1, ..., 6, giving respectively 8 or 7 non-zero
structure constants. As detailed in Section 2.3 and Appendix C of [1], a change of basis
can be performed to new one-forms ea = eamdym, associated to a new “metric” denoted
gab

ds26 = gmndy
mdyn = gabe

aeb . (5.3)
The coordinates ym=1, ..., 6 parameterize circles: ym ∈ [0, 2π[ and we require the identifi-
cations ym ∼ ym + 2π. As we will see, the radii ra > 0 are inside the eam. The metric
gab has the interesting properties of being block diagonal along the pairs of a-indices (12),
(34), (56), along which are the sources, and the determinant of these blocks is equal to 1.
For both solutions, the new basis gives only 4 structure constants. The corresponding
algebras are then easy to identify: solution 14 is on g03.5 ⊕ g03.5, and solution 15 is on
g−1
3.4 ⊕ g−1

3.4, using notations of [105]. Both admit lattices, allowing the group manifolds to
be compact. We come back to those in detail below. The new one-forms were denoted
with a prime in [1], and the solution data (flux components, structure constants, etc.)
was given explicitly in Appendix A of [1] under the names solution 14′ and 15′. We refer
to Section 2.3 and Appendices A and C for more details on these solutions; in the rest of
this chapter, we work in the new basis and drop the prime. We now focus on solution 14,
while solution 15 is treated in Section 5.4.

5.2.2 Lattice, orientifolds
For solution 14, the 4 structure constants are given by

f235 = −0.28930 , f325 = 0.013433 , (5.4)
f164 = −0.67154 , f614 = 0.41310 .

This corresponds to two copies of the three-dimensional solvable algebra g03.5. We rewrite
them in terms of real positive numbers N1,2,3,6 > 0 and the radii ra, as in the following
Maurer-Cartan equations

de2 =
N2r

2

r3r5
e3 ∧ e5 , de3 = −N3r

3

r2r5
e2 ∧ e5 , de5 = 0 , (5.5)

de1 =
N1r

1

r4r6
e6 ∧ e4 , de6 = −N6r

6

r1r4
e1 ∧ e4 , de4 = 0 .
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Let us focus on one of the two copies. As discussed below, an expression for globally
defined one-forms is given by

e2 = r2
(
N2

N3

) 1
4 (

cos(
√
N2N3y

5)dy2 − sin(
√
N2N3y

5)dy3
)
,

e3 = r3
(
N3

N2

) 1
4 (

sin(
√
N2N3y

5)dy2 + cos(
√
N2N3y

5)dy3
)
,

e5 = r5dy5 . (5.6)

Their normalisation is such that e2 ∧ e3 = r2r3dy2 ∧ dy3. The forms e2,3 can be written
in terms of the rotation matrix

A(y5) =

(
cos(
√
N2N3y

5) − sin(
√
N2N3y

5)
sin(
√
N2N3y

5) cos(
√
N2N3y

5)

)
, (5.7)

which plays an important role. One verifies that the one-forms ea are globally defined,
meaning invariant under y5 ∼ y5 + 2π, thanks to a coordinate identification

(y)y5+2π = A(−2π) (y)y5 , (5.8)

where the 2-vector (y) stands for y2, y3. Such an identification is admissible if the entries
of A(−2π) are integer (more generally, one may also allow for shifts of coordinates by
multiples of 2π). This gives the lattice quantization conditions, and ensures at the same
time that we have globally defined one-forms. We refer to [71] for more details. So here, a
first possibility is to have

√
N2N3 ∈ N∗. In that case, the coordinates are simply mapped

to themselves, i.e. they are globally defined: one is back topologically to a torus T 6, with
a non-Ricci flat metric. A second possibility is

√
N2N3 ∈ N+ 1

2 , where the rotation gluing
acts as a Z2 on the coordinates. Another possibility is

√
N2N3 ∈ N+ 1

4 that mixes y2
and y3. These different lattices give rise to different topologies. We refer to [155] or [76]
(sections 2.3 and 5) for more details on these geometries. Further discussions and Betti
numbers can also be found in [155], as well as two more lattices involving constant shifts
of coordinates, not included here. Ricci flat versions were recently considered in [66,67].

In the case of a torus, with
√
N2N3 ∈ N∗, each coordinate is that of a circle

without further identifications. Our orientifold involution conditions can then be
mapped to conditions on coordinates: σ(e2) = e2, σ(e3,5) = −e3,5 are equivalent to
σ(y2) = y2, σ(y3,5) = −y3,5, as can be seen through the forms (5.6). This involution
action on coordinates is the standard one on circles, so the counting of fixed points is the
usual one, i.e. 2 per transverse circle. This gives N I

O5
= 24 = 16. In the following, having

this lattice in mind, we will impose the bound N I
s ≤ 16. For the other, more complicated

lattices, this bound could be lowered, but smaller values for N I
s will as well be obtained.

5.2.3 Harmonic forms
With the above basis {ea} of globally defined one-forms, we can now determine the
harmonic 1- and 3-forms with constant coefficients 1: those will be needed for flux

1Further harmonic forms can be obtained in the {ea} basis with globally defined functions as coefficients,
such as cos(

√
N2N3y

5), etc.; we will not need those.
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5.2 6d geometry of solution 14

quantization. To that end, we look for all closed and co-closed 1- and 3-forms 2. This
is complicated due to the Hodge star, involving here the inverse metric (5.3) which has
off-diagonal components gab. As a warm-up, let us consider the metric to be δab. In that
case, one obtains e4, e5 and e1 ∧ e4 ∧ e6, e1 ∧ e5 ∧ e6, e2 ∧ e3 ∧ e4, e2 ∧ e3 ∧ e5. These
forms are representative of cohomology equivalence classes. Changing the metric to gab
should not change these classes, since the latter are topological, so we should get the
same number of forms. In addition, the representatives may only differ by an exact piece.
This is what we obtain by an explicit computation: the 1-forms remain e4, e5, while the
harmonic 3-forms with constant coefficients are now

ω1 = e1 ∧ e4 ∧ e6 + do1 , ω2 = e2 ∧ e3 ∧ e5 + do2 (5.9)
ω3 = e1 ∧ e5 ∧ e6 + do3 , ω4 = e2 ∧ e3 ∧ e4 + do4 ,

with the following exact pieces

o1 = αf146

(
e1 ∧ e2 + f146

f325
g56e3 ∧ e4

)
(5.10)

− αf146f
2
35g

34 + g56

f614
e5 ∧ e6

o2 = αf235

(
− e1 ∧ e2 + f235

f614
g34e5 ∧ e6

)
− αf235f

1
46g

56 + g34

f325
e3 ∧ e4

o3 =
g12f325

(f614)2 + (f325)2(1 + (g12)2)
e3 ∧ e6

o4 =
g12f614

(f614)2 + (f325)2(1 + (g12)2)
e3 ∧ e6

where α =
g12

(f235)2 + (f146)2(1 + (g12)2)
.

We verify that those are non-zero only because of the (inverse) metric off-diagonal
components.

To perform the quantization, we will need to normalise these harmonic forms. Using
the duality to the homology, and changing representatives of a same (co)homology class,
we have the following equalities∫

Σ3

ω1 =

∫
Σ̃3

e1 ∧ e4 ∧ e6 = r1r4r6
∫ ∫ ∫ 2π

0
dy1 ∧ dy4 ∧ dy6

= (2π)3r1r4r6 , (5.11)

and the same holds for all four ωi. Indeed, the ea∧eb∧ec involved are precisely those that
give dym ∧ dyn ∧ dyp times an appropriate (constant) normalisation. This is consistent

2For a lattice that does not give a torus, some of the closed and co-closed forms may turn out not
to be harmonic, because they are actually not globally defined; we refer to [155] on that point. This
subtlety would only remove some flux components to quantize, i.e. lead to less constraints, so we do not
consider this point any further.
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Chapter 5. Intricacies of classical de Sitter backgrounds

with the formulas used so far for flux quantization, given that the only flux components
that need to be quantized are those along harmonic forms. We have just verified here
that these forms can be integrated, and the result is in agreement with the normalisation
ansatz used so far, that relates the radii ra to the integral of ea. The formula (5.2) for
the quantized flux can thus be consistently used on the harmonic components.

5.2.4 Flux quantization
Fluxes should be quantized if and only if they are harmonic forms. This condition comes
from having a flux F = dA, where A is locally but not globally defined, i.e. F is closed
but not exact, in other words harmonic. It is then the transition function or patching
of the gauge potential A that gives the quantization condition. Let us consider the
equations solved by the fluxes in our solutions

dF1 = 0 , d ∗6 F1 = 0 , dF3 6= 0 , d ∗6 F3 = 0 , (5.12)
dH = 0 , d ∗6 H 6= 0 .

F1 is thus harmonic, while F3 and H are not but may contain pieces which are. Only the
harmonic parts of these fluxes should be quantized. Doing such a proper flux quantization
requires a good knowledge of the geometry, and in particular of the harmonic forms. The
lack of such a knowledge for most solutions of [1] led us to quantize all flux components,
as also done in the literature, but this is overconstraining. Here, using the harmonic 1-
and 3-forms identified above for solution 14, we are able to express our fluxes within the
general Hodge decomposition

Fq = Fq harmo + dA+ ∗6dB , (5.13)

where Fq harmo, A,B are globally defined forms. We obtain more explicitly for solution 14

H = d
(
b13 e

1 ∧ e3 + b24 e
2 ∧ e4

)
, F1 = F1 5 e

5 , (5.14)
F3 = F3ω1 ω1 + F3ω2 ω2

+ g−1
s ∗6 d

(
a12 e

1 ∧ e2 + a34 e
3 ∧ e4 + a56 e

5 ∧ e6
)
,

where gs is introduced for notation convenience, and

b13 = −0.34083 , b24 = 0.99383 , gsF1 5 = −0.27398 ,
gsF3ω1 = 0.12430 , gsF3ω2 = 0.012539 , (5.15)
a12 = 0.82025 , a34 = −2.0877 , a56 = −0.55448 .

We deduce that only three flux components need to be quantized: F1 5, F3ω1 , F3ω2 . To
that end, we use the normalisation (5.11) for the harmonic forms, which justifies the use
of the initial formulas (5.2).

5.3 Checking requirements for a classical solution
With all the material obtained in the previous section, we are now ready to test solu-
tion 14 against the requirements (5.1). Given the supergravity solution data, namely
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5.3 Checking requirements for a classical solution

the left-hand sides of (5.2), we need to find 8 real parameters (gs, ra, λ) and 8 inte-
gers (N1 5, N3ω1 , N3ω2 , N

I
s , N2N3, N1N6), that satisfy the constraints (5.1). The source

contributions are given by

gsT
1
10 = 10, gsT

2
10 = −0.088507, gsT 3

10 = −0.77652 . (5.16)

Solution 14 has the particularity of having T 2
10 < 0: this implies that among the N I

s , an
upper bound should only be imposed for I = 1. We recall from [1] that O5 may still be
present in the set I = 2.

For a better comparison to the results of [1], we start by testing our solution without
imposing the lattice conditions. We then get the following solution to the other constraints

No lattice condition : (5.17)
r1 = 86.658 , r2 = 272.28 , r3 = 10.834 , r4 = 18.142 ,

r5 = 198.25 , r6 = 10.562 , λ = 789.30 , gs = 0.068818 ,

N1 5 = −1 , N3ω1 = 38 , N3ω2 = 135 ,

N1
s = 16 , N2

s = −17 , N3
s = −14 ,

N2 = 0.0028913 , N3 = 0.084801 = (0.015659)2/N2 ,

N1 = 0.0018814 , N6 = 0.077905 = (0.012107)2/N1 ,

where we give the highest products N1N6 and N2N3 obtained. Those remain far from 12,
but are less far from the other lattice allowing for (1/4)2. We also obtain a solution to
these constraints with N1

s = 14, N2N3 = 1 and N1N6 ≈ 10−8. Solutions with lower N1
s ,

down to N1
s = 1 can also be found. On the contrary, imposing lattice conditions (and the

other requirements) without the bound on N1
s leads us at best to N1

s = 50960, namely

No orientifold bound : (5.18)
r1 = 57.907 , r2 = 162.65 , r3 = 10.014 , r4 = 354.99 ,

r5 = 2999.3 , r6 = 10.014 , λ = 186.97 , gs = 0.099885 ,

N1 5 = −44 , N3ω1 = 1370 , N3ω2 = 3280 ,

N1
s = 50960 , N2

s = −1195 , N3
s = −1241 ,

N2 = 0.28572 , N3 = 3.5000 = 12/N2 ,

N1 = 0.22048 , N6 = 4.5356 = 12/N1 .

As expected, we can lower this N1
s when rather verifying the other lattice quantization

conditions

N2 = 0.20794 , N3 = 1.2023 =
(
1
2

)2
/N2 , (5.19)

N1 = 0.10602 , N6 = 2.3581 =
(
1
2

)2
/N1 ,

and N1
s = 13000 ,

N2 = 0.56756 , N3 = 0.11012 =
(
1
4

)2
/N2 , (5.20)

N1 = 0.18581 , N6 = 0.33636 =
(
1
4

)2
/N1 ,

and N1
s = 3219 ,
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Chapter 5. Intricacies of classical de Sitter backgrounds

and the other quantities verifying their constraints. These values of N1
s remain far too

high.
Lattice conditions and the bound on N I

s have however to be respected in any case for
the compactification to make sense, and we should rather test the string regime through
the values of gs and the radii. Imposing all requirements but those on the radii, we find
the solution

No large radius condition : (5.21)
r1 = 7.4234 , r2 = 4.0198 , r3 = 0.24159 , r4 = 1.9131 ,

r5 = 16.164 , r6 = 0.11150 , λ = 1.0076 , gs = 0.097666 ,

N1 5 = −45 , N3ω1 = 2 , N3ω2 = 2 ,

N1
s = 14 , N2

s = −8 , N3
s = −18 ,

N2 = 0.27890 , N3 = 3.5855 = 12/N2 ,

N1 = 0.019150 , N6 = 52.218 = 12/N1 .

Two radii are substringy, i.e. smaller than 1. We can also bring all of them to be greater
than 1, except r6 which gets lowered to 0.025984. We get as well r1,2,4,5 > 10 at the cost
of having r3 = 0.032184 and r6 = 0.93577. Using the lattice with (1/4)2 does not change
this situation. If rather we require large radii but relax the bound on gs, we do not find
any solution to the constraints (5.1). Note that a similar analysis and result has been
obtained for a known de Sitter solution of type IIA supergravity in Section 6 of [74]. As
there, we conclude that our de Sitter supergravity solution 14 cannot be made a classical
string background.

5.4 Solution 15
The 4 structure constants of solution 15 are given by

f235 = −0.60208 , f325 = −0.058853 , (5.22)
f461 = −0.10206 , f641 = −0.015345 ,

giving two copies of the solvable algebra g−1
3.4. We focus here on one. We rewrite it as

de2 =
N2r

2

r3r5
e3 ∧ e5 , de3 = N3r

3

r2r5
e2 ∧ e5 , de5 = 0 , (5.23)

with real positive numbers N2,3 > 0. Globally defined one-forms can be written as in
(5.6) where one replaces the rotation matrix (5.7) by the following “weighted hyperbolic
rotation matrix” cosh(

√
N2N3y

5) −
(
N3
N2

) 1
2
sinh(

√
N2N3y

5)

−
(
N2
N3

) 1
2
sinh(

√
N2N3y

5) cosh(
√
N2N3y

5)

 .

This gives the normalisation e2 ∧ e3 = r2r3dy2 ∧ dy3 3. The above matrix evaluated at
−2π provides again the lattice quantization conditions, by requiring the entries to be

3Slightly different expressions of the one-forms would allow for the same normalisation. In particular
another one more analogous to (5.6) is possible, but it would not lead to an appropriate lattice quantization.
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integers. We obtain [71]

cosh(
√
N2N32π) = n1, n

2
1 − n2n3 = 1,

N3

N2
=
n3
n2

, (5.24)

for n1,2,3 ∈ N∗. Note that n2 = n3 is not a solution to these conditions, hence the need
of the “weight” in the hyperbolic rotation.

The harmonic 3-forms with constant coefficients in {ea} basis are formally the same
as (5.9) and (5.10), up to the relabeling 1↔ 4, 2↔ 3, and setting g56 = 0; this is how
we define ω1,2 here below. This can be understood by looking at the algebras and the
metrics. Similarly, the harmonic 1-forms are now e1, e5. We then obtain for this solution
the following Hodge decomposition of the fluxes

H = d
(
b24 e

2 ∧ e4
)
, F1 = F1 5 e

5 , (5.25)
F3 = F3ω1 ω1 + F3ω2 ω2

+ g−1
s ∗6 d

(
a12 e

1 ∧ e2 + a34 e
3 ∧ e4 + a56 e

5 ∧ e6
)
,

where

b24 = 0.0018085 , gsF1 5 = 0.13944 , (5.26)
gsF3ω1 = 0.0014004 , gsF3ω2 = 0.00013677 ,

a12 = 1.0117 , a34 = 0.048104 , a56 = −0.15985 .

This gives again only three flux components to quantize. For completeness, we finally
give the source contributions

gsT
1
10 = 10, gsT

2
10 = 0.49663, gsT

3
10 = −0.10585 . (5.27)

We now test this solution as done above for solution 14. Without imposing the lattice
conditions we obtain a first solution to the other requirements (5.1)

No lattice condition : (5.28)
r1 = 108.00 , r2 = 47.861 , r3 = 21.302 , r4 = 12.912 ,

r5 = 25.270 , r6 = 10.826 , λ = 2372.7 , gs = 0.0014851 ,

N1 5 = 1 , N3ω1 = 6 , N3ω2 = 1 ,

N1
s = 15 , N2

s = 14 , N3
s = −3 ,

N2 = 0.0028540 , N3 = 0.0014083 ,

N4 = 0.0038956 , N6 = 0.00083305 .

We find other solutions down to N1
s = N2

s = 1. On the contrary, imposing the lattice
quantization conditions is more difficult. Imposing no bound on the number of sources
N1,2

s , we can satisfy the other constraints if we trade the integer conditions for numbers
greater than 1. We then get a solution with N1

s ≈ 755.40, N2
s ≈ 1746.1, which remains

too high. Finally, imposing only the lattice conditions, the bound on N I
s and the flux

quantization, to test the string regime on gs and ra, we could not find any solution.
These results are worse than for solution 14. The de Sitter supergravity solution 15
cannot be made a classical string background.
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5.5 Scale separation for de Sitter
In this section, we discuss the matter of scale separation, and its relation to the require-
ments for a string classical regime. Consider a 10d (anti-)de Sitter solution with 4d
cosmological constant Λ, and a tower of Kaluza–Klein states of mass scale mKK coming
from the compactification on the 6d manifold. Having a 4d low energy effective theory,
involving a finite number of degrees of freedom, is only possible if one truncates the tower
of states by the 4d energy cutoff. This requires what is called scale separation, namely√

|Λ| � mKK . (5.29)

It means that the typical 4d energy scale can be decoupled from the 6d one. In view of
phenomenology, it is important to know whether scale separation can be achieved.

In many anti-de Sitter solutions, scale separation can actually not be reached: see
e.g. [156–160] for recent papers on this point, and [87, 88, 161, 162] and references therein
for older related works. This has led to recent swampland conjectures [52, 60] forbidding
scale separation (see also [78, 163, 164]). Interestingly, one classical counter-example
exists, the so-called DGKT anti-de Sitter solution [86] (extended recently in [85,165,166]).
The latter belongs to the general N = 1 SU(3)-structure AdS4 class [167], as first shown
in [168]. A criticism of this solution is the problem of “smeared” sources, and we refer
to [1] for more references and discussion on this point. This example remains interesting
here for two reasons. First, its framework is very analogous to ours: it is a classical 10d
supergravity solution, on a torus, and its intersecting sources configuration is analogous
to ours. Another similarity is the presence of flux integers not constrained through the
tadpole or Bianchi identity: here these are the harmonic components of F3, giving the
N3ωi . Secondly, the DGKT solution admits a parametric control (with asymptotic limit)
on the scale separation, which is the same that governs the validity of the solution as a
classical string background: the more classical (small gs, large volume, etc.), the better
the scale separation. This provides an example of a relation between these two important
problems.

For de Sitter solutions, a similar relation was sketched in [70]. First, it was first shown
there that a classical de Sitter solution requires a small 6d curvature scale |R6| compared
to that of the average internal length 2πr: |R6| × (2πr)2 � 1. This is a priori possible
on some manifolds thanks to internal hierarchies and/or fine-tunings. In addition, such a
hierarchy in a de Sitter solution was shown to automatically imply scale separation, in
the sense of

R4 �
1

(2πr)2
. (5.30)

Let us test here scale separation with the de Sitter solution 14 in the case where we
ignore lattice conditions (5.17): all other requirements for a classical solution are then
satisfied. With these values and the λ-rescaling, we first compute (in units of 2πls)

(R4 = 3.6370 · 10−8) < (1/(2πr)2 = 1.1873 · 10−5) , (5.31)

where r = (
∏
ra)

1
6 . For completness and illustration, we compute for this set of values
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the square of the Planck mass in units of 2πls

(2πls)
2 ×M2

p =
(2πls)

2

κ210

∫
6
d6y
√
|g6| g−2

s =
4π

g2s

6∏
a=1

ra

ls

= 2.5767 · 1013 = (5.0761 · 106)2 . (5.32)

The scale separation condition (5.30) is verified, since we consider here hierarchies of
order 10 per length. This result is however only preliminary, since the largest radius r2
gives a smaller value, as well as the 6d curvature

1/(2πr2)2 = 3.4167 · 10−7 , |R6| = 1.2162 · 10−6 . (5.33)

A tower of modes associated to the radius r2 would then be difficult to separate or
truncate 4. The internal hierarchy |R6| × (2πr)2 � 1 is also not verified, due to the
unsatisfied lattice conditions. The lack of complete classicality (in the sense of satisfying
requirements (5.1)) seems here again related to difficulties in having scale separation.

Even though classical de Sitter solutions may admit scale separation, we do not
expect the same parametric control as in DGKT. As expressed in [1], classical de Sitter
solutions may not exist at parametric control in an asymptotic limit, but they could still
be present in a bounded region of parameter space. In such a “grey zone”, parameters
are large/small enough to accommodate a classical regime as in the requirements (5.1),
but they remain bounded by these same constraints and cannot be taken asymptotically.
At best, one may then have scale separation in this bounded region, controlled by a
bounded parameter. In the following, we illustrate this idea with a simple transformation
that allows us to move in parameter space. We use a scaling parameter γ > 1 to act as
follows on the entries in the right-hand sides of (5.2)

ra → γxa ra , gs → γg gs , NK → γnK NK , λ→ λ , (5.34)

and we do not consider any quantized H-flux nor F5 above because there are none in
solutions 14 and 15. The powers xa, g, nK and their signs are not fixed. However, we
relate them in such a way that the left-hand sides of (5.2) remain invariant. Taking for
simplicity ∀a, xa = x, we get

nq=1,3 = qx− g , nIs = 4x− g , na = x . (5.35)

By not affecting the quantities in the left-hand sides of (5.2), we are guaranteed to still
have a solution to the 10d equations. R4 is also invariant under this simple transformation.
The 6d radii are however changed, so the ratio of the cosmological constant to a Kaluza–
Klein mass goes as the latter, and the scale separation is improved with smaller ra,
i.e. x < 0. This specific γ-scaling then does not help in getting classical solutions,
which rather require large radii. Such a situation where two requirements go in different
parametric directions is common for classical de Sitter solutions, due to the many bounds
to satisfy. This leads to the bounded region in parameter space, as we illustrate in
table 5.1 with the different possible signs of x, g, corresponding to various parametric
directions.

4The Kaluza–Klein spectrum on a group manifold can actually be more involved than a simple inverse
radius dependence: see e.g. [122] and references therein for explicit spectra.
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We see from table 5.1 that in any direction of the γ-scaling, a parameter bound
is met. Some cases in this table were also observed in the explicit example in section
III. The simple γ-scaling was considered here for the purpose of illustration. Other
transformations may do better on some of the requirements, e.g. for the lattice conditions
or the scale separation. Specificities of given solutions may also help. Nevertheless, it
remains unlikely that an asymptotic limit would be opened in some parametric direction.

Another transformation worth being mentioned is the following β-scaling: it results
in having fabc, gsFq=1,3,5, H rescaled by 1/β and gsT

I
10 by 1/β2, with β > 1. This

mimicks the overall λ-rescaling introduced in [1] and leaves 10d equations invariant, thus
guaranteeing a solution. It can be generated as follows, with β

2
3 ∈ N∗

ra → β
1
3 ra , gs → β−

2
3 gs , λ→ λ , N I

s → N I
s ,

N1 a → N1 a , N3 abc → β
2
3N3 abc , NH abc → NH abc ,

N5 abcde → β
4
3N5 abcde , Na → β−

2
3Na . (5.36)

Since R4 scales as β−2, the quantity R4 × (2πra)2 scales as β− 4
3 , meaning that the

scale separation gets enhanced when the classical regime is better verified. This is an
improvement with respect to the γ-scaling discussed above. Constraints on fluxes and
sources remain satisfied, but this scaling will hit a bound due to the lattice conditions,
as in the top right corner of table 5.1. Our conclusion of a bounded region for classical
de Sitter is thus not altered, but this β-scaling could be interesting for anti-de Sitter
solutions on a flat torus, if any. In particular, the exponent in the conjecture of [60]
would be given by α = 1

6 .
Let us also stress two differences with an anti-de Sitter solution, that are made more

obvious with table 5.1. An anti-de Sitter solution would allow for all N I
s ≤ 0, in which

case there is no upper bound on |N I
s |, contrary to the above N1

s ≤ N1
Op

. In addition, in
the DGKT anti-de Sitter solution, one has fabc = 0, which is not possible for de Sitter
solutions on group manifolds that require R6 < 0. The former thus does not face the
lattice conditions. Removing these two constraints relieves bounds in parameter space.

To conclude, if a region of classical de Sitter solutions exists, we do not exclude that
scale separation also takes place there. We believe however that it would be at best
controlled by a bounded parameter, contrary to the DGKT solution and despite several
similarities with that framework. Such a bounded region or grey zone with classical and
scale separated de Sitter solutions remains to be found. As recalled in [1], an asymptotic
limit for the 6d radii is not appropriate from a phenomenological point of view, since
those should get bounded from above by observations. A conservative lower bound on
the average mass 1/(2πr) in (5.31) would be the LHC energy scale, namely 14 TeV. We
now rewrite the formula (5.32) for the (reduced) 4d Planck mass as follows

ls
r
=

(
2
√
π

gs

lp
r

) 1
4

≥ 6.7188 · 10−4 , (5.37)

with the length 2πlp = 1/Mp. The lower bound in (5.37) is then obtained using the above
LHC value and gs ≤ 0.1. From this perspective, the room for classicality is actually
restricted. If one asks in addition for scale separation, and if R4 should then match the
scale of early universe inflation, most likely higher than the LHC scale, the range (5.37)
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x > 0 x < 0

With 4x = g :
classical X, classical × (ra bound),

g < 0 scale sep. ×, scale sep. X,
fluxes, lattice X, fluxes, sources X,

sources × (N1
s ≤ N1

Op
) lattice × (integer cond.)

With 4x = g :
classical × (gs bound), classical × (ra, gs bounds),

g > 0 scale sep. ×, scale sep. X,
lattice, sources X, fluxes, sources, lattice ×

fluxes × (integer cond.) (integer cond.)

Table 5.1: Starting with a de Sitter solution, we act with the γ-scaling (5.34), (5.35)
on the parameters. We indicate with a X or × whether or not it helps in meeting the
various requirements. When it does not, the limiting bound is written in parentheses.
The “integer condition” bound refers to integer numbers having to be greater than 1.
Since N1

s is very constrained, 1 ≤ N1
s ≤ N1

Op
in a de Sitter solution, we restrict when

possible to the scaling leaving this number invariant, namely 4x = g.

gets even more restricted [169]. This is where having a warp factor and a varying dilaton
could help with hierarchies, even though in the concrete setting of [170], the values were
not drastically altered by such effect.

5.6 A word on smeared sources
Beyond the question of the classical regime, or the verification of compactness, the
main criticism against our solutions is a standard one on intersecting sources: they are
“smeared” [171–173]. Note that, contrary to D-branes, smearing O-planes is particularly
prohibited, since by definition, an O-plane stands at a fixed point. It is worth noting
that our solution 14 is special since it has T 2

10 < 0. This means that it can be interpreted
as having O5-planes only along the set I = 1, i.e. directions (12). It could then be
interesting to localize first these sources, while those along orthogonal directions could
remain as smeared branes.

We prefer to view our solutions as solving an integrated version of the equations,
which trades functions (warp factor, dilaton) and distributions (source δ-functions) for
constants; see a discussion in [61]. The question remains whether a localized version
exists; it would capture the backreaction of our Op/Dp. This is a well-known supergravity
problem [174–177]: while localized solutions exist for parallel sources, e.g. [170], they
are most of the time unknown for intersecting ones (see however [178–180] in anti-de
Sitter). It is also unclear whether finding a localized solution in supergravity is relevant:
indeed, the backreaction of sources is a priori important only close to them, where stringy
contributions should also be taken into account. In any case, it is often believed that this
problem could be cured in full string theory. Interestingly, this question has reappeared
recently in the context of the swampland, with the conjectures [52,60]. The anti-de Sitter
solution [86] is a counter-example to the latter. The main criticism against this solution
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is again its non-localized intersecting sources. This has motivated a (partial) localization
of this anti-de Sitter solution [165, 166]. It would be very interesting to study our de
Sitter solutions with intersecting sources in this new light.

5.7 Outlook
In this chapter, we have tested whether two 10d supergravity de Sitter solutions of [1]
could be promoted to classical string backgrounds. Having identified the requirements
(5.1) to be met, we have derived all the necessary material to perform these checks, to a
rare extent in the literature. Eventually, our solutions do not pass these tests, as they
fail to satisfy simultaneously all requirements, despite partial positive results. We also
discussed the relation of this problem to that of scale separation, and what one should
expect on the latter for classical de Sitter solutions. We believe that the tools developed
here and the explicit results obtained should be useful in future studies.

Whether supergravity solutions could be classical string backgrounds has already been
partially analysed on de Sitter solutions of [1]. Solution 14 did not appear as the most
favored one: four other solutions were doing better regarding the partial requirements
imposed there. But for those, a complete knowledge of the 6d geometry was missing,
preventing us to go further (see however the appendix here). It would be interesting to
focus more on them, or more generally, to try with other solutions, possibly obtained
from ours by small deformations or transformations, that could help in satisfying the
requirements. A family of de Sitter solutions obtained by varying one parameter is
depicted in Figure 1 of [91]. In such a family, one may eventually find a bounded region
of classical solutions, as discussed in Section 5.5.

As it appears from this work, the question of whether one can obtain classical de Sitter
solutions of string theory is not settled. Even though we have not found an example for
now, our study highlighted how close one can get, and how involved these tests actually
are. A related matter is the definition of the requirements for a classical solution: one
may consider our requirements on gs and the radii as conservative. Can one allow for
slightly higher values of gs? What length or volume should actually be bigger than ls on
our group manifolds? Precise answers to these questions depend on the corrections to
effective theories, and those are typically difficult to determine, especially away from a
more standard Ricci flat compactification. If any room could be gained from this side, it
would certainly be interesting.
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6 Bird’s eye view on time-dependent
compactifications

6.1 Context and state of the art
As it has been emphasized in the previous chapters, obtaining realistic 4d cosmologies
from the ten-dimensional supergravities that capture the low-energy limit of superstring
theory has proven notoriously difficult. At the turn of the century, it was thought that
accelerating cosmologies were as difficult to achieve as de Sitter space itself, being subject
to a famous no-go theorem first discovered by Gibbons [31, 32] and later rediscovered
by Maldacena-Nuñez [33] in a string-theory context. More precisely, a matter whose
stress-energy tensor in the higher-dimensional theory implies R00 ≥ 0, as a consequence
of the Einstein equations, is said to satisfy the strong energy condition (SEC). The SEC
implies that time-independent compactifications of the higher-dimensional theory can
never lead to 4d cosmologies with accelerated expansion (which includes de Sitter space
as a special case).1

However, as was first pointed out in [181], time-dependent compactifications evade
the no-go and can lead to 4d Einstein-frame accelerated expansion for some period of
time [182–187]. Such transient acceleration is in fact generic in flux compactifications,
see [188] for a review, although de Sitter space is still ruled out by the SEC, if the
time-independence of the 4d Newton’s constant is obeyed in a conventional way [189]. If
instead the time-independence of the 4d Newton’s constant is obeyed in an averaged way,
even de Sitter space is not ruled out by the SEC, although the so-called dominant energy
condition does rule out non-singular de Sitter compactifications [190] (see also [191,192]
for a recent discussion on energy conditions).

In [189], Russo and Townsend greatly refined the no-go of [31–33]: one of their
conclusions is that, even if one imposes the SEC and the time-independence of the 4d
Newton’s constant in a conventional way, late-time accelerating cosmologies are not ruled
out. However, no late-time accelerating cosmologies from compactification of the ten- or
eleven-dimensional supergravities arising as low-energy effective actions of string theory
have ever been constructed. Indeed, the eternal accelerating cosmologies of [193,194] are
such that the acceleration of the scale factor tends to zero at future asymptotic infinity,
so that there is no cosmological horizon.

1The no-go was also extended in [33] to the case of massive IIA supergravity, a theory which does not
obey the SEC.
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Ref. [187] reinterpreted the accelerating solutions of [181] from the point of view
of a 4d theory with a scalar potential. It was found that there is always a big-bang
singularity near which the scale factor behaves as a power law: S(T ) ∼ T 1

3 , which does
not lead to enough e-foldings for inflation [193,195]. The transient acceleration of the
solutions could, however, be used to describe the current cosmological epoch [186]. The
general characteristics of one-field inflation with an exponential potential were studied
in [196], while cosmologies from an effective theory with multiple scalar fields were studied
in [197–199]. In particular, the analysis of [200] could be relevant for the swampland
conjecture [79]. Cosmological solutions of gauged supergravities and F-theory have been
studied in [74,89,90,94,95,201–208].

6.2 Summary of the results
In the following chapters, we re-examine some of the previous statements in the context
of universal cosmologies, obtained by compactification to 4d of 10d Type IIA supergravity
(with or without Romans mass) on 6d Einstein, Einstein-Kähler, or Calabi-Yau (CY)
manifolds. In this context, the term “universal” means that the ansätze that we consider
do not depend on the detailed features of the manifold on which we compactify, but only
on the properties which are common to all the manifolds belonging to that class. For
example, our ansatz for the CY compactification exploits the existence of a holomorphic
three-form and a Kähler form, but does not assume the existence of any additional
harmonic forms on the manifold.

Our universal cosmologies are obtained by solving the ten-dimensional supergravity
equations: we do not start from a 4d effective action. Nevertheless, it turns out that all
of the resulting 10d equations of motion are obtainable from a 1d action where all fields
only depend on a time coordinate. In other words, there is a 1d consistent truncation of
the theory, S1d. The fields in question are the dilaton φ and two warp factors A, B (one
for the internal and one for the external space), while, by virtue of our ansatz, all fluxes
manifest themselves as constant coefficients in the potential of S1d, cf. Table 7.1 below.

Moreover we show that a two-scalar 4d cosmological consistent truncation, S4d, of
the 10d theory to φ, A is possible in certain special cases. In other words, every solution
of cosmological Friedmann-Lemaître-Robertson-Walker (FLRW) type of S4d uplifts to
a solution of the ten-dimensional equations of motion. Again, the different fluxes show
up as constant coefficients in the potential of S4d. At least for a certain range of the
parameters in the potential, we expect our S4d to coincide with the universal sector of the
effective 4d theory of the compactification, see [122] for a recent discussion on consistent
truncations vs effective actions. Much of the literature on string-theory cosmological
models uses a 4d effective action and a 4d potential. We make contact with the potential
description in Section 7.3.

Whenever a single “species” of flux is turned on,2 we are able to provide analytic
cosmological solutions to the equations of motion. These are described in detail in Section
8.1. Whenever multiple fluxes are simultaneously turned on, one cannot give an analytic

2Here we use an extended notion of “flux” that also includes non-trivial curvature, but excludes the
fields A, B, φ (the warp factors and the dilaton).
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solution in general, although this can still be possible for certain special values of the
flux parameters. Whenever exactly two different species of flux are turned on, although
an analytic solution is not possible in general, a powerful tool becomes available: as we
show in Section 8.2, the equations of motion can be cast in the form of an autonomous
dynamical system of three first-order equations and one constraint. The use of dynamical-
system techniques in general relativity is of course not new: refs. [181,189,209–214] in
particular are closely related to the strategy employed here. One of the novelties of the
present work is to give an exhaustive analysis of universal cosmological solutions from
compactification on the previously mentioned classes of manifolds.

The resulting dynamical system description is rather intuitive and captures several
generic features of cosmological solutions coming from models of flux compactification.
Each solution is represented by a trajectory in a three-dimensional phase space. The
constraint forces the trajectories to lie in the interior of a sphere, with expanding
cosmologies corresponding to trajectories in the northern hemisphere. Whenever the
system of equations admits fixed points, these correspond to analytic solutions.

The boundary of the allowed phase space corresponding to expanding cosmologies,
i.e. the equatorial disc and the surface of the northern hemisphere, are both invariant
surfaces. This implies that trajectories that do not lie entirely on these surfaces can only
approach them asymptotically. Trajectories that do lie entirely on either of these surfaces
also correspond to analytic solutions (namely analytic solutions with a single species of
flux turned on: indeed restricting the trajectory to either the surface of the sphere or
the equatorial disc, corresponds to turning off one of the two species of flux). Moreover,
the intersection of these two invariant surfaces – the equator – constitutes a circle of
fixed points, and corresponds to a family of analytic solutions with all flux turned off,
described in Section 8.1.1. The dynamical system generally possesses a third invariant
surface, an invariant plane P, whose disposition depends on the fluxes of the solution.

The analytic solutions corresponding to fixed points are all cosmologies with a power-
law scale factor, S(T ) ∼ T a, with 1

3 ≤ a ≤ 1. The fixed points at the equator correspond
to power-law (scaling) cosmologies with a = 1

3 , while a = 1 corresponds to either a
fixed point at the origin of the sphere (whenever the dynamical system admits such
a fixed point), or a fixed point in the bulk of the sphere and on the boundary of the
acceleration region. In the former case the corresponding cosmology is that of a regular
Milne universe, whereas in the latter case it is a Milne universe with angular defect. In
addition, we find fixed points corresponding to cosmologies with a = 3

4 , 19
25 , or 9

11 . The
list of analytic solutions is given in Table 8.1.

Trajectories interpolating between two different fixed points asymptote the respective
scaling solutions in the past and future infinity. Note in particular that we find no fixed
points with a > 1 (which would correspond to eternally accelerating scaling cosmologies).

The question of acceleration becomes particularly transparent in the dynamical
system description: the acceleration period of the solution corresponds to the portion of
the trajectory that lies in a certain region in phase space. This “acceleration region” is
entirely fixed by the type of flux that is turned on, with the different cases summarized
in Table 6.1.

This clarifies why (transient) accelerated expansion is essentially generic in flux
compactifications: there is always a trajectory that passes by any given point in phase
space (corresponding to some particular choice of initial conditions). By making sure that
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β1

β2 0 4 6

0 ∅ ∅

4 ∅ ∅

6

Table 6.1: Different types of universal two-flux compactifications and their corresponding
acceleration regions in the phase space. The values of β1,2 – corresponding to the two
species of flux that are turned on in the solution – depend on the type of flux and its
number of legs along the external-space, internal-space and time directions, cf. (8.10).
The absence of an acceleration region is denoted by the empty set ∅.
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a trajectory passes by some point in the acceleration region of the northern hemisphere,
we can thus obtain a cosmological solution that will necessarily feature a period of
accelerated expansion. Moreover, the only non-trivial requirement, namely the existence
of an acceleration region in phase space, is not difficult to satisfy, as can be seen from
Table 6.1.

In the dynamical system description, the calculation of the number of e-foldings, N ,
also becomes particularly transparent, since the flow parameter is simply the logarithm
of the scale factor. Most instances of transient acceleration are such that the number
of e-foldings is of order one, N ∼ O(1), as was mentioned earlier. The exceptions that
we find all correspond to dynamical systems with fixed points on the boundary of the
accelerated region, and they all give rise to hyperbolic FLRW cosmologies (k < 0). In
addition, there is a flux turned on corresponding to one of the following being non-zero:
λ, m, cf , c0, or cϕ; see Table 7.1 for the 10d origin of these coefficients.

The first of these solutions is examined in Section 8.2.1 and is obtained from compact-
ification on a 6d Einstein manifold with negative curvature (λ < 0). The second solution
occurs in IIA supergravity with non-vanishing Romans mass (m 6= 0) compactified on
a Ricci-flat space, and is described in Section 8.2.2. Despite having vanishing Romans
mass, the three remaining solutions (k < 0 and cf , c0, or cϕ 6= 0) are all qualitatively
very similar to the one of Section 8.2.2.

The k, λ < 0 solution has been studied before in [193] (see also [194]) with somewhat
different methods. It features a conical accelerating region, with a fixed point p0 at the
origin of the cone (which coincides with the origin of the sphere), and a second fixed point
p1 on the surface of the cone. Both p0, p1 lie on the invariant plane P. The invariant
manifolds of p0 are the equatorial disc (in which p0 is an attractor) and the vertical
z-axis (in which p0 is an unstable node). There are generic trajectories that asymptote
some point on the equator at past infinity, cross into the acceleration region (the interior
of the cone) at some point p′, then exit the acceleration region again at some point p′′,
and asymptote p1 at future infinity, see Figure 6.2.

These trajectories correspond to accelerating cosmologies with N →∞ as p′′ → p1.
In other words, we can continuously increase the number of e-foldings and make it as
large as desired, by choosing the trajectory such that the exit point from the acceleration
region is sufficiently close to p1, see Figure 6.3.

Note also the presence of semi-eternal trajectories that enter the acceleration region
at some point p′, and reach the fixed point p1 at future infinity, without ever exiting
the cone. The limiting case, p′ → p0, is the unique trajectory which reaches p0 in the
past and p1 at future infinity: it corresponds to eternal acceleration, with acceleration
vanishing asymptotically at future infinity. In the vicinity of p0 the universe becomes de
Sitter in hyperbolic slicing. This is not asymptotic de Sitter, however, as p0 is reached at
finite proper time in the past. The solution can be geodesically completed beyond p0 in
the past, by gluing together its mirror trajectory in the southern hemisphere.
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(a) (m, k) (b) (m,λ)

(c) (ϕ, χ) (d) (χ, ϕ)

Figure 6.1: Trajectories in phase space corresponding to two-flux cosmological solutions
with accelerated expansion. The corresponding dynamical systems are given in Sections
8.2.2, 8.2.3, 8.2.4. The pair of fluxes that are turned on in each case is indicated below
each subfigure. The trajectories (blue lines) interpolate between a fixed point on the
equator in the past infinity, corresponding to a cosmology with a power-law scale factor
S ∼ T

1
3 , and another fixed point at future infinity. For cases 6.1c and 6.1d the second

fixed point is also on the equator, and thus the solution asymptotes the same scaling
cosmology in the past and future infinities. Cases 6.1a and 6.1b asymptote at future
infinity a fixed point in the interior of the sphere which corresponds to a cosmology with
a power-law scale factor S ∼ T and S ∼ T

19
25 respectively. Cases 6.1c and 6.1d describe

the same system, but employ different parametrizations which interchange the role of
the two fluxes that are turned on. The transient accelerated expansion corresponds to
the portion of the trajectory within the acceleration region depicted in green.
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Figure 6.2: Three trajectories lying on the invariant plane P of the dynamical system
obtained from the compactification with k, λ 6= 0. The point p0 corresponding to a Milne
universe is depicted in green. The point p1 (and its mirror in the southern hemisphere)
is drawn in blue and corresponds to a Milne universe with angular defect. The equator
fixed points coincide with a scaling cosmology with S ∼ T 1

3 and are illustrated in purple.
The blue trajectory features transient acceleration with tunable number of e-foldings,
whereas the red one corresponds to semi-eternal acceleration. Depicted in purple is
the unique (fine-tuned) trajectory corresponding to eternal acceleration. The solution
becomes de Sitter in the vicinity of the origin, which is reached at finite proper time. The
solution can be geodesically completed in the past beyond the point at the origin, by
gluing together its mirror trajectory in the southern hemisphere.

123



Chapter 6. Bird’s eye view on time-dependent compactifications
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Figure 6.3: Number of e-foldings N as a function of l, which parametrizes the distance ∆
between the x-coordinates of p′′ and p1 for the (λ, k) model, viz. l = − log∆ + const.
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Figure 6.4: Plot log–log of the scale factor S (in blue) as a function of the cosmological
time T . It corresponds to the (λ, k)-compactification (with l = 2). The green dot
corresponds to the beginning of inflation; the red one to its end. The red dashed line
coincides with the Milne fixed point S ∝ T and asymptotes the curve at future infinity.
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From a given trajectory in phase space, it is then straightforward to reconstruct
the scale factor S(T ) as a function of the cosmological time, as depicted in Figure 6.4.
This gives access to all the cosmological data (Hubble parameter H, slow-roll parame-
ters ε and η, the spectral tilt ns, or the tensor-to-scalar ratio r) needed for phenomenology.

To our knowledge, the k < 0, m 6= 0 solution has not appeared before in the
literature. Like the previous solution, it features a conical accelerating region, with a
fixed point p0 at the origin, and a second fixed point p1 on the surface of the cone. Both
p0, p1 lie on the invariant plane P. However, unlike the previous solution, the fixed
point p1 is now a stable focus on P, and an attractor in the direction perpendicular to
P. This allows for generic trajectories that asymptote some point on the equator at
past infinity, cross into the acceleration region (the interior of the cone) at some point
p′, exit the acceleration region at some point p′′, then enter again at some point p′′′,
and so on, as they spiral into p1 asymptotically at future infinity, see Figure 6.5. This
asymptotic spiraling corresponds to an infinite number of periodic cycles of alternating
periods of accelerated and decelerated expansion, each cycle contributing a finite number
of e-foldings, so that N →∞.

Figure 6.5: Example of a spiraling trajectory around p1 in the (m, k)-compactification.

As in the previous system, there is here a unique (fine-tuned) trajectory which reaches
p0 at finite proper time in the past and asymptotes p1 at future infinity. In the vicinity of
p0, the universe becomes de Sitter in hyperbolic slicing. The solution can be geodesically
completed beyond p0 in the past, by gluing together its mirror trajectory in the southern
hemisphere.
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Figure 6.6: Two trajectories lying on the invariant plane P of the dynamical system
obtained from the compactification with m, k 6= 0. The point p0 corresponding to a Milne
universe is depicted in green. The point p1 (and its mirror in the southern hemisphere)
is drawn in blue and corresponds to a Milne universe with angular defect. The equator
fixed points coincide with a scaling cosmology with S ∼ T 1

3 and are illustrated in purple.
The red trajectory enters and exits the acceleration region an infinite number of times,
spiraling around p1, see Figure 6.5 for a zoom around this region. Depicted in blue is
the unique (fine-tuned) trajectory: the solution becomes de Sitter in the vicinity of the
origin, which is reached at finite proper time. The solution can be geodesically completed
in the past beyond the point at the origin, by gluing together its mirror trajectory in the
southern hemisphere.
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To our knowledge, none of the remaining systems, exhibiting a parametric control
on the number of e-foldings, corresponding to k < 0 and non-vanishing cϕ (B.210), c0
(B.267) or cf (B.284), has appeared before in the literature. These are all captured
by the 4d consistent truncation (7.22) with potential given in (7.25). While they all
correspond to solutions with vanishing Romans mass, they are all qualitatively very
similar to the (m, k) case analyzed above: they all feature a hyperbolic FLRW universe
(k < 0) with one type of non-vanishing flux, and they all admit solutions with an infinite
number of cycles of alternating periods of accelerated and decelerated expansion. In the
“rollercoaster cosmology” scenario of [215] it was argued that an oscillatory behavior of
this type could be relevant for inflation.
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In this chapter, we begin by presenting in Section 7.1 the general set-up and the ansatz
that we use, and provide a convenient packaging of the equations of motion to be solved.
We make contact with the 4d cosmological quantities, such as the FLRW scale factor,
the w parameter, the number of e-foldings, etc. We also discuss in Sections 7.2 and 7.3
how the system can be reduced to a 1d or 4d consistent truncation, respectively.

7.1 General set-up
Our ten-dimensional metric is a warped product of a four-dimensional FLRW cosmological
factor and a six-dimensional compact internal space. The ansatz for the ten-dimensional
metric in 10d Einstein frame reads

ds210 = e2A(t)
(
e2B(t)gµνdx

µdxν + gmndy
mdyn

)
, (7.1)

where the scalars (warp factors) A, B only depend on the conformal time coordinate,
while ym are coordinates of the internal six-dimensional space. The unwarped 4d metric
is assumed to be of the form

gµνdx
µdxν = −dt2 + dΩ2

k , (7.2)

where t is the conformal time, and the spatial 3d part of the metric is locally isometric
to a maximally-symmetric three-dimensional space of scalar curvature 6k. Explicitly,

dΩ2
k = γij(~x)dx

idxj ; R
(3)
ij = 2kγij , (7.3)

with i, j = 1, 2, 3, and R
(3)
ij is the Ricci tensor of the metric γij . The 3d metric is thus

locally a sphere (k > 0) or a hyperbolic space (k < 0); the case k = 0 corresponds to flat
space.

The correct frame in which the predictions of our model should be compared to the
cosmological data is the four-dimensional Einstein frame: this is the frame in which
the effective four-dimensional Newton constant becomes time-independent. The 4d
Einstein-frame metric reads

ds24E = −S6dτ2 + S2dΩ2
k , (7.4)
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where the scale factor is given by

S = e4A+B , (7.5)

and we have introduced of a new time variable τ defined via
dt

dτ
= e8A+2B . (7.6)

Note that τ is neither the conformal nor the cosmological time. It is simply the coordinate
with respect to which the equations of motion are simplest to solve.

In terms of the cosmological time coordinate T ,
dT

dτ
= S3 , (7.7)

the metric takes the standard FLRW form,

ds24E = −dT 2 + S2dΩ2
k . (7.8)

Suppose we have an explicit solution of our set of equations for all fields, so that
in particular we can construct the explicit expression of the scale factor. We may then
always engineer a 4d perfect fluid of density and pressure ρ and p respectively, such
that the scale factor in question can be seen as resulting from the 4d Einstein equations
sourced by the stress-energy tensor of that fluid,(

Ṡ

S

)2

=
8πG

3
ρ− k

S2(
S̈

S

)
= −4πG

3
(ρ+ 3p) ,

(7.9)

where the dot refers to differentiation with respect to T . Solving the above system for ρ,
p we obtain

w :=
p

ρ
= −1

3
− 2SS̈

3(k + Ṡ2)
. (7.10)

In particular, it follows that for k > −Ṡ2 (and in particular for k = 0), the condition for
acceleration is equivalent to w < −1

3 . Of course, unless w is constant, the first equality
in (7.10) is simply a definition, rather than an equation of state. Nevertheless, even for
non-constant w, this quantity is useful insofar as it allows us to compare to the equations
of state of the different cosmological eras.

The conditions for expansion and acceleration read

0 < Ṡ = −1

2
dτS

−2

0 < S̈ = −1

2
S−3d2τS

−2 .

(7.11)

The number of e-foldings, N , is defined as

N =

∫
d lnS , (7.12)

where the limits of the integral should be taken at the beginning and the end of the
acceleration period.
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7.2 1d consistent truncation

In all of the compactifications presented here, the internal 6d components of the Einstein
equations and the dilaton equation reduce to1

d2τA = − 1
48 (∂AU − 4∂BU)

d2τφ = −∂φU ,
(7.13)

where U is a function (potential) that depends on the compactification and on the flux
that is turned on, given in (7.16) below. The external 4d Einstein equations reduce to
the following two equations,

d2τB = 1
12 (∂AU − 3∂BU)

72(dτA)
2 + 6(dτB)2 + 48dτAdτB − 1

2(dτφ)
2 = U .

(7.14)

The second line above is a constraint, consistently propagated by the remaining equations
of motion (i.e. the τ -derivative of this equation is automatically satisfied by virtue
of the remaining equations). The important point to note here is that, as we shall
see, the remaining (flux) equations of motion can be solved without imposing any
additional conditions. The above equations of motion “know” about the flux content of
the background which enters via U in the form of constant parameters, cf. Table 7.1. The
bottom line is that we are left with three second-order equations for three unknowns (the
two warp factors A, B and the dilaton φ), together with a constraint, which only needs
to be imposed once at some fixed initial time, and amounts to imposing an algebraic
condition on the constants parameterizing the fluxes.

Moreover, equations (7.13), (7.14) can be derived from a one-dimensional action given
by

S1d =

∫
dτ

{
1

N

(
− 72(dτA)

2 − 6(dτB)2 − 48dτAdτB + 1
2(dτφ)

2
)
−NU(A,B, φ)

}
,

(7.15)
where N is a non-dynamical Lagrange multiplier which should be set to N = 1 at the end
of the calculation; it can be thought of as originating from the lapse function. Variation of
the action (7.15) with respect to N imposes the constraint (second line of (7.14)), while
variation with respect to the fields A, B, φ is equivalent to their respective equations of
motion in (7.13), (7.14). The potential U is in general a function of all three scalars A,
B, φ. Explicitly, it is given by

1The bosonic sector of type IIA supergravity is given in Appendix B.
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U =



1
2c

2
ϕe

−φ/2+6A+6B + 1
2c

2
he

−φ+12A + 3
2c

2
χe

φ+4A + c2ξξ′e
−φ/2+6A − 6ke16A+4B CY (B.27), (B.28)

72b20e
−φ+12A+6B + 3

2c
2
0e

φ/2+10A+6B CY (B.113), (B.114)

1
2c

2
ϕe

−φ/2+6A+6B + 1
2m

2e5φ/2+18A+6B − 6ke16A+4B − 6λe16A+6B E (B.125), (B.126)

1
2c

2
ϕe

−φ/2+6A+6B + 1
2c

2
he

−φ+12A + 3
2c

2
χe

φ+4A − 6ke16A+4B − 6λe16A+6B EK (B.188), (B.189)

3
2c

2
0e

φ/2+10A+6B + 1
2m

2e5φ/2+18A+6B − 6ke16A+4B − 6λe16A+6B EK (B.194), (B.195)

1
2c

2
ϕe

−φ/2+6A+6B + 3
2c

2
fe

3φ/2+14A+6B − 6ke16A+4B − 6λe16A+6B EK (B.199) .
(7.16)

In the above we have indicated the type of compactification in which the potentials
appear (E stands for Einstein, EK for Einstein-Kähler, CY for Calabi-Yau), as well as
numbers of the respective equations of motion.

Note that the potential encodes all the information about the flux (which is generically
non-vanishing from the ten-dimensional point of view), as well as the external and internal
curvature contributions. Indeed, this information is encoded in U via the different
constants appearing in (7.16), whose 10d origin is summarized in Table 7.1.

m zero-form (Romans mass)
cf internal two-form
ch external three-form
b0 internal three-form
cχ mixed three-form
cϕ external four-form
c0 internal four-form
cξξ′ mixed four-form
k external curvature
λ internal curvature

Table 7.1: List of the constant coefficients entering the potential (7.16) of the 1d consistent
truncation, and their 10d origin. A form is called external (resp. internal), if all its legs
are along the external (resp. internal) directions; mixed if one of its legs is along the
time direction, while all remaining legs are internal.

Note also that, in terms of the potential, the derivatives of the scale factor with
respect to cosmological time, cf. equations (7.11), take the form

S4Ṡ2 = 1
6U + 4(dτA)

2 + 1
12(dτφ)

2

S5S̈ = 1
12 (∂BU − 4U)− 8(dτA)

2 − 1
6(dτφ)

2 .
(7.17)

Moreover, the quantity
SS̈

k + Ṡ2
=
∂BŨ − 4Ũ − 96(dτA)

2 − 2(dτφ)
2

2Ũ + 48(dτA)2 + (dτφ)2
, (7.18)
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7.3 Cosmological 4d consistent truncation

that appears in (7.10), is written in terms of the k-independent part of the potential,

Ũ = U + 6kS4 . (7.19)

In particular we see that

w = −1⇐⇒ ∂BŨ = 6Ũ + 144(dτA)
2 + 3(dτφ)

2 . (7.20)

7.3 Cosmological 4d consistent truncation
In a subset of the cases we present here, the equations of motion (7.13), (7.14) can be
written in terms of a potential V (A,φ) which only depends on A and φ,

d2τA = − 1
48e

24A+6B∂AV

d2τB = e24A+6B
(
1
2V + 1

12∂AV
)
− 2ke16A+4B

d2τφ = −e24A+6B∂φV

−12ke16A+4B + 2V e24A+6B = 144(dτA)
2 + 12(dτB)2 + 96dτAdτB − (dτφ)

2 .

(7.21)

As can be verified, these equations can then be “integrated” into a four-dimensional
action,

S4d =

∫
d4x
√
g
(
R− 24gµν∂µA∂νA− 1

2g
µν∂µφ∂νφ− V (A,φ)

)
. (7.22)

Indeed, in terms of the scale factor (7.5) and the cosmological time coordinate (7.7),
taking suitable linear combinations thereof, equations (7.21) can be written equivalently
as

S̈

S
= −1

2
V − 8Ȧ2 − 1

6
φ̇2

2

(
Ṡ

S

)2

+
2k

S2
=

1

3
V + 8Ȧ2 +

1

6
φ̇2

Ä+
3

S
Ȧ = − 1

48∂AV

φ̈+
3

S
φ̇ = −∂φV .

(7.23)

On the other hand, the 4d equations of motion resulting from (7.22) read

Rµν = 1
2gµνV + 24∂µA∂νA+ 1

2∂µφ∂νφ

∇µ∂µA = 1
48∂AV ; ∇µ∂µφ = ∂φV .

(7.24)

Inserting the Einstein metric (7.4) into the above, and assuming that A, B, φ only depend
on the time coordinate, results precisely in (7.23). Therefore, S4d of (7.22) is a two-scalar
consistent truncation of IIA for cosmological solutions: all cosmological solutions (i.e. all
solutions with a metric of FLRW type and scalar fields that only depend on time) of S4d
lift to ten-dimensional solutions of IIA supergravity.
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Chapter 7. The framework

For the different compactifications admitting a consistent cosmological truncation of
the form (7.22), the potential reads,

V =



72b20e
−φ−12A + 3

2c
2
0e

φ/2−14A CY with internal 3- and 4-form fluxes

1
2c

2
ϕe

−φ/2−18A + 1
2m

2e5φ/2−6A − 6λe−8A E with external 4-form flux

3
2c

2
0e

φ/2−14A + 1
2m

2e5φ/2−6A − 6λe−8A EK with internal 4-form flux

1
2c

2
ϕe

−φ/2−18A + 3
2c

2
fe

3φ/2−10A − 6λe−8A EK with internal 2-form, external 4-form.
(7.25)

Of course terms with k (the external 4d spatial curvature) cannot appear at the level of
the 4d action, but rather they potentially arise as part of its solutions.

It is known [216, 217] that there exists a consistent 4d truncation in the case of
the universal CY sector, i.e. a consistent truncation to the the gravity multiplet, one
vectormultiplet and one hypermultiplet. Remarkably, the action S4d of (7.22) is a
sub-truncation thereof to the graviton and two scalars, such that all information about
the flux (which is generically non-vanishing from the ten-dimensional point of view)
is carried by the potential V via the constants m, b0, c0, cϕ. The latter correspond
respectively to non-vanishing zero-form flux (Romans mass), internal three-form flux,
internal four-form flux, and external four-form flux; λ is the scalar curvature of the
internal Einstein manifold, cf. (B.119).

Note that: (i) not all compactifications considered here admit the sub-truncation
(7.22), (7.25) to gravity plus two scalars; (ii) the Einstein and Einstein-Kähler cases in
(7.25) reduce to CY in the λ→ 0 limit.
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8 Cosmological solutions

We now present the various solutions that we found within this framework. Section 8.1
discusses the analytic solutions obtained when one type of flux is turned on. Section
8.2 explains the dynamical system techniques used here, illustrated with some notable
cases in subsections 8.2.1 – 8.2.4. We then close this second part of the thesis with a
discussion on possible future directions in Section 8.3. Further details of all analytical
solutions and all two-flux dynamical systems studied here can be found in Appendix B.

8.1 Analytic solutions
In the present analysis we find three different types of analytic solutions:

• Critical (scaling) solutions. Their metrics are of power-law form,

ds2 = −dT 2 + T 2adΩ2
k , (8.1)

in terms of the cosmological time T , with a = 1
3 , 3

4 , 19
25 , 9

11 , 1. They admit an
interpretation as critical points in an appropriately defined phase space, as described
in Section 8.2.

• Type I solutions. They interpolate between two asymptotically power-law metrics,

ds2 → −dT 2
− + T

2
3
−dΩ2

k ; ds2 → −dT 2
+ + T

2
3
+dΩ2

k , (8.2)

as τ → −∞, τ → +∞ respectively. In terms of the dynamical system description,
they correspond to trajectories interpolating between two fixed points on the
equator.
The corresponding coordinate patches are parameterized by coordinates T± ∝ eb±τ ,
for certain parameters b± which depend on the particular solution. If b− is positive,
τ → −∞ corresponds to T− → 0. It follows that the solution reaches a singularity
at finite proper time in the past. If b− is negative, τ → −∞ corresponds to T− →∞,
and is therefore reached at infinite proper time in the past. An identical analysis
holds for the patch parameterized by T+, corresponding to τ → +∞. All four
different possibilities are realized in the analytic solutions presented here: τ → ±∞
corresponding to T± → 0, or T± →∞.
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Chapter 8. Cosmological solutions

• Type II solutions. They interpolate between an asymptotically power-law metric,
ds2 → −dT 2

± + T
2a±
± dΩ2

k , (8.3)
at either τ → −∞ or τ → +∞, with a± = 1

3 , and a critical solution at τ = 0 (which
is reached at infinite proper time) with a = 1 or a = 3

4 . In terms of the dynamical
system description, they correspond to trajectories interpolating between one fixed
point on the equator and an interior fixed point.

Table 8.1 below summarizes the different types of analytic solutions constructed here,
the corresponding type of compactification, and the section in which the explicit details
of the solution can be found.

Critical Type I Type II
k < 0 (B.41) k > 0 (B.35) k < 0 (B.40)

ϕ 6= 0 and k < 0 (B.50) ϕ 6= 0 (B.47) ϕ 6= 0 and k < 0 (B.55)
CY χ 6= 0 and k < 0 (B.71) χ 6= 0 (B.61), χ 6= 0 and k > 0 (B.65) χ 6= 0 and k < 0 (B.71)

ξ 6= 0 and k < 0 (B.83) ξ 6= 0 (B.73), ξ 6= 0 and k > 0 (B.77) ξ 6= 0 and k < 0 (B.83)
ξ, χ 6= 0 and k < 0 (B.95) ξ, χ 6= 0 and k > 0 (B.89) ξ, χ 6= 0 and k < 0 (B.95)

ξ, χ, h 6= 0 and k < 0 (B.103) b0 6= 0 and c0 6= 0 (B.115) ξ, χ, h 6= 0 and k < 0 (B.103)
λ < 0 (B.132) λ > 0 (B.130) λ < 0 (B.131)

λ < 0 and k < 0 (B.143) λ > 0 and k > 0 (B.141) λ < 0 and k < 0 (B.142)
m 6= 0 and λ < 0 (B.145) m 6= 0 (B.134) ϕ 6= 0 and λ < 0 (B.173)

E m 6= 0 and k < 0 (B.155) ϕ 6= 0 and λ > 0 (B.172) m 6= 0 and k < 0 (B.152)
m 6= 0, k, λ < 0 (B.157) ϕ 6= 0 and m 6= 0 (B.148)
ϕ,m 6= 0, k < 0 (B.160)
ϕ,m 6= 0, k, λ < 0 (B.163)
h 6= 0 and λ < 0 (B.190)

EK c0 6= 0 and k < 0 (B.196)
cf 6= 0 and k < 0 (B.202)

Table 8.1: List of all the analytic solutions, besides the zero-flux, flat 4d space solution
of Section 8.1.1. We list the corresponding compactification manifold, the type of non-
vanishing flux, together with a reference to the explicit details of the solution. Critical
solutions correspond to fixed points in the dynamical-system description. All CY critical
points correspond to regular Milne universes except the one with ϕ 6= 0, which is a Milne
universe with angular defect. The λ < 0 critical point corresponds to a scaling cosmology
with a = 3

4 . The m 6= 0, λ < 0 critical point corresponds to a scaling cosmology with
a = 19

25 . The k, λ, m, ϕ 6= 0 solution corresponds to AdS4 in hyperbolic slicing. The
h 6= 0, λ < 0 critical point corresponds to a scaling cosmology with a = 9

11 . All the
other critical points correspond to Milne universes with angular defects. Type I solutions
always correspond to trajectories interpolating between two points of the equator. Type
II solutions interpolate between a fixed point on the equator and an interior fixed point.
For all type II CY solutions, the internal space warp factor eA and the dilaton φ tend to
a constant at future infinity, except for the ϕ 6= 0 solution for which eA, eφ → ∞. For
all type II Einstein solutions, eA →∞, φ→ const. at asymptotic infinity, except for the
(m, k) solution for which eφ → 0.

8.1.1 Minimal (zero-flux) solution
The simplest solution to the form equations is given by vanishing flux. Let us consider
the remaining equations of motion. The internal Einstein and dilaton equations give,
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8.1 Analytic solutions

cf. (7.13),
A = cAτ + dA ; φ = cφτ + dφ , (8.4)

for some constants cA, dA, cφ, dφ. The external Einstein equations give, cf. (7.14),

B = cBτ + dB ; 1
12c

2
φ = 12c2A + c2B + 8cAcB , (8.5)

where cB, dB are constants. The second equation above is the constraint, which implies
in particular that the ratio r defined by

r :=
cA
cB

, (8.6)

must satisfy r ≤ −1
2 or r ≥ −1

6 . The points where the constraint is saturated correspond
to constant dilaton (cφ = 0).

This solution thus implies a power-law form for the 4d part of the Einstein-frame
metric,

ds24E = −e(24cA+6cB)τdτ2 + e(8cA+2cB)τd~x2 , (8.7)

where we have appropriately rescaled the τ , ~x coordinates to absorb dA, dB. In terms of
a coordinate T ∝ e(12cA+3cB)τ we have a power-law expansion,

ds24E = −dT 2 + T
2
3d~x2 . (8.8)

The time coordinate T ranges from T = 0, where we have a singularity, to T = ∞.
Depending on the values of cA, cB and cφ, we can have solutions with constant dilaton
such that the warp factor collapses (eA → 0), or decompactifies (eA → ∞) as T → 0
or ∞ respectively. The opposite behavior is also possible, i.e. eA →∞, 0 as T → 0,∞
respectively. We can also have solutions with constant internal space warp factor, such
that either φ→ ±∞ or φ→ ∓∞, as T → 0 or ∞.

8.1.2 Single-flux solutions
In the case where a single type of flux is turned on, it is always possible to solve the
equations analytically. Let us suppose a potential of the form

U = c eαA+βB+γφ , (8.9)

for some real constants c, α, β, γ, whose precise values depend on the type of flux turned
on. More specifically, let nt, ns, ni be the number of legs the form has along the time,
3d space, and internal directions respectively. Then, for an RR form we have

α = 18(1−nt)−2(−1)nt(ns+ni) ; β = 6(1−nt)−2(−1)ntns ; γ = (−1)nt
5− (nt + ns + ni)

2
.

(8.10)
For an NS-NS three-form the constants α, β are as above, but γ = −(−1)nt .

In the following, it will be useful to set

q := c
[
1
48(α− 4β)2 − 1

12β
2 + γ2

]
. (8.11)
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• Case q 6= 0

Let us set

E(τ) :=


ln
[2c2E

q sech2(cEτ + dE)
]
, q > 0

ln
[2c2E

|q| csch2(cEτ + dE)
]
, q < 0

, (8.12)

where cE , dE are arbitrary constants. The A, B, φ-equations of motion are then solved
by

A = c
48q (α− 4β)E + cAτ + dA

B = c
12q (3β − α)E + cBτ + dB

φ = cγ
q E + cφτ + dφ ,

(8.13)

where cA, dA, cB, dB, cφ, dφ are arbitrary constants subject to the conditions

αcA + βcB + γcφ = 0 ; αdA + βdB + γdφ = 0 . (8.14)

Moreover, the constraint (7.14) reduces to

1

2
c2φ +

2c

q
c2E = 72c2A + 48cAcB + 6c2B . (8.15)

For τ → ±∞, the scale factor lnS grows linearly in τ . This results in a scaling solution
with S(T ) ∼ T

1
3 . For q > 0, S goes to a constant in the τ → 0 limit. In the case q < 0

we have instead,

lnS → δ ln |τ | ; δ :=
8β

(α− 6β)(α− 2β) + 48γ2
, (8.16)

in the τ → 0 limit, where we took (8.15) into account. This results in a scaling solution
with S(T ) ∼ T a, where

a =
δ

3δ + 1
. (8.17)

Taking (8.10) into account, we see that there are no scaling solutions with a > 1 (ac-
celerated expansion). However, there is one case which gives a = 1 (scaling solution
with vanishing acceleration): it involves negative external curvature and is described in
Section 8.2.1.

• Case q = 0

For special values of nt, ns, ni it is possible to have q = 0. It can be seen that this occurs
only if the flux is anisotropic in the 3d spatial dimensions. The A, B, φ-equations of
motion are then solved by

A = c
48c2E

(4β − α)eE + cAτ + dA

B = c
12c2E

(α− 3β)eE + cBτ + dB

φ = − cγ
c2E
eE + cφτ + dφ ,

(8.18)
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8.1 Analytic solutions

where cA, dA, cB, dB, cφ, dφ are arbitrary constants and

cE = αcA + βcB + γcφ ; dE = αdA + βdB + γdφ . (8.19)

Moreover, the constraint (7.14) reduces to

c2φ = 144c2A + 96cAcB + 12c2B . (8.20)

The scale factor is given by

lnS = (4cA + cB)τ + (4dA + dB) +
βc

12c2E
ecEτ+dE . (8.21)

The conditions for accelerated expansion read

c1 + c2e
t > 0 ; 2c21 + 2c22e

2t + c2(4c1 − cE)et < 0 , (8.22)

where we have set

c1 := 4cA + cB ; c2 :=
βc

12cE
; t := cEτ + dE . (8.23)

For concreteness, let us assume cE > 0. The conditions (8.22) can then be written as

c̃2e
t > −c̃1 ; −c̃1 + 1

4(1−
√
1− 8c̃1) < c̃2e

t < −c̃1 + 1
4(1 +

√
1− 8c̃1) , (8.24)

where c̃i := ci/cE ; i = 1, 2. Let us also denote B± := −c̃1 + 1
4

(
1±
√
1− 8c̃1

)
, appearing

in (8.22). Since B± ≥ 0 for all c̃1 ≤ 1
8 , one needs c̃2 > 0 for the second condition to be

satisfied, so we restrict to that case in the following. Furthermore, it holds for t1 < t < t2
with,

t1 = ln
B−
c̃2

, t2 = ln
B+

c̃2
. (8.25)

If 0 < c̃1 <
1
8 : the first condition in (8.22) is always satisfied and the number of

e-folds is thus given by

N = c̃1(t2 − t1) + c̃2
(
et2 − et1

)
(c̃1 > 0) . (8.26)

For the value c̃1 = 1
8 , B− = B+ and there is no accelerated expansion.

If c̃1 < 0: the first condition in (8.22) is satisfied for t > t0 with

t0 = ln− c̃1
c̃2

. (8.27)

Note that for all c̃1 < 0, t1 < t0 < t2. In this case, the number of e-folds is given by

N = c̃1(t2 − t0) + c̃2
(
et2 − et0

)
(c̃1 < 0) . (8.28)

For c̃1 → 0, t1 → −∞ but N is however finite and

lim
c̃1→0−

N = lim
c̃1→0+

N =
1

2
. (8.29)
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Chapter 8. Cosmological solutions

Plugging (8.25) into (8.26) and (8.28), we observe that N only depends on c̃1, and reads
explicitly

N(c̃1) =


1
4(1 +

√
1− 8c̃1) + c̃1 ln

[
1− 1

4c̃1

(
1 +
√
1− 8c̃1

)]
if c̃1 < 0 ,

1
2

√
1− 8c̃1 + c̃1 ln

1+
√
1−8c̃1−4c̃1

1−
√
1−8c̃1−4c̃1

if c̃1 > 0 .

(8.30)

For c̃1 < 0, N is monotonously increasing from 0 to 1
2 . For 0 < c̃1 <

1
8 , N admits a

maximum Nmax = 0.59980 at c̃1 = 0.038148, see Figure 8.1. It is the maximal number
of e-folds one can obtain in such one-flux solutions.

-0.1 0.1

0.1

0.6

Figure 8.1: Number of e-folds N as a function of the parameter c̃1, for one-flux compact-
ifications. N reaches a maximum of Nmax = 0.59980, for c̃1 = 0.038148.

8.2 Two-flux solutions: dynamical system analysis
Let us now consider the case where the potential consists of two terms,

U =

2∑
i=1

cie
Ei ; Ei := αiA+ βiB + γiφ , (8.31)

where ci, αi, βi, γi are real constants. We shall assume that the potential is not everywhere
non-positive, so that we can take c1 > 0, while c2 is unconstrained.

• The system
Let us define the following phase-space variables,

v = e−E1/2dτA ; u = e−E1/2dτB ; w = e−E1/2dτφ . (8.32)
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8.2 Two-flux solutions: dynamical system analysis

In terms of these, the equations of motion become an autonomous dynamical system,

dσv =−
(
1
8α2 − 1

2β2
)
u2 −

(
α2 +

1
2β1 − 4β2

)
uv −

(
1
2α1 +

3
2α2 − 6β2

)
v2 − 1

2γ1vw

−
(
− 1

96α2 +
1
24β2

)
w2 + 1

48c1 [α2 − α1 + 4 (β1 − β2)] (8.33)
dσu =− 1

2 (−α2 + b1 + 3β2)u
2 −

(
1
2α1 − 4α2 − 12β2

)
uv − (−6α2 + 18β2) v

2 − 1
2γ1uw

−
(

1
24α2 +

1
8β2
)
w2 + 1

12c1 [α1 − α2 + 3 (β2 − β1)]
dσw =− 6γ2u

2 − 48γ2uv − 72γ2v
2 − 1

2β1uw −
1
2α1vw − 1

2 (γ1 − γ2)w
2 + c1 (γ2 − γ1) ,

where dσ := eE1/2dτ , and we have used the constraint to eliminate the terms with c2
from the equations of motion. Moreover, the constraint reads

72v2 + 6u2 + 48vu− 1
2w

2 = c1 + c2e
E2−E1 . (8.34)

To better analyse the behavior of the flow at infinity, it is useful to compactify the phase
space as in [212,214]. We introduce the new variables

x =
2v

4v + u
; y =

w

2
√
3(4v + u)

; z =

√
c1√

6(4v + u)
. (8.35)

Note that in these variables the condition of expansion is equivalent to z > 0. The system
(8.33) becomes

x′ = 1
4

(
[α2 + 2β2(−2 + x)](−1 + x2 + y2 + z2) + [−α1 − 2β1(−2 + x)]z2

)
y′ = 1

2

(
(2
√
3γ2 + β2y)(−1 + x2 + y2 + z2)− (2

√
3γ1 + β1y)z

2
)

z′ = 1
4z
(
α1x+ 4

√
3γ1y − 2β1(−1 + 2x+ z2) + 2β2(−1 + x2 + y2 + z2)

)
,

(8.36)

where f ′ = dωf and dω :=
√
c1√
6z
dσ, while the constraint (8.34) now reads

c1(1− x2 − y2 − z2) = c2 z
2eE2−E1 . (8.37)

Let us also note that

dω =

√
c1√
6z
eE1/2dτ ; dT =

√
6z
√
c1
e12A+3B−E1/2dω , (8.38)

as follows from the previous definitions.

• Invariant surfaces
The equations of motion (8.36) imply

1
2

(
x2 + y2 + z2

)′
=1

4

(
−1 + x2 + y2 + z2

)
×
(
α2x+ 4

√
3γ2y − 2β1z

2 + 2β2
[
(−2 + x)x+ y2 + z2

])
,

(8.39)
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Chapter 8. Cosmological solutions

so that the unit sphere,

S =
{
(x, y, z) ∈ R3 | x2 + y2 + z2 = 1

}
, (8.40)

is an invariant surface. This implies that trajectories which include some interior (resp.
exterior) point of the three-dimensional unit ball will remain there; such trajectories
correspond to c1, c2 having the same (resp. opposite) sign. Similarly, trajectories that
include a point on the sphere S must lie entirely on S. As can be seen from the constraint
(8.37), trajectories on S must have c2 = 0.

Moreover, it follows immediately from the third line in (8.36) that the plane z = 0
is another invariant surface, so trajectories which include some point in the upper
(resp. lower) half of the three-dimensional space z > 0 (resp. z < 0) must lie there
entirely. Similarly, trajectories which include a point of the (x, y)-plane must lie entirely
on that plane. The latter trajectories must have c1 = 0, as follows from (8.37).

The intersection of the two invariant surfaces above, the unit circle C in the z = 0
plane, is also an invariant surface. In fact C is a circle of fixed points,

pC ∈ C :=
{
(x, y, z) | x2 + y2 = 1 and z = 0

}
. (8.41)

Each point pC corresponds to a trajectory (solution) with c1, c2 = 0, i.e. the minimal
solution of Section 8.1.1. In particular, the ratio r defined in (8.6) is related to the polar
angle via,

tan θ =
y

x
= ± 1

2r

√
12r2 + 8r − 1 . (8.42)

Another consequence of the system (8.36) is that the plane

P :=
{
(x, y, z) ∈ R3 | ax+ by + c = 0

}
, (8.43)

is an invariant surface, where the constants a, b, c are obtained as solutions of the system
of equations1

(α2 − 4β2)a+ 4
√
3γ2b− 2β2c = 0

[α2 − α1 − 4(β2 − β1)] a+ 4
√
3(γ2 − γ1)b− 2(β2 − β1)c = 0 .

(8.44)

Indeed, in this case, (8.36) implies

(ax+ by)′ = 1
2(ax+ by + c)

[
β2(x

2 + y2 − 1) + (β2 − β1)z2
]
. (8.45)

Allowed trajectories must therefore either lie entirely on P , or be limited on either side of it.

As follows from (8.36), the flow equations are invariant under (z, ω) → −(z, ω), so
that each trajectory in the z > 0 region is paired to a “mirror” trajectory in the z < 0
region. As we are ultimately interested in expanding cosmologies, we will restrict our
attention to the z ≥ 0 region. On the other hand, taking (7.17), (8.37) into account, the
condition for acceleration is written as2

1Solutions to this system exist, provided (α1β2 − α2β1)
2 + (α1γ2 − α2γ1)

2 + (β1γ2 − β2γ1)
2 6= 0.

2More precisely, the left hand side of the second inequality in (8.46) is equal to 3
c1
e−E1z5S5S̈.
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S̈(T ) > 0⇐⇒ (β1 − β2)z2 − β2
(
x2 + y2

)
+ β2 − 4 > 0 , (8.46)

which defines an acceleration region in the phase space. Depending on the values
taken by β1, β2, it can be a cone, a cylinder, a ball (regular or deformed) or the region
above a horizontal plane, see Table 6.1 and Figure 8.2 below.

Figure 8.2: Vector field generated by the dynamical system (8.36), plotted in the invariant
plane P. Here, the acceleration region is a cone, depicted in green. The generic equator
fixed points are illustrated in purple. This example corresponds to the case λ, k 6= 0,
studied extensively in Section 8.2.1, and coincides with the northern hemisphere of Figure
6.2.

Note that different pairs of β1,2 lead to acceleration regions of different shape. Al-
though the solutions are invariant under β1 ↔ β2, this leads to a reparametrization of
the phase space of the corresponding dynamical system. Put differently, although the
solutions are invariant under reflections along the diagonal of Table 6.1, the shapes of
the acceleration regions are not.

Moreover, using (7.10), (7.18) and (8.37) we have

w = 1− 1
3β2 +

1
3β2

(
x2 + y2

)
+ 1

3(β2 − β1)z
2 . (8.47)

Note that in the presence of external curvature (with the convention c2 = −6k), the
above expression is to be replaced by

w = 1− 1
3β1

z2

x2 + y2 + z2
. (8.48)

Eqs. (8.46), (8.47) are consistent with the fact that the acceleration condition is equivalent
to w < −1

3 , if k + Ṡ2 > 0.
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It is also possible to obtain an expression for the number of e-foldings N directly in
terms of phase space variables. Indeed, solving (8.35) for for v, u, w, and taking (8.32)
into account, we obtain

dωA = 1
2x ; dωB = 1− 2x ; dωφ = 2

√
3 y . (8.49)

In particular this implies dω(4A+B) = 1, which, taking (7.5) into account, is equivalent
to

d lnS = dω . (8.50)

This means that the flow parameter of the system (8.36) is simply ω = ln S
S0

, so that
S = S0 at ω = 0. It follows that

N =

∫
dω , (8.51)

where the limits of the integral should be taken as the points of entry and exit of the
trajectory into and out of the acceleration region (8.46), respectively.

• The scale factor
Given a solution (x(ω), y(ω), z(ω)) of the above dynamical system, it becomes possible to
reconstruct the corresponding expression for the scale factor S(T ), which is the quantity
we are ultimately interested in, in order to construct all the observables related to the
cosmological model.

One can integrate (8.38) to obtain

T (ω) =

√
6

c1

∫ ω

−∞
dω′z(ω′) exp

[(
12− α1

2

)
A(ω′) +

(
3− β1

2

)
− γ1

2
φ(ω′)

]
, (8.52)

where T = 0 corresponds to the lower bound ω → −∞ and S = eω = 0. Note that
since we restrict to z > 0, T is ensured to be positive. Here, A,B, φ are completely
determined by the solution (and the data of initial conditions) via (8.49), and can be
computed by numerical integration. In practice, we solve the system over a finite range
[ωmin, ωmax], which gives the bounds to be used in the integrals. One can then numerically
invert (8.52) to obtain ω(T ) = logS.

Alternatively, we can compute the parametric curve (log T (ω), ω) with parameter ω
which corresponds to the log–log plot (log T, logS), as shown in Figure 6.4. In such a
plot, the freedom in the parameter c1 can be thought as a freedom to move the curve left
and right.3 Furthermore, since the dynamical system is autonomous, meaning it does
not depend on ω explicitly, every shift of a solution is also a solution, viz.

~x(ω) is a solution =⇒ ~x(ω +Ω) is a solution . (8.53)

This means that the log–log plot can also be shifted up or down at will. The only freedom
left is the choice in the initial conditions (x0, y0, z0).

3This may also be thought as a freedom in tuning the value of H0, the Hubble parameter at a given
T0.
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8.2 Two-flux solutions: dynamical system analysis

From (8.52), one can express Ṡ and S̈ as functions of ω,

Ṡ =
dS

dT
=

(
dT

dS

)−1

=

(
dT

dω

dω

dS

)−1

=
dS

dω

(
dT

dω

)−1

=
eω

t(ω)
,

S̈ =
d

dT
Ṡ =

dω

dT

d

dω
Ṡ =

eω

t2

(
1− t′

t

)
,

...
S =

eω

t5
[
t2 + 3t′2 − t(3t′ + t′′)

]
,

(8.54)

where t(ω) is the integrand in (8.52), and t′ = dωt. From this, one may compute the
Hubble parameter H = Ṡ/S and its derivatives as functions of ω, as well as other quan-
tities such as the tensor–to–scalar ratio r or the scalar spectral index ns. In principle,
these could allow to further assess and restrict the viability of the models obtained in
this way (beyond the mere number of e-foldings N), but this goes beyond the scope of
the present work, although it would be interesting to explore these constraints in future
work.

In the following four subsections we will study in depth four dynamical systems.
The first two correspond to the two open FLRW cosmologies described in Section 6.2.
The one with negative internal curvature is studied in Section 8.2.1, whereas the one
with non-vanishing Romans mass in Section 8.2.2. Both admit solutions with infinite
or parametrically controlled number of e-foldings. The remaining two systems, studied
in Sections 8.2.3 and 8.2.4, were chosen for the richness of their fixed-point structure,
allowing for different interpolating solutions. All the other possible two-flux dynamical
systems can be found in Appendix B.2, and are summarized in Table 8.2 below.

m cϕ cχ cξξ′ cf ch b0 c0 k λ

m ∅ (B.243) ∅ ∅ ∅ ∅ ∅ (B.261) (8.83) (8.96)
cϕ (B.243) ∅ (8.111) (B.205) (B.278) ∅ ∅ ∅ (B.210) (B.237)
cχ ∅ (8.111) ∅ (B.216) ∅ (B.218) ∅ ∅ (B.220) (B.249)
cξξ′ ∅ (B.205) (B.216) ∅ ∅ (B.226) ∅ ∅ (B.223) ∅
cf ∅ (B.278) ∅ ∅ ∅ ∅ ∅ ∅ (B.284) (B.290)
ch ∅ ∅ (B.218) (B.226) ∅ ∅ ∅ ∅ (B.228) (B.255)
b0 ∅ ∅ ∅ ∅ ∅ ∅ ∅ (B.231) ∅ ∅
c0 (B.261) ∅ ∅ ∅ ∅ ∅ (B.231) ∅ (B.267) (B.273)
k (8.83) (B.210) (B.220) (B.223) (B.284) (B.228) ∅ (B.267) ∅ (8.55)
λ (8.96) (B.237) (B.249) ∅ (B.290) (B.255) ∅ (B.273) (8.55) ∅

Table 8.2: All possible two-flux dynamical systems. A ∅ indicates that the corresponding
pair of fluxes does not relate to a possible subcase of (7.16).

8.2.1 Case study I: λ, k
Let us begin with the case where λ, k 6= 0. From (8.36), we obtain the dynamical system

x′ = 2x
(
x2 + y2 − 1

2z
2 − 1

)
+ 2z2

y′ = 2y
(
x2 + y2 − 1

2z
2 − 1

)
z′ = z

[
1 + 2(x− 1)x+ 2y2 − z2

]
,

(8.55)
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where we have set c1 = −6λ, c2 = −6k, (α1, β1, γ1) = (16, 6, 0), (α2, β2, γ2) = (16, 4, 0).
Moreover, we assume λ < 0, so that c1 > 0 as required in Section 8.2. The constraint
(8.37) reduces to

λ
(
1− x2 − y2 − z2

)
= k z2e−2B , (8.56)

so that k < 0 (resp. k > 0) restricts to trajectories in the interior (resp. exterior) of the
invariant surface S, cf. (8.40). Trajectories on S require k = 0, while those on the z = 0
plane require λ = 0. The points on the equator C of S require k, λ = 0.

Besides S and the invariant plane z = 0, the plane y = 0 is also an invariant surface.
Since eqs. (8.55) are invariant under y → −y, we may restrict our attention to trajectories
lying in the y, z ≥ 0 quadrant.

The condition for acceleration (8.46) reduces to

S̈(T ) > 0⇐⇒ z2 > 2
(
x2 + y2

)
, (8.57)

so that accelerated expansion occurs in the portion of the trajectory that lies in the
upper half of the cone defined in (8.57). Moreover, from (8.47) we have

w =
x2 + y2 − z2

x2 + y2 + z2
, (8.58)

so that w = −1 whenever the trajectory passes by the z-axis. Equations (8.57), (8.58)
imply that the acceleration condition is equivalent to w < −1

3 .

• Critical points
For z > 0 there are two critical points of the system (8.55), given by

p1 =
1
2

(
1, 0,
√
2
)

; p2 =
1
3

(
2, 0,
√
5
)
. (8.59)

Both p1,2 lie on the invariant y = 0 plane. Moreover, p1 lies on the boundary of the
acceleration cone and in the interior of S, while p2 lies outside the cone and on the
boundary of S.

On the z = 0 plane, the origin p0 = (0, 0, 0) is an isolated fixed point. In addition,
we have an invariant circle of fixed points pC : the equator of the sphere S. These points
require k, λ = 0 and correspond to the minimal solutions of Section 8.1.1.

The linearized system at p1 has eigenvalues −1 (double) and −2. The corresponding
eigenvectors are along the x and y directions, respectively. The linearized system at p0
has eigenvalues −2 (double) and 1. The corresponding eigenvectors are along the x, y
and z directions, respectively.

The critical points of the dynamical system correspond to solutions that can be given
analytically: p1 corresponds to the singular Milne universe given in (B.142); p2 requires
k = 0 (which is consistent with the fact that it lies on S) and corresponds to the critical
solution with λ < 0, which is a decelerating power-law expansion. The origin p0 requires
λ = 0 (which is consistent with the fact that it lies on the z = 0 plane) and corresponds
to the regular Milne universe of (B.40).
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8.2 Two-flux solutions: dynamical system analysis

• The invariant surface S
Restricting to trajectories on S, the system (8.55) implies

x′ = 3(x− 2
3)(x

2 + y2 − 1) ; y′ = 3y(x2 + y2 − 1) . (8.60)

It follows that the projections of all trajectories on S to the z = 0 plane are of the form

a(x− 2
3) + by = 0 ; a, b ∈ R , (8.61)

i.e. straight lines passing by the point (x, y) =
(
2
3 , 0
)
, which is the projection of p2 onto

the z = 0 plane. These trajectories correspond precisely to the solutions of (B.127), and
require k = 0. More specifically, the slope of the line (8.61) is related to the constants in
(B.127) via

a

b
= −

3
√
3cφ

20cA
. (8.62)

• The invariant plane z = 0

Restricting to trajectories on the z = 0 plane, the system (8.55) reduces to

x′ = 2x(x2 + y2 − 1) ; y′ = 2y(x2 + y2 − 1) . (8.63)

It follows that all trajectories on the z = 0 plane are of the form

ax+ by = 0 ; a, b ∈ R , (8.64)

i.e. straight lines passing by the point (x, y) = (0, 0). These straight lines correspond
precisely to the solutions of (B.35), and require λ = 0. More specifically, the slope of the
line (8.64) is related to the constants in (B.35), (B.36) via

a

b
= −

cφ

4
√
3cA

. (8.65)

• The invariant plane y = 0

On the plane y = 0, the system (8.55) reduces to

x′ = 2x
(
x2 − 1

2z
2 − 1

)
+ 2z2

z′ = z
[
1 + 2(x− 1)x− z2

]
.

(8.66)

All trajectories of the reduced system are attracted by the stable node p1, except for the
two trajectories on S which start at the two antipodal points (x, y, z) = ±(1, 0, 0) ∈ C,
and end on either side of the unstable node p2.

Using a perturbative analysis, it is possible to obtain an analytic description of the
trajectory connecting p0 and p1 near the critical endpoints. In the neighborhood of p0
the system (8.66) admits the solution

x = 1
2c

2e2ω − 3
4c

4e4ω +O
(
e6ω
)
; z = ceω − c3e3ω +O

(
e5ω
)
, (8.67)
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so that the (x, z) trajectory attains p0 in the ω → −∞ limit, tangentially along the
vertical direction (z-axis). Moreover the constraint (8.56) imposes

c =
√∣∣λ

k

∣∣ eB0 . (8.68)

It can be seen from (8.58), (8.67) that w → −1 as the trajectory tends to p0. However
it would be incorrect to conclude that the solution becomes asymptotic de Sitter, since
the p0 point is reached at finite cosmological time in the past. Indeed this can be seen
explicitly by reconstructing the metric corresponding to the solution (8.67), (8.68): taking
into account the relation between dT and dω, cf. (8.38), we obtain

dT = S3dτ = 1√
|λ|
z e4Adω . (8.69)

Moreover from (8.49) and (8.67) we obtain the perturbative expression for A and z.
Plugging into (8.69) and integrating we obtain4

T = 1√
|λ|
c e4A0+ω

[
1− 1

6c
2e2ω +O

(
e4ω
)]

, (8.71)

where we imposed T → 0 as ω → −∞. Taking (8.68) into account gives√
|k|T = S0 e

ω
[
1− 1

6c
2e2ω +O

(
e4ω
)]

, (8.72)

where we have set S0 := e4A0+B0 , so that S = S0 e
ω, cf. below (8.50). Finally, inverting

the perturbative series (8.72) we obtain

S =
√
|k|T

[
1 + 1

6 |λ|e
−8A0T 2 +O

(
T 4
)]

. (8.73)

It then follows from (7.10) that w = −1 +O(T 2), in agreement with our previous result.
Indeed up to and including terms of order O(T 4) the spacetime metric becomes that of
de Sitter space in hyperbolic slicing,

ds2dS = −dT 2 + |k|Λ2 sinh2
(
T

Λ

)
dΩ2

k ; Λ :=
1√
|λ|
e4A0 , (8.74)

where Λ is related to the scalar curvature R of de Sitter via Λ2 = 12/R. This is not
asymptotic de Sitter, however, as T = 0 is reached at finite proper time in the past,
where the space becomes a regular Milne universe. The solution can thus be geodesically
completed in the past to T < 0, by gluing together its mirror trajectory in the z < 0
region, cf. the comment in the paragraph preceding (8.46).

A similar analysis can be performed in the neighborhood of p1. In that case we obtain
S → 2

√
|k|T , so that w → −1

3 , as the trajectory approaches p1.

4We have obtained the perturbative solution to a very high order in e2ω, and we have shown that it is
consistent with the closed expression,

2
√

2|λ| e−4A0T = c eω + arcsinh(c eω) . (8.70)
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• Comparison with the analytical solutions (B.139)
It follows from the system (8.55) that the ellipse,

x = 1
2 ; 4

3y
2 + 2z2 = 1 , (8.75)

is an invariant submanifold. The upper vertex of the ellipse (at z = 1√
2
) is the critical

point p1, while the left and right vertices (at y = ±
√
3
2 ) are both in pC. The two

trajectories starting at either the left or the right vertex of the ellipse and ending at the
upper vertex, correspond precisely to the analytic solutions around (B.139).

• Potential and kinetic energies
The acceleration period can in fact be understood as a competition of the kinetic and
potential energies of the system, as we would like to illustrate here.

Let us recall that, by comparing the energy-momentum tensor of a perfect fluid and
that of a homogeneous scalar field ϕ, one can assign to the latter the following pressure
and energy density,

pϕ =
1

2
ϕ̇2 − V (ϕ) ,

ρϕ =
1

2
ϕ̇2 + V (ϕ) .

(8.76)

The acceleration condition w = pϕ/ρϕ < −1/3 then translates to

ϕ̇2 < V (ϕ) , (8.77)

i.e. there is acceleration whenever the potential energy dominates (twice) the kinetic
energy.

In our models, the 2-field 4d potential has the shape of an exponential “wall”, and the
system can be thought in field space as thrown against that wall: initially the potential
energy V is exponentially small and the kinetic energy K dominates. Eventually the
system reaches the wall and starts climbing it, K decreases while V increases; when
2K = V , acceleration begins, which starts to significantly dissipates energy (the Hubble
term in the EOM of ϕ acts a friction term). When the potential energy becomes too
important, the trajectory undergo a turnaround and goes back down the wall; the system
starts to accelerate again and inflation stops whenever 2K = V . Such a trajectory is
depicted in Figure 8.3.

More quantitatively, in that case study the 4d potential is given by

V (A) = −6λe−8A . (8.78)

To compute the kinetic energy, one first has to canonically normalize the fields,

A→ Ã = 4
√
3A , φ→ φ . (8.79)

Then, using gττ = S(τ)−3 = exp (−13A− 3B), the kinetic energy reads

K =
1

2
S−6

(
(dτ Ã)

2 + (dτφ)
2
)
. (8.80)
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Figure 8.3: The scalar potential V plotted over the field space (A,φ). On it lies a typical
trajectory featuring transient inflation: acceleration starts at the green dot and stops at
the red dot. A these two special positions, the potential energy equals twice the kinetic
energy.

We further use that dω/dτ =
√
−λ/z e8A+3B, cf. (8.38), and

dτA = dωA
dω

dτ
=

√
−λ
z

1

2
x e8A+3B ,

dτφ = dωφ
dω

dτ
=

√
−λ
z

2
√
3y e8A+3B ,

(8.81)

to obtain

K = −6λe−8A x
2 + y2

z2
= V × x2 + y2

z2
. (8.82)

The condition for acceleration S̈ > 0⇔ V > 2K then precisely recovers the condition
(8.86), which defines the boundaries of the acceleration region.
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8.2.2 Case study II: k,m
We now turn to the case where k, m 6= 0. Here, the system of equations reduces to

x′ = 2x
(
x2 + y2 − 1

)
+

1

2
(3− 2x)z2

y′ = 2y
(
x2 + y2 − 1

)
− yz2 − 5

√
3z2

2

z′ =
1

2
z
(
x(4x− 3) + 4y2 + 5

√
3y − 2z2 + 2

)
,

(8.83)

while the constraint reads

12kz2e−2A−2B− 5φ
2 = m2

(
x2 + y2 + z2 − 1

)
. (8.84)

The invariant plane P is given by the equation

5x+
√
3y = 0 . (8.85)

The acceleration condition reads

z2 > 2(x2 + y2) , (8.86)

with
w =

x2 + y2 − z2

x2 + y2 + z2
. (8.87)

• Critical points
The critical points are

pC ; p0 ; p1 =

(
1

14
,− 5

14
√
3
,

√
2

21

)
. (8.88)

Both p0 and p1 lie on the boundary of the acceleration region and on the invariant plane.
The point p0 requires m = 0, and corresponds to the critical solution of (B.40); the point
p1 corresponds to the critical solution of (B.152).

The behavior close to the fixed point p0 is similar to that of the (λ, k) system analyzed
in the previous section. As the trajectory approaches p0, we have w → −1, and the
solution becomes de Sitter-like. This however is not an asymptotic de Sitter, as p0 is
reached at finite proper time in the past. At p0 spacetime becomes a regular Milne
universe, and the solution can be geodesically completed in the past by gluing its mirror
trajectory in the z < 0 region.

Close to the fixed point p1 we may linearize and solve (8.83) analytically. The solution
reads, up to terms of order O(e−2ω),

A = A0 +
1
28ω + 1

2ce
−ωf(ω)

B = B0 +
6
7ω − 2ce−ωf(ω)

φ = φ0 − 5
7ω − 10ce−ωf(ω) ,

(8.89)
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where c is an integration constant, and we have defined

f(ω) :=
√
17 cos

(√
17
7 ω

)
+
√
7 sin

(√
17
7 ω

)
. (8.90)

In addition, the constraint imposes

k = −3

4
m2e2A0+2B0+5φ0/2 . (8.91)

It can be seen that, up to and including linear terms in ω, the solution (8.89) corresponds
to the critical solution of (B.152), with τ ∼ e−2ω. The acceleration can also be calculated
analytically, cf. (8.46) and Footnote 2,

S̈ = −12

5
c e−2ω

[√
17 cos

(√
17
7 ω

)
− 3
√
7 sin

(√
17
7 ω

)]
, (8.92)

up to terms of order O(e−3ω). There is an infinite number of periodic cycles of accelerated
expansion followed by decelerated expansion, each of which lasts a half period, thus
contributing a number of e-foldings equal to

∆N =
√

7
17 π , (8.93)

where we have taken (8.51) into account. The scale factor can also be expressed in terms
of the cosmological time,

S =

√
7

6

√
|k|T +

7

85
cS0

(
19
√
17 cos

(√
17
7 lnT

)
− 17
√
7 sin

(√
17
7 lnT

))
+O

(
1

T

)
,

(8.94)
where to lowest order, lnT ∼ ω + const. The fixed point is reached as T →∞.

The oscillations of the system can be captured for instance by the equation of state
parameter w. Since these are exponentially damped, we rather consider the following
quantity,

W (ω) := −
(
w(ω) +

1

3

)
eω , (8.95)

plotted in Figure 8.4, which is positive whenever there is acceleration, and negative
otherwise.
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Figure 8.4: Plot of W as a function of ω, as defined in (8.95). (Half-) periods of
acceleration correspond to W > 0. As ω increases, the duration of these accelerated
periods tends to

√
7
17π in the variable ω.

8.2.3 Case study III: λ,m
We proceed with the case where λ, m 6= 0. Here, the dynamical system is given by

x′ = (6x− 4)
(
x2 + y2 − 1

)
− z2

y′ = 6y (x2 + y2 − 1)− 5
√
3z2

z′ = z
[
6x2 − 3x+ y

(
5
√
3 + 6y

)]
,

(8.96)

together with the constraint

1− x2 − y2 − z2 = −12 λz
2

m2
e−2A−5φ/2 . (8.97)

For λ < 0, this forces the trajectories to lie within a unit ball in three-dimensional phase
space. The invariant plane is given by

P =
{
(x, y, z) ∈ R3 | 15x−

√
3y = 10

}
. (8.98)

The acceleration condition reads

x2 + y2 <
1

3
, (8.99)

with,
w = −1 + 2

(
x2 + y2

)
. (8.100)

• Critical points
There is a unique critical point of the system (8.96) away from the z = 0 plane, given by

p1 =
1

38
√
3

(
25
√
3,−5, 8

√
2
)
. (8.101)
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The critical point p1 lies on the invariant plane P. The linearized system at p1 has
one real and two complex conjugate eigenvalues: 16

19

(
−4,−2± i

√
2
)
. The eigenvectors

corresponding to the real and complex eigenvalues are orthogonal and parallel to the
invariant plane P, respectively. It follows that for trajectories in P, p1 is a stable focus;
for trajectories orthogonal to P, p1 is a stable node.

In addition we have a circle of fixed points on the equator C of the sphere S,
pC ∈ C :=

{
(x, y, z) | x2 + y2 = 1 ; z = 0

}
, (8.102)

and an isolated fixed point,
p2 =

(
2
3 , 0, 0

)
, (8.103)

which lies on the x-axis. The linearized system at p2 has eigenvalues 2
3(−5,−5, 1). The

eigenvectors corresponding to the negative eigenvalue are along the x and y directions,
whereas the eigenvector corresponding to the positive eigenvalue is along the z direction.
It follows that for trajectories in the z = 0 plane, p2 is a stable singular node; for
trajectories orthogonal to the z = 0 plane, p2 is an unstable node.

The critical points of the dynamical system correspond to solutions that can be given
analytically: the point p1 corresponds to the solution (B.145). The point p2 corresponds
to the critical solution with λ < 0, and requires m = 0. The critical points pC correspond
to the minimal solution of Section 8.1.1, and require m,λ = 0.

• The invariant surface S
Restricting to trajectories on S, the system (8.96) implies

x′ = 6(x− 1
2)
(
x2 + y2 − 1

)
; y′ = 6

(
y + 5

2
√
3

) (
x2 + y2 − 1

)
. (8.104)

It follows that the projections of all trajectories on S to the z = 0 plane are of the form

a
(
x− 1

2

)
+ b

(
y + 5

2
√
3

)
= 0 ; a, b ∈ R , (8.105)

i.e. straight lines passing by the point (x, y) =
(
1
2 ,−

5
2
√
3

)
. These trajectories correspond

precisely to the solutions of (B.134), and require λ = 0. More specifically, the slope of
the line (8.105) is related to the constants in (B.134) via

a

b
=

64cA + 13cB

5
√
3cB

. (8.106)

• The invariant plane z = 0

Restricting to trajectories on the z = 0 plane, the system (8.96) reduces to
x′ = 6

(
x− 2

3

) (
x2 + y2 − 1

)
; y′ = 6y

(
x2 + y2 − 1

)
. (8.107)

It follows that all trajectories on the z = 0 plane are of the form
a
(
x− 2

3

)
+ by = 0 ; a, b ∈ R , (8.108)

i.e. straight lines passing by the point (x, y) =
(
2
3 , 0
)
. These straight lines correspond

precisely to the solutions of (B.127), and require m = 0. More specifically, the slope of
the line (8.108) is related to the constants in (B.127) via

a

b
= −3

√
3

20

cφ
cA

. (8.109)
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• The invariant plane P
On P, the system (8.96) reduces to

x = 2
3 + 1

5
√
3
y

y′ = 2
75 y (−125 + 20

√
3y + 228y2)− 5

√
3z2

z′ = 2
75 z (25 + 200

√
3y + 228y2) .

(8.110)

All trajectories of the reduced system spiral into the stable focus p1.

8.2.4 Case study IV: ϕ, χ
Let us finally consider the case where ϕ, χ 6= 0. The system of equations is given by

x′ = x2 − 3xz2 + y2 +
11

2
z2 − 1

y′ =
√
3
(
x2 + y2 + z2 − 1

)
+

1

2

(√
3− 6y

)
z2

z′ = −1

2
z
(
9x+

√
3y + 6z2 − 6

)
,

(8.111)

together with the constraint,

−3z2c2χe−2A−6B+ 3φ
2 = c2ϕ

(
x2 + y2 + z2 − 1

)
. (8.112)

The invariant plane is defined by

3x−
√
3y = 4 , (8.113)

and the acceleration condition is simply given by

z >

√
2

3
, (8.114)

so that a trajectory undergoes acceleration whenever it passes above the z =
√

2
3 plane.

The equation of state parameter reads

w = 1− 2z2 . (8.115)

This system admits no fixed points, apart from those lying on the equator C. Nevertheless,
it is worth being discussed, in view of its connection with analytic solutions.

As argued previously, the particular case ϕ = 0 and χ = 0 corresponds to one of
the fixed points on C, and coincide with the minimal solution (8.8). When only ϕ is
turned on, the solutions are restricted to the boundary S of the phase space (and their
projection on the z = 0 plane are straight lines); if both fluxes ϕ and χ are turned on,
trajectories live generically in the bulk and connect two fixed points of C. In the former
case, the trajectory that maximizes the number of e-foldings N is the one passing by
the North pole: it obviously maximizes its length inside the acceleration region, but
also turns out to maximize its “time” spent inside the region (which is not necessarily
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-0.2 0.2

-10

10

Figure 8.5: Plot of the scale factor S and its derivatives Ṡ, S̈ as functions of τ , with
parameter r = −9

8 . This special value yields the extremal case with N = Nmax = 0.30408.

the same). Numerically, this maximal number of e-foldings can be determined to be
Nmax = 0.30408.

Now, let us turn to the corresponding analytic solutions (B.43) found for ϕ 6= 0, χ = 0.
There exists a family of solutions parameterized by a real number5 r ≤ −11

16 , with the
following scale factor,

S(τ) = e(4r+1)τ cosh
1
4
(
2
√
−33− 48 r τ

)
. (8.116)

Having the explicit scale factor S at hand allows us to compute the derivatives Ṡ, S̈ and
determine the values of τ for which accelerated expansion starts and stop (or in other
words determine the values of τ for which one can satisfy both Ṡ > 0 and S̈ > 0), see
Figure 8.5. We can then readily compute the number of e-foldings N(r) and extremize it
with respect to r, see Figure 8.6. The maximal value is reached for rmax = −9

8 , which
precisely gives the same Nmax = 0.30408 as above, and is of course in line with the bound
Nmax ≤ 0.59980 found in Section 8.1.2 for one-flux compactifications.

8.3 Outlook
It has been known for some time that transient accelerated expansion is not difficult to
achieve in flux compactifications arising from string-theory effective 10d supergravities.
What the present work is suggesting is that cosmologies featuring eternal or semi-eternal
acceleration, or a parametric control on the number of e-foldings are also generic! The
necessary ingredients in all instances thereof seem to be a negative spatial 4d curvature

5The solutions actually depend on two parameters, r and cB , but it turns out that the number of
e-foldings only depends on the former, so we can restrict to cB = 1.
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-1.9 -1.125 -0.85

0.1

0.30408

Figure 8.6: Number of e-foldings N as a function of the parameter r, for the one-flux
solutions ϕ 6= 0. There is a restricted range permitting transient acceleration, and the
maximal value is reached for rmax = −9

8 , giving Nmax = 0.30408.

(open universe), and a fixed point on the boundary of the acceleration region in the
interior of the phase space.

To our knowledge, this is also the first time where examples of spiraling cosmolo-
gies with an infinite number of cycles alternating between accelerated and decelerated
expansion have been shown to arise from compactification of string-theory effective
10d supergravities. This so-called “rollercoaster cosmology” has been argued to be a
potentially viable alternative for inflation [215].

In all examples exhibiting a parametric control on the number of e-foldings, the
acceleration vanishes asymptotically at future infinity, where spacetime approaches a
Milne universe with angle defect. Moreover, these are all captured by the 4d consistent
truncation (7.22) with potential given in (7.25), and require turning on one of the
parameters λ, m, cϕ, c0 or cf . Smooth accellerating cosmologies, without Big Bang
singularities, are also possible, and they correspond to unique fine-tuned (therefore
unstable) trajectories in phase space. Instead of a singularity at T = 0, the spacetime
approaches de Sitter space (in hyperbolic slicing). This, however, is not an asymptotic
de Sitter, as T = 0 is reached at finite proper time. These solutions can be geodesically
completed to T < 0 in the past, as explained previously.

As we have shown, the techniques presented here allow us to straightforwardly
translate the trajectories in phase space to the explicit form of the scale factor S(T ) of
the corresponding FLRW solution, as a function of cosmological time. From this, the
other cosmological observables can all be readily computed.

Our approach has been to work with the 10d equations of motion, not with a 4d
effective potential. Nevertheless, in certain cases a graviton plus two-scalar (dilaton and
warp factor) consistent truncation to a 4d theory S4d is possible, such that all cosmological
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solutions of S4d lift to ten-dimensional solutions of IIA supergravity. This does not mean
that solutions of S4d uplift to 10d solutions with only dilaton and warp factor: all
information about the flux (which is generically non-vanishing from the ten-dimensional
point of view) enters the 4d potential of S4d via certain constants.

The action S4d is in fact a consistent sub-truncation of the universal CY consistent
truncation of [216, 217]. Indeed, it was shown in those references that the 4d effective
theory of the universal sector of CY type II compactifications is also a consistent truncation
of 10d type II supergravity. We thus expect the consistent truncation S4d of (7.22) to
be part of the 4d effective action, and thus subject to e.g. the analysis and constraints
presented recently in [208].

A general stability analysis of the cosmological solutions presented here would require
considering (small) perturbations in the space of all 10d fields. We shall leave this
important point for future work.

The dynamical system techniques as applied here, limit us to solutions with a maxi-
mum of two species of flux. It would be desirable to overcome this limitation and explore
richer solutions with all possible fluxes turned on, in each universal compactification
class.

Finally, setting aside the still unresolved conceptual issues associated with smeared
orientifolds and D-branes, including such sources in our analysis would certainly enrich
the structure of the phase space of the dynamical systems presented here, potentially
leading to the appearance of fixed points corresponding to de Sitter solutions. It would
be interesting to explore this possibility further.
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PART IIIWARP FACTOR AND THE
GRAVITATIONAL WAVE SPECTRUM





9 Kaluza–Klein gravitational waves in
a warped toroidal background

9.1 Context and motivations
Gravitational waves astronomy has developed in recent years at a remarkable pace.
In the latest run (O3) of ground based detectors LIGO and Virgo (lately joined by
KAGRA and GEO), one to two candidate events were detected every week [218, 219].
Further recent or coming observations are promising, including results by NANOGrav
(and PTA) [220], while numerous exciting experiments are planned, among which the
awaited eLISA. This impressive new observational window provides non-trivial tests
of General Relativity [221], but it also offers the prospect of discovering new physics.
Recent reviews on expectations for fundamental physics from gravitational waves can
be found e.g. in [222–225]. One fascinating example would be evidence for new scalar
fields, possibly axions, as described through scalar-tensor models. Such fields could for
instance be present in scalar clouds around black holes, thus having various impacts
on emitted gravitational waves, or even lead to scalar waves, or effects on black hole
shadows [226–229]. Another interesting example are constraints or predictions that can
be made with gravitational waves in string theory frameworks [230–233]. In this work,
we are interested in new fundamental physics at high energy, that could leave specific
signatures in gravitational waves detectable in future experiments. This is possible
if the high energy events are taking place in the early universe. Indeed, the redshift
due to cosmological expansion can then lower the frequency of primordial gravitational
waves, allowing for an observation by e.g. eLISA. Typical high energy events in the early
universe leading to the emission of such gravitational waves are related to primordial black
holes [234] or (electroweak) first order phase transitions [235–238]; others can be found
e.g. in [239]. Here we are interested in extra dimensions and related Kaluza–Klein towers,
typically considered at high energies. Recent studies on their impact on gravitational
waves include [240–242]. We focus in this chapter on the Kaluza–Klein tower of (massive)
gravitational waves obtained from certain extra dimensions. We assume that events
of high enough energy, possibly in the early universe, have excited the first states of
this tower, and that the corresponding emitted primordial gravitational waves could be
detected in future experiments. Such a possibility would provide a very distinct signature
of extra dimensions. A crucial question is then that of the precise spectrum of these
four-dimensional (4d) Kaluza–Klein gravitational waves.

We are interested here in a background with a warp factor. Many bottom-up
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phenomenological constructions, or top-down models coming from string theory com-
pactifications, include extended objects as branes, that typically host matter and gauge
interactions. Such extended objects back-react on the geometry: this is captured in the
metric by a function H called the warp factor. It is thus legitimate to consider such
a warped gravitational background. Many BSM studies have used backgrounds and
warp factor coming from Randall-Sundrum models [243, 244]. Motivated by a string
theory origin, we rather use here the warp factor coming from p-brane solutions in
supergravity compactifications (see e.g. [82]). A specificity is that the Dp-branes in that
case, as well as orientifold Op-planes to be considered, are not only back-reacting on
the geometry: they also source a U(1) gauge field (or a generalization thereof). The
latter is also described by the warp factor H, which is in turn the solution to a Poisson
equation, i.e. a sourced Laplace equation. The warp factor to be considered in such
a string or supergravity compactification context is thus not simple, since it involves
Green’s functions on compact spaces, typically poorly known. We nevertheless tackled
this question in [170] and provided a complete expression for such a generalized Green’s
function on a torus Td, and consequently of the warp factor generated by a distribution
of Dp/Op sources: illustrations are provided in Figures 9.1 and 9.2. This allowed us
to provide a first estimate of the spectrum of Kaluza–Klein gravitational waves, on a
background being a warped product of Minkowski and toroidal extra dimensions. This
material is reviewed and extended in section 9.2, building on [245,246]. In the present
work, we will overcome previously unnoticed difficulties and make important technical
improvements, that will allow a much more complete and precise determination of this
spectrum.

Figure 9.1: Illustration of the warp factor H on a torus Td, due to the distribution of
sources detailed at the beginning of section 10.1: Dp-branes at the center and Op-planes
on the sides. Detailed specifications: d = 3, p = 6, H is represented up to a constant
and rescaled, i.e. g−1

s (L/ls)(H(σ)−H0), and valued on the vertical axis in terms of the
coordinates σ1, σ2 on horizontal axis, while σ3 = 0.

The aim of this chapter is the determination of the Kaluza–Klein gravitational waves
spectrum, but various problems encountered related to the warp factor and its sources

162



9.1 Context and motivations
H

σ
1
2−1

2 λ

ls/L

Figure 9.2: Illustration of the warp factor H along one periodic coordinate σ ∈ (−1
2 ,

1
2 ],

generated by Dp-branes at σ = 0 and Op at σ = 1
2 . The average of H is adjusted such

that H = 0 at a string length σ = ls
L from the Op. This leaves a “negative region”,

depicted in gray, where H < 0. To avoid this problematic region, we will conduct the
analysis on a restricted domain D of size λ = 1 − 2 ls

L . Detailed specifications: d = 2,
p = 7, the source distribution is given at the beginning of section 10.1, H is rescaled as
g−1
s (L/ls)

d−2H and plotted along σ2, while σ1 = 0.

could be of broader interest, and find echoes in the recent string compactification literature.
To start with, the warp factor has been at the center of many recent discussions, often
connected to (anti-) de Sitter compactifications. The warp factor and its determination
plays a crucial role in testing some swampland conjectures in specific anti-de Sitter
solutions [165,166]. Choosing for it and the dilaton non-standard boundary conditions
close to Op sources has lead to debated new de Sitter solutions [247–251]; we come back
to this discussion in detail in section 9.2.2. As here, though on a different background
metric, the impact of the warp factor on the Kaluza–Klein spectrum appeared important
in [252], as it revealed new light states that could play a critical role in the KKLT
scenario [41]. Kaluza–Klein spectra, in warped compactifications to anti-de Sitter, were
also computed recently in e.g. [253–256] (see also [161,257] in relation to scale separation),
even though the warp factor is then of different origin and takes a different form. Last
but not least, the validity of supergravity approximations has been tested in detail in
standard Minkowski compactifications with O6 in [173], building in part on [170].

More generally, this question of supergravity approximations and regime is at the
heart of many of the above works, and became dramatically important for the KKLT
scenario in the recent works [258,259]. There, one considers as extra dimensions a warped
compact Calabi-Yau manifold, where the warp factor is generated by various Dp/Op.
It has been pointed out [258] (see also [260]) that the negative region around an Op,
meaning where H < 0 as illustrated in Figure 9.2, is likely to be large, i.e. of order of the
size of the Calabi-Yau itself, in order to realise the KKLT scenario. This is problematic
because within the used supergravity description, the warp factor is considered positive:
see [170] or section 9.2.1 here. A first reason for requiring H > 0 is that it enters the
metric, and a change of sign would lead to problematic loci. The place where H = 0
is thus sometimes referred to as the orientifold horizon or the singularity. A physical
resolution to this problematic negative region is then hoped to come from string theory:
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one argues that the classical and perturbative string regime corresponding to supergravity
does not hold anymore in that region, and new stringy physics takes over. To enforce this
argument in our simple setting, we use the prescription of [170] that fixes the horizon at
a string length distance from the Op, as depicted in Figure 9.2: this way, we ensure that
string degrees of freedom should come in and the supergravity description breaks down.
We give more details in Section 9.2.1, and compare to the compactifications of [258]
and [173]. In [258], other ingredients set the size of this horizon or singularity, forcing
it to be large. This implies the need of a stringy description over a large region of the
Calabi-Yau. A first sketch of such a possibility has been proposed in [259]: it invokes
non-perturbative stringy contributions to resolve this problematic region.

This negative region, on top of being unphysical in our supergravity description,
became even more problematic to us because it would lead to tachyonic modes in the
Kaluza–Klein spectrum. We argue indeed on general grounds in Section 10.1.1 and
Appendix A.1 why such a negative region is likely to always generate tachyons. Due to a
precision matter discussed in Appendix A.3, this phenomenon became more manifest
to us when the negative region was large compared to the overall size L of the torus
(e.g. for L/ls < 10). We thus developed tools in Section 10.1.2 to ignore that region,
and solve our spectral problem on a restricted domain D where H > 0, as illustrated in
Figure 9.2, allowing for a spectrum without tachyonic modes. It would be interesting to
see whether this problem of tachyons and the tools developed here could apply to the
framework of [258,259].

The spectrum is determined on the restricted domain D where the supergravity
description can be trusted. One may wonder whether the remaining region where H < 0,
requiring a stringy description, could lead to important modifications of the spectrum.
Capturing this extra contribution from another region actually amounts to fixing bound-
ary conditions for each eigenmode on the restricted domain. This is a standard procedure,
used for instance at the horizon of black holes. One may then reformulate the question by
asking how much the spectrum is dependent on the boundary conditions imposed in D.
As detailed in Section 10.1.2, we consider here periodic boundary conditions on D: this
is actually a generic choice for any (square-integrable, piecewise-continuous) function on
an interval. For this reason, we believe that the spectrum determined here is robust. It
would be interesting to test the dependence on the boundary conditions more thoroughly.
Leaving periodicity on D would however require a different resolution method, which
goes beyond the scope of the present work.

Beyond this treatment of the negative region, several important improvements are
made in the numerical method used to solve the eigenmode equation, in comparison
to [170]. Those are detailed in Section 10.1.3 and Appendix A.2. Various innovations
allow to reach a better precision, and many more points (Fourier modes), making use in
particular of the hyperoctahedral symmetries of the problem. We get this way a part
of the spectrum for Td with d = 1, ..., 6, while the analysis stopped at d = 3 in [170],
and many more eigenmodes for the first dimensions d. The spectrum is given in Section
10.2, and a summary of the results is provided in Section 10.3. Comparison to the older
method and (tachyonic) spectrum of [170] is made in Appendix A.3.
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9.2 The general set-up
Building on [170], we present in Section 9.2.1 the warped background over which Kaluza–
Klein gravitational waves are studied, and in Section 9.2.3 the key equations defining
their spectrum. We allow ourselves a digression in Section 9.2.2, where we comment
on the profile of the warp factor when moving away from a source, connecting to the
discussion of [248,249] on boundary conditions.

9.2.1 The toroidal p-brane background and its warp factor
We are interested in Kaluza–Klein gravitational waves propagating in a 4d Minkowski
space-time, corresponding to a compactification on a D-dimensional toroidal p-brane
background. In this subsection, we present this background, following [170]. The
D-dimensional background metric is, in Einstein frame,

ds2E = H−D−p−3
D−2 (ηµνdx

µdxν + δijdx
idxj) +H

p+1
D−2 δmndy

mdyn . (9.1)

The 4d Minkowski indices are µ, ν = 0, ..., 3, while the compact toroidal indices are
i, j = 4, ..., p and m,n = p+1, ..., D−1. The p-brane world-volume is along the first p+1
dimensions, labeled with µ and i, and it is transverse to the remaining D−p−1 dimensions
labeled with m. The distinction between the parallel and transverse dimensions is made
thanks to the warp factor H, which has different powers along these different directions.
The transverse torus Td, with d = D − p − 1, will play a crucial role in the following,
because the warp factor only depends on its coordinates H(y). Here and in the following,
we denote d-dimensional vectors with a boldface, e.g. y. We will consider a square
torus, i.e. each coordinate verifies the identification ym ∼ ym + 2πL with same radius L.
Convenient coordinates will then be σm = ym/(2πL) ∈ (−1

2 ,
1
2 ].

The p-brane background is a solution to an Einstein-Maxwell-dilaton type of theory.
The warp factor captures the back-reaction of the p-brane, but it also gives the dilaton, and
the flux or field-strength sourced electrically (or magnetically, according to conventions)
by the p-brane. The latter gets translated into a Poisson equation on H over the
(unwarped) compact transverse torus Td, whose solution is given by a generalized Green’s
function G. In the following we will consider not only one but a distribution of such
sources, each of them having a charge Qi, and placed at a position yi in Td. More
precisely, in reference to the corresponding stringy objects, the sources will be named
Dp-brane or orientifold Op-planes, with D-dimensional charge

QDp = −(2πls)d−2gs , QOp = −24−dQDp , (9.2)

where ls is the string length (or the fundamental length in a broader setting), and gs a
constant related to the string coupling. In such a distribution of sources, the resulting
warp factor was shown in [170] to be given by

H =
∑
i

QiG(y − yi) +H0 , (9.3)

with a constant H0. Both the generalized Green’s function G and the constant H0 are
non-trivially determined, as we will now recall. We consider in the following a chargeless
source configuration, i.e. with

∑
iQi = 0: in the absence of extra fluxes, this vanishing is
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required by compactness [170].

The generalized Green’s function G on the torus Td was discussed and studied in [170],
using Courant-Hilbert [261], or the comparatively recent [262] based as well on century-old
mathematical references. Both H and G have to be periodic on Td, so a first naive
expression as a Fourier series is

G(σ) = − 1

(2πL)d−2

∑
n∈Zd ∗

e2πin·σ

4π2n2
, (9.4)

with Zd ∗ being Zd without 0. This sum is however not absolutely convergent for d ≥ 2.
An appropriate regularization is provided thanks to the following expression

G(σ) = (2πL)2−d

∫ ∞

0
dt
(
1−

d∏
m=1

θ3(σ
m|4πit)

)
, (9.5)

in terms of the theta function θ3 = θ00.1 This expression holds up to a constant, which
will not matter in H thanks to

∑
iQi = 0. Studying this expression in [170], we could

recover analytically the expected behaviour close to the source, namely

d ≥ 3 : (2πL)d−2 G(σ) ∼σ2→0 −
1

4π
d
2

Γ
(
d−2
2

) 1

|σ|d−2
,

d = 2 : G(σ) ∼σ2→0
1

2π
ln |σ| , (9.6)

d = 1 : (2πL)−1 G(σ) ∼σ2→0 −
1

12
+
|σ|
2

.

The constant H0 is a crucial piece of information. One first shows that it is the
average of H: for

∑
iQi = 0, using the periodicity in σm, one gets∫ 1

2

− 1
2

ddσ H = H0 . (9.7)

One also verifies thanks to (9.6) that the d-dimensional integral of G is finite. In the
case where

∑
iQi 6= 0, one could add to G a constant opposite to its d-dimensional

integral, allowing to recover (9.7). We show additionally in [170] that this average of H
(9.7) appears in several important places, including the 4d Planck mass, or a condition
necessary to have a standard massless 4d gravitational wave. It is then required to have
H0 6= 0. Its value actually plays an important role, as we now explain.

To avoid singularities and signature changes in the background metric (9.1), we
require H > 0. As indicated with Figure 9.2, the source distribution considered however
typically generates a part of the space where H < 0. This happens close to the Op. Such
sources remain necessary on a compact space because they provide charges opposite

1The convention here is

θ3(σ|τ) =
∑
n∈Z

e2πi(nσ+n2

2
τ) = 1 + 2

∞∑
n=1

qn
2

cos(2πnσ) , with q = eiπτ .
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to those of the Dp. A strategy then consists in controlling the size of this “negative
region” where H < 0, by allowing it to be at most of string length size away from the
Op. The reason is that below a distance 2πls, new stringy physics is expected while
supergravity description breaks down, so our analysis can in any case only be trusted up
to this point. Fixing this distance is made possible thanks to the constant H0, which
“shifts H vertically” in Figure 9.2. The corresponding prescription of [170] was

H0 = −min
j

{∑
i

QiG(σ − σi)||σ−σj |= ls
L

}
, (9.8)

such that H = 0 at a distance |y − yj | = 2πls, i.e. |σ − σj | = ls
L , of any Op labeled

j or closer to it. Note that in each circle of Td, a distance of 2πls at least should be
allowed on each side of an Op, to be able to have a further “positive” region described
by supergravity. So circle perimeters should be larger, i.e. 2πL > 2× 2πls or L/ls > 2.
Finally, in the approximation L� ls, concrete values for H0 were computed from (9.8)
in [170] for d ≥ 2, using (9.6), namely

d ≥ 3 : H0 = gs 2
2−dπ−

d
2 Γ

(
d−2
2

)
, d = 2 : H0 = gs

2

π
ln

(
L

ls

)
. (9.9)

Few comments are in order regarding the prescription (9.8). Relative to ηµν , the
metric of the transverse torus is proportional to H4π2L2.2 One may then view

√
H, or

at least
√
H0, as part of the physical radius, contributing to the volume of these compact

dimensions; we come back to this point in Section 9.2.3. The resulting ambiguity between
L and

√
H0 was lifted in [258] by completely fixing L, and letting H0 capture volume

fluctuations. On the contrary, H0 was set to 1 in [173] to match the smearing conventions,
leaving the freedom to L, and verifying in that case the validity of supergravity approx-
imations. The prescription (9.8) is yet another option. Whatever choice is made, the
volume or corresponding radius, as a 4d scalar field, could be stabilized at a given value
by further physical ingredients generating an appropriate potential. These are precisely
physical requirements (on Euclidian instantons), necessary to realise the KKLT scenario,
that fix in [258] H0 to a low value. Our compactification setting is much simpler, and
although it could be interesting to study the effective 4d action using e.g. [263–266], we
will leave here the volume and radius unfixed. Therefore, we do not consider any further
constraint than (9.8) on H0 and L, and will analyse the outcomes for various values of L.

9.2.2 Aparté: moving away from a source
We make here side comments on the profile of the Green’s function and the warp factor
when moving away from the sources, the related symmetries and boundary conditions.
Close to a source, the generalized Green’s function on Td exhibits a spherical symmetry
as can be seen in (9.6). For d ≥ 2, this symmetry is however broken further away from
the source: there is indeed no SO(d) symmetry among coordinates σm in the complete
expression (9.5). Showing this analytically, following Appendix A of [170], and getting a

2From this observation, one could argue that a proper evaluation of a “string length distance” from an
Op for the prescription (9.8) should include the warp factor, or at least H0. This makes the determination
of H0 more complicated, and for simplicity we stick to the prescription as stated. The method developed
here to determine the gravitational waves spectrum can in any case be adapted to a different value of H0.
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Chapter 9. Kaluza–Klein gravitational waves in a warped toroidal background

coordinate-dependent correction to the spherical behaviour (9.6), turns out to be difficult.
The breaking of this symmetry can nevertheless be verified numerically, as displayed in
Figure 9.3.

(a) G(σ)
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(b) Figure 9.3a seen from above
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Figure 9.3: Green’s function G(σ) given in (9.5) for d = 2, evaluated on the vertical axis
in Figure 9.3a in terms of the horizontal σ1, σ2 coordinates. The same is displayed from
above in Figure 9.3b, with horizontal cuts at fixed values of G(σ). Close to the source
(at σ = 0) we verify the spherical symmetry, but it is broken further away, where the
circle turns to an approximate square.

In the warp factor H(σ), the spherical symmetry around sources gets broken for
an additional reason: the presence of other sources. This is made manifest in Figure
9.4. This point highlights the need to use the complete expressions of G and H, instead
of only (9.6). This is important when evaluating H, to compute the constant H0 as
proposed with the prescription (9.8). The computation of H0 in (9.9) rather made use of
the spherical symmetry, valid there only thanks to ls/L� 1.
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(a) Figure 9.1 seen from above
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(b) Horizontal cut at −0.3

Figure 9.4: Warp factor H for d = 3 displayed in Figure 9.1, viewed from above. Figure
9.4a and 9.4b show horizontal cuts at fixed values of H (several values for 9.4a, one
value for 9.4b). The breaking of spherical symmetry around sources is made explicit by
contours evolving from circles to angular shapes. Similar illustrations can be obtained
for d = 2.

A related question has been discussed in [248,249], following new 10d supergravity
de Sitter solutions obtained in [247] with a non-standard ansatz. There, the metric
exhibits several different warp factors, to describe O8+/O8− orientifolds transverse to a
circle of coordinate y (i.e. d = 1 here). We simplify here the discussion by restricting
the setting considered there to the present ansatz. We take the O8+ to correspond to a
stack of D8 (with one O8) located at y = 0, and the O8− to be an O8 located y0: this
matches the source configuration considered here, detailed at the beginning of Section
10.1. The focus will be on the O8 at y0. The ansatz of [249] boils down to ours if
the three functions considered there, W, λ, φ, verify the following relations to our warp
factor: e−4W = H, eφ = gsH

− 5
4 , λ = 2W . Those functions are discussed there by related

functions fi=1,2,3. Their first derivative with respect to y verifies, in our setting, f ′i =W ′

∀i.
The discussion of [249] is that of the boundary conditions to impose on the various

functions close to the O8 at y0. Two possible boundary conditions are put forward: the
permissive ones and the restrictive ones. We translate them here in our setting

Permissive : H ′|y→y+0
=
QO8

2
, (9.10)

Restrictive :
H ′

H

∣∣∣
y→y+0

=
QO8

2

1

H

∣∣∣
y→y+0

, (9.11)

where we take H ≥ 0. As we will see, it turns out that the restrictive boundary conditions
require one condition more than the permissive ones, so the question is: which boundary
conditions should be imposed? To see the difference, one considers the following expansion
for H (and more generally for exponentials of the functions fi in [249])

H(y) = a1 |y − y0|+ a2 |y − y0|2 +O(|y − y0|3) . (9.12)
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This means that H(y = y0) = 0, which is always possible by adjusting the constant H0,
and this property actually holds in the d = 1 warp factor considered in [170] (see Figure
3); in [249] this is a property of the solution considered. In addition, the expansion
(9.12) is precisely about the above discussion: the profile of the warp factor when going
away from the source. Indeed, the leading behaviour |y − y0| is guaranteed by the
Green’s function close to the source (9.6), and the subleading terms in (9.12) are possible
corrections to it. The permissive boundary conditions give one condition only, on the
leading term, while the subleading terms all give vanishing contributions at y0. On the
contrary, the restrictive boundary conditions require to look at two terms in the Taylor
expansion, the pole and the constant one, the remaining ones vanishing at y0. This
expansion for the restrictive boundary conditions is captured by the following in [249]
(for each function fi)

Restrictive :
dLi

|y − y0|
+ eLi =

dRi
|y − y0|

+ eRi ⇐⇒ dLi = dRi , eLi = eRi , (9.13)

where the superscripts L,R refer to each side of the equation, here given by (9.11). With
the other boundary conditions, only one coefficient is fixed

Permissive : dLi = dRi . (9.14)

The choice of boundary conditions has far reaching consequences in the context of
[247–249]. Indeed, [248] considered restrictive boundary conditions and generalizations
thereof, and deduced a no-go theorem against de Sitter solutions, thus potentially in
contradiction with the solutions of [247]. The latter however verified only specific
permissive boundary conditions, while violating the restrictive boundary conditions,
given that in their solutions, eLi 6= eRi .

In our setting, this difference is even more dramatic. Indeed, considering only the
warp factor H, expanded as in (9.12), we compute both boundary conditions and get
(up to higher powers of |y − y0|, which vanish at y0)

Permissive : a1 =
QO8

2
, (9.15)

Restrictive :
1

|y − y0|
+
a2
a1

=
QO8

2a1

(
1

|y − y0|
− a2
a1

)
⇐⇒ a1 =

QO8

2
, a2 = 0 .

(9.16)

In other words, the restrictive boundary conditions do not allow for a correction in
|y − y0|2 in H when moving away from the source. This is in line with the fact that
solutions of [247] do not satisfy those boundary conditions. This was made more explicit
in [250] which indicates precisely |y − y0|2 corrections in the various functions.

In the present context, given the complete expressions we have for the Green’s function
and warp factor, we could attempt, as mentioned above for d ≥ 2, to determine the
corrections away from the source for d = 1. Interestingly, for d = 1, the Fourier series
(9.4) provides an exact expression of the Green’s function. This allows us to find an
alternative expression valid on one interval σ ∈ (−1

2 ,
1
2 ],3 by identifying the Fourier

3We thank D. Junghans for pointing to us the possibility of such an expression.
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coefficients: we give it here in the last equality

(2πL)−1 G(σ) =

∫ ∞

0
dt
(
1−θ3(σ|4πit)

)
= −

∑
n∈Z∗

e2πinσ

4π2n2
= −1

2

(
σ2 − |σ|+ 1

6

)
, (9.17)

where again, the first two expressions are periodic while the last one is only valid on
one interval, and should be mirrored on other intervals. It is interesting that the last
expression for G(σ) captures all corrections away from the source. This result is in
agreement with the warp factor we already identified around Figure 3 in [170]: we
obtained there the following complete warp factor

H(y) =
QO8

2
(y0 − |y|) , y ∈ (−y0, y0] ↔ H(y) =

QO8

2
|y − y0| , y ∈ (0, 2y0] , (9.18)

with y0 = πL. In other words, the warp factor found for d = 1 with our source
configuration has only the behaviour close to the sources, without correction, contrary
to the other dimensions d as mentioned above. In particular, the quadratic terms of
(9.17) drop out by charge cancelation, the requirement of a2 = 0 is verified, and so are
the restrictive boundary conditions.4 This is also the case of standard warp factors for
D8/O8 in a (non-compact) Minkowski space-time, as mentioned in [249]. In that respect,
the de Sitter solutions of [247] are certainly different.

While this choice of boundary conditions is connected to other interesting questions
in [249], one point is particularly emphasized: the failure of the supergravity description
close to the source. As mentioned already, considering short distances could involve
string scale physics, and thus a break-down of the supergravity description. This is even
more manifest here as eφ diverges close to the O8 since the warp factor vanishes, so one
argues that the string coupling cannot be considered weak anymore. The supergravity
equations that define the solutions, the warp factor and its expansion, may then be
disputed. This brings us back to the idea of considering a string-length distance away
from the source, as discussed around the prescription (9.8). We will come back to this
idea in Section 10.1.2.

9.2.3 Gravitational waves and their spectrum
We are interested in 4d gravitational waves propagating on the background of Section
9.2.1, so we consider the fluctuations

ηµν → ηµν + hµν , (9.19)

where hµν depends a priori on all D coordinates. One then decomposes it as a Kaluza–
Klein tower of 4d gravitational waves, each mode being generically labeled by N

hµν =
∑
N

hNµν(x
µ) ψN (ym) . (9.20)

We could add a dependence of ψN on the other extra coordinates xi but as shown in [170],
those will not play any role, especially for toroidal directions. The modes hNµν are taken

4The fact our setting verifies the restrictive boundary conditions might be expected from [248]. There,
it is argued that similar boundary conditions should be obtained whenever one works with the standard
DBI + WZ action for sources. The latter holds for us, given our background is a standard type II
Minkowski solution.
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transverse and traceless in 4d; this can be viewed as a consistent truncation [170,246].
Provided the ψN are orthonormal eigenfunctions of a certain modified Laplacian operator,
to be specified, with eigenvalues M2

N , then each mode satisfies the Pauli-Fierz equation
of a massive spin-2 field with mass MN in Minkowski(

ηκλ∂κ∂λ −M2
N

)
hNµν = 0 , (9.21)

at linear order. This was shown in [245] to hold for any energy-momentum tensor,
i.e. any matter content of the theory, thanks to having a maximally symmetric 4d
background space-time. The generality of these equations, describing propagating 4d
Kaluza–Klein gravitational waves on a warped Minkowski background, is thus interesting.
A generalization of this setting was considered in [246] allowing fluctuations of the full
D-dimensional metric, leading to additional 4d vector and scalar contributions with
interesting effects. We refer to [170] for more details.

As shown in [170], on the background metric (9.1) with the transverse torus Td, the
modified Laplacian operator and corresponding eigenmode equation boil down to

−δmn ∂

∂σm
∂

∂σn
ψN = (2πLMN )2H ψN . (9.22)

In absence of any source, the warp factor is given by its constant part, H = H0. As
explained at the end of Section 9.2.1, we then simply face a torus of radius

√
H0L. The

Kaluza–Klein spectrum in that case is the standard one: the masses are(
M

(st)
N

)2
=

N2

H0L2
. (9.23)

This is precisely what we recover from (9.22), writing ψN as a Fourier series on Td, with
N = |n|, n ∈ Zd. The variation of H beyond this average, due to the presence of Dp

and Op sources, makes the equation (9.22) much more complicated to solve. The main
purpose of this work is to determine how much the spectrum deviates from the standard
one (9.23) in presence of a (non-trivial) warp factor H. To that end, few techniques were
introduced in [170], and they will be greatly improved in the following. Finally, let us
recall that

d ≥ 2 ,
L

ls
� 1 ⇒ MN ≈M (st)

N , (9.24)

while we stated below (9.8) the minimal value: L/ls > 2. Deviations from the standard
spectrum are thus expected close to this last bound.
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10.1 Issues and method to determine the spectrum
We present here the method, both analytical and numerical, used to determine the
Kaluza–Klein gravitational waves spectrum, defined in Section 9.2. The spectrum is
governed by the eigenmode equation (9.22), while the reference for this spectrum is the
standard one obtained in the absence of sources, i.e. with a trivial warp factor, given
in (9.23). To determine the spectrum, we first need to overcome difficulties due to the
negative region where H < 0 (see Figure 9.2), responsible for tachyons. This is discussed
in Sections 10.1.1 and 10.1.2. The numerical method is then presented in Section 10.1.3
and Appendix A.2.

Prior to determining the spectrum, we first have to fully specify the background, by
indicating where we place our sources, i.e. give the vectors σi (or yi). From now on, we
consider the Dp-branes to be all at the origin in coordinates σ (or y). The orientifolds
Op are at the 2 fixed points of each circle of Td: those are at σm = 0 or 1

2 . There are
thus 2d distributed Op. As specified in Section 9.2.1, we take an overall vanishing charge∑

iQi = 0. Since the charge ratio (9.2) is given by a factor 24−d, this always gives 16
Dp at the origin. Note that one Op also sits at the origin, making the total charge there
slightly less negative. The positive charges, that give a negative H, are then at all the
other positions of the Op, as illustrated in Figure 9.2. This charge distribution exhibits
certain discrete symmetries, which will be very helpful to the numerical resolution, as
described at the end of Section 10.1.3. We now enter the details of the determination of
the spectrum.

10.1.1 Negative region and tachyons
To determine the spectrum, we first improved the (numerical) method presented in [170],
as detailed in Section 10.1.3. The resulting spectrum for d = 1, 2, 3 is given in Appendix
A.3. Doing so, we however noticed the systematic presence of tachyons at low L/ls,
i.e. eigenmodes with M2

N < 0. We understood that those are due to the negative region,
meaning the region discussed in the Introduction and Section 9.2.1 where H < 0. This
can be seen in several ways. First, it was noticed in [170] (see e.g. Figure 2 or Section
4.2) that low L/ls make the variation of H stronger and the negative region larger, so
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the impact of this region could then be more important. Secondly, the relation between
tachyons and the negative region is most easily seen using the eigenmode equation (9.22),
as follows

0 ≤
∫ 1

2

− 1
2

ddσ |∂ψN |2 = −
∫ 1

2

− 1
2

ddσ ψ∗
N∂

2ψN = (2πLMN )2
∫ 1

2

− 1
2

ddσ H |ψN |2 . (10.1)

For a constant H, we deduce that HM2
N ≥ 0. A negative constant H then leads to a

tachyon. More generally, we infer that if the negative region is sufficiently large, as at
low L/ls, it may dominate the above integral, at least for some mode, and a tachyon can
appear. Similarly, probing the negative region may require a small enough wavelength
of the eigenmode, which may then lead to a negative integral (10.1), making the mode
tachyonic. Small wavelengths correspond to Kaluza–Klein modes high in the tower.
Those could then be truncated by our numerical approach, that only considers a finite
number of modes. At low L/ls, the negative region is larger, and such modes are more
easily reached. This may explain why we only noticed tachyons at low L/ls, while they
may always exist as long as H < 0 in some region. This interpretation seems confirmed
in Appendix A.3. Finally, in Appendix A.1, we provide an analytical resolution of the
eigenmode equation in the non-compact case, also corresponding to the behaviour close
to a source: for an Op, we conclude again on the presence of tachyons.

Neither these tachyons nor this negative region are however physical! As explained
in the Introduction and Section 9.2.1, our supergravity description breaks down in the
negative region and a proper description would require string theory. Our equations
should not be trusted anymore in that region. Computing the spectrum, we should then
find a way to fully ignore the effects of this region, in particular the tachyonic modes. To
that end, we develop a procedure, presented in the following.

10.1.2 Restricting the domain and reformulating the eigenmode equation
We introduce a domain D where the warp factor is non-negative, and solve the eigenmode
equation on D only. We recall that σm ∈ (−1

2 ,
1
2 ] and that ls/L < 1/2. We also recall

that Op, close to which H < 0, are placed precisely at σm = 1
2 as specified at the

beginning of Section 10.1. We then define

λ = 1− 2
ls
L
, D =

{
σ, |σm| ≤ 1

2
− ls
L

=
1

2
λ

}
. (10.2)

The region of interest is thus reduced by a factor λ, as in Figure 9.2, and we introduce
an appropriate coordinate to span it

τm = λ−1 σm ⇒ D =

{
τ , |τm| ≤ 1

2

}
. (10.3)

This is designed to guarantee H ≥ 0 on D, relative to prescription (9.8) that refers to
a distance |σ − σj | = ls

L from an Op source j. This domain actually excludes a little
more than needed by this prescription, as depicted for d = 2 in Figure 10.1. We will then
adjust the prescription.

The restricted domain D leads us to slightly modify the prescription (9.8). We now
consider points of D which are the closest to the Op sources (except the one at the origin,
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1
2

1
2

σ2

σ1

D

ls/L

ls/L

0

Figure 10.1: Regions in a quarter of Td=2, the rest of the torus being obtained by axis
symmetry (as in Figure 9.1 and 9.4a). The Op are placed at the four corners, and depicted
by red and blue dots; the one at the origin (blue dot) is not problematic thanks to the
16 additional Dp present there which give an excess Dp charge. The restricted domain D
is light blue, while the excluded region is gray. The negative region corresponding to
prescription (9.8) is darker gray and bounded by circles of radius ls/L around the Op.
In general, these regions are actually not exactly circular as discussed in Section 9.2.2.
We see that the excluded region is larger than what is a priori needed, leading to the
adjusted prescription (10.4).

due to the additional Dp-branes there). In d = 2, as illustrated in Figure 10.1, these are
the corners of the white rectangle. Those points are simply given by σ = λσj for each
source j located by σj . Indeed, the proportion λ is preserved thanks to the Intercept
Theorem (or Thales’s Theorem). We then need to compare the values of H at these
various points, and take the most negative one. This gives the adjusted prescription

H0 = max
j

{
−
∑
i

QiG(λσj − σi)

}
. (10.4)

It would match the previous prescription (9.8) for a vector of norm |σj | = 1
2 : in that

case one has for j = i that |λσi − σi| = 2 ls
L |σi| = ls

L as in (9.8). Some σj have however
different norms. In any case, the adjusted prescription (10.4) guarantees that H ≥ 0
on D. This gives appropriate boundary conditions to H to have a well-defined spectral
problem on D.

We then consider the warp factor restricted to D only, and introduce some rescaling
for convenience

H̃(τ ) = λ2
1

gs

(
L

ls

)d−2

H(σ)
∣∣
D , H̃0 = λ2

1

gs

(
L

ls

)d−2

H0 . (10.5)
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The rescaling removes in the non-constant part of H all dependence on the physical
parameters L, ls and gs, except through the overall λ. We now solve the eigenmode
equation (9.22) on D only, considering now ψN (τ ) defined in that restricted domain. We
rewrite that equation on D as

−δmn ∂

∂τm
∂

∂τn
ψN (τ ) = (2π µN )2 H̃(τ )ψN (τ ) , (10.6)

introducing as in [170] the convenient eigenvalues

µ2N =M2
N L2 gs

(
ls
L

)d−2

. (10.7)

What will matter are not the actual eigenvalues, but their comparison to the standard
spectrum (9.23) in the absence of sources. We now define the relevant ratio to the
standard spectrum

fN =
MN

M
(st)
N

=
µN

µ
(st)
N

, where µ
(st)
N =

N√
λ−2H̃0

. (10.8)

In the following, we will refer to this ratio and its difference to 1 as the deviation, with
respect to the standard spectrum.

To solve the eigenmode equation (10.6), we finally need a further rewriting. The
warp factor and the eigenfunctions are now continuous functions defined on D only. We
can consider them as periodic on successive copies of D, up to cuts at points at the
boundaries. This allows us to develop them as Fourier series on D. Equivalently, as
square integrable functions on an interval, they can be developed on the basis of functions
formed by integer Fourier modes. Writing them as Fourier series on D corresponds
to completely ignoring the negative region, and is again a way to provide appropriate
boundary conditions for H and ψN to have a well-defined spectral problem. We now
drop the N , considering only one eigenmode, and get

H̃(τ ) =
∑

m∈Zd

dm e2iπm·τ , ψ(τ ) =
∑

m∈Zd

cm e2iπm·τ . (10.9)

From (10.6) or (10.9), the zero mode with µ0 = 0 is given by ψ0 being a constant (a
continuous harmonic function on a compact space). From now on, we consider other
eigenmodes and µ 6= 0. For each of these modes, the eigenmode equation (10.6) becomes
thanks to (10.9) the tower of equations

n2

µ2
cn −

∑
m∈Zd

cm dn−m = 0 , ∀n ∈ Zd . (10.10)

The cn are the variables, together with the unknown µ, while the coefficients dm are
fixed by H̃. Let us determine the latter, before solving this reformulated eigenmode
equation (10.10).

One obtains the dm as the following Fourier coefficients

dm = λ2
1

gs

(
L

ls

)d−2 ∫ 1
2

− 1
2

ddτ e−2iπm·τH(λτ ) . (10.11)
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We further use the following Fourier series expression for H

H(σ) = H0 −
1

(2πL)d−2

∑
n∈Zd ∗

e2πin·σ ×
∑
i

Qi
e−2πin·σi

4π2n2
, (10.12)

based on the Green’s function (9.4). We recall that this last Fourier series is not absolutely
convergent and requires regularization. However, as argued in [170], we will truncate this
infinite sum, thus avoiding this issue. We will also verify numerically in Section 10.1.3
the successful matching of the truncated Green’s function and the proper expression
(9.5). Using the various definitions and sources positions, we rewrite the above as

H(σ) = gs

(
ls
L

)d−2
λ−2H̃0 +

∑
n∈Zd ∗

e2πin·σ × 1

4π2n2

(
16− 24−d

∑
Op

e−2πin·σi
) .

(10.13)
We deduce

λ−2dm = δm,0 λ
−2H̃0 +

∑
n∈Zd ∗

1

4π2n2

(
16− 24−d

∑
Op

e−2πin·σi
) d∏
q=1

sin(π(λn−m)q)

π(λn−m)q
,

(10.14)

where q labels the q-component of the d-vectors. We note that for λ ≈ 1, i.e. L/ls � 1,
the last product boils down to δm,n, reproducing the result of [170]. This is a consistency
check since for λ ≈ 1, D matches the full Td, considered here.

As a side remark, let us note that d0 is not only H̃0, contrary to H(σ). This is
because the average of the sum of Green’s functions (or the varying part of H) is not
vanishing over the restricted domain. More precisely, one verifies that it is vanishing for
λ ≈ 1 and m = 0 thanks to the cancellation of charges, but not otherwise. This is only
an observation since we will not make use of this zero-mode d0, which is also the average
of H̃. In particular, the deviation of the spectrum with respect to the case of a “constant
warp factor” is computed with the standard spectrum (9.23), corresponding to the case
without any source.

Having determined the dm, the problem now amounts to solving the tower of equations
(10.10), to obtain the eigenvalues µ and corresponding eigenfunctions in terms of their
coefficients cn. More precisely, we are interested in the deviation fN (10.8) between the
eigenvalue for a (massive) state and the corresponding standard value, in the absence
of sources. We now turn to the numerical method used to solve the tower of equations
(10.10) and thus the eigenmode equation, determining this way the spectrum.

10.1.3 Numerical method to determine the spectrum
Determining the mass spectrum of Kaluza–Klein gravitational waves on our Dp/Op

warped toroidal background amounts to solving the eigenmode equation, decomposed
into a tower of equations (10.10). To that end, we present in the following and in Appendix
A.2 the numerical method used. Its starting point is similar to the one of [170], namely
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having a vanishing determinant, but we improve it on many levels to be detailed, allowing
us to reach a more precise spectrum, with more eigenmodes and in more dimensions
(d = 1, ..., 6, whereas we stopped at d = 3 in [170]). That spectrum is given in Section 10.2.

To deal with the tower of equations (10.10), we start by imposing a truncation: we
truncate the series (10.9) of the warp factor and the eigenfunction, keeping for each of
them only a finite sample Γ of the Fourier modes in momentum space, depicted in Figure
10.3. This is done by retaining momenta whose norm is smaller than a value r. The size
of the sample is denoted n = dimΓ, and typically goes as rd. As will be detailed, the
larger r (and n), the better the precision. We will be able to reach large n, and verify on
that occasion that the truncated warp factor matches well its formal expression (9.3),
(9.5), as depicted on Figure 10.2.

-0.4 -0.2 0.2 0.4
τ1

2

4

6

8

Warp factor

Figure 10.2: Comparison between the exact and the truncated warp factor. Here d = 2
and the plots are along τ1, at fixed τ2 = 0. The red dashed line represents the exact H̃,
while the blue line stands for the truncated H̃, with r = 10 and n = 316.

We then establish a bijective map between the momenta m kept in Γ and integers from
1 to n (see Appendix A.2 for more details). Improvements have been made w.r.t. [170] in
establishing this sample and this map. The latter allows to write the coefficients cm as a
n-dimensional vector ~c. The tower of equations (10.10) becomes a finite system, written
in matrix form as

O(µ) · ~c = 0 , (10.15)
where O(µ) is an n × n matrix, depending on the unknown µ and the dm coefficients
(10.14). Since ψ is not identically zero by construction, and its n first Fourier modes are
assumed not to be all zero, ~c is not a null vector. So (10.15) requires

detO(µ) = 0 , (10.16)

which can be further written as a polynomial equation. It can be solved numerically for
a reasonable n (in our case not larger than ∼ 80), since this operation has complexity1

1We measured that the time t taken for such a computation obeys log t = Cn+Bd, where the constant
Bd is different from one dimension d to another, while the constant C seems to be the same for all d.
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O(eCn). This does not allow for a high precision, especially for d > 3 where such a
n corresponds to a small radius r (for d = 4 one has r ≈ 2), meaning that only the
very first modes are not truncated. However, this first resolution still provides a good
overview of the spectrum and its organization (degeneracy, approximate eigenvalues). In
addition, for d = 1, 2, it already gives good estimates of the spectrum, detailed in Section
10.2. In particular, this reveals that the largest observed deviation occurs for the lightest
(massive) mode. In addition, the deviation seems to grow with d; this motivates us to
access the spectrum for d ≥ 3 with a satisfactory accuracy. As this requires a larger and
larger number of points n, we need yet another rewriting of the problem to be solved.

To reduce the number of variables and equations to solve, and thus be able to reach a
higher precision, we can make use of the symmetries of the source distribution, specified
at the beginning of Section 10.1. While the Dp are at the origin, the orientifold Op are,
for each circle of Td, at the 2 fixed points at σm = 0 or 1

2 . Considering the Op with
mirrors (e.g. at σm = ±1

2), we see them placed for d = 2 at the corners or on the edges
of a square (see Figure 9.4a and 10.1), and generalizations thereof in higher dimensions
d. This distribution is invariant under the exchange of the Op: these permutations form
the so-called hyperoctahedral group of degree d, that we denote G. For d = 2, one
has G = D4 with dimD4 = 8. An interesting consequence is that for d ≥ 2, H and
the lightest eigenmode ψ1 inherit this symmetry2. This gets translated in their Fourier
coefficients, which are related to each other under transformations of G

H(g · σ) = H(σ) ⇐⇒ dg·n = dn , ∀n ∈ Zd , ∀g ∈ G . (10.17)

ψ1(g · σ) = ψ1(σ) ⇐⇒ cg·n = cn , ∀n ∈ Zd , ∀g ∈ G . (10.18)

As noted previously, the highest deviation from the standard spectrum always occurs for
the lightest mode, so we focus on the latter and its associated mass µ1 in the following, and
assume the property (10.18). This observation allows us to reduce drastically the number
of independent Fourier coefficients to determine (for d = 6, this number is reduced by a
factor O(105)), and correspondingly the number of independent equations (10.10). We
reach this way higher r and n, i.e. larger samples, necessary to get a reasonable precision
in high dimensions d. This last improvement w.r.t. [170] was crucial to get interesting
results on the spectrum for d = 4, 5, 6. The details of this technical simplification are
given in Appendix A.2. The upshot is that one can merely consider the points in the
sample Γ that are not equivalent under the action of G, i.e. the points

m ∈ Γ̃ =
Γ

G
, ñ = dim Γ̃ =

dimΓ

2d d!
. (10.19)

For instance, for d = 2, one can consider the following representatives,

Γ̃ =
{
m ∈ Γ, m1 ≥ 0 and 0 ≤ m2 ≤ m1

}
, (10.20)

as illustrated on Figure 10.3.
2Let us note that for the special case d = 1, the lightest mass is rather associated to an odd mode.

For d ≥ 2, the higher modes can be odd under certain transformations of G, and even under others.
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Γ

Γ̃

n1

n2

r

r

Figure 10.3: Example of the sample Γ (in blue) of size r for d = 2, and the smaller
sample Γ̃ (in red), sufficient to determine the spectrum. Here, n = 56 and ñ = 12.

Eventually, one has ñ Fourier coefficients dm to compute, and ñ equations to solve

|n|2

µ21
cn −

∑
m∈Γ

cR(m) dR(n−m) = 0 , ∀n ∈ Γ̃ , (10.21)

where R(m) denotes the representative of m in Γ̃. We refer to Appendix A.2 for its
explicit implementation, and for the derivation of (10.21).

As explained above, we start by solving the determinant equation (10.16). This
provides a good overview of the spectrum, but also a good estimate of the lightest mass
that we are interested in. In fact, we use this first value as a “seed” for our algorithm: we
make use of minimization techniques that look for a solution to the system of equations
(10.21) close to the seed, this time with more Fourier modes (i.e. larger r and n). More
specifically, we run a FindMinimum in Mathematica, where the quantity to be minimized
is the sum of the squares of the left hand sides in (10.21) (see e.g. Appendix B of [1] for
a more detailed description of this method, in a different context). The output provides
a refined value for µ1 and the deviation f1. We then repeat the same step, and use the
refined value as a new seed, and with a larger r (and n). We repeat this procedure until
we reach a satisfactory precision on µ1 and f1, i.e. when the latter converge towards
fixed value, typically when the value does not vary of more than 1% with respect to the
previous step. This method allows to reach very large n, at most n ∼ 1.5 · 106 for d = 6.
This is a significant improvement with respect to the first attempts made in [170], that
reached at most n ∼ 50. It also allows us to reach r ∼ 10 for every dimension d, and to
rigorously compare the deviation obtained in each case.

Thanks to all these innovations, this method provides us with interesting, precise and
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new results on the spectrum of Kaluza–Klein gravitational waves on this warped toroidal
background. We now turn to those.

10.2 Spectrum

We present in this section the spectrum obtained for Kaluza–Klein gravitational waves
on the warped toroidal background of Section 9.2.1. The Dp/Op sources generating the
warping are placed as specified at the beginning of Section 10.1. The numerical method
used to determine this spectrum is presented in Section 10.1.3 and Appendix A.2. While
based on initial ideas of [170], it got improved on many levels allowing us to present here
more precise results as well as new results, especially regarding the higher dimensions
d = 4, 5, 6. We also had to face the issue of the negative region, where H < 0, that
leads to tachyons in the spectrum as discussed in Section 10.1.1, Appendix A.1 and A.3.
Thanks to a restriction of the domain on which relevant functions are defined, we could
overcome this issue, as described in Section 10.1.2. The spectrum obtained prior to this
restriction is given for completeness in Appendix A.3 and exhibits (unphysical) tachyonic
modes, while the resulting tachyon-free spectrum is given in the following.

When giving the spectrum, we display the eigenvalues µN defined in (10.7), pro-
portional to the Kaluza–Klein masses MN . More importantly, we provide the value of
fN =MN/M

(st)
N = µN/µ

(st)
N given in (10.8), the ratio to the standard mass or eigenvalue

in absence of sources. The deviation 1 − fN evaluates the difference from a standard
toroidal spectrum, and thus the impact of a non-trivial warp factor. As recalled in (9.24)
and several occurrences in Section 10.1, the standard spectrum is recovered at L/ls � 1
(for d ≥ 2). This is verified in the tables below with fN close to 1. We also recall
that L/ls > 2, so the largest deviations we will observe will happen at “low” L/ls ≈ 10.
It is also for those values of L/ls that reaching a satisfactory precision is the most difficult.

We start by giving in Tables 10.1, 10.2 and 10.3 the spectrum obtained for d = 1, 2, 3
using simply the determinant method described in Section 10.1.3. We present the first
modes of the tower, specifying for each dimension d the size n of the sample considered
and the corresponding radius r (see Section 10.1.3). The corresponding precision is
already good for d = 1, 2, but will be improved below for d = 3. The modes of the
standard spectrum are labeled by an integer N : at each such level, the modes obey a
certain degeneracy. This degeneracy gets partially lifted when moving away from that
standard spectrum by lowering L/ls. We distinguish the modes whose eigenfunction is
symmetric (s) or antisymmetric3 (a) under σ → −σ, and indicate in parentheses for each
of those their degeneracy, e.g. s(2). The combinatorics explaining these degeneracies are
discussed in Appendix A.3. The modes are ordered in the tables according to their mass
at high L/ls; when lowering the latter, we note that this order can get modified.

3Antisymmetric modes would be projected out by orientifolds, since the metric should be symmetric
under the involution. We keep them here for completeness.
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N 1 2
L/ls a/s a s a s

µN 1.369 1.593 2.846 3.081
10 fN 1.061 1.234 1.102 1.193

µN 1.010 1.175 2.099 2.273
102 fN 0.9897 1.151 1.028 1.113

µN 0.9829 1.143 2.043 2.211
103 fN 0.9809 1.141 1.019 1.103

Table 10.1: Spectrum of the first Kaluza–Klein modes for d = 1, with eigenvalue µN
and deviation fN from the standard spectrum, according to the value of L/ls. Sample
specifications: r = 20, n = 41.

N 1
√
2

L/ls a/s s(1) a(2) s(1) s(1) a(2) s(1)

µN 1.028 1.069 1.311 1.571 1.742 1.870
9 fN 0.9046 0.9407 1.154 0.9775 1.084 1.164

µN 0.9916 1.034 1.269 1.517 1.679 1.794
10 fN 0.9115 0.9506 1.166 0.9863 1.092 1.166

µN 0.6105 0.6492 0.7251 0.9288 0.9576 1.005
102 fN 0.9295 0.9884 1.104 1.000 1.031 1.082

µN 0.4539 0.4735 0.4995 0.6719 0.6776 0.6925
103 fN 0.9519 0.9929 1.048 0.9964 1.005 1.027

Table 10.2: Spectrum of the first Kaluza–Klein modes for d = 2, with eigenvalue µN
and deviation fN from the standard spectrum, according to the value of L/ls. Sample
specifications: r = 4.5, n = 69.
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N 1
√
2

L/ls a/s s(1) a(3) s(2) s(1) a(3) s(3) a(3) s(2)

µN 0.8353 0.8553 1.124 1.513 1.234 1.487 1.620 1.645 ?
7 fN 0.7012 0.718 0.9437 0.898 0.7322 0.8825 0.9618 0.9763 ?

µN 0.7356 0.8012 1.063 1.330 1.172 1.339 1.528 1.563 ?
10 fN 0.744 0.8103 1.075 0.9509 0.8378 0.9579 1.093 1.118 ?

µN 0.2534 0.2615 0.2655 0.3593 0.3658 0.3700 0.3739 0.3771
102 fN 0.9859 1.017 1.033 0.9883 1.006 1.018 1.029 1.037

µN 0.07941 0.07962 0.07972 0.1122 0.1125 0.1126 0.1127 0.1128
103 fN 0.9994 1.002 1.003 0.9986 1.001 1.002 1.003 1.004

Table 10.3: Spectrum of the first Kaluza–Klein modes for d = 3, with eigenvalue µN
and deviation fN from the standard spectrum, according to the value of L/ls. The
question mark in the last entries indicates that the identification of the modes as being
part of the same multiplet as those at higher L/ls is not certain. Sample specifications:
r = 2.6, n = 81.

The spectrum for d = 3 is illustrated in Figure 10.4 for the first two N . We see
that the modes are degenerate to the standard spectrum values for large L/ls, and the
degeneracy gets lifted when lowering L/ls, leading to the strongest deviations.

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
log

L

ls
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1.0
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M

Figure 10.4: Mass spectrum for d = 3 for the first two levels N , normalised to 1 and
2 for readability, in terms of log L

ls
. We take for L

ls
the four values of Table 10.3. The

standard spectrum is represented by the dashed lines, and the spectrum obtained here
with non-trivial warp factor by plain lines.

The values obtained in Tables 10.1-10.3 should be compared to those of Appendix
A.3 and to [170], where we did not restrict to the domain D that excludes the negative
region, and took a constant value of H0 instead of the prescribed one as here. The
spectrum gets here corrected, and a crucial difference is the absence of tachyon for d = 2
and d = 3, when probing the same low values of L/ls as in Appendix A.3. Regarding
the deviation fN , which is the interesting physical effect of the warp factor, we reach at
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best fN ≈ 0.70, i.e. 30%. For d ≥ 2, the smallest fN values are obtained for the lowest
L/ls, the lightest mode and the highest d. This motivates us in the following to further
restrict the study to only the first mode with µ1 and investigate all d up to 6. The more
advanced numerical techniques presented in Section 10.1.3 will allow us to do so, while
reaching a better precision thanks to a larger sample.

Before this, let us briefly comment on d = 1. This case is special, mostly because
there is no divergence at the sources. As a consequence, one can find a finite constant H0

which makes H > 0 everywhere, as done around Figure 3 in [170]. Here we still use the
restricted domain and adjusted prescription (10.4) for consistency, leading to a variation
of the spectrum in L/ls (contrary to Appendix A.3 and [170]). Despite this variation,
it is not true for d = 1 that the spectrum matches the standard one at large L/ls as
discussed in [170]. So fN does not particularly go to 1 in that limit. Another observed
specificity of d = 1 is that the first massive mode is antisymmetric, contrary to higher d.

We turn to studying the lightest massive mode, whose deviation is observed to be
the strongest. We give in Tables 10.4-10.9 the values of µ1 and 1 − f1 for d = 1, ..., 6.
We note that 1 − f1 is not always positive, which means that the deviation from the
standard spectrum can either increase or decrease the mass. We also give the constant
g−1
s H0 obtained from the adjusted prescription (10.4). As mentioned above, its value

for d = 1 is special and varies strongly with L/ls, but it is more regular for the other d.
The precision reached is higher than above (in the sense of reducing the error), thanks to
the additional steps described in Section 10.1.3 allowing us to use a larger sample. The
results are however only obtained with two significant digits.

L/ls 10 102 103 104

g−1
s H0 6.0 96 103 104

µ1 1.4 1.0 0.98 0.98

1− f1 −0.061 0.010 0.020 0.020

Table 10.4: First non-zero eigenvalue µ1 and deviation f1 from the standard spectrum for
d = 1, together with the constant g−1

s H0 obtained from the adjusted prescription (10.4).

L/ls 10 102 103 104

g−1
s H0 0.84 2.3 3.8 5.2

µ1 0.99 0.61 0.49 0.42

1− f1 0.091 0.071 0.054 0.041

Table 10.5: First non-zero eigenvalue µ1 and deviation f1 from the standard spectrum for
d = 2, together with the constant g−1

s H0 obtained from the adjusted prescription (10.4).
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L/ls 10 102 103 104

g−1
s H0 0.1 0.15 0.16 0.16

µ1 0.65 0.25 0.079 0.025

1− f1 0.34 0.015 6.4 · 10−4 5.6 · 10−5

Table 10.6: First non-zero eigenvalue µ1 and deviation f1 from the standard spectrum for
d = 3, together with the constant g−1

s H0 obtained from the adjusted prescription (10.4).

L/ls 10 102 103 104

g−1
s H0 0.012 0.025 0.025 0.025

µ1 0.35 0.064 6.3 · 10−3 6.3 · 10−4

1− f1 0.62 −0.018 −2.0 · 10−3 −2.0 · 10−4

Table 10.7: First non-zero eigenvalue µ1 and deviation f1 from the standard spectrum for
d = 4, together with the constant g−1

s H0 obtained from the adjusted prescription (10.4).

L/ls 10 102 103 104

g−1
s H0 3.9 · 10−3 6.3 · 10−3 6.3 · 10−3 6.3 · 10−3

µ1 < 0.17 0.013 4.0 · 10−4 1.3 · 10−5

1− f1 > 0.65 −0.02 −2.0 · 10−3 −2.0 · 10−4

Table 10.8: First non-zero eigenvalue µ1 and deviation f1 from the standard spectrum for
d = 5, together with the constant g−1

s H0 obtained from the adjusted prescription (10.4).
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L/ls 10 102 103 104

g−1
s H0 1.6 · 10−3 2.0 · 10−3 2.0 · 10−3 2.0 · 10−3

µ1 < 0.078 2.3 · 10−3 2.2 · 10−5 2.2 · 10−7

1− f1 > 0.69 −0.02 −2.0 · 10−3 −2.0 · 10−4

Table 10.9: First non-zero eigenvalue µ1 and deviation f1 from the standard spectrum for
d = 6, together with the constant g−1

s H0 obtained from the adjusted prescription (10.4).

The largest deviation |1− f1| is obtained for the lowest L/ls and highest dimension:
it is of 69% for d = 6. This strong deviation is one of the main results of this analysis.
We illustrate the evolution of the first non-zero mass in terms of the dimension in Figure
10.5, compared to the standard spectrum. We finally make side comments on the values
of g−1

s H0: those match the ones obtained analytically in (9.9) at large L/ls for d ≥ 3,
and slowly vary from there. This however does not hold for d = 2: the constant obtained
by the prescription, while obeying the behaviour of (9.9) in L/ls, seems to differ by a
constant shift of approximately 0.6. This could correspond to the next order after the
leading behaviour of (9.6).
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Figure 10.5: First non-zero mass M1 for d = 1, ..., 6 (plain lines), compared to that of
the standard spectrum normalised to 1 (dashed line), for L/ls = 10.

10.3 Summary and outlook
Kaluza–Klein gravitational waves, most likely of primordial origin, would provide a
very specific signature of extra dimensions, in the form of a specific discrete spectrum.
Motivated by this possibility, we determined in this work such a spectrum in the case
where the extra dimensions include a warped torus Td.4 While the Kaluza–Klein spectrum

4Considering other compact spaces would be very interesting, especially those appearing in different
string compactifications. To that end, the Laplacian spectrum on e.g. a nilmanifold [122] or a Calabi-Yau
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on a torus is well-known (we refer to it as the standard spectrum), we aimed here at
measuring the effect of a non-trivial warp factor H, by evaluating the deviation of the
resulting spectrum with respect to the standard one. We recall that a warp factor is
a generic ingredient in BSM models as well as string compactifications, that captures
the back-reaction of Dp-branes, as well as here orientifold Op-planes. Characterising its
impact on the spectrum is thus important. We considered the warp factor that would
appear in common toroidal string compactifications, determined in [170], which differs
from other options in the literature such as that of Randall-Sundrum models [243,244],
providing interesting novelties. We first tackled this problem in [170] and reviewed the
relevant material in Section 9.2.1 and 9.2.3. New information on the profile of the Green’s
function and the warp factor away from the sources is discussed in Section 9.2.2. We
then made here important technical progress that eventually allowed a more precise and
extended determination of the spectrum. The results are presented in Section 10.2. We
first gave in Tables 10.1-10.3 the spectrum for the first massive Kaluza–Klein gravitational
waves for d = 1, 2, 3, according to the ratio L/ls of the radius of Td to the string (or
fundamental) length. For large L/ls, one recovers the standard spectrum, while for small
ratios, 2 < L/ls < 10, the deviation is the most important. We illustrated these results,
as well as the corresponding lift of degeneracies of the Kaluza–Klein modes, in Figure
10.4. We then focused on the lightest (massive) mode, for which the deviation is observed
to be the highest, and we determined it for d = 1, ..., 6 in Tables 10.4-10.9 according
to L/ls. We illustrated the results in Figure 10.5: the highest deviation is obtained for
d = 6 at low L/ls, and amounts to 69%. The Kaluza–Klein mass is thus significantly
lowered because of the warp factor.

To reach these results, we had to overcome an important physical challenge: the
negative region, depicted in Figure 9.2, where H < 0. As discussed in the introduction,
the warp factor, and this negative region in particular, are currently at the center of
many different investigations in string theory, and the present work may provide insights
to these other related topics. We recalled there that H < 0 close to orientifolds in the
supergravity description. This is however unphysical, so this description is expected to
break down, and be resolved by extra stringy physics. For this reason, the prescription
of [170] was to place the “horizon” where H = 0 at a string length from Op. Thanks
to the extra numerical precision gained here, we however realised that the negative
region would generate tachyonic modes in the spectrum (see Appendix A.3). We argue
in Section 10.1.1 and Appendix A.1 why this should happen in general. We excluded
completely this negative, unphysical region from our analysis, and solved the eigenmode
equation, that determines the spectrum, on a restricted domain D where H ≥ 0. We
described this restriction in detail in Section 10.1.2 and illustrated the domain D in Figure
10.1. This resolution, as well as several important numerical improvements presented in
Section 10.1.3 and Appendix A.2, provided us with the tachyon-free, precise spectrum
of Kaluza–Klein gravitational waves on a warped toroidal background described above.
It would also be worth investigating richer compactifications, as initiated in [268] in
the case of a Klebanov-Strassler warped throat. In addition, it would be interesting to
link the Kaluza-Klein towers obtained in such constructions with existing Swampland
conjectures, in the case of spin-2 fields.

manifold [267] would be useful.
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PART IVAPPENDICES





A Details on the determination of the
gravitational wave spectrum

This appendix provides additional details and supplementary material for Chapters 9
and 10.

A.1 Tachyon in a non-compact case
In this section, we show analytically in a specific example the presence of tachyonic
eigenmodes, due to the negative region close to an orientifold Op, as discussed in
Section 10.1.1; for completeness we also study the case of a Dp-brane. We consider the
situation where the approximate behaviour (9.6) close to the source can be used, which
also corresponds to the standard non-compact Green’s function and warp factor. The
differential problem to solve is the eigenvalue equation (9.22), which takes the form

∆ψ(r) + M̃2H(r)ψ(r) = 0 , (A.1)

where H is the warp factor, r parameterizes the position in the transverse torus Td, of
Laplacian ∆. We seek to determine the allowed eigenvalues M̃2, especially their sign.
We focus in the following on d = 3 for simplicity.

A.1.1 Orientifold source and negative region
Let us consider the problem in the vicinity of the origin, r = 0 where an orientifold O6

is located. The warp factor then takes the approximate form

H ' H1 −
C

r
, (A.2)

where r = |r|, and H1, C are positive constants. We consider at first the problem in the
region 0 ≤ r ≤ C/H1, where H is negative. We take the eigenfunction ψ to only depend
on the radial coordinate r. The differential equation (A.1) then reduces to[

r2
d2

dr2
+ 2r

d

dr
+ λ(Cr −H1r

2)

]
ψ(r) = 0 , (A.3)

where we have set λ = −M̃2. By rescaling λ, r, we may henceforth set H1 = C = 1,
without loss of generality. Two linearly independent solutions

e−
√
λ r

1F1(1− 1
2

√
λ ; 2 ; 2

√
λ r) ; e−

√
λ r U(1− 1

2

√
λ , 2 , 2

√
λ r) , (A.4)
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can be given in terms of the confluent hypergeometric functions of the first and second
kind, 1F1, U , also known as Kummer’s and Tricomi’s function respectively. For −b /∈ N
as here, 1F1(a ; b ; z) is an entire function of both a, z ∈ C. Tricomi’s function can be
defined in terms of 1F1(a ; b ; z).1 For our purposes it suffices to note that U(a, 2, z)
asymptotes 1

Γ(a)z , as z → 0.
The first of these solutions is real-valued for any λ ∈ R, as can be seen from the

defining series expansion of Kummer’s function (equation (1) of p.248 of [269]); in
particular, λ is allowed to be negative (despite the above notation

√
λ). To obtain a

discrete spectrum for λ, we may impose “separated” boundary conditions. As an example,
we pick

ψ(0) = ψ(r0) = 0 , (A.5)

for some fixed radial distance r0 > 0. The first boundary condition then implies
ψ(r) ∝ 1F1, since U diverges at r = 0. For fixed r0, the second boundary condition only
has solutions for a discrete spectrum of values for λ. For example, let us consider r0 = 1,
which is the location of the “horizon” where the warp factor vanishes. Figure A.1 depicts
f(λ) = e−

√
λ r0

1F1(1 − 1
2

√
λ ; 2 ; 2

√
λ r0) as a function of λ, for r0 = 1. The spectrum

of λ is then given by the zeros of the function f . We note that there are no zeros for
negative λ, i.e. the spectrum of M̃2 is strictly negative.
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Figure A.1: Graph of f(λ) = e−
√
λ

1F1(1− 1
2

√
λ ; 2 ; 2

√
λ) as a function of λ. At λ = 0

we have f = 1. For a better illustration, the graph is separated in two pieces, cutting at
λ = 1, where the function is continuous. Importantly, all the zeros of f are located at
positive λ.

These conclusions remain unchanged if we impose boundary conditions with 0 <
r0 < 1, so that the warp factor is negative over the whole domain of definition [0, r0]
of the differential problem. However, the behaviour changes if we impose boundary
conditions with r0 > 1, in which case the warp factor does not have definite sign in the
domain [0, r0]: there are then zeros for both negative and positive λ. This means that
the spectrum is not bounded, neither above nor below. We conclude that this example
exhibits in any case tachyonic eigenmodes, i.e. M̃2 < 0, as long we probe the region
where H < 0.

1This can be seen e.g. in equation (7) of p.257 of [269]. That equation can be extended to all c ∈ Z by
continuity.
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A.1 Tachyon in a non-compact case

A.1.2 Dp-brane source
For completeness, let us now consider a warp factor corresponding to a D6-brane source
located at the origin

H ' H1 +
C

r
, (A.6)

with H1, C positive constants. The differential equation (A.1) then reduces to[
r2

d2

dr2
+ 2r

d

dr
− λ(H1r

2 + Cr)

]
ψ(r) = 0 . (A.7)

As before, we may set H1, C = 1, without loss of generality. Two linearly independent
solutions are given by

e−
√
λ r

1F1(1 +
1
2

√
λ ; 2 ; 2

√
λ r) ; e−

√
λ r U(1 + 1

2

√
λ ; 2 ; 2

√
λ r) . (A.8)

As before, it can be seen that the first solution is real-valued for any λ ∈ R. To obtain a
discrete spectrum for λ, we again impose the following “separated” boundary conditions

ψ(0) = ψ(r0) = 0 , (A.9)

for some fixed radial distance r0 > 0, which we may choose to be r0 = 1 for simplicity. The
first boundary condition implies ψ(r) ∝ 1F1. Figure A.2 depicts f(λ) = e−

√
λ r0

1F1(1 +
1
2

√
λ ; 2 ; 2

√
λ r0) as a function of λ, for r0 = 1. The spectrum of λ is then given by the

zeros of the function f . We note that this time, there are no zeros for positive λ, i.e. the
spectrum of M̃2 is strictly positive.
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Figure A.2: Graph of f(λ) = e−
√
λ

1F1(1 +
1
2

√
λ ; 2 ; 2

√
λ) as a function of λ. At λ = 0

we have f = 1. The graph is again cut in two, at λ = −1 where there is no discontinuity.
Importantly, all the zeros of f are located at negative λ.

In the Dp-brane case, these results are independent of the value of r0. This is related
to the fact that the warp factor is positive over the whole domain of definition [0, r0] of
the differential problem, for any value of r0. We conclude on the absence of tachyonic
eigenmodes in that case.
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Appendix A. Details on the determination of the gravitational wave spectrum

A.2 Numerical details

A.2.1 Making use of the symmetries
In this section, we come back to the numerical method used to determine the spectrum.
Let us recall that we initially want to solve (10.10), that is a set of n equations. As
mentioned in Section 10.1.3, one can use the symmetries of the problem to drastically
reduce the size of the system, by merely working with the points m ∈ Γ̃ which are
non-equivalent under the action of the symmetry group G. This is because in (10.10), the
norm |n|2 is naturally invariant under G, and the convolution product is also invariant
whenever (10.17) and (10.18) are satisfied (i.e. when we consider the first Kaluza–Klein
mode). Indeed, ∀g ∈ G, we have∑

m∈Zd

cm dn−m =
∑

m′=g−1·m∈Zd

cg·m′ dn−g·m′ =
∑

m′∈Zd

cm′ dg−1·n−m′ , (A.10)

so acting on n in that sum also leaves it invariant. In this case, the system reduces to
only ñ equations

|n|2

µ21
cn −

∑
m∈Γ

cm dn−m = 0 , ∀n ∈ Γ̃ . (A.11)

We also make use of (10.17) and (10.18) to only consider cm and dm for m ∈ Γ̃, leaving
us with only ñ unknowns cm (in addition to µ1) and only ñ Fourier coefficients dm to
compute. To that end, we need to choose a representative R(m) ∈ Γ̃ of the equivalence
class [m] defined by the relation m ∼ n⇔m = g · n (this amounts to define what we
use as Γ̃).

Let us note that, in d dimensions, the hyperoctahedral group G can be represented
as the signed symmetric group of permutations of a set

{
n1, ..., nd

}
. This provides a way

to readily implement its action on points n ∈ Γ: the orbit of one point is given by the
set of possibilities of permuting its components and flipping their signs. Thus, it suffices
to sort (say in decreasing order) the absolute value of the components of m to pick a
representative R(m), as hinted around Figure 10.3. This algorithmic definition of the
representative has the advantage to be simple to implement in a computer. For instance
in Mathematica, one has

R[n_] := ReverseSort[Abs[n]] . (A.12)

With this at hand, one finally recovers (10.21), that is the set of equations to be solved.

A.2.2 Bijective map

In order to manipulate the elements n of Γ (or Γ̃), it is useful to assign them a label,
that is an integer index. This way, the coefficients d and c have an index which is an
integer instead of a vector, and this allows to organize the equations and put them in an
appropriate matrix form, as was done in (10.15). We thus need to introduce a one-to-one
map,

F : Γ̃ −→ {1, 2, ..., ñ} . (A.13)
To implement such a map, one can do the following. Consider a vector n ∈ Γ̃ (for
concreteness we focus on d = 2, but everything can be generalized trivially): following
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A.3 Tachyonic spectrum

the previous subsection, one can take its first entry n1 to be positive, so it goes from
0 to [r], where [·] denotes the integer part. Then for each of these possibilities, n2 can
run from 0 to max

{
n1,
√
r2 − (n1)2

}
. We then use this construction of Γ̃ to label its

elements: we start with the origin (indexed 1), then we increase n1, there are now 2
possibilities for n2 (indexed 2 and 3 in order of increasing n2), then we increase n1 again,
and so on.

In order to implement the inverse map F−1, we construct a d-dimensional array
[r]× [r]× ...× [r], denoted F. Whenever a point n is added to Γ̃ via the above algorithm,
its label is added at the entry of F that corresponds to the coordinates of n (modulo a
shift of 1 because indices start at 1 in Mathematica). Let us take an example: in d = 2,
and say r = 3, F is 3× 3 matrix. The point (0, 0) is labeled 1, so the entry F11 takes the
value 1. The next point (1, 0) is labeled 2, so F21 takes the value 2. The next point (1, 1)
is labeled 3, so F22 takes the value 3, and so on. The advantage of this approach is that
both F and its inverse F−1 are executed in constant time O(1).

A.3 Tachyonic spectrum
In this section, we provide for completeness the Kaluza–Klein spectrum obtained for
d = 1, 2, 3 using the same method as in [170], namely the determinant method explained
around (10.16) and a constant H0 given by (9.9). The spectrum is improved with respect
to [170] in terms of precision and number of modes thanks to the bijective map described
at the beginning of Section 10.1.3. We give in Tables A.1-A.3 the spectrum of the first
modes of the tower, together with the sample specifications (see Section 10.1.3).

A crucial difference with the results of Section 10.2 is the presence here of tachyons
for d ≥ 2,2 as indicated in Tables A.2 and A.3. The resolution of the eigenmode equation
is indeed performed here on the complete torus Td, including the negative region where
H < 0. As discussed in Section 10.1.1 and Appendix A.1, this region is responsible for
tachyonic modes in the spectrum. The solution proposed in Section 10.1.2 is then to
solve the equation on a restricted domain D that excludes the negative region. One can
compare the resulting spectrum in Section 10.2 to the one here, at the same L/ls, and
note the absence of tachyon in Section 10.2.

Let us recall that we only consider a finite set of eigenmodes, because of the truncation
made to solve the problem, as discussed in Section 10.1.3. When varying L/ls, we can
follow the evolution of the mass of each mode (or multiplet of modes with certain
degeneracies). We note that the tachyons only become apparent to us at low L/ls. In
addition, they correspond to modes which were among most massive at higher L/ls, and
which disappear when lowering L/ls. This is made manifest in Tables A.2 and A.3. As
already mentioned in Section 10.1.1, we understand this phenomenon as follows: the
eigenmodes need to have a small enough wavelength, i.e. a high enough mass, to probe
the negative region. When L/ls becomes small, the region becomes large and modes
at high mass within our truncation then have the appropriate wavelength to become
tachyonic, through the integral (10.1). In other words, tachyons may always be present
in the spectrum, but for high L/ls, they would lie outside our truncation. It would be

2Given that there is no divergence at the source for d = 1, one can find a constant H0 that makes
H ≥ 0 everywhere, as done in [170], thus avoiding any tachyon in that case.

195



Appendix A. Details on the determination of the gravitational wave spectrum

interesting to test further this interpretation.3

N 1 2

a/s a s a s

µN 0.9800 1.1400 2.037 2.205
fN 0.9800 1.1400 1.018 1.102

Table A.1: Spectrum of the first Kaluza–Klein modes for d = 1, with eigenvalue µN and
deviation fN from the standard spectrum, using the (improved) method of [170]. Sample
specifications: r = 20, n = 41.

N 1
√
2

L/ls a/s s(1) a(2) s(1) s(1) a(2) s(1)

µN 0.7537 0.7944 0.9709 1.154 1.245 1.340
9 fN 0.8914 0.9395 1.148 0.9651 1.041 1.121

µN 0.7378 0.7798 0.9435 1.131 1.213 1.305
10 fN 0.8932 0.9441 1.142 0.9681 1.039 1.117

µN 0.5439 0.5749 0.6260 0.8192 0.8350 0.8692
102 fN 0.9312 0.9843 1.072 0.9918 1.011 1.052

µN 0.4539 0.4735 0.4995 0.6719 0.6776 0.6925
103 fN 0.9519 0.9929 1.048 0.9964 1.005 1.027

2
√
5

Tachyon
56.51 i

/
10.54
2.852
2.920
1.118
2.247
1.054

Table A.2: Spectrum of the first Kaluza–Klein modes for d = 2, with eigenvalue µN
and deviation fN from the standard spectrum, according to the value of L/ls, using the
(improved) method of [170]. Sample specifications: r = 4.5, n = 69.

3An estimate of the wavelength is given by 1/N = 1/|m|. The criterion for a tachyon to appear would
then be that the wavelength is shorter or of the same order as the typical size of the negative region,
i.e. 1/N . 2ls/L. We verify approximately in Tables A.2 and A.3 this inequality L/(2ls) . N for the
tachyonic mode. In addition, we also note that N ≈ r, since the tachyon is among the highest modes of
the truncation. Given a value of r, we deduce that a tachyon will appear for L/ls . 2r.
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N 1
√
2

L/ls a/s s(1) a(3) s(2) s(1) a(3) s(3) a(3) s(2)

µN 0.6681 0.7627 1.049 1.350 1.153 1.237 1.464 1.526
7 fN 0.7052 0.805 1.108 1.007 0.8607 0.9236 1.093 1.139

µN 0.5899 0.6969 0.8729 1.118 1.027 1.028 1.205 1.275
10 fN 0.7442 0.8792 1.101 0.9971 0.916 0.9175 1.075 1.138

µN 0.2433 0.2504 0.2538 0.3444 0.3507 0.3542 0.3575 0.3607
102 fN 0.9704 0.9988 1.013 0.9714 0.9892 0.9991 1.008 1.017

µN 0.07906 0.07927 0.07937 0.1117 0.1120 0.1121 0.1122 0.1123
103 fN 0.9974 1.000 1.001 0.9966 0.9991 1.000 1.001 1.002

√
6

Tachyon
5.237 i

/
3.019
1.555
0.6231
1.015
0.1944
1.001

Table A.3: Spectrum of the first Kaluza–Klein modes for d = 3, with eigenvalue µN
and deviation fN from the standard spectrum, according to the value of L/ls, using the
(improved) method of [170]. Sample specifications: r = 2.6, n = 81.

We finally add a word on the degeneracies of each level. In the limit of large L/ls,
one recovers the standard Kaluza–Klein spectrum (9.23) on the torus Td. There, the
eigenmodes are the Fourier modes, and the label N of each level is given by the norm
of the vector m ∈ Zd of the eigenmode. The spectrum is thus discrete and corresponds
to points in Zd obtained when increasing the norm. Because of the symmetries of the
lattice, the spectrum is degenerate; the degeneracy corresponds to the number of lattice
points having the same norm. An illustration is provided in Figure 10.3. Knowing the
exact degeneracy and the mass gap is actually a non-trivial question. It corresponds
to a “generalized Gauss circle problem” in arbitrary dimension d. For d = 2, it is the
problem of determining how many integer lattice points there are in a circle centered at
the origin and with radius r as in Figure 10.3. In that case, the first levels are given by
N = 1,

√
2, 2,
√
5, ..., while the degeneracies are respectively given by DN = 4, 4, 4, 8, ... .

This knowledge is interesting to us, as it allows to classify the masses for the non-standard
spectrum, for which the degeneracy is (partially) lifted: see Figure 10.4. Indeed, because
of the different mass values, it is then unclear which one corresponds to a given level N .
For d = 2, we now know that the first 4 masses correspond to N = 1, then the next 4
masses correspond to N =

√
2, etc.

It is easy to determine the degeneracy of levels due to vectors m = (±1, ...,±1, 0, ..., 0),
i.e. k unit vectors (or their opposite) in d dimensions: those give N =

√
k. In that

case, provided that no vector of a different kind contributes to that level, one gets the
degeneracy

D√
k =

(
d

k

)
× 2k , 1 ≤ k ≤ d . (A.14)

This provides the first k levels for k ≤ d ≤ 3, and the first 3 levels for d ≥ 4. We thus
give the degeneracies of the first 3 levels in table A.4. They are useful to identify the
eigenmodes in the spectra: the one given above or that of Section 10.2.
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Level
1 2 3

D
im

en
sio

n
d

N 1 2 3
1 DN 2 2 2

N 1
√
2 2

2 DN 4 4 4
N 1

√
2
√
3

3 DN 6 12 8
N 1

√
2
√
3

4 DN 8 24 32
N 1

√
2
√
3

5 DN 10 40 80
N 1

√
2
√
3

6 DN 12 60 160

Table A.4: Label N and degeneracy DN of the first 3 Kaluza–Klein levels for each
dimension d.
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B Cosmological solutions

In this appendix, we provide supplementary material related to the cosmological solutions
presented in Chapter 8. For each type of compactification (Calabi-Yau, Einstein, Einstein-
Kähler) we give the explicit ansatz for the fluxes and show how the equations of motion
reduce to the form given in (7.13). Before working out each case in depth, let us display
here for convenience the generic action and equations of motion, that we shall be using.

The ten-dimensional IIA action with Romans mass m reads

S =
1

2κ210

∫
d10x
√
g
(
−R+

1

2
(∂φ)2 +

1

2 · 2!
e3φ/2F 2

+
1

2 · 3!
e−φH2 +

1

2 · 4!
eφ/2G2 +

1

2
m2e5φ/2

)
+ SCS ,

(B.1)

where SCS is the Chern-Simons term. The resulting equations of motion (EOM) read as
follows:

• Einstein EOM’s,

RMN =
1

2
∂Mφ∂Nφ+

1

16
m2e5φ/2gMN +

1

4
e3φ/2

(
2F 2

MN −
1

8
gMNF

2
)

+
1

12
e−φ
(
3H2

MN −
1

4
gMNH

2
)
+

1

48
eφ/2

(
4G2

MN −
3

8
gMNG

2
)
,

(B.2)

where it is understood that Φ2
MN := ΦMM2...MpΦN

M2...Mp , for any p-form Φ.

• Dilaton EOM,

0 = −∇2φ+
3

8
e3φ/2F 2 − 1

12
e−φH2 +

1

96
eφ/2G2 +

5

4
m2e5φ/2 . (B.3)

• Forms EOM’s,

0 = d?
(
e3φ/2F ) + eφ/2H ∧ ?G

0 = d?
(
e−φH

)
+ eφF ∧ ?G− 1

2
G ∧G+ e3φ/2m?F

0 = d?
(
eφ/2G

)
−H ∧G .

(B.4)

Additionally the forms obey the Bianchi identities,

dF = mH ; dH = 0 ; dG = H ∧ F . (B.5)
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B.1 Analytic solutions

B.1.1 Compactification on Calabi-Yau manifolds
We follow the ansatz of the consistent truncation of [216], but we work directly with
the 10d equations of motion. We will furthermore restrict to the case without fermion
condensates.

The ansatz for the ten-dimensional two-form F , three-form H and four-form G reads

F = dα ; H = dχ∧J+dβ ; G = ϕvol4+J ∧(dγ−α∧dχ)−
1

2
dξ∧ ImΩ− 1

2
dξ′∧ReΩ ,

(B.6)
where ϕ, χ, ξ, ξ′ are 4d scalars, α, γ are 4d one-forms, and β is a 4d two-form. We shall
also introduce the 4d three-form h := dβ. The ansatz for the ten-dimensional metric in
10d Einstein frame reads

ds210 = e2A(x)
(
e2B(x)gµνdx

µdxν + gmndy
mdyn

)
, (B.7)

where the scalars A, B only depend on the four-dimensional coordinates xµ, while ym
are the CY coordinates. The equations of motion are as follows,

0 = e−8A−2B∇µ
(
e8A+2B∂µA

)
− 1

32
e3φ/2−2A−2Bdα2 +

1

8
e−φ−4A(∂χ)2 − 1

48
e−φ−4A−4Bh2

− 1

32
eφ/2−6A−2B(dγ − α ∧ dχ)2 +

1

16
eφ/2−6A

[
(∂ξ)2 + (∂ξ′)2

]
+

3

16
eφ/2−6A−6Bϕ2 ,

(B.8)

coming from the internal (m,n)-components of the ten-dimensional Einstein equations.
The external (µ, ν)-components give rise to

R(4)
µν = gµν

(
∇2A+∇2B + 8(∂A)2 + 2(∂B)2 + 10∂A · ∂B

)
− 8∂µA∂νA− 2∂µB∂νB − 16∂(µA∂ν)B + 8∇µ∂νA+ 2∇µ∂νB

+
3

2
e−φ−4A∂µχ∂νχ+

1

2
e3φ/2−2A−2Bdα2

µν +
1

4
eφ−4A−4Bh2µν +

1

2
∂µφ∂νφ

+
1

2
eφ/2−6A(∂µξ∂νξ + ∂µξ

′∂νξ
′) +

3

2
eφ/2−6A−2B(dγ − α ∧ dχ)2µν

+
1

16
gµν

(
− 1

2
e3φ/2−2A−2Bdα2 − 1

3
eφ−4A−4Bh2 − 3eφ/2−6A

[
(∂ξ)2 + (∂ξ′)2

]
− 6e−φ−4A(∂χ)2 − 5eφ/2−6A−6Bϕ2 − 9

2
eφ/2−6A−2B(dγ − α ∧ dχ)2

)
,

(B.9)

while the mixed (µ,m)-components are automatically satisfied. The dilaton equation
reduces to

0 = e−10A−4B∇µ
(
e8A+2B∂µφ

)
− 1

4
eφ/2−8A−2B

[
(∂ξ)2 + (∂ξ′)2

]
− 3

8
e3φ/2−4A−4Bdα2

+
3

2
e−φ−6A−2B(∂χ)2 +

1

12
e−φ−6A−6Bh2 +

1

4
eφ/2−8A−8Bϕ2 − 3

8
eφ/2−8A−4B(dγ − α ∧ dχ)2 .

(B.10)
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The F -form equation of motion reduces to the condition

d(e3φ/2+6A ?4 dα) = ϕeφ/2+2A−4Bdβ − 3eφ/2+2Adχ ∧ ?4(dγ − α ∧ dχ) . (B.11)

The H-form equation gives rise to two equations,

d
(
e−φ+4A+2B ?4 dχ

)
= (dγ − α ∧ dχ) ∧ (dγ − α ∧ dχ)− eφ/2+2Adα ∧ ?4(dγ − α ∧ dχ) ,

(B.12)

and,
d
(
e−φ+4A−2B ?4 dβ

)
= −dξ ∧ dξ′ + eφ/2+2A−4Bϕdα . (B.13)

The G-form equation reduces to

d
(
eφ/2+2A+2B ?4 dξ

)
= h ∧ dξ′

d
(
eφ/2+2A+2B ?4 dξ

′
)
= −h ∧ dξ

d
(
eφ/2+2A ?4 (dγ − α ∧ dχ)

)
= 2dχ ∧ dγ ,

(B.14)

together with
0 = d

(
ϕeφ/2+2A−4B

)
, (B.15)

which can be integrated to
ϕ = e−φ/2−2A+4Bcϕ , (B.16)

for some constant cϕ.

• Cosmological ansatz
We will now make a cosmological ansatz for all fields, i.e. one that is (in general) only
invariant under the isometries of the 3d spatial part of the metric. We assume that all
scalars are functions of the time coordinate t alone. The one-forms are assumed to be of
the form

α = α(t)dt ; γ = γ(t)dt , (B.17)

for some scalars α, γ which may be time-dependent in general. With some abuse of
notation, we have denoted by the same letter the one-forms and the corresponding scalars.
In the following all equations of motion will be expressed exclusively in terms of the
scalars, so hopefully no confusion will occur. The three-form h is assumed to be of the
form

h = ch
√
γ dx1 ∧ dx2 ∧ dx3 , (B.18)

where ch is a constant. The unwarped 4d metric (A.2) is assumed to be of the form of
eq. (7.2), while the 4d Einstein frame metric is thus given by (7.4).

Substituting the ansatz above into the form equations of motion (B.11)-(B.16), we
obtain the following system: eq. (B.11) reduces to

cϕch = 0 . (B.19)
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Eq. (B.12) reduces to

χ = cχ

∫ t

dt′eφ(t
′)−4A(t′)−2B(t′) + dχ , (B.20)

where cχ, dχ are constants. Eq. (B.13) is automatically satisfied. Eq. (B.14) reduces to

dt

(
eφ/2+2A+2Bdtξ

)
= chdtξ

′

dt

(
eφ/2+2A+2Bdtξ

′
)
= −chdtξ ,

(B.21)

where dt denotes the derivative with respect to t. Note that if eq. (B.21) is satisfied for
some ξ, ξ′ 6= 0, this implies

(dtξ)
2 + (dtξ

′)2 = 2c2ξξ′e
−φ−4A−4B , (B.22)

for some arbitrary real constant cξξ′ .
The system (B.21) can be integrated to give

eφ/2+2A+2Bdtξ = chξ
′ + cξ

eφ/2+2A+2Bdtξ
′ = −chξ + cξ′ ,

(B.23)

for some constants cξ, cξ′ . Let us define a new time variable ν by

ν(t) :=

∫ t

dt′e−[φ(t′)/2+2A(t′)+2B(t′)] . (B.24)

If ch 6= 0, the solution to (B.23) reads

ξ = sin(chν + dξ) +
cξ′

ch
; ξ′ = cos(chν + dξ)−

cξ
ch

, (B.25)

where dξ is an arbitrary constant. If ch = 0, the solution to (B.23) reads instead
ξ = cξν + dξ ; ξ′ = cξ′ν + dξ′ , (B.26)

where dξ, dξ′ are are arbitrary constants. This then concludes the solution of all equations
of motion for the forms.

• Adapted time coordinate
In the following we will use the time variable τ defined in (7.6). The internal Einstein
and dilaton equations, (B.8), (B.10) reduce to

d2τA = 3
16c

2
ϕe

−φ/2+6A+6B − 1
8c

2
he

−φ+12A − 1
8c

2
χe

φ+4A − 1
8c

2
ξξ′e

−φ/2+6A

d2τφ = 1
4c

2
ϕe

−φ/2+6A+6B + 1
2c

2
he

−φ+12A − 3
2c

2
χe

φ+4A + 1
2c

2
ξξ′e

−φ/2+6A .
(B.27)

The external Einstein equations (B.9) reduce to

−2ke16A+4B − 1
2c

2
ϕe

−φ/2+6A+6B + 1
2c

2
he

−φ+12A + 1
2c

2
χe

φ+4A + 1
2c

2
ξξ′e

−φ/2+6A = d2τB

−12ke16A+4B + c2ϕe
−φ/2+6A+6B + c2he

−φ+12A + 3c2χe
φ+4A + 2c2ξξ′e

−φ/2+6A = 144(dτA)
2 + 12(dτB)2

+ 96dτAdτB − (dτφ)
2 .

(B.28)
The second line above is a constraint, consistently propagated by the remaining equations
of motion. Indeed the τ -derivative of this equation is automatically satisfied by virtue of
(B.27) and the first equation in (B.28).
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• IIB solution
Although the main focus of the present work is on IIA supergravity, let us note that
the minimal solution can be easily generalized to include a non-trivial axion C. The
ten-dimensional Lagrangian,

L = R− 1
2(∂φ)

2 − 1
2e

2φ(∂C)2 , (B.29)
together with the ansatz (A.2) for the metric, now lead to the following equations of
motion: for the axio-dilaton we have

dτC = cae
−2φ d2τφ = c2ae

−2φ , (B.30)
for some real constant ca. The Einstein equations reduce to

dτA = cA dτB = cB , (B.31)
for some real constants cA, cB, together with the constraint

12c2A + c2B + 8cAcB − 1
12(dτφ)

2 − 1
12c

2
ae

−2φ = 0 . (B.32)
The solution for the axio-dilaton reads

C =
cφ
ca

tanh(cφτ + dφ) + da ; φ = 1
2 ln

c2a
c2φ

+ ln
[
cosh(cφτ + dφ)

]
, (B.33)

for some constants da, dφ. Taking the above into account, (B.32) reduces to the constraint
(8.5). It readily follows that, apart from the axio-dilaton, the IIB solution is identical to
the minimal solution.

k 6= 0

As before, we will take
ϕ = h = 0 ; χ = dχ ; ξ = dξ ; ξ′ = dξ′ , (B.34)

which still solves the form equations (B.11)-(B.16) in the case of k 6= 0. Let us consider
the remaining equations of motion. The internal Einstein and the dilaton equation give,
cf. (B.27),

A = cAτ + dA ; φ = cφτ + dφ , (B.35)
for some constants dA, dφ, exactly as for the minimal solution. From the first equation
in (B.28), we obtain the solution for B,

B = −4(cAτ + dA) +
1

4
f(τ) , (B.36)

where,

f(τ) =


ln
[ c2B
4k sech2(cBτ + dB)

]
, k > 0

ln
[ c2B
4|k|csch2(cBτ + dB)

]
, k < 0

, (B.37)

for some constants cB, dB. Moreover, the second equation in (B.28) (the constraint)
reduces to an algebraic condition,

c2φ + 48c2A = 3c2B , (B.38)

for k of either sign. In particular this implies, r ≤ |14 |, cf. (8.6). In the following we
consider the two cases in (B.37) in more detail.
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• Type I solution: closed universe
Let us set k > 0. The 4d Einstein-frame metric reads

ds24E = sech3(cBτ)
(
− dτ2 +

4k

c2B
cosh2(cBτ)dΩ

2
k

)
, (B.39)

where we have set dA, dB = 0 for simplicity. Since the sign of cB can be absorbed in
the definition of τ , we may suppose cB ≥ 0 without loss of generality; the inequality is
saturated in case cA, cB, cφ all vanish. In terms of coordinates T± ∝ e∓

3
2
cBτ the metric

asymptotically takes the form of (8.2), where a± = 1
3 . For cB ≥ 0, τ → ±∞ corresponds

to T± → 0, where a singularity is reached at finite proper time.

• Type II solution: open universe
Let us now set k < 0. The 4d Einstein-frame metric reads

ds24E = csch3(cBτ)
(
− dτ2 +

4|k|
c2B

sinh2(cBτ)dΩ
2
k

)
, (B.40)

where we have set dA, dB = 0 for simplicity. Since the sign of cB can be absorbed in the
definition of τ , we may suppose cB ≥ 0 without loss of generality.

The τ → ±∞ asymptotics of the warp factors are exactly the same as for k > 0. For
τ → 0, on the other hand, the function f tends to f → − ln(4|k|τ2), while the constraint
imposes cA, cφ = 0. Hence in the τ → 0 limit the solution reads

A = dA ; B = −4dA − 1
4 ln(4|k|τ

2) ; φ = dφ , (B.41)

Note that comoving geodesics reach τ = 0 at infinite proper time. The metric becomes
asymptotically that of a regular Milne universe,1

ds2 = −dT 2 + |k|T 2dΩ2
k , (B.42)

where we have defined T = 2(c3Bτ)
− 1

2 . The warp factor of the internal space and the
dilaton are constant.

ϕ 6= 0

Let us now take

ϕ = e−φ/2−2A+4Bcϕ ; h = 0 ; χ = dχ ; ξ = dξ ; ξ′ = dξ′ , (B.43)

which still solves the form equations (B.11)-(B.16) in the case of ϕ 6= 0. Let us consider
the remaining equations of motion. Eqs. (B.27) reduce to

d2τA = 3
16c

2
ϕe

−φ/2+6A+6B ; d2τφ = 1
4c

2
ϕe

−φ/2+6A+6B , (B.44)
1 Recall that the spatial 3d part of the metric is locally isometric to a hyperbolic space of scalar

curvature 6k, cf. (7.3). An explicit parametrization is given by,

dΩ2
k =

1

|k|
(
dχ2 + sinh2χ dσ2) ,

with dσ2 the line element of the two-sphere.
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while (B.28) reduce to the following two equations,

−1
2c

2
ϕe

−φ/2+6A+6B = d2τB

c2ϕe
−φ/2+6A+6B = 144(dτA)

2 + 12(dτB)2 + 96dτAdτB − (dτφ)
2 .

(B.45)

To obtain an analytic solution we proceed as follows. We define f := −φ/2 + 6A+ 6B,
which by virtue of the equations of motion (B.44),(B.45) obeys, d2τf = −2c2ϕef . The
solution to this equation reads

f = ln
c2φ
c2ϕ
− 2 ln

[
cosh(cφτ + dφ)

]
, (B.46)

for some constants cφ, dφ. Plugging back into (B.44), and the first line of (B.45), we
obtain the solution

A = cAτ + dA − 3
32f

B = cBτ + dB + 1
4f

φ = 12(cA + cB)τ + 12(dA + dB)− 1
8f ,

(B.47)

for some constants cA, cB, dA, dB, and f as given in (B.46). Moreover, the second line
of (B.45) imposes the constraint

c2φ = −12cB(16cA + 11cB) , (B.48)

which implies r ≤ −11
16 . The 4d Einstein-frame metric reads

ds24E = e(24cA+6cB)τcosh
3
2 (cφτ)

(
−dτ2 + e−(16cA+4cB)τ sech(cφτ)d~x2

)
, (B.49)

where we have set dA, dB, dφ = 0 for simplicity.
Let us assume cφ ≥ 0, without loss of generality, since the sign of cφ can be absorbed

in the definition of τ . In terms of coordinates T± ∝ e(12cA+3cB± 3
4
cφ)τ , the metric

asymptotically takes the form of (8.2), where a± = 1
3 .

If cB > 0, τ = −∞ corresponds to T− = ∞ while τ = ∞ corresponds to T+ = 0,
where a singularity is reached at finite proper time. The situation is reversed for cB < 0:
τ = −∞ corresponds to T− = 0, where a singularity is reached at finite proper time,
while τ = ∞ corresponds to T+ = ∞. For a certain range of parameters, this model
exhibits transient accelerated expansion, where Ṡ(T ), S̈(T ) > 0, cf. Figure B.1.
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Figure B.1: Plot of Ṡ(T ), S̈(T ) as a function of τ , for cB = −1, r = −1.4.

• Critical solution: ϕ 6= 0, k < 0

Let us now consider k 6= 0. The equations of motion (B.27), (B.28) admit the following
solution,

A = − 3
56 ln |τ |+dA+3dφ ; B = −2

7 ln |τ |−4dA+16dφ ; φ = − 1
14 ln |τ |−36dA+4dφ ,

(B.50)
for an arbitrary constant dA, and k, dφ subject to the conditions

dφ = − 1
112 ln(

7
2c

2
ϕ) ; k = −3

4c
2
ϕ < 0 . (B.51)

The 4d metric is that of a singular Milne universe with angular defect, cf. Footnote 1,

ds2 = −dT 2 + 7
6 |k|T

2dΩ2
k , (B.52)

where we set T ∝ |τ |− 1
2 and dΩ2

k is the line element of a locally hyperbolic three-space.
The warp factor of the internal space and the dilaton scale as eA ∝ T 3/28, eφ ∝ T 1/7

respectively.

• Type II solution: ϕ 6= 0, k < 0

We will now construct a solution interpolating between future or past infinity τ → ±∞,
and the above critical solution in the τ → 0 limit. Let us use an ansatz of the form

A = cAτ + dA + f(τ) ; B = cBτ + dB + eBf(τ) ; φ = cφτ + dφ + eφf(τ) , (B.53)

for some (non-linear) function f and constants c, d, e. Moreover we will require that
the equations of motion (B.27) and the first line of (B.28) reduce to a single differential
equation for f . These requirements impose the following condition on the spatial
curvature,

k = −3
4c

2
ϕ , (B.54)
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(open universe) and, after some redefinitions of the constants, lead to the solution,

A = cAτ + dA + 3g(τ)

B = −4(cAτ + dA) + 16g(τ)

φ = −36(cAτ + dA) + 4g(τ) ,

(B.55)

where
g = 1

112 ln
2c2φ
7c2ϕ
− 1

112 ln
[
sinh2(cφτ + dφ)

]
. (B.56)

The second line of the constraint then reduces to

cφ = ±28
√

3
5 cA . (B.57)

The 4d Einstein metric reads

ds24E = csch3(cφτ)
(
− dτ2 +

7c2ϕ
2c2φ

sinh2(cφτ)dΩ
2
k

)
, (B.58)

where we have set dA, dφ = 0 for simplicity. The metric asymptotically takes the form
(8.2), where a± = 1

3 . On the other hand, for τ → 0 we have

g → − 1
112 ln(

7
2c

2
ϕ)− 1

56 ln |τ | . (B.59)

In this limit the solution (B.55) thus takes the form given in eqs. (B.50), (B.51). In other
words, for τ → 0 the solution asymptotes the critical solution. Comoving geodesics reach
τ = 0 at infinite proper time.

χ 6= 0

Let us now take

dtχ = eφ−4A−2Bcχ ; ξ = dξ ; ξ′ = dξ′ ; ϕ = 0 ; h = 0 , (B.60)

which still solves the form equations (B.11)-(B.16) in the case of χ 6= 0. Let us consider
the remaining equations of motion. Equations (B.27) and the first line of (B.28) are
solved by

A = cAτ + dA + 1
16f

B = cBτ + dB − 1
4f

φ = −4(cAτ + dA) +
3
4f ,

(B.61)

with
f := ln

c2φ
c2χ
− 2 ln

[
cosh(cφτ + dφ)

]
, (B.62)

while the second line of (B.28) reduces to

3c2φ = 128c2A + 96cAcB + 12c2B . (B.63)

The constraint imposes in particular, r ≤ −
√
3
8 (1 +

√
3) or r ≥

√
3
8 (1−

√
3).

The 4d Einstein metric reads

ds24E = −e(24cA+6cB)τdτ2 + e(8cA+2cB)τd~x2 , (B.64)

where we have set dA, dB, and dφ = 0 for simplicity. In terms of the coordinate
T ∝ e(12cA+3cB)τ , T ∈ [0,∞), the metric takes the form (8.2), with a± = 1

3 .
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• Type I solution : k > 0

Let us now consider k 6= 0. Equations (B.27) can be solved to give

A = cAτ + dA + 1
16g(τ)

φ = −4(cAτ + dA) +
3
4g(τ) ,

(B.65)

for some constants cA, dA, where

g = ln
c2φ
c2χ
− 2 ln

[
cosh(cφτ + dφ)

]
. (B.66)

Taking the above into account, the first of (B.28) can be solved for B,

B = −4A+ 1
4f , (B.67)

where

f =


ln
[ c2B
4k sech2(cBτ + dB)

]
, k > 0

ln
[ c2B
4|k|csch2(cBτ + dB)

]
, k < 0

, (B.68)

for some constants cB , dB . Plugging the solution into the second line of (B.28) we obtain
the constraint

c2B = 64
3 c

2
A + c2φ , (B.69)

for either sign of k.
Let us first consider the case of a closed universe (k > 0). The 4d metric reads, with

dA, dB, dφ = 0 for simplicity,

ds24 = sech3(cBτ)
(
− dτ2 +

4k

c2B
cosh2(cBτ) dΩ

2
k

)
. (B.70)

• Type II and critical solutions: k < 0

Let us now set k < 0. The 4d Einstein metric reads

ds24E = csch3(cBτ)
(
− dτ2 +

4|k|
c2B

sinh2(cBτ) dΩ
2
k

)
. (B.71)

ξ, ξ′ 6= 0

Let us assume that eq. (B.22) is satisfied for some arbitrary real constant cξξ′ , and let us
take

χ = dχ ; ϕ = 0 ; h = 0 . (B.72)

This ansatz thus solves the form equations (B.11)-(B.16) in the case of ξ, ξ′ 6= 0. Let us
consider the remaining equations of motion. Equations (B.27) and the first of (B.28) are
solved by

A = cAτ + dA + 1
8f

B = cBτ + dB − 1
2f

φ = 12(cAτ + dA)− 1
2f ,

(B.73)
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with
f := ln

2c2φ
c2
ξξ′
− 2 ln

[
cosh(cφτ + dξξ′)

]
, (B.74)

while the second line of (B.28) reduces to

c2φ = 24cAcB + 3c2B , (B.75)

which implies in particular, r ≥ −1
8 . The 4d Einstein metric reads

ds24E = −e(24cA+6cB)τdτ2 + e(8cA+2cB)τd~x2 . (B.76)

• Type I solution: k > 0

Let us now take k 6= 0. Equations (B.27) can be solved to give

A = cAτ + dA + 1
8g(τ)

φ = 12(cAτ + dA)− 1
2g(τ) ,

(B.77)

for some constants cA, dA, where

g := ln
[ 2c2φ
c2
ξξ′

sech2(cφτ + dφ)
]
, (B.78)

Moreover the first of (B.28) can be solved for B,

B = −4A+ 1
4f , (B.79)

where

f =


ln
[ c2B
4k sech2(cBτ + dB)

]
, k > 0

ln
[ c2B
4|k|csch2(cBτ + dB)

]
, k < 0

, (B.80)

for some constants cB, dB . Plugging the solution into the second line of (B.28) we obtain
the constraint

3c2B = 192c2A + 4c2φ , (B.81)

for either sign of k, which imposes |r| ≤ 1
8 . Let us first consider the case of closed universe

(k>0). The 4d Einstein metric reads,

ds24E = sech3(cBτ)
(
− dτ2 +

4k

c2B
cosh2(cBτ)dΩ

2
k

)
, (B.82)

where we have set dA, dB, dφ = 0 for simplicity.

• Type II and critical solutions: k < 0

Let us now set k < 0. The 4d part of the Einstein metric reads

ds24E = csch3(cBτ)
(
− dτ2 +

4|k|
c2B

sinh2(cBτ)dΩ
2
k

)
. (B.83)
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χ, ξ, ξ′ 6= 0

Let us now take,
χ = eφ−4A−2Bcχ ; ϕ = 0 ; h = 0 . (B.84)

This ansatz thus solves the form equations (B.11)-(B.16) in the case of χ, ξ, ξ′ 6= 0. Let
us consider the remaining equations of motion. Equations (B.27) and the first of (B.28)
are solved by

A = 1
8f + 1

16g

B = cBτ + dB − 1
2f −

1
4g

φ = −1
2f + 3

4g ,

(B.85)

with
f := ln

[2c2A
c2
ξξ′

sech2(cAτ + dA)
]
; g := ln

[ c2φ
c2χ

sech2(cφτ + dφ)
]
, (B.86)

while the second line of (B.28) reduces to

12c2B = 4c2A + 3c2φ , (B.87)

which imposes |r| ≤
√
3. The 4d Einstein metric reads

ds24E = −e6cBτdτ2 + e2cBτd~x2 , (B.88)

where we have set dA, dB, and dφ = 0 for simplicity.

• Type I solution: k > 0

Let us now assume that k > 0. Equations (B.27) are solved by

A = 1
8f + 1

16g ; φ = −1
2f + 3

4g , (B.89)

with,
f := ln

[2c2A
c2
ξξ′

sech2(cAτ + dA)
]
; g := ln

[ c2φ
c2χ

sech2(cφτ + dφ)
]
, (B.90)

Moreover the first equation of (B.27) can be combined with the first of (B.28) to solve
for B,

B = −4A+ 1
4h , (B.91)

where

h =


ln
[ c2B
4k sech2(cBτ + dB)

]
, k > 0

ln
[ c2B
4|k|csch2(cBτ + dB)

]
, k < 0

, (B.92)

for some constants cB , dB . Plugging the solution into the second line of (B.28) we obtain
the constraint

3c2B = 4c2A + 3c2φ , (B.93)

which imposes |r| ≤
√
3
2 . Let us first consider the case of a closed universe (k > 0). The

4d Einstein metric reads

ds24E = sech3(cBτ)
(
− dτ2 +

4k

c2B
cosh2(cBτ)dΩ

2
k

)
, (B.94)

where we have set dA, dB, and dφ = 0 for simplicity.
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• Type II and critical solutions: k < 0

Let us now set k < 0. The 4d Einstein metric reads

ds24E = csch3(cBτ)
(
− dτ2 +

4|k|
c2B

sinh2(cBτ)dΩ
2
k

)
. (B.95)

h, χ, ξ, ξ′ 6= 0

Let us take
χ = eφ−4A−2Bcχ ; ϕ = 0 . (B.96)

This ansatz thus solves the form equations (B.11)-(B.16) in the case of h, χ, ξ, ξ′ 6= 0.
Let us consider the remaining equations of motion. Equations (B.27) are solved by

A = 1
8f + 1

16g ; φ = −1
2f + 3

4g , (B.97)

with

f := ln
[ 2c2A e

cAτ+dA

(c2ξξ′ + ecAτ+dA)2 + c2Ac
2
h

]
; g := ln

[ c2φ
c2χ

sech2(cφτ + dφ)
]
, (B.98)

Moreover the first equation of (B.27) can be combined with the first of (B.28) to solve
for B,

B = −4A+ 1
4h , (B.99)

where,

h =


ln
[ c2B
4k sech2(cBτ + dB)

]
, k > 0

ln
[ c2B
4|k|csch2(cBτ + dB)

]
, k < 0

, (B.100)

for some constants cB, dB . Plugging the solution into the second line of (B.28) we obtain
the constraint

3c2B = c2A + 3c2φ , (B.101)

for either sign of k. Let us first consider the case of a closed universe (k > 0). The 4d
Einstein metric reads

ds24E = sech3(cBτ)
(
− dτ2 +

4k

c2B
cosh2(cBτ)dΩ

2
k

)
, (B.102)

where we have set dA, dB, dφ = 0 for simplicity.

• Type II and critical solutions: k < 0

Let us now set k < 0. The 4d Einstein metric reads

ds24E = csch3(cBτ)
(
− dτ2 +

4|k|
c2B

sinh2(cBτ)dΩ
2
k

)
. (B.103)
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Compactification with background flux
The cosmological ansatz can be easily modified to accommodate a non-vanishing back-
ground flux for the three- and four-forms, as in [217],2

H = dχ∧J+dβ+1
2b0ReΩ ; G = ϕvol4+J∧(dγ−α∧dχ)+1

2c0J∧J−
1
2dξ∧ImΩ−1

2Dξ
′∧ReΩ ,

(B.104)
with background charges b0, c0 ∈ R, where the covariant derivative is defined as: Dξ′ =
dξ′ + b0α. The internal (m,n)-components of the Einstein equations now read

0 = e−8A−2B∇µ
(
e8A+2B∂µA

)
+

1

8
e−φ−4A(∂χ)2 − 1

48
e−φ−4A−4Bh2

+
1

16
eφ/2−6A

[
(∂ξ)2 + (Dξ′)2

]
+

3

16
eφ/2−6A−6Bϕ2 + 18e−φ−4A+2Bb20 +

7

16
eφ/2−6A+2Bc20 .

(B.105)

The external (µ, ν)-components read

R(4)
µν = gµν

(
∇2A+∇2B + 8(∂A)2 + 2(∂B)2 + 10∂A · ∂B

)
− 8∂µA∂νA− 2∂µB∂νB − 16∂(µA∂ν)B + 8∇µ∂νA+ 2∇µ∂νB

+
3

2
e−φ−4A∂µχ∂νχ+

1

4
eφ−4A−4Bh2µν +

1

2
∂µφ∂νφ+

1

2
eφ/2−6A(∂µξ∂νξ +Dµξ

′Dνξ
′)

+
1

16
gµν

(
− 1

3
eφ−4A−4Bh2 − 3eφ/2−6A

[
(∂ξ)2 + (Dξ′)2

]
− 6e−φ−4A(∂χ)2

− 5eφ/2−6A−6Bϕ2 − 288e−φ−4A+2Bb20 − 9c20e
φ/2−6A+2B

)
,

(B.106)

while the mixed (µ,m)-components are automatically satisfied. The dilaton equation
reads

0 = e−10A−4B∇µ
(
e8A+2B∂µφ

)
− 1

4
eφ/2−8A−2B

[
(∂ξ)2 + (Dξ′)2

]
+

3

2
e−φ−6A−2B(∂χ)2

+
1

12
e−φ−6A−6Bh2 +

1

4
eφ/2−8A−8Bϕ2 + 72e−φ−6Ab20 −

3

4
c20e

φ/2−8A .

(B.107)

The F -form equation of motion reduces to the condition

0 = ϕdβ − 12b0e
6B ?4 Dξ

′ . (B.108)

The H-form equation reduces to

d
(
e−φ+4A+2B ?4 dχ

)
= c0ϕ vol4 . (B.109)

The G-form equation of motion reduces to

d
(
eφ/2+2A+2B ?4 dξ

)
= h ∧Dξ′ + 12b0ϕ vol4

d
(
eφ/2+2A+2B ?4 Dξ

′
)
= −h ∧ dξ

0 = c0 dβ ,

(B.110)

2We have redefined: ξ → c0 + 4ωξ with respect to [217].
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together with the constraint

0 = d
(
ϕeφ/2+2A−4B + 3c0χ+ 12b0ξ

)
. (B.111)

The latter can be integrated to solve for ϕ in terms of the other fields,

ϕ = (C − 3c0χ− 12b0ξ ) e−2A+4B−φ/2 , (B.112)

where C is an arbitrary constant.

• Type I solution: b0, c0 6= 0

If we want b0, c0 6= 0, then we must set h, Dξ′ = 0, as follows from (B.108), (B.110).
It is then consistent to take χ, ξ = constant, and ϕ = 0. This ansatz solves all form
equations of motion. Let us consider the remaining equations of motion. Eq. (B.105)
and the dilaton equation (B.107) reduce to

d2τA = 18b20e
−φ+12A+6B+ 7

16c
2
0e

φ/2+10A+6B ; d2τφ = 72b20e
−φ+12A+6B− 3

4c
2
0e

φ/2+10A+6B .
(B.113)

The external Einstein equations (B.106) now reduce to the following two equations,

−36b20e−φ+12A+6B − c20eφ/2+10A+6B = d2τB

+144b20e
−φ+12A+6B + 3c20e

φ/2+10A+6B = 144(dτA)
2 + 12(dτB)2 + 96dτAdτB − (dτφ)

2 .

(B.114)

The second line above is a constraint, consistently propagated by the remaining equations
of motion. Indeed the τ -derivative of this equation is automatically satisfied by virtue of
(B.113).

Equations (B.113) and the first of (B.114) are solved by

A = − 9
16(cBτ + dB)− 1

4f −
7
32g

B = cBτ + dB + 1
2f + 1

2g

φ = −3
4(cBτ + dB)− f + 3

8g ,

(B.115)

with,

f := ln
[ c2A
36b20

sech2(cAτ + dA)
]
; g := ln

[ c2φ
c20

sech2(cφτ + dφ)
]
, (B.116)

while the second line of (B.114) reduces to

3c2B = 4c2A + 3c2φ , (B.117)

which imposes |r| ≤
√
3
2 . The 4d Einstein metric reads

ds24E = −e−
15
2
cBτcosh6(cAτ)cosh

9
2 (cφτ) dτ

2 + e−
5
2
cBτcosh2(cAτ)cosh

3
2 (cφτ)d~x

2 ,

(B.118)

where we have set dA, dB and dφ = 0 for simplicity. In terms of the coordinates
T± = e(−

15
2
cB±3cA± 9

4
cφ)τ , the metric asymptotically takes the form (8.2), where a± = 1

3 .
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Appendix B. Cosmological solutions

For a certain range of parameters, this model exhibits transient accelerated expansion,
where Ṡ(T ), S̈(T ) > 0, cf. Figure B.2.
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Figure B.2: Plot of Ṡ(T ), S̈(T ) as a function of τ , for cB = −1, r = 0.67.

B.1.2 Compactification on Einstein manifolds
We will now consider (massive) IIA backgrounds for which the internal 6d manifold is
Einstein,

Rmn = λgmn , (B.119)

where Rmn is the Ricci tensor associated to gmn, and λ ∈ R. The 10d metric is as in
(A.2). We assume the following form ansatz,

F = 0 ; H = 0 ; G = ϕvol4 , (B.120)

where ϕ is a 4d scalar.
The resulting equations of motion are as follows. The internal (m,n)-components of

the Einstein equations read

e2Bλ = e−8A−2B∇µ
(
e8A+2B∂µA

)
+ 1

16m
2e5φ/2+2A+2B + 3

16e
φ/2−6A−6Bϕ2 , (B.121)

where m is the Romans’ mass. The external (µ, ν)-components read

R(4)
µν = gµν

(
∇2A+∇2B + 8(∂A)2 + 2(∂B)2 + 10∂A · ∂B

)
− 8∂µA∂νA− 2∂µB∂νB − 16∂(µA∂ν)B + 8∇µ∂νA+ 2∇µ∂νB +

1

2
∂µφ∂νφ

+ 1
16gµν

(
− 5eφ/2−6A−6Bϕ2 +m2e5φ/2+2A+2B

)
,

(B.122)

while the mixed (µ,m)-components are automatically satisfied. The dilaton equation
reads

0 = e−10A−4B∇µ
(
e8A+2B∂µφ

)
− 5

4m
2e5φ/2 + 1

4e
φ/2−8A−8Bϕ2 . (B.123)
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The F , H-form equations are automatically satisfied, while the G-form equation of
motion reduces to

ϕ = cϕe
−2A+4B−φ/2 , (B.124)

where cϕ is an arbitrary constant.
As before, we will assume that the unwarped 4d metric is of the form (7.2) and

moreover that A, B, φ only depend on time. Eq. (B.121) and the dilaton equation (B.123)
reduce to

d2τA = −λe16A+6B + 1
16m

2e5φ/2+18A+6B + 3
16c

2
ϕe

−φ/2+6A+6B

d2τφ = −5
4m

2e5φ/2+18A+6B + 1
4c

2
ϕe

−φ/2+6A+6B .
(B.125)

The external Einstein equations (B.122) reduce to the following two equations,

λe16A+6B − 2ke16A+4B − 1
2c

2
ϕe

−φ/2+6A+6B = d2τB

−12λe16A+6B − 12ke16A+4B +m2e5φ/2+18A+6B + c2ϕe
−φ/2+6A+6B = 144(dτA)

2 + 12(dτB)2

+ 96dτAdτB − (dτφ)
2 .

(B.126)
The second line above is the constraint, consistently propagated by the remaining
equations of motion.

λ 6= 0

For m, k, ϕ = 0, the system of equations in (B.125) and the first of (B.126) can be
solved to give

A = cAτ + dA + 1
10g(τ)

B = −8
3(cAτ + dA)− 1

10g(τ)

φ = cφτ + dφ ,

(B.127)

for some constants cA, dA, cφ, dφ, where

g =


ln
[ c2B
5λ sech2(cB τ + dB)

]
, λ > 0

ln
[ c2B
5|λ|csch2(cBτ + dB)

]
, λ < 0

, (B.128)

for some constants cB, dB. Plugging the solution into the second line of (B.126) we
obtain the constraint

12
5 c

2
B = c2φ + 80

3 c
2
A , (B.129)

for either sign of λ. The constraint imposes |r| ≤ 3
10 .

• Type I solution: λ > 0

Let us first consider an internal space of positive curvature (λ > 0). The 4d Einstein
metric (A.2) reads

ds24E = −e8cAτ sech
18
5 (cBτ)dτ

2 + e
8
3
cAτ sech

6
5 (cBτ)d~x

2 , (B.130)

where we have set dA, and dφ = 0 for simplicity. To examine the asymptotic behavior of
the metric it suffices to consider cB ≥ 0 (the other cases are obtained by inverting the
sign of τ). The metric asymptotically takes the form of (8.2), where a± = 1

3 .

215



Appendix B. Cosmological solutions

• Type II and critical solutions: λ < 0

Let us now set λ < 0. The 4d Einstein metric reads

ds24E = −e8cAτcsch
18
5 (cBτ)dτ

2 + e
8
3
cAτcsch

6
5 (cBτ)d~x

2 , (B.131)

The τ → ∞ asymptotics of the warp factors are the same as for λ > 0. For τ → 0,
on the other hand, the function g in (B.128) tends to g → − ln(5|λ|τ2). Moreover, the
constraint imposes cA, cφ = 0. Hence, in the τ → 0 limit the solution reads

A = dA − 1
10 ln(5|λ|τ

2) ; B = −8
3dA + 1

10 ln(5|λ|τ
2) ; φ = dφ . (B.132)

Asymptotically, at infinite proper time, the metric reaches the form

ds24E → −dT 2 + T
3
2d~x 2 , (B.133)

where we have defined T ∝ τ− 4
5 . The warp factor of the internal space scales as eA ∝ T 1/4,

while the dilaton is constant. This is also an exact solution of the theory in its own right.
For a certain range of parameters, this model exhibits transient accelerated expansion,
where Ṡ(T ), S̈(T ) > 0, cf. Figure B.3.
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Figure B.3: Plot of Ṡ(T ), S̈(T ) as a function of τ , for cB = −1, r = −0.26. In the τ → 0
limit, we have Ṡ(T ), S̈(T )→ 0.

Type I solution: m 6= 0

Setting k, λ, ϕ = 0, the system of equations in (B.125) and the first of (B.126) can be
solved to give

A = cAτ + dA − 1
32g(τ)

B = cBτ + dB

φ = −12
5 (3cA + cB)τ − 12

5 (3dA + dB) +
5
8g(τ) ,

(B.134)

for some constants cA, dA, cB, and dB where

g = ln
[ c2φ
m2 sech2(cφτ + dφ)

]
, (B.135)
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B.1 Analytic solutions

for some constant dφ. Plugging the solution into the second line of (B.126) we obtain
the constraint

25
12c

2
φ = 192c2A + 128cAcB + 13c2B , (B.136)

which imposes r ≤ −13
24 or r ≥ −1

8 .
The 4d Einstein metric (A.2) reads

ds24E = −e(24cA+6cB)τcosh
3
2 (cφτ)dτ

2 + e(8cA+2cB)τcosh
1
2 (cφτ)d~x

2 , (B.137)

where we have set dA, dB and dφ = 0 for simplicity. To examine the asymptotic behavior
of the metric it suffices to consider cφ ≥ 0. The metric asymptotically takes the form
(8.2), where a± = 1

3 . For a certain range of parameters, this model exhibits transient
accelerated expansion, where Ṡ(T ), S̈(T ) > 0, cf. Figure B.4.
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Figure B.4: Plot of Ṡ(T ), S̈(T ) as a function of τ , for cB = 1, r = 0.075.

λ, k 6= 0

Assuming B is constant (we may set B = 0 for simplicity) and setting

k = 1
2λ ; m,ϕ = 0 , (B.138)

the system of equations in (B.125) and the first of (B.126) can be solved to give B = 0,
φ = cφτ + dφ, for some constants cφ, dφ, and

A =


1
16 ln

[ c2A
8λ sech2(cA τ + dA)

]
, λ > 0

1
16 ln

[ c2A
8|λ|csch2(cAτ + dA)

]
, λ < 0

, (B.139)

for some constants cA, dA. Plugging the solution into the second line of (B.126) we
obtain the constraint

c2φ = 9
4c

2
A , (B.140)

for either sign of λ.

217



Appendix B. Cosmological solutions

• Type I solution: λ > 0

Let us first consider the case λ > 0. The 4d Einstein metric reads

ds24E = sech3(cAτ)
(
− dτ2 +

16k

c2A
cosh2(cAτ)dΩ

2
k

)
, (B.141)

where we have set dA, and dφ = 0 for simplicity, and we took (B.138) into account. For
τ → ±∞ the metric asymptotically takes the form of a power-law expansion (8.2) for
a± = 1

3 .

• Type II and critical solutions: λ < 0

Let us now set λ < 0. The 4d Einstein metric reads

ds24E = csch3(cAτ)
(
− dτ2 +

16|k|
c2A

sinh2(cAτ)dΩ
2
k

)
, (B.142)

where we took (B.138) into account. The τ → ∞ asymptotics of the warp factors are
the same as for λ > 0. For τ → 0, on the other hand, the function A in (B.139) tends
to A→ − 1

16 ln(8|λ|τ
2). Moreover, the constraint imposes cφ = 0. Hence, in the τ → 0

limit, which is reached at infinite proper time, the solution reads

A = − 1
16 ln(8|λ|τ

2) ; B = 0 ; φ = dφ . (B.143)

The metric asymptotes a singular Milne universe with angular defect,

ds2 → dT 2 + 4|k|T 2dΩ2
k , (B.144)

where we have defined T ∝ τ− 1
2 . The warp factor of the internal space scales as eA ∝ T 1/4,

while the dilaton is constant. This is also an exact solution of the theory in its own right.

Critical solution: λ,m 6= 0

Setting k, cϕ = 0, the system of equations in (B.125), (B.126) admits the solution

A = − 25
128 ln |τ |+ dA ; B = 3

16 ln |τ |+ dB ; φ = 5
32 ln |τ |+ dφ , (B.145)

for arbitrary constants dA, dB, dφ subject to the conditions

9dA + 3dB + 5
4dφ = −1

2 ln(8m
2) ; λ = −3

2m
2e2dA+

5
2dφ < 0 . (B.146)

The 4d Einstein metric takes the form

ds24E = −dT 2 + T
38
25d~x 2 , (B.147)

where T ∝ τ− 25
32 . The warp factor of the internal space and the dilaton scale as eA ∝ T 1/4,

eφ ∝ T−1/5 respectively.
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Type I solution: ϕ,m 6= 0

Setting c2ϕ = m2, the system of equations in (B.125) and the first of (B.126) can be
solved to give

A = cAτ + dA − 1
4g(τ)

B = −4
3(cAτ + dA) +

1
2g(τ)

φ = −4A ,

(B.148)

for some constants cA, dA, cB, and dB where

g = ln
[2c2φ
m2 sech2(cφτ + dφ)

]
, (B.149)

for some constant dφ. Plugging the solution into the second line of (B.126) we obtain
the constraint

cφ = ± 4√
3
cA . (B.150)

The 4d Einstein metric reads

ds24E = −e16cAτcosh6(cφτ)dτ
2 + e

16
3
cAτcosh2(cφτ)d~x

2 , (B.151)

where we have set dA, and dφ = 0 for simplicity. The metric asymptotically takes the
form (8.2), with a± = 1

3 . For a certain range of parameters, this model exhibits transient
accelerated expansion, where Ṡ(T ), S̈(T ) > 0, cf. Figure B.5.
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Figure B.5: Plot of Ṡ(T ), S̈(T ) as a function of τ , for cA = 1.

Type II and critical solution: k,m 6= 0

Setting k = −3
4m

2, the system of equations in (B.125) and the first of (B.126) can be
solved to give

A = 5
12(cAτ + dA)− 1

112 ln
[
7m2

2c2φ
sinh2(cφτ + dφ)

]
B = −35

3 (cAτ + dA) + 24A

φ = 28
3 (cAτ + dA)− 20A ,

(B.152)
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for some constants cA, dA, cφ and dφ. Plugging the solution into the second line of
(B.126) we obtain the constraint

cφ = ± 7√
15
cA . (B.153)

The scale factor reads

S2 =

√
2

7

∣∣∣cφ
m

csch(cφτ + dφ)
∣∣∣ . (B.154)

In the τ → 0 limit, which is reached at infinite proper time, the solution reads

A = 5
12dA −

1
112 ln

(
7m2

2 τ2
)

B = −35
3 dA + 24A

φ = 28
3 dA − 20A .

(B.155)

The metric asymptotes a singular Milne universe with angular defect,

ds2 = dT 2 + 7
6 |k|T

2dΩ2
k , (B.156)

where we have defined T ∝ τ−
1
2 . This is also an exact solution of the theory in its own

right.

Critical solution: k, λ,m 6= 0

Setting cϕ = 0, equations (B.125), (B.126) admit the solution

A = −1
8 ln |τ |+A0 ; B = B0 ; φ = 1

10 ln |τ |+ φ0 , (B.157)

for A0, B0, φ0 arbitrary real constants and

k = − 3
50e

−16A0−4B0 ; m2 = 2
25e

−18A0−6B0−5φ0/2 ; λ = − 3
25e

−16A0−6B0 . (B.158)

We thus obtain a singular Milne universe,

ds24E = dT 2 + 25
6 |k|T

2dΩ2
k . (B.159)

Critical solution: k, ϕ,m 6= 0

Setting λ = 0, equations (B.125), (B.126) admit the solution

A = − 1
16 ln |τ |+A0 ; B = −1

4 ln |τ |+B0 ; φ = 1
4 ln |τ |+ φ0 , (B.160)

for A0, B0, φ0 arbitrary real constants and

k = − 3
16e

−16A0−4B0 ; m2 = 1
4e

−18A0−6B0−5φ0/2 ; c2ϕ = 1
4e

−6A0−6B0+φ0/2 . (B.161)

We thus obtain a singular Milne universe,

ds24E = dT 2 + 4
3 |k|T

2dΩ2
k . (B.162)
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AdS solution: k, λ,m,ϕ 6= 0

A different analytic solution is obtained by setting A, φ = 0, and λ = m2, cϕ = ±
√
5m.

Equations (B.125), (B.126) then reduce to

−3
2m

2e6B − 2ke4B = d2τB

−1
2m

2e6B − ke4B = (dτB)2 .
(B.163)

Let us define a new time variable σ via
dσ
dτ = e2B , (B.164)

in terms of which the equations read

−1
2m

2e2B = d2σB

−1
2m

2e2B − k = (dσB)2 .
(B.165)

These can be integrated to give

B = 1
2 ln

[2c2B
m2 sech2(cBσ + dB)

]
; k = −c2B , (B.166)

for some real constants cB, dB. The 4d Einstein metric reads

ds24E =
2c2B
m2 sech2(cBσ)(−dσ2 + dΩ2

k) , (B.167)

where we set dB = 0 for simplicity. This is an AdS4 metric in conformal coordinates. To
see this, we may define a new coordinate T , such that cos T = sech(cBσ), in terms of
which the metric takes the well-known form,

ds24E = 2
m2 (−dT 2 + |k| cos2TdΩ2

k) . (B.168)

For T ∈ [−π
2 ,

π
2 ], this parameterizes AdS4 in global coordinates and hyperbolic slicing.

λ, ϕ 6= 0

Setting k, m = 0, the system of equations in (B.125) and the first of (B.126) can be
solved to give

A = − 1
48(cAτ + dA) +

3
16f(τ) +

1
10g(τ)

B = 1
18(cAτ + dA)− 1

2f(τ)−
1
10g(τ)

φ = 5
12(cAτ + dA) +

1
4f(τ) ,

(B.169)

for some constants cA, dA, where

f = −1
2 ln

[ c2B
c2ϕ

sech2(cBτ + dB)
]
; g =


ln
[ c2φ
5λ sech2(cφτ + dφ)

]
, λ > 0

ln
[ c2φ
5|λ| csch2(cφτ + dφ)

]
, λ < 0

,

(B.170)
for some constants dB, dφ. Plugging the solution into the second line of (B.126) we
obtain the constraint

12
5 c

2
φ = 5

27c
2
A + c2B . (B.171)

for either sign of λ. The constraint allows any r ∈ R.
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• Type I solution: λ > 0

Let us first consider the case λ > 0. The 4d Einstein metric (A.2) reads

ds24E = −e−
1
6
cAτcosh

3
2 (cBτ)sech

18
5 (cφτ)dτ

2 + e−
1
18

cAτcosh
1
2 (cBτ)sech

6
5 (cφτ)d~x

2 ,

(B.172)

where we have set dA, dφ and dB = 0 for simplicity. To examine the asymptotic behavior
of the metric it suffices to consider cϕ ≥ 0. The metric asymptotically takes the form
(8.2), with a± = 1

3 .

• Type II solution: λ < 0

Let us now set λ < 0. The 4d Einstein metric reads

ds24E = −e−
1
6
cAτcosh

3
2 (cBτ)csch

18
5 (cφτ)dτ

2 + e−
1
18

cAτcosh
1
2 (cBτ)csch

6
5 (cφτ)d~x

2 .

(B.173)

The τ → ±∞ asymptotics of the warp factors are the same as for λ > 0. For τ → 0, on
the other hand, the function f in (B.170) tends to a constant, while g → − ln(5|λ|τ2).
Moreover, the constraint imposes cA, cB = 0. Hence, in the τ → 0 limit, which is reached
at infinite proper time, the solution reads

A = dA − 1
10 ln(5|λ|τ

2) ; B = −8
3dA + 1

10 ln(5|λ|τ
2) ; φ = dφ . (B.174)

The metric takes the form
ds2 → −dT 2 + T

3
2d~x2 , (B.175)

where we have defined T ∝ τ−
4
5 . This is not an exact solution of the theory, unless

cϕ = 0. In this case we recover precisely the critical solution with λ < 0. Hence the
model interpolates between two metrics of the form (8.2), one with a = 1

3 for |τ | → ∞,
and one with a = 3

4 for τ → 0. For a certain range of parameters, we can have transient
accelerated expansion, where Ṡ(T ), S̈(T ) > 0, cf. Figure B.6.
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Figure B.6: Plot of Ṡ(T ), S̈(T ) as a function of τ , for cA = 1. In the τ → 0 limit, we
have Ṡ(T ), S̈(T )→ 0.
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B.1.3 Compactification on Einstein-Kähler manifolds
We will now consider (massive) IIA backgrounds for which the internal 6d manifold is
Einstein-Kähler,

Rmn = λgmn , (B.176)
where Rmn is the Ricci tensor associated to gmn, and λ ∈ R. In addition there is a real,
closed Kähler two-form J , dJ = 0.

Let us first consider the massless limit, and we take the form ansatz,

F = 0 ; H = dχ ∧ J + dβ ; G = ϕvol4 + J ∧ dγ + 1
2c0J ∧ J . (B.177)

The internal (m,n)-components of the Einstein equations now read

e2Bλ = e−8A−2B∇µ
(
e8A+2B∂µA

)
+ 1

8e
−φ−4A(∂χ)2 − 1

48e
−φ−4A−4Bh2

+ 3
16e

φ/2−6A−6Bϕ2 + 7
16e

φ/2−6A+2Bc20 .
(B.178)

The external (µ, ν)-components read

R(4)
µν = gµν

(
∇2A+∇2B + 8(∂A)2 + 2(∂B)2 + 10∂A · ∂B

)
− 8∂µA∂νA− 2∂µB∂νB − 16∂(µA∂ν)B + 8∇µ∂νA+ 2∇µ∂νB

+ 3
2e

−φ−4A∂µχ∂νχ+ 1
4e

φ−4A−4Bh2µν +
1
2∂µφ∂νφ

+ 1
16gµν

(
− 1

3e
φ−4A−4Bh2 − 6e−φ−4A(∂χ)2 − 5eφ/2−6A−6Bϕ2 − 9c20e

φ/2−6A+2B
)
,

(B.179)

while the mixed (µ,m)-components are automatically satisfied. The dilaton equation
reads

0 = e−10A−4B∇µ
(
e8A+2B∂µφ

)
+ 3

2e
−φ−6A−2B(∂χ)2

+ 1
12e

−φ−6A−6Bh2 + 1
4e

φ/2−8A−8Bϕ2 − 3
4c

2
0e

φ/2−8A .
(B.180)

The F -form equation of motion reduces to the condition

0 = ϕh . (B.181)

The H-form equation reduces to

d
(
e−φ+4A+2B ?4 dχ

)
= c0 ϕ vol4 . (B.182)

The G-form equation of motion reduces to

0 = c0 h , (B.183)

together with the constraint

0 = d
(
ϕeφ/2+2A−4B + 3c0χ

)
. (B.184)

The latter can be integrated to solve for ϕ in terms of the other fields,

ϕ = (C − 3c0χ ) e−2A+4B−φ/2 , (B.185)

where C is an arbitrary constant.
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Appendix B. Cosmological solutions

c0 = 0

In this case, we set
ϕ = cϕe

−2A+4B−φ/2 ; dtχ = cχe
φ−4A−2B , (B.186)

and in addition we impose
cϕch = 0 . (B.187)

All form equations are then satisfied. The internal Einstein and dilaton equations reduce
to

d2τA = −λe16A+6B + 3
16c

2
ϕe

−φ/2+6A+6B − 1
8c

2
he

−φ+12A − 1
8c

2
χe

φ+4A

d2τφ = 1
4c

2
ϕe

−φ/2+6A+6B + 1
2c

2
he

−φ+12A − 3
2c

2
χe

φ+4A ,
(B.188)

The external Einstein equations reduce to
λe16A+6B − 2ke16A+4B − 1

2c
2
ϕe

−φ/2+6A+6B + 1
2c

2
he

−φ+12A + 1
2c

2
χe

φ+4A = d2τB

−12λe16A+6B − 12ke16A+4B + c2ϕe
−φ/2+6A+6B + c2he

−φ+12A + 3c2χe
φ+4A =

144(dτA)
2 + 12(dτB)2 + 96dτAdτB − (dτφ)

2 .

(B.189)

• Critical solution: h, λ 6= 0

Setting k, cχ, cϕ = 0, equations (B.188), (B.189) admit the solution
A = −11

64 ln |τ |+A0 ; B = 1
8 ln |τ |+B0 ; φ = − 1

16 ln |τ |+ φ0 , (B.190)
for A0, B0, φ0 arbitrary real constants and

c2h = 1
8e

−12A0+φ0 ; λ = − 3
16e

−16A0−6B0 . (B.191)
We thus obtain a power-law, flat universe expansion,

ds24E = dT 2 + T
18
11d~x2 , (B.192)

where we have set T ∝ |τ |− 11
16 . The warp factor of the internal space and the dilaton

scale as eA ∝ T 1/4, eφ ∝ T 1/11 respectively.

c0 6= 0

In this case, we reinstate the Romans mass (m 6= 0) and we set
ϕ = 0 ; χ = 0 ; h = 0 . (B.193)

All form equations are then satisfied. The internal Einstein and dilaton equations reduce
to

d2τA = −λe16A+6B + 7
16c

2
0e

φ/2+10A+6B + 1
16m

2e5φ/2+18A+6B

d2τφ = −3
4c

2
0e

φ/2+10A+6B − 5
4m

2e5φ/2+18A+6B .
(B.194)

The external Einstein equations reduce to
λe16A+6B − 2ke16A+4B − c20eφ/2+10A+6B = d2τB

−12λe16A+6B − 12ke16A+4B + 3c20e
φ/2+10A+6B +m2e5φ/2+18A+6B = 144(dτA)

2 + 12(dτB)2

+ 96dτAdτB − (dτφ)
2 .

(B.195)
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B.2 Two-flux dynamical systems

• Critical solution: k, c0 6= 0

Setting m, λ = 0, equations (B.194), (B.195) admit the solution

A = − 7
104 ln τ +A0 ; B = − 3

13 ln τ +B0 ; φ = 3
26 ln τ + φ0 , (B.196)

for A0, B0, φ0 arbitrary real constants and

c20 =
2
13e

−10A0−6B0−φ0/2 ; k = − 5
26e

−16A0−4B0 . (B.197)

We thus obtain a singular Milne universe,

ds24E = dT 2 + 13
10 |k|T

2dΩ2
k . (B.198)

cf 6= 0

A different ansatz with non-vanishing two-form flux is also possible,

F = cfJ ; H = 0 ; G = ϕvol4 , (B.199)

where cf is a constant. This automatically satisfies the Bianchi identities and the form
equations of motion provided

ϕ = cϕe
−2A+4B−φ/2 , (B.200)

for some constant cϕ. The remaining equations of motion are as in (7.13), (7.14), with
potential given by

U = 1
2c

2
ϕe

−φ/2+6A+6B + 3
2c

2
fe

3φ/2+14A+6B − 6ke16A+4B − 6λe16A+6B . (B.201)

• Critical solution: k, cf 6= 0

The equations of motion with potential (B.201) admit the solution

A = − 5
104 ln τ +A0 ; B = − 4

13 ln τ +B0 ; φ = 9
26 ln τ + φ0 , (B.202)

for A0, B0, φ0 arbitrary real constants and

c2f = 2
13e

−14A0−6B0−3φ0/2 ; k = − 5
26e

−16A0−4B0 . (B.203)

We thus obtain a Milne universe with angle defect,

ds24E = dT 2 + 13
10 |k|T

2dΩ2
k . (B.204)

B.2 Two-flux dynamical systems
In this appendix, we provide some more details on the dynamical systems arising from
compactifications with two species of fluxes turned on. For each of them, we give the
system of equations together with the constraint, the equation defining the invariant
plane P (when it exists), the equation defining the acceleration region, the equation
of state parameter w, as well as the list of critical points together with their stability
analysis whenever it is relevant.
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Appendix B. Cosmological solutions

B.2.1 Compactification on Calabi-Yau manifolds
ϕ, ξ 6= 0

System of equations,

x′ =
3

2

(
x2 − 2xz2 + y2 + 4z2 − 1

)
y′ =

1

2

(
−
√
3x2 −

√
3y2 − 6yz2 +

√
3
)

z′ = −1

2
z
(
9x+

√
3y + 6z2 − 6

)
.

(B.205)

Constraint,
−2z2c2ξξ′e−6B = c2ϕ

(
x2 + y2 + z2 − 1

)
. (B.206)

Invariant plane,
x+
√
3y = 2 . (B.207)

Acceleration condition,

z >

√
2

3
. (B.208)

Equation of state parameter,
w = 1− 2z2 . (B.209)

Critical points: pC .

ϕ, k 6= 0

System of equations,

x′ = 2x3 + x
(
2y2 − z2 − 2

)
+

9

2
z2

y′ = y
(
2x2 − z2 − 2

)
+ 2y3 +

√
3

2
z2

z′ = −1

2
z
(
−4x2 + 9x− 4y2 +

√
3y + 2z2 − 2

)
.

(B.210)

Constraint,
12kz2e10A−2B+φ

2 = c2ϕ
(
x2 + y2 + z2 − 1

)
. (B.211)

Invariant plane,
x− 3

√
3y = 0 . (B.212)

Acceleration condition,
z2 > 2(x2 + y2) , (B.213)

Equation of state parameter,

w =
x2 + y2 − z2

x2 + y2 + z2
. (B.214)

Critical points,

pC , p0 , p1 =

(
3

14
,

1

14
√
3
,

√
2

21

)
. (B.215)
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B.2 Two-flux dynamical systems

The point p1 lies on the boundary of the acceleration region. The linearized system at
p1 has one real and two complex eigenvalues: −2,−1 ± i

√
17
7 . It follows that p1 is a

stable focus (resp. node) for trajectories within (resp. orthogonal to) P. This model is
qualitatively very similar to the one analyzed in detail in Section 8.2.2.

χ, ξ 6= 0

System of equations,

x′ =
1

2

(
3x2 + 3y2 + z2 − 3

)
y′ = −1

2

√
3
(
x2 + y2 + 3z2 − 1

)
z′ = z

(
x+
√
3y
)
.

(B.216)

Constraint,
−2

3
z2e2A− 3φ

2 c2ξξ′ = c2χ
(
x2 + y2 + z2 − 1

)
. (B.217)

The acceleration condition is impossible to satisfy, and w = 1.

Critical points: pC .

χ, h 6= 0

System of equations,

x′ = 3x2 + 3y2 + 2z2 − 3

y′ = −
√
3
(
x2 + y2 + 2z2 − 1

)
z′ = z

(
x+
√
3y
)
.

(B.218)

Constraint,
−1

3
z2c2he

8A−2φ = c2χ
(
x2 + y2 + z2 − 1

)
. (B.219)

The acceleration condition is impossible to satisfy, and w = 1.

Critical points: pC .

χ, k 6= 0

System of equations,

x′ = 2x3 + 2x
(
y2 + z2 − 1

)
− z2

y′ = 2y
(
x2 + y2 + z2 − 1

)
−
√
3z2

z′ = z
(
2x2 + x+ 2y2 +

√
3y + 2z2 − 2

)
.

(B.220)

Constraint,
4kz2e12A+4B−φ = c2χ

(
x2 + y2 + z2 − 1

)
. (B.221)
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Appendix B. Cosmological solutions

Invariant plane,
3x−

√
3y = 0 . (B.222)

Acceleration condition impossible to satisfy, and w = 1.

Critical points: pC , p0.

ξ, k 6= 0

System of equations,

x′ = 2x
(
x2 + y2 + z2 − 1

)
− 3

2
z2

y′ = 2y
(
x2 + y2 + z2 − 1

)
+

√
3

2
z2

z′ =
1

4
z
(
8
(
x2 + y2 + z2 − 1

)
+ 6x− 2

√
3y
)
.

(B.223)

Constraint,
6kz2e10A+4B+φ

2 = c2ξξ′
(
x2 + y2 + z2 − 1

)
. (B.224)

Invariant plane,
x+
√
3y = 0 . (B.225)

Acceleration condition impossible to satisfy, and w = 1.

Critical points: pC , p0.

ξ, h 6= 0

System of equations,

x′ =
3

2

(
2x2 + 2y2 + z2 − 2

)
y′ = −1

2

√
3
(
2x2 + 2y2 + z2 − 2

)
z′ =

1

2
z
(
3x−

√
3y
)
.

(B.226)

Constraint,
−1

2
z2c2he

6A−φ
2 = c2ξξ′

(
x2 + y2 + z2 − 1

)
. (B.227)

Acceleration condition impossible to satisfy, and w = 1.

Critical points: pC .

h, k 6= 0

System of equations,

x′ = 2x
(
x2 + y2 + z2 − 1

)
− 3z2

y′ = 2y
(
x2 + y2 + z2 − 1

)
+
√
3z2

z′ = z
(
2x2 + 3x+ 2y2 −

√
3y + 2z2 − 2

)
.

(B.228)
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B.2 Two-flux dynamical systems

Constraint,
12kz2e4A+4B+φ = c2h

(
x2 + y2 + z2 − 1

)
. (B.229)

Invariant plane,
x+
√
3y = 0 . (B.230)

Acceleration condition impossible to satisfy, and w = 1.

Critical points: pC , p0.

c0, b0 6= 0

System of equations,

x′ =
1

2

(
6(x− 1)

(
x2 + y2 − 1

)
+ z2

)
y′ = −

(√
3− 3y

) (
x2 + y2

)
− 3y +

1

2

√
3
(
2− 3z2

)
z′ =

1

2
z
(
x(6x− 7) + y

(
6y +

√
3
))

.

(B.231)

Constraint,
−72b20z2e2A− 3φ

2 =
3

2
c20
(
x2 + y2 + z2 − 1

)
. (B.232)

Invariant plane,
9x+

√
3y = 10 . (B.233)

Acceleration condition,
3
(
x2 + y2

)
< 1 . (B.234)

Equation of state parameter,

w = −1 + 2
(
x2 + y2

)
. (B.235)

Critical points,
pC , p1 =

(
1, 1√

3
, 0
)
, (B.236)

all outside the acceleration region.The point p1 lies in the region exterior to S.

B.2.2 Compactification on Einstein manifolds
ϕ, λ 6= 0

System of equations,

x′ = (3x− 2)(x2 + y2 − 1) + 5
2z

2

y′ = 3y(x2 + y2 − 1) +
√
3
2 z

2

z′ = 1
2z
[
−9x+ 6x2 + y

(
6y −

√
3
)]

.

(B.237)

Constraint,
6λz2e10A+φ

2 =
1

2
c2φ
(
x2 + y2 + z2 − 1

)
. (B.238)
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Appendix B. Cosmological solutions

Invariant plane,
3x− 5

√
3y − 2 = 0 . (B.239)

Acceleration condition,
1
3 > x2 + y2 . (B.240)

Equation of state parameter,

w = −1 + 2
(
x2 + y2

)
. (B.241)

Critical points,

pC , p1 =
(
2
3 , 0, 0

)
, (B.242)

all outside of the acceleration region. In particular p1 lies on the invariant plane.

ϕ, m 6= 0

System of equations,

x′ = 3
2(−1 + 2x)

(
−1 + x2 + y2

)
+ 3z2

y′ = 1
2

[
−6y +

(
5
√
3 + 6y

) (
x2 + y2

)
+
√
3
(
−5 + 6z2

)]
z′ = 1

2z
[
−9x+ 6x2 + y

(
6y −

√
3
)]

.

(B.243)

Constraint,
−1

2
m2z2e12A+3φ =

1

2
c2φ
(
x2 + y2 + z2 − 1

)
. (B.244)

Invariant plane,
3x−

√
3y − 4 = 0 . (B.245)

Acceleration condition,
1
3 > x2 + y2 . (B.246)

Equation of state parameter,

w = −1 + 2
(
x2 + y2

)
. (B.247)

Critical points,
pC , p1 =

(
1
2 ,−

5
2
√
3
, 0
)
, (B.248)

all outside the acceleration region. In particular p1 lies on the invariant plane and in the
region exterior to S.

χ, λ 6= 0

System of equations,

x′ = (3x− 2)(x2 + y2 − 1) + 3(x− 1)z2

y′ = −
√
3z2 + 3y(x2 + y2 + z2 − 1)

z′ = z
[
x+
√
3y + 3(x2 + y2 + z2 − 1)

]
.

(B.249)
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Constraint,

6λz2e12A+6B−φ =
3

2
c2χ
(
x2 + y2 + z2 − 1

)
. (B.250)

Invariant plane,
3x−

√
3y − 2 = 0 . (B.251)

Acceleration condition,
1
3 > x2 + y2 + z2 , (B.252)

Equation of state parameter,

w = −1 + 2(x2 + y2 + z2) . (B.253)

Critical points,
pC , p1 =

(
2
3 , 0, 0

)
. (B.254)

The point p1 lies on the invariant plane, outside the acceleration region.

h, λ 6= 0

System of equations,

x′ = (−2 + 3x)(−1 + x2 + y2) + (−5 + 3x)z2

y′ =
√
3z2 + 3y(−1 + x2 + y2 + z2)

z′ = z
[
3x−

√
3y + 3(x2 + y2 + z2 − 1)

]
.

(B.255)

Constraint,

6λz2e4A+6B+φ =
1

2
c2h
(
x2 + y2 + z2 − 1

)
. (B.256)

Invariant plane,
x+
√
3y − 2

3 = 0 . (B.257)

Acceleration condition,
1
3 > x2 + y2 + z2 . (B.258)

Equation of state parameter,

w = −1 + 2(x2 + y2 + z2) . (B.259)

Critical points,

pC , p1 =
(
2
3 , 0, 0

)
, p2 =

(
11
18 ,

1
18

√
3
, 29

√
2
3

)
. (B.260)

The points p1 and p2 both lie on the invariant plane, in the region inside the invariant
sphere S, outside the acceleration region.
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c0, m 6= 0

System of equations,

x′ = 3
2(−1 + 2x)(−1 + x2 + y2) + 2z2

y′ = 1
2

[
−6y + (5

√
3 + 6y)(x2 + y2) +

√
3(−5 + 4z2)

]
z′ = 1

2z
[
x(−7 + 6x) + y(

√
3 + 6y)

]
.

(B.261)

Constraint,
−1

2
m2z2e8A+2φ =

3

2
c20
(
x2 + y2 + z2 − 1

)
. (B.262)

Invariant plane,
3x−

√
3y − 4 = 0 . (B.263)

Acceleration condition,
1
3 > x2 + y2 . (B.264)

Equation of state parameter,

w = −1 + 2(x2 + y2) . (B.265)

Critical points,
pC , p1 =

(
1
2 ,−

5
2
√
3
, 0
)
, (B.266)

all outside the acceleration region. In particular p1 lies on the invariant plane and in the
region exterior to S.

c0, k 6= 0

System of equations,

x′ = 2x(−1 + x2 + y2) + 1
2(7− 2x)z2

y′ = −1
2(
√
3 + 6y)z2 + 2y(−1 + x2 + y2 + z2)

z′ = 1
2z
[
2 + x(−7 + 4x) + y(

√
3 + 4y)− 2z2

]
.

(B.267)

Constraint,
6kz2e6A−2B−φ

2 =
3

2
c20
(
x2 + y2 + z2 − 1

)
. (B.268)

Invariant plane,
3x+ 7

√
3y = 0 . (B.269)

Acceleration condition,
z2 > 2(x2 + y2) . (B.270)

Equation of state parameter,

w = −1
3 + 4

3(x
2 + y2)− 2

3z
2 . (B.271)

Critical points,
pC , p0 , p1 =

(
7
26 ,−

√
3

26 ,
√

2
13

)
. (B.272)
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The point p1 lies in the region inside the invariant sphere S. Both p0 and p1 lie on the
boundary of the acceleration region and on the invariant plane. The linearized system at
p1 has one real and two complex eigenvalues: −2,−1 ± 3i

√
3
13 . It follows that p1 is a

stable focus (resp. node) for trajectories within (resp. orthogonal to) P. This model is
qualitatively very similar to the one analyzed in detail in Section 8.2.2.

c0, λ 6= 0

System of equations,

x′ = (−2 + 3x)(−1 + x2 + y2) + 3
2z

2

y′ = 3y(−1 + x2 + y2)−
√
3
2 z

2

z′ = 1
2z
[
x(−7 + 6x) + y(

√
3 + 6y)

]
.

(B.273)

Constraint,
6λz2e6A−φ

2 =
3

2
c20
(
x2 + y2 + z2 − 1

)
. (B.274)

Invariant plane,
x+
√
3y − 2

3 = 0 . (B.275)

Acceleration condition,
1
3 > x2 + y2 , (B.276)

with w = −1 + 2(x2 + y2). Critical points,

pC ; p1 = (23 , 0, 0) , (B.277)

all of them outside the acceleration region. p1 lies in the interior of S and on the invariant
plane.

B.2.3 Compactification on Einstein-Kähler manifolds
ϕ, cf 6= 0

System of equations,

x′ = 1
2(−5 + 6x)(−1 + x2 + y2) + 2z2

y′ = 1
2

[
−6y + 3(

√
3 + 2y)(x2 + y2) +

√
3(−3 + 4z2)

]
z′ = 1

2z
[
−9x+ 6x2 + y(−

√
3 + 6y)

]
.

(B.278)

Constraint,
−3

2
c2fz

2e8A+2φ =
1

2
c2φ
(
x2 + y2 + z2 − 1

)
. (B.279)

Invariant plane,
3x−

√
3y − 4 = 0 . (B.280)

Acceleration condition,
1
3 > x2 + y2 . (B.281)
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Equation of state parameter,

w = −1 + 2
(
x2 + y2

)
. (B.282)

Critical points,
pC , p1 =

(
5
6 ,−

√
3
2 , 0

)
, (B.283)

all outside the acceleration region. In particular p1 lies on the invariant plane and in the
region exterior to S.

k, cf 6= 0

System of equations,

x′ = 2x
(
x2 + y2 − 1

)
+

1

2
(5− 2x)z2

y′ = 2y
(
x2 + y2 − 1

)
− yz2 − 3

√
3

2
z2

z′ =
1

2
z
(
x(4x− 5) + 4y2 + 3

√
3y − 2z2 + 2

)
.

(B.284)

Constraint,
6kz2e2A−2B− 3φ

2 =
3

2
c2f
(
x2 + y2 + z2 − 1

)
. (B.285)

Invariant plane,
9x+ 5

√
3y = 0 . (B.286)

Acceleration condition,
z2 > 2(x2 + y2) . (B.287)

Equation of state parameter,

w =
x2 + y2 − z2

x2 + y2 + z2
, (B.288)

Critical points,

pC , p0 , p1 =

(
5
26 ,−

3
√
3

26 ,
√

10
13

)
. (B.289)

The point p1 lies in the region inside of the invariant sphere S. It lies on the boundary
of the acceleration region, as well as on the invariant plane. The linearized system at
p1 has one real and two complex eigenvalues: −2,−1 ± 3i

√
3
13 . It follows that p1 is a

stable focus (resp. node) for trajectories within (resp. orthogonal to) P. This model is
qualitatively very similar to the one analyzed in detail in Section 8.2.2.

λ, cf 6= 0

System of equations,

x′ = 1
2

[
(−5 + 6x)(−1 + x2 + y2)− z2

]
y′ = 3

2

[
(
√
3 + 2y)(x2 + y2 − 1) +

√
3z2
]

z′ = z
[
3(x2 + y2)− 2x

]
.

(B.290)
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Constraint,
6λ
(
x2 + y2 + z2 − 1

)
=

3

2
z2e

3φ
2
−2Ac2f . (B.291)

Invariant plane,
9x+

√
3y − 6 = 0 . (B.292)

Acceleration condition,
1
3 > x2 + y2 . (B.293)

Equation of state parameter,

w = −1 + 2
(
x2 + y2

)
. (B.294)

Critical points,

pC , p1 =
(
2
3 , 0,

√
5
3

)
, p2 =

(
9
14 ,

√
3

14 ,
4
√
2

7

)
, p3 =

(
5
6 ,−

√
3
2 , 0

)
. (B.295)

The points p2 and p3 lie in the region exterior to S, while p1 lies on the invariant sphere.
The points p1, p2, p3 all lie on the invariant plane and outside the region of acceleration.
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C Minkowski and (anti-) de Sitter solu-
tions

We list in this appendix the (anti-) dS and Minkowski solutions found in this work,
and discussed in the first part of the thesis. They are first ordered according to their
cosmological constant, in Appendices C.1, C.2 and C.3. In each of those, we follow the
order of solution classes of Table 2.7. Solutions are labelled accordingly, as described
there. While solutions have been found to a satisfactory precision level (see Section 2.2.2),
we round them here to 5 significant digits for readability. The variables are expressed with
the following symbols: T10[I] for gsT I

10, Fq[a1, ..., aq] for gsFq a1...aq , H[a, b, c] for Habc,
f [a, b, c] for fabc. Only the non-zero variables are given. We also provide R4 and R6.
All values should be understood in units of 2πls. Note though that as indicated at the
end of Section 2.2.1, each solution can go through an overall rescaling of its values. The
source sets are here labelled with a single index I, independently of the dimensionality p.
We thus specify the internal directions wrapped by each set. The sets with Op are the
first ones, and their number can be read from the class name.

For each solution, we provide the stability data discussed in Section 3.2. We first
give the mass spectrum, namely the mass matrix eigenvalues: masses2. For de Sitter
solutions, we give an eigenvector ~v in field space (in the (ρ, τ, σI) basis) corresponding to
the tachyonic direction. For (anti-) de Sitter solutions, we also compute the parameter
ηV . We refer to [5] for more details. Algebras corresponding to the fabc are identified in
Section 3.1.4 for all solutions.

C.1 De Sitter solutions
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Appendix C. Minkowski and (anti-) de Sitter solutions

s+551

I = 1: 12 , I = 2: 34 , I = 3: 56,

T10[1]→ 0.47704, T10[2]→ 0.30751, T10[3]→ −0.053848, F1[5]→ 0.067964, F1[6]→ −0.16337,

F3[1, 3, 5]→ 0.029423, F3[1, 3, 6]→ 0.042531, F3[1, 4, 5]→ 0.071507, F3[1, 4, 6]→ 0.25908,

F3[2, 3, 5]→ −0.0029428, F3[2, 3, 6]→ −0.011609, F3[2, 4, 5]→ −0.026656, F3[2, 4, 6]→ −0.056824,

H[1, 2, 5]→ −0.089255,H[1, 2, 6]→ −0.020459,H[3, 4, 5]→ −0.10652,H[3, 4, 6]→ −0.0097439,

f [1, 3, 5]→ −0.20034, f [1, 3, 6]→ −0.019633, f [1, 4, 5]→ 0.075638, f [1, 4, 6]→ −0.060835,

f [2, 3, 5]→ 0.078361, f [2, 3, 6]→ −0.045623, f [2, 4, 5]→ −0.019626, f [2, 4, 6]→ 0.012723,

f [3, 1, 5]→ 0.0062025, f [3, 1, 6]→ −0.013864, f [3, 2, 5]→ 0.042311, f [3, 2, 6]→ −0.061633,

f [4, 1, 5]→ 0.016689, f [4, 1, 6]→ −0.051754, f [4, 2, 5]→ −0.16991, f [4, 2, 6]→ −0.037573,

f [5, 1, 3]→ −0.0012195, f [5, 1, 4]→ 0.00029436, f [5, 2, 3]→ −0.046738, f [5, 2, 4]→ 0.011281,

f [6, 1, 3]→ −0.00050733, f [6, 1, 4]→ 0.00012246, f [6, 2, 3]→ −0.019444, f [6, 2, 4]→ 0.0046932 .

R4 = 0.011482 , R6 = −0.062461 , ηV = −2.8544 ,

masses2 = (0.086586, 0.048623, 0.044431,−0.0081936) , ~v = (0.512, 0.83441, 0.15942, 0.12727) .

s+552

T10[1]→ 0.46469, T10[2]→ 0.4183, T10[3]→ −0.13527, F1[5]→ −0.054338, F1[6]→ 0.09419,

F3[1, 3, 5]→ 0.19696, F3[1, 3, 6]→ 0.029077, F3[1, 4, 5]→ −0.14439, F3[1, 4, 6]→ −0.018361,

F3[2, 3, 5]→ −0.14504, F3[2, 3, 6]→ −0.023914, F3[2, 4, 5]→ 0.1403, F3[2, 4, 6]→ 0.01418,

H[1, 2, 5]→ −0.0061166,H[1, 2, 6]→ 0.019678,H[3, 4, 5]→ 0.0072392,H[3, 4, 6]→ 0.029453,

f [1, 3, 5]→ −0.043274, f [1, 3, 6]→ −0.12877, f [1, 4, 5]→ −0.0053473, f [1, 4, 6]→ −0.19337,

f [2, 3, 5]→ 0.11672, f [2, 3, 6]→ 0.095978, f [2, 4, 5]→ 0.12856, f [2, 4, 6]→ 0.073781,

f [3, 1, 5]→ −0.075441, f [3, 1, 6]→ 0.10485, f [3, 2, 5]→ −0.017193, f [3, 2, 6]→ 0.10796,

f [4, 1, 5]→ 0.070637, f [4, 1, 6]→ −0.11098, f [4, 2, 5]→ 0.033071, f [4, 2, 6]→ −0.091882,

f [5, 1, 3]→ −0.028108, f [5, 1, 4]→ −0.027949, f [5, 2, 3]→ 0.084778, f [5, 2, 4]→ 0.0843,

f [6, 1, 3]→ −0.016215, f [6, 1, 4]→ −0.016124, f [6, 2, 3]→ 0.048908, f [6, 2, 4]→ 0.048633 .

R4 = 0.01048 , R6 = −0.072118 , ηV = −2.7030 ,

masses2 = (0.12192, 0.054898, 0.02209,−0.0070818) , ~v = (0.59801, 0.78544, 0.083651, 0.13587) .
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s+553

T10[1]→ 0.72554, T10[2]→ 0.56275, T10[3]→ −0.11084, F1[5]→ −0.046697, F1[6]→ −0.14894,

F3[1, 3, 5]→ −0.3778, F3[1, 3, 6]→ −0.053076, F3[1, 4, 5]→ 0.078924, F3[1, 4, 6]→ −0.0016181,

F3[2, 3, 5]→ 0.0067415, F3[2, 3, 6]→ −0.015912, F3[2, 4, 5]→ −0.0036507, F3[2, 4, 6]→ −0.003343,

H[1, 2, 5]→ −0.011276,H[1, 2, 6]→ 0.046065,H[3, 4, 5]→ −0.028408,H[3, 4, 6]→ 0.039204,

f [1, 3, 5]→ 0.036555, f [1, 3, 6]→ 0.1166, f [1, 4, 5]→ −0.13275, f [1, 4, 6]→ 0.25613,

f [2, 3, 5]→ −0.0070935, f [2, 3, 6]→ −0.022625, f [2, 4, 5]→ −0.075855, f [2, 4, 6]→ −0.077621,

f [3, 1, 5]→ 0.055343, f [3, 1, 6]→ 0.077441, f [3, 2, 5]→ 0.08688, f [3, 2, 6]→ −0.23348,

f [4, 1, 5]→ −0.012378, f [4, 1, 6]→ −0.0034012, f [4, 2, 5]→ −0.06379, f [4, 2, 6]→ −0.017528,

f [5, 1, 4]→ −0.009863, f [5, 2, 4]→ −0.050828, f [6, 1, 4]→ 0.0030922, f [6, 2, 4]→ 0.015935 .

R4 = 0.019772 , R6 = −0.1156 , ηV = −2.9334 ,

masses2 = (0.1202, 0.074661, 0.042293,−0.014499) , ~v = (0.5718, 0.79714, 0.1371, 0.13717) .

s+554

T10[1]→ 0.35972, T10[2]→ 0.52854, T10[3]→ −0.061607, F1[5]→ −0.055616, F1[6]→ −0.089616,

F3[1, 3, 5]→ −0.2955, F3[1, 3, 6]→ 0.14475, F3[1, 4, 5]→ 0.053224, F3[1, 4, 6]→ −0.01737,

F3[2, 3, 5]→ 0.036808, F3[2, 3, 6]→ −0.033252, F3[2, 4, 5]→ −0.043811, F3[2, 4, 6]→ 0.014833,

H[1, 2, 5]→ −0.0044838,H[1, 2, 6]→ 0.014822,H[3, 4, 5]→ 0.01242,H[3, 4, 6]→ 0.0093064,

f [1, 3, 5]→ 0.021656, f [1, 3, 6]→ 0.044792, f [1, 4, 5]→ −0.026067, f [1, 4, 6]→ 0.2064,

f [2, 3, 5]→ −0.018528, f [2, 3, 6]→ −0.033604, f [2, 4, 5]→ 0.05014, f [2, 4, 6]→ −0.013342,

f [3, 1, 5]→ −0.057579, f [3, 1, 6]→ 0.011876, f [3, 2, 5]→ −0.18459, f [3, 2, 6]→ −0.18172,

f [4, 1, 5]→ 0.0086028, f [4, 1, 6]→ 0.040689, f [4, 2, 5]→ 0.01433, f [4, 2, 6]→ 0.052753,

f [5, 1, 3]→ −0.00083758, f [5, 1, 4]→ −0.021022, f [5, 2, 3]→ −0.0009261, f [5, 2, 4]→ −0.023244,

f [6, 1, 3]→ 0.00051981, f [6, 1, 4]→ 0.013047, f [6, 2, 3]→ 0.00057474, f [6, 2, 4]→ 0.014425 .

R4 = 0.010644 , R6 = −0.079291 , ηV = −2.8966 ,

masses2 = (0.081167, 0.046349, 0.018831,−0.0077075) , ~v = (0.59942, 0.77513, 0.12971, 0.15182) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

s+555

T10[1]→ 0.5488, T10[2]→ 0.49801, T10[3]→ −0.09235, F1[5]→ −0.1363, F1[6]→ −0.035535,

F3[1, 3, 5]→ −0.058902, F3[1, 3, 6]→ −0.32976, F3[1, 4, 5]→ 0.011126, F3[1, 4, 6]→ 0.1021,

F3[2, 3, 5]→ −0.0067774, F3[2, 3, 6]→ 0.0038507, F3[2, 4, 6]→ −0.005906, F3[2, 4, 5]→ F3[2, 4, 6],

H[1, 2, 5]→ −0.041183,H[1, 2, 6]→ 0.015758,H[3, 4, 5]→ −0.034816,H[3, 4, 6]→ 0.018389,

f [1, 3, 5]→ −0.12993, f [1, 3, 6]→ −0.033873, f [1, 4, 5]→ −0.20816, f [1, 4, 6]→ 0.095049,

f [2, 3, 5]→ 0.025631, f [2, 3, 6]→ 0.0066821, f [2, 4, 6]→ 0.04532, f [3, 1, 5]→ −0.054525,

f [3, 2, 5]→ 0.22297, f [3, 2, 6]→ −0.099548, f [4, 1, 5]→ 0.0012519, f [4, 1, 6]→ 0.018843,

f [4, 2, 5]→ 0.006346, f [4, 2, 6]→ 0.095521, f [5, 1, 4]→ 0.0025089, f [5, 2, 4]→ 0.012718,

f [6, 1, 4]→ −0.0096234, f [6, 2, 4]→ −0.048783, f [2, 4, 5]→ f [2, 4, 6], f [3, 1, 6]→ −f [2, 4, 6] .

R4 = 0.016346 , R6 = −0.094138 , ηV = −2.9703 ,

masses2 = (0.091114, 0.065509, 0.03436,−0.012138) , ~v = (0.56953, 0.79882, 0.14606, 0.12724) .

s+556

T10[1]→ 0.18633, T10[2]→ 0.099822, T10[3]→ −0.023249, F1[5]→ −0.06428, F1[6]→ −0.034831,

F3[1, 3, 5]→ 0.01078, F3[1, 3, 6]→ −0.026777, F3[1, 4, 5]→ −0.016182, F3[1, 4, 6]→ 0.033328,

F3[2, 3, 5]→ −0.015359, F3[2, 3, 6]→ 0.10935, F3[2, 4, 5]→ −0.0041419, F3[2, 4, 6]→ −0.14142,

H[1, 2, 5]→ −0.024728,H[1, 2, 6]→ −0.0016963,H[3, 4, 5]→ −0.020168,H[3, 4, 6]→ 0.016339,

f [1, 3, 5]→ −0.043546, f [1, 3, 6]→ −0.03002, f [1, 4, 5]→ −0.040593, f [1, 4, 6]→ −0.024861,

f [2, 3, 5]→ 0.10185, f [2, 3, 6]→ −0.050296, f [2, 4, 5]→ 0.10301, f [2, 4, 6]→ 0.0087766,

f [3, 1, 5]→ 0.03814, f [3, 1, 6]→ −0.032997, f [3, 2, 5]→ −0.005429, f [3, 2, 6]→ −0.022669,

f [4, 1, 5]→ −0.09408, f [4, 1, 6]→ 0.0059857, f [4, 2, 5]→ 0.0090268, f [4, 2, 6]→ 0.025832,

f [5, 1, 3]→ 0.0098816, f [5, 1, 4]→ 0.0044069, f [5, 2, 3]→ 0.0036326, f [5, 2, 4]→ 0.0016201,

f [6, 1, 3]→ −0.018236, f [6, 1, 4]→ −0.008133, f [6, 2, 3]→ −0.006704, f [6, 2, 4]→ −0.0029898 .

R4 = 0.004057 , R6 = −0.025322 , ηV = −2.9146 ,

masses2 = (0.030262, 0.013323, 0.0092559,−0.0029562) , ~v = (0.56648, 0.80047, 0.14645, 0.12997) .
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C.1 De Sitter solutions

s+557

T10[1]→ 0.32241, T10[2]→ 0.25405, T10[3]→ −0.1001, F1[5]→ 0.027908, F1[6]→ 0.079651,

F3[1, 3, 5]→ 0.057728, F3[1, 3, 6]→ −0.0003245, F3[1, 4, 5]→ −0.11383, F3[1, 4, 6]→ 0.0043009,

F3[2, 3, 5]→ 0.12422, F3[2, 3, 6]→ 0.015909, F3[2, 4, 5]→ −0.18375, F3[2, 4, 6]→ −0.010172,

H[1, 2, 5]→ −0.0042465,H[1, 2, 6]→ −0.014838,H[3, 4, 5]→ 0.014738,H[3, 4, 6]→ −0.016011,

f [1, 3, 5]→ −0.0078082, f [1, 3, 6]→ −0.14573, f [1, 4, 5]→ 0.01363, f [1, 4, 6]→ −0.059324,

f [2, 3, 5]→ 0.14929, f [2, 3, 6]→ −0.10111, f [2, 4, 5]→ 0.11852, f [2, 4, 6]→ −0.081211,

f [3, 1, 5]→ −0.036299, f [3, 1, 6]→ −0.10329, f [3, 2, 5]→ 0.0019146, f [3, 2, 6]→ 0.028735,

f [4, 1, 5]→ 0.045777, f [4, 1, 6]→ 0.12971, f [4, 2, 5]→ 0.0092216, f [4, 2, 6]→ −0.044147,

f [5, 1, 3]→ 0.0014146, f [5, 1, 4]→ 0.0011256, f [5, 2, 3]→ 0.1058, f [5, 2, 4]→ 0.084183,

f [6, 1, 3]→ −0.00049565, f [6, 1, 4]→ −0.00039437, f [6, 2, 3]→ −0.037071, f [6, 2, 4]→ −0.029496 .

R4 = 0.0064113 , R6 = −0.045751 , ηV = −2.5101 ,

masses2 = (0.09705, 0.033829, 0.014147,−0.0040233) , ~v = (0.61748, 0.7735, 0.071634, 0.12359) .

s+558

T10[1]→ 0.19717, T10[2]→ 0.14783, T10[3]→ −0.021473, F1[5]→ −0.078205, F1[6]→ 0.0049412,

F3[1, 3, 5]→ −0.0099514, F3[1, 3, 6]→ 0.011265, F3[1, 4, 5]→ −0.053599, F3[1, 4, 6]→ 0.17075,

F3[2, 3, 5]→ 0.018747, F3[2, 3, 6]→ −0.029133, F3[2, 4, 5]→ −0.051305, F3[2, 4, 6]→ 0.085993,

H[1, 2, 5]→ 0.015719,H[1, 2, 6]→ 0.0048415,H[3, 4, 5]→ 0.03184,H[3, 4, 6]→ 0.023596,

f [1, 3, 5]→ −0.12703, f [1, 3, 6]→ 0.028513, f [1, 4, 5]→ 0.012977, f [1, 4, 6]→ 0.014053,

f [2, 3, 5]→ −0.086914, f [2, 3, 6]→ −0.033169, f [2, 4, 5]→ −0.025341, f [2, 4, 6]→ −0.026465,

f [3, 1, 5]→ −0.011566, f [3, 1, 6]→ 0.00064098, f [3, 2, 5]→ −0.0058617, f [3, 2, 6]→ 0.00062058,

f [4, 1, 5]→ 0.046748, f [4, 1, 6]→ 0.031485, f [4, 2, 5]→ −0.077789, f [4, 2, 6]→ −0.091042,

f [5, 1, 3]→ 0.00041274, f [5, 1, 4]→ 0.00029964, f [5, 2, 3]→ −0.00115, f [5, 2, 4]→ −0.00083489,

f [6, 1, 3]→ 0.0065325, f [6, 1, 4]→ 0.0047425, f [6, 2, 3]→ −0.018202, f [6, 2, 4]→ −0.013214 .

R4 = 0.0042994 , R6 = −0.030339 , ηV = −2.7790 ,

masses2 = (0.03168, 0.015949, 0.010753,−0.002987) , ~v = (0.57994, 0.78615, 0.14473, 0.15715) .
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s+559

T10[1]→ 0.35204, T10[2]→ 0.32339, T10[3]→ −0.12879, F1[5]→ 0.05975, F1[6]→ −0.058962,

F3[1, 3, 5]→ 0.11186, F3[1, 3, 6]→ 0.059735, F3[1, 4, 5]→ −0.21025, F3[1, 4, 6]→ −0.094019,

F3[2, 3, 5]→ 0.042689, F3[2, 3, 6]→ 0.030822, F3[2, 4, 5]→ −0.060858, F3[2, 4, 6]→ −0.043124,

H[1, 2, 5]→ 0.0086458,H[1, 2, 6]→ −0.0086346,H[3, 4, 5]→ −0.0085054,H[3, 4, 6]→ −0.015009,

f [1, 3, 5]→ −0.1416, f [1, 3, 6]→ −0.23025, f [1, 4, 5]→ −0.06172, f [1, 4, 6]→ −0.10511,

f [2, 3, 5]→ 0.065963, f [2, 3, 6]→ −0.095767, f [2, 4, 5]→ 0.06644, f [2, 4, 6]→ −0.079327,

f [3, 1, 5]→ 0.00092451, f [3, 1, 6]→ −0.011556, f [3, 2, 5]→ −0.061413, f [3, 2, 6]→ 0.061127,

f [4, 1, 5]→ −0.0068416, f [4, 1, 6]→ 0.018309, f [4, 2, 5]→ 0.1371, f [4, 2, 6]→ −0.13586,

f [5, 1, 3]→ −0.13707, f [5, 1, 4]→ −0.061505, f [5, 2, 3]→ 0.0067551, f [5, 2, 4]→ 0.0030311,

f [6, 1, 3]→ −0.1389, f [6, 1, 4]→ −0.062327, f [6, 2, 3]→ 0.0068453, f [6, 2, 4]→ 0.0030716 .

R4 = 0.0065997 , R6 = −0.051929 , ηV = −2.2494 ,

masses2 = (0.15427, 0.045378, 0.015301,−0.0037113) , ~v = (0.6478, 0.75245, 0.047002, 0.10938) .

s+5510

T10[1]→ 10, T10[2]→ 10, T10[3]→ −0.3259120382713294, F1[5]→ 1, F1[6]→ 1,

F3[1, 3, 5]→ −0.1349772714306872, F3[1, 3, 6]→ −0.7456107008676475,

F3[1, 4, 5]→ 0.4757995474652397, F3[1, 4, 6]→ −0.2227565010250167,

F3[2, 3, 5]→ −0.4614346028465642, F3[2, 3, 6]→ 0.0426792857654753,

F3[2, 4, 5]→ 0.2860470205462396, F3[2, 4, 6]→ −F3[2, 4, 5],H[1, 2, 5]→ 0.9376250941912930,

H[1, 2, 6]→ −0.2994901148924934,H[3, 4, 5]→ 0.6659796477910178,

H[3, 4, 6]→ −0.7329190688589823, f [1, 3, 6]→ −0.1969129428812132,

f [1, 4, 5]→ −0.2753236733652662, f [1, 4, 6]→ 0.3984487144549955,

f [2, 4, 5]→ −0.0799090201373039, f [2, 4, 6]→ 0.3243522244088599,

f [3, 1, 6]→ −0.2002924300421296, f [3, 2, 5]→ 0.4230701843222834,

f [3, 2, 6]→ −0.0284354195594737, f [4, 2, 5]→ −0.1236377141499939,

f [4, 2, 6]→ 0.5018478206399179, f [6, 2, 4]→ −0.0889546337076675,

f [1, 3, 5]→ f [1, 3, 6], f [3, 1, 5]→ f [3, 1, 6], f [5, 2, 4]→ −f [6, 2, 4] .

R4 = 0.05046560105547959 , R6 = −0.7152057317272771 , ηV = −2.0907955384379524 ,

masses2 = (5.0863, 1.233, 0.57277,−0.026378) , ~v = (0.50049, 0.81331, 0.21722, 0.20212) .
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s+5511

T10[1]→ 0.72539, T10[2]→ 0.57602, T10[3]→ −0.11238, F1[5]→ −0.046382, F1[6]→ −0.14989,

F3[1, 3, 5]→ −0.37962, F3[1, 3, 6]→ −0.054102, F3[1, 4, 5]→ 0.078715, F3[1, 4, 6]→ −0.00035418,

F3[2, 3, 5]→ 0.0058597, F3[2, 3, 6]→ −0.014748, F3[2, 4, 6]→ −0.0036669, F3[2, 4, 5]→ F3[2, 4, 6],

H[1, 2, 5]→ −0.011716,H[1, 2, 6]→ 0.045795,H[3, 4, 5]→ −0.02785,H[3, 4, 6]→ 0.039606,

f [1, 3, 5]→ 0.036064, f [1, 3, 6]→ 0.11655, f [1, 4, 5]→ −0.13436, f [1, 4, 6]→ 0.25498,

f [2, 3, 5]→ −0.0072143, f [2, 3, 6]→ −0.023314, f [2, 4, 5]→ −0.075938, f [2, 4, 6]→ −0.077789,

f [3, 1, 5]→ 0.056116, f [3, 2, 5]→ 0.086816, f [3, 2, 6]→ −0.23712, f [4, 1, 5]→ −0.012879,

f [4, 1, 6]→ −0.0033548, f [4, 2, 5]→ −0.064383, f [4, 2, 6]→ −0.016771, f [5, 1, 4]→ −0.010266,

f [5, 2, 4]→ −0.05132, f [6, 1, 4]→ 0.0031768, f [6, 2, 4]→ 0.015881, f [3, 1, 6]→ −f [2, 4, 6] .

R4 = 0.02004 , R6 = −0.11684 , ηV = −2.9354 ,

masses2 = (0.12054, 0.076154, 0.042724,−0.014706) , ~v = (0.5719, 0.7971, 0.13641, 0.13769) .

s+5512

T10[1]→ 7.7271771858613970, T10[2]→ 2.2569215718539540, T10[3]→ −0.1443613520399306,

F1[5]→ 1, F3[1, 3, 5]→ 0.4942839801759979, F3[1, 3, 6]→ −0.2974725565593828,

F3[1, 4, 6]→ −0.0819919421531531, F3[2, 3, 5]→ 0.0065197489236415,

F3[2, 3, 6]→ −0.2445092180276900, F3[2, 4, 5]→ 0.2193161877900493,

F3[2, 4, 6]→ 0.3644682080232862,H[1, 2, 5]→ −0.4230470081250839,

H[1, 2, 6]→ −0.2646546977657695,H[3, 4, 5]→ 0.2589549673229080,

H[3, 4, 6]→ −0.7901065711295830, f [1, 4, 5]→ −0.1277833635641377,

f [1, 4, 6]→ −0.5365645111668850, f [2, 3, 5]→ −0.4614839479014394,

f [2, 4, 5]→ −0.1062270206129369, f [2, 4, 6]→ −0.0551085436402409,

f [3, 1, 5]→ −0.0119865546470415, f [3, 2, 5]→ 0.2444904911694590,

f [4, 1, 5]→ −0.0650526285279246, f [4, 1, 6]→ −0.2731570906621740,

f [6, 1, 4]→ 0.0984021196994866, f [3, 1, 6]→ −f [2, 4, 6] .

R4 = 0.059663051023583824 , R6 = −0.4094726936749863 , ηV = −2.935420188208411 ,

masses2 = (2.7155, 0.63285, 0.25637,−0.04109) , ~v = (0.46387, 0.85232, 0.19198, 0.1467) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

s+5513

T10[1]→ 10, T10[2]→ 0.77399, T10[3]→ −0.20221, F1[5]→ 0.82894, F3[1, 3, 5]→ 0.1905,

F3[1, 3, 6]→ 0.00375, F3[1, 4, 6]→ −0.0039311, F3[2, 3, 5]→ −0.46675, F3[2, 3, 6]→ −0.57687,

F3[2, 4, 5]→ 0.0022733, F3[2, 4, 6]→ 0.67087,H[1, 2, 5]→ 0.17259,H[1, 2, 6]→ −0.00071525,

H[3, 4, 5]→ 0.0026425,H[3, 4, 6]→ −0.78712, f [1, 4, 6]→ −0.19142, f [2, 3, 5]→ −0.66446,

f [2, 4, 5]→ −0.54418, f [2, 4, 6]→ 0.46713, f [3, 1, 5]→ −0.10243, f [3, 1, 6]→ 0.1473,

f [3, 2, 5]→ −0.041972, f [4, 1, 6]→ −0.17985, f [6, 1, 4]→ 0.058422 .

R4 = 0.037791 , R6 = −0.5941 , ηV = −2.9518 ,

masses2 = (2.3792, 0.59264, 0.10413,−0.027888) , ~v = (0.41291, 0.87252, 0.22255, 0.13672) .

s+5514

T10[1]→ 10, T10[2]→ −0.0885069318066244, T10[3]→ −0.7765198126057072,

F1[5]→ −0.2739820106484752, F3[1, 3, 5]→ −0.5612239678297053,

F3[1, 3, 6]→ 0.7199875113561189, F3[1, 4, 6]→ 0.0527969424771896,

F3[2, 3, 5]→ 0.6773312203822072, F3[2, 3, 6]→ −0.3132864455247597,

F3[2, 4, 6]→ 0.1780541307257305,H[1, 2, 5]→ −0.0045785440625781,

H[3, 4, 6]→ 0.2288818622936161, f [1, 4, 5]→ 0.8435712996340920,

f [1, 4, 6]→ 0.6715419200224235, f [2, 3, 5]→ −0.2892985071257778,

f [2, 4, 5]→ −0.0614203186917094, f [2, 4, 6]→ −0.8104719938914240,

f [3, 1, 5]→ 0.0162126509210115, f [3, 2, 5]→ 0.0134334990107109,

f [6, 1, 4]→ 0.4131042712391767 .

R4 = 0.022658272206244612 , R6 = −0.7577021085288538 , ηV = −1.7067392663765713 ,

masses2 = (1.9928, 0.24874, 0.02597,−0.0096679) , ~v = (0.11993, 0.95779, 0.06937, 0.25189) .
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C.1 De Sitter solutions

s+5514
′

T10[1]→ 10, T10[2]→ −0.0885069318066244, T10[3]→ −0.7765198126057072,

F1[5]→ −0.2739820106484752,H[1, 2, 5]→ −0.0045785440625781,

H[3, 4, 5]→ −0.2875146945871226,H[3, 4, 6]→ 0.2288818622936161,

F3[1, 3, 5]→ −2.7580681436956810, F3[1, 3, 6]→ 1.0980873478564690,

F3[1, 4, 5]→ −8.9169397596149600, F3[1, 4, 6]→ 3.4691323044710350,

F3[2, 3, 5]→ 1.0708724813659480, F3[2, 3, 6]→ −0.3132864455247597,

F3[2, 4, 5]→ 3.3175634705051610, F3[2, 4, 6]→ −0.8579415960403540,

f [1, 4, 6]→ 0.6715419200224235, f [2, 3, 5]→ −0.2892985071257778,

f [3, 2, 5]→ 0.0134334990107109, f [6, 1, 4]→ 0.4131042712391767,

g12 → 1.2068822060495703, g34 → −3.3068641863224433, g56 → 1.2561707236473398 .

R4 ,R6 , ηV unchanged .

s+5515

T10[1]→ 10, T10[2]→ 0.4966295777593360, T10[3]→ −0.1058505594207743,

F1[5]→ 0.1394435290122775, F3[1, 3, 6]→ 0.0034027792189916,

F3[1, 4, 6]→ −0.0003267933126085, F3[2, 3, 5]→ 0.0090828099128681,

F3[2, 3, 6]→ −1.1496878282089060, F3[2, 4, 5]→ −0.0048365319588065,

F3[2, 4, 6]→ 0.6091051220227705,H[1, 2, 6]→ −0.0001845709594129,

H[3, 4, 5]→ −0.0010888652794866, f [2, 3, 5]→ −0.6020820458095239,

f [2, 4, 5]→ −1.1306855450590460, f [3, 1, 5]→ −0.0698547712340311,

f [3, 1, 6]→ −0.1916598129974718, f [3, 2, 5]→ −0.0588533218001099,

f [4, 1, 6]→ 0.1020574931847763, f [6, 1, 4]→ 0.0153448261959478 .

R4 = 0.019443278089360194 , R6 = −0.8853409197705556 , ηV = −2.9336294934114315 ,

masses2 = (1.6415, 0.057392, 0.031507,−0.01426) , ~v = (0.60222, 0.77078, 0.17269, 0.11581) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

s+5515
′

T10[1]→ 10, T10[2]→ 0.4966295777593360, T10[3]→ −0.1058505594207743,

F1[5]→ 0.1394435290122775, F3[1, 3, 5]→ −0.0107806592596513,

F3[1, 3, 6]→ 1.3680017138866560, F3[1, 4, 5]→ 0.0259862634523308,

F3[1, 4, 6]→ −3.2923433827652360, F3[2, 3, 5]→ 0.0090828099128681,

F3[2, 3, 6]→ −1.1496878282089060, F3[2, 4, 5]→ −0.0218936788185686,

F3[2, 4, 6]→ 2.7681720095568790,H[1, 2, 6]→ −0.0001845709594129,

H[3, 4, 5]→ −0.0010888652794866, f [2, 3, 5]→ −0.6020820458095239,

f [3, 2, 5]→ −0.0588533218001099, f [4, 1, 6]→ 0.1020574931847763,

f [6, 1, 4]→ 0.0153448261959478,

g12 → 1.1869299658443528, g34 → 1.8779592464658086 .

R4 ,R6 , ηV unchanged .

s+5516

T10[1]→ 10, T10[2]→ 1.0653924581926100, T10[3]→ −0.2865487441401781,

F1[5]→ −0.3830798073971085, F3[2, 3, 5]→ 0.5088261106821323,

F3[2, 3, 6]→ 1.0453549102326770, F3[2, 4, 6]→ 0.3522836755847258, F3[1, 3, 6]→ F3[2, 4, 6],

H[1, 2, 5]→ 0.0392319041342279,H[1, 2, 6]→ −0.0939555787571918,

H[3, 4, 5]→ −0.0125416177756354,H[3, 4, 6]→ 0.2939059636978374,

f [2, 3, 5]→ −0.3584729155627473, f [2, 4, 5]→ 0.9572822432446080,

f [2, 4, 6]→ −0.5911827525101534, f [3, 1, 5]→ 0.2190447474382595,

f [3, 1, 6]→ 0.1889887396788805, f [4, 1, 5]→ 0.1145962804793664,

f [6, 1, 4]→ −0.0456860378765839, f [3, 2, 5]→ −f [4, 1, 5], f [1, 4, 5]→ −f [2, 3, 5] .

R4 = 0.0498453380802234 , R6 = −0.8996299138736688 , ηV = −2.840382369328406 ,

masses2 = (1.6235, 0.26174, 0.12567,−0.035395) , ~v = (0.48957, 0.83657, 0.20509, 0.13567) .
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C.1 De Sitter solutions

s+5517

T10[1]→ 10, T10[2]→ 1.1283773832265060, T10[3]→ −0.3209376228220143,

F1[5]→ 0.4281135811392881, F3[2, 3, 5]→ 0.7295336312279515,

F3[2, 3, 6]→ −0.9244213776567620, F3[2, 4, 6]→ 0.2952514287937376, F3[1, 3, 6]→ −F3[2, 4, 6],

H[1, 2, 5]→ −0.1097182799067921,H[1, 2, 6]→ −0.1163339858329525,

H[3, 4, 5]→ −0.0405195014515629,H[3, 4, 6]→ −0.3150079434109206,

f [2, 3, 5]→ −0.3272913073142077, f [2, 4, 5]→ −0.8339260055526270,

f [2, 4, 6]→ −0.7780888837446737, f [3, 1, 6]→ −0.2873520591201465,

f [4, 1, 5]→ −0.1208702926537678, f [6, 1, 4]→ 0.0578627940639531,

f [1, 4, 5]→ f [2, 3, 5], f [3, 2, 5]→ f [4, 1, 5] .

R4 = 0.05683770674055544 , R6 = −0.8942359209665893 , ηV = −2.8748253009196407 ,

masses2 = (1.6346, 0.33106, 0.14162,−0.04085) , ~v = (0.48741, 0.84003, 0.20034, 0.12901) .

s+5518

T10[1]→ 10, T10[2]→ 5.0453, T10[3]→ −1.7065, F1[5]→ 0.14502, F1[6]→ 1.1791,

F3[1, 3, 5]→ −0.032396, F3[1, 3, 6]→ −0.17114, F3[1, 4, 5]→ −0.22672, F3[1, 4, 6]→ 0.041315,

F3[2, 3, 5]→ 0.55732, F3[2, 3, 6]→ 0.038508, F3[2, 4, 6]→ −0.62288,H[1, 2, 5]→ 0.69483,

H[3, 4, 5]→ 0.46484,H[3, 4, 6]→ −0.82698, f [1, 3, 5]→ −0.034063, f [1, 4, 5]→ 0.012660,

f [1, 4, 6]→ 0.15053, f [2, 3, 5]→ 1.5799, f [2, 4, 5]→ 0.27154, f [3, 2, 5]→ 0.12647,

f [5, 2, 3]→ 1.2374, f [5, 2, 4]→ 0.21267, f [6, 2, 3]→ −0.15219, f [6, 2, 4]→ −0.026158 .

R4 = 0.028430 , R6 = −0.44861 , ηV = 3.7926 ,

masses2 = (4.4552, 3.6110, 0.29362, 0.026956) , ~v = (0.49697, 0.84917, 0.046867, 0.17244) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

s+5519

T10[1]→ 10, T10[2]→ 0.12358, T10[3]→ −0.39675, F1[5]→ 0.032992, F1[6]→ 0.16433,

F3[1, 3, 5]→ −0.52888, F3[1, 3, 6]→ 0.10898, F3[1, 4, 5]→ 0.29728, F3[1, 4, 6]→ −0.056703,

F3[2, 3, 5]→ 0.46336, F3[2, 3, 6]→ −0.47205, F3[2, 4, 5]→ −0.069697, F3[2, 4, 6]→ 0.87424,

H[1, 2, 5]→ 0.0018436,H[1, 2, 6]→ 0.010455,H[3, 4, 5]→ 0.15470,H[3, 4, 6]→ −0.029492,

f [1, 3, 5]→ 0.058151, f [1, 3, 6]→ 0.32171, f [1, 4, 5]→ 0.11066, f [1, 4, 6]→ 0.56519,

f [2, 3, 5]→ −0.92088, f [2, 3, 6]→ −0.059007, f [2, 4, 5]→ −0.48068, f [2, 4, 6]→ −0.41926,

f [3, 1, 5]→ 0.0050094, f [3, 1, 6]→ −0.028443, f [3, 2, 5]→ 0.011003, f [3, 2, 6]→ −0.0028411,

f [4, 1, 5]→ 0.0060442, f [4, 1, 6]→ 0.060379, f [4, 2, 5]→ −0.0063015, f [4, 2, 6]→ 0.0012974,

f [5, 1, 3]→ −0.061155, f [5, 1, 4]→ −0.026674, f [5, 2, 3]→ −0.066026, f [5, 2, 4]→ −0.028799,

f [6, 1, 3]→ 0.012278, f [6, 1, 4]→ 0.0053553, f [6, 2, 3]→ 0.013256, f [6, 2, 4]→ 0.0057819 .

R4 = 0.0031779 , R6 = −0.44861 , ηV = −0.12141 ,

masses2 = (1.7237, 0.060109, 0.0058657,−0.000096456) , ~v = (0.35911, 0.91283, 0.19064, 0.037871) .

s+5520

T10[1]→ 10, T10[2]→ −0.19097, T10[3]→ −1.1799, F1[5]→ 0.15119, F1[6]→ 0.17554,

F3[1, 3, 5]→ −0.23901, F3[1, 3, 6]→ −0.64579, F3[1, 4, 5]→ −0.017596, F3[1, 4, 6]→ 0.19754,

F3[2, 3, 5]→ −0.16767, F3[2, 3, 6]→ 0.88008, F3[2, 4, 6]→ −0.22116,H[1, 2, 5]→ −0.0097969,

f [1, 4, 6]→ 0.71835, f [2, 3, 5]→ 0.36455, f [2, 4, 5]→ 1.2126, f [3, 2, 5]→ −0.046623,

f [5, 2, 3]→ 0.15822, f [5, 2, 4]→ 0.52631, f [6, 2, 3]→ −0.13627, f [6, 2, 4]→ −0.45329 .

R4 = 0.019450 , R6 = −0.72144 , ηV = −1.3624 ,

masses2 = (2.6116, 0.37159, 0.028935,−0.0066248) , ~v = (0.10243, 0.94233, 0.030698,−0.31715) .

s+5521

T10[1]→ 10, T10[2]→ −0.13516, T10[3]→ −0.67689, F1[5]→ 0.25041, F1[6]→ −0.18033,

F3[1, 3, 5]→ −0.41712, F3[1, 3, 6]→ 0.57791, F3[1, 4, 5]→ 0.0044424, F3[1, 4, 6]→ 0.30091,

F3[2, 3, 5]→ 0.055123, F3[2, 3, 6]→ 0.87210, F3[2, 4, 6]→ 0.22542,H[1, 2, 5]→ 0.012410,

H[3, 4, 5]→ −0.14114,H[3, 4, 6]→ −0.22801, f [1, 3, 5]→ −0.37658, f [1, 4, 5]→ 0.43325,

f [1, 4, 6]→ 0.64505, f [2, 3, 5]→ −0.28801, f [2, 4, 5]→ 1.0164, f [3, 2, 5]→ 0.035108,

f [5, 2, 3]→ −0.063291, f [5, 2, 4]→ 0.22337, f [6, 2, 3]→ −0.087890, f [6, 2, 4]→ 0.31018 .

R4 = 0.023161 , R6 = −0.75279 , ηV = −1.7813 ,
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C.1 De Sitter solutions

masses2 = (1.9567, 0.28341, 0.030287,−0.010314) , ~v = (0.092869, 0.96324, 0.077710,−0.23978) .

s+5522

T10[1]→ 10, T10[2]→ 0.11698, T10[3]→ −0.25961, F1[5]→ 0.22288,

F3[1, 3, 5]→ 0.64570, F3[1, 3, 6]→ 0.16612, F3[1, 4, 6]→ 0.023090, F3[2, 3, 5]→ −0.70283,

F3[2, 3, 6]→ 0.63805, F3[2, 4, 6]→ −0.49421,H[1, 2, 5]→ −0.012009,H[3, 4, 6]→ −0.21608,

f [1, 4, 5]→ 0.18908, f [1, 4, 6]→ −0.66397, f [2, 3, 5]→ 0.48234, f [2, 4, 5]→ 0.64579,

f [2, 4, 6]→ 0.72271, f [3, 1, 5]→ 0.040164, f [3, 2, 5]→ 0.036900, f [6, 1, 4]→ −0.067815 .

R4 = 0.0028407 , R6 = −0.80087 , ηV = −1.0525 ,

masses2 = (1.6969, 0.099699, 0.0037153,−0.00074744) , ~v = (0.34472, 0.91135, 0.21299, 0.072416) .

s+5523

T10[1]→ 10, T10[2]→ 0.84108, T10[3]→ −1.7713, F1[5]→ 0.28275,

F3[1, 3, 5]→ 0.76288, F3[1, 3, 6]→ 0.34090, F3[1, 4, 6]→ 0.18689, F3[2, 3, 5]→ 0.23849,

F3[2, 3, 6]→ 0.70671, F3[2, 4, 6]→ 0.32182,H[1, 2, 5]→ 0.047753,H[3, 4, 6]→ −0.19749,

f [1, 4, 5]→ 0.15989, f [1, 4, 6]→ −1.0319, f [2, 3, 5]→ −0.35628, f [2, 4, 5]→ 0.81719,

f [2, 4, 6]→ −0.32259, f [3, 1, 5]→ 0.078001, f [3, 2, 5]→ −0.24951, f [6, 1, 4]→ −0.41774 .

R4 = 0.038665 , R6 = −0.77384 , ηV = −1.2253 ,

masses2 = (2.1222, 0.21211, 0.072030,−0.011844) , ~v = (0.59221, 0.79571, 0.10757, 0.067508) .

s+5524

T10[1]→ 10, T10[2]→ 0.19660, T10[3]→ −0.44890, F1[5]→ 0.23918,

F3[1, 3, 5]→ 0.70008, F3[1, 3, 6]→ −0.072124, F3[1, 4, 6]→ 0.044829, F3[2, 3, 5]→ 0.60939,

F3[2, 3, 6]→ 0.68494, F3[2, 4, 6]→ 0.47273,H[1, 2, 5]→ 0.019075,H[3, 4, 6]→ −0.22522,

f [1, 4, 5]→ −0.11312, f [1, 4, 6]→ −0.73817, f [2, 3, 5]→ −0.45730, f [2, 4, 5]→ 0.70098,

f [2, 4, 6]→ −0.64254, f [3, 1, 5]→ 0.054422, f [3, 2, 5]→ −0.062521, f [6, 1, 4]→ −0.10923 .

R4 = 0.0061178 , R6 = −0.79288 , ηV = −0.95955 ,

masses2 = (1.7245, 0.11797, 0.0082620,−0.0014676) , ~v = (0.38671, 0.89718, 0.19939, 0.075995) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

s+5525

T10[1]→ 10, T10[2]→ 0.28255, T10[3]→ −0.66015, F1[5]→ 0.24822,

F3[1, 3, 5]→ 0.73650, F3[1, 3, 6]→ 0.0099987, F3[1, 4, 6]→ 0.070509, F3[2, 3, 5]→ 0.52642,

F3[2, 3, 6]→ 0.71248, F3[2, 4, 6]→ 0.44686,H[1, 2, 5]→ 0.025515,H[3, 4, 6]→ −0.22535,

f [1, 4, 5]→ −0.051498, f [1, 4, 6]→ −0.80098, f [2, 3, 5]→ −0.43118, f [2, 4, 5]→ 0.74004,

f [2, 4, 6]→ −0.57251, f [3, 1, 5]→ 0.064822, f [3, 2, 5]→ −0.090691, f [6, 1, 4]→ −0.15442 .

R4 = 0.010180 , R6 = −0.78633 , ηV = −0.90691 ,

masses2 = (1.7623, 0.13189, 0.014432,−0.0023081) , ~v = (0.43152, 0.87989, 0.18312, 0.077785) .

s+5526

T10[1]→ 10, T10[2]→ 0.60749, T10[3]→ −1.3921, F1[5]→ 0.26812,

F3[1, 3, 5]→ −0.77550, F3[1, 3, 6]→ −0.23680, F3[1, 4, 6]→ −0.15385, F3[2, 3, 5]→ −0.31347,

F3[2, 3, 6]→ −0.72645, F3[2, 4, 6]→ −0.36053,H[1, 2, 5]→ 0.041294,H[3, 4, 6]→ −0.20803,

f [1, 4, 5]→ −0.10180, f [1, 4, 6]→ 0.96159, f [2, 3, 5]→ 0.36993, f [2, 4, 5]→ −0.80647,

f [2, 4, 6]→ 0.38869, f [3, 1, 5]→ −0.077154, f [3, 2, 5]→ 0.19087, f [6, 1, 4]→ 0.31938 .

R4 = 0.026903 , R6 = −0.77236 , ηV = −1.0438 ,

masses2 = (1.9625, 0.17832, 0.045753,−0.0070202) , ~v = (0.55137, 0.82094, 0.12983, 0.072063) .

s+5527

T10[1]→ 10, T10[2]→ 0.69681, T10[3]→ −1.5499, F1[5]→ −0.27379,

F3[1, 3, 5]→ 0.77212, F3[1, 3, 6]→ −0.28080, F3[1, 4, 6]→ 0.16865, F3[2, 3, 5]→ −0.27968,

F3[2, 3, 6]→ 0.71969, F3[2, 4, 6]→ −0.34410,H[1, 2, 5]→ 0.044110,H[3, 4, 6]→ 0.20379,

f [1, 4, 5]→ −0.12773, f [1, 4, 6]→ −0.99090, f [2, 3, 5]→ 0.36320, f [2, 4, 5]→ 0.81222,

f [2, 4, 6]→ 0.35892, f [3, 1, 5]→ 0.077686, f [3, 2, 5]→ 0.21447, f [6, 1, 4]→ −0.35893 .

R4 = 0.031484 , R6 = −0.77199 , ηV = −1.1172 ,

masses2 = (2.0231, 0.19153, 0.055590,−0.0087933) , ~v = (0.56984, 0.80991, 0.12007, 0.070019) .

250



C.1 De Sitter solutions

s+5528

T10[1] = 2.2601, T10[2] = 5.167, T10[3] = −0.46062, F1[5] = 1, F3[1, 3, 5] = −0.16181,

F3[1, 3, 6] = −0.0038892, F3[1, 4, 6] = 0.16022, F3[2, 3, 5] = −0.0001645, F3[2, 3, 6] = −0.1408,

F3[2, 4, 5] = −0.13582, F3[2, 4, 6] = −0.0045142,H[1, 2, 5] = 0.057659,H[1, 2, 6] = 0.84321,

H[3, 4, 5] = −0.38,H[3, 4, 6] = 0.26525, f [1, 4, 5] = −0.052068, f [1, 4, 6] = −0.68811,

f [2, 3, 5] = −0.062695, f [2, 4, 5] = 0.00011416, f [2, 4, 6] = 0.00020752, f [3, 1, 5] = −0.00002051,

f [3, 2, 5] = −0.015941, f [4, 1, 5] = −0.0099985, f [4, 1, 6] = −0.13214, f [6, 1, 4] = −0.54525,

f [3, 1, 6] = −0.00020752,
R4 = 0.070923 , R6 = −0.18693 , ηV = −3.2374 ,

masses2 = (2.6997, 0.83912, 0.17195,−0.057401) , ~v = (0.39746, 0.91322, 0.04005, 0.080317) .

s+661

I = 1: 123 , I = 2: 145 , I = 3: 256 , I = 4: 346,

T10[1] = 10, T10[2] = 8.6452, T10[3] = −0.8438, T10[4] = −0.8438,

F0 = 1.2685, F2[1, 6] = −0.053287, F2[2, 4] = 0.18526, F2[2, 5] = −0.44051,

F2[3, 4] = 0.44051, F2[3, 5] = 0.18526, F4[1, 2, 4, 6] = 0.20229, F4[1, 2, 5, 6] = 0.080552,

F4[1, 3, 4, 6] = −0.080552, F4[1, 3, 5, 6] = 0.20229,H[1, 2, 5] = −0.095031,H[1, 3, 4] = −0.095031,

H[2, 3, 6] = −0.69318,H[4, 5, 6] = −0.79175, f [1, 2, 3] = −0.48293, f [1, 4, 5] = 0.50315,

f [2, 4, 6] = −0.38643, f [2, 5, 6] = −0.15388, f [3, 4, 6] = 0.15388, f [3, 5, 6] = −0.38643,

f [4, 2, 6] = −0.37091, f [4, 3, 6] = 0.14769, f [5, 2, 6] = −0.14769, f [5, 3, 6] = −0.37091,
R4 = 0.25915 , R6 = −0.90769 , ηV = −3.617 ,

masses2 = (5.5537, 1.1135, 0.91621, 0.39899,−0.23434) , ~v = (0.21153, 0.95997, 0.13038, 0.1293, 0) .

s+66661

I = 1: 123 , I = 2: 145 , I = 3: 256 , I = 4: 346,

T10[1] = 10, T10[2] = −0.64856, T10[3] = −0.28674, T10[4] = −0.62522,

F0 = −0.5871, F2[1, 6] = 0.56149, F2[2, 4] = 0.49009, F2[3, 5] = −0.551,

H[1, 2, 5] = 0.24103,H[1, 3, 4] = 0.098649,H[2, 3, 6] = −0.25101,H[4, 5, 6] = 0.45935,

f [1, 2, 3] = 0.11063, f [1, 4, 5] = −0.71643, f [2, 1, 3] = −0.028654, f [2, 5, 6] = −0.73726,

f [3, 1, 2] = 0.10166, f [3, 4, 6] = −0.71741, f [4, 1, 5] = 0.10447, f [4, 3, 6] = 0.11384,

f [5, 1, 4] = −0.027882, f [5, 2, 6] = 0.11078, f [6, 2, 5] = −0.10152, f [6, 3, 4] = −0.027844,
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R4 = 0.0019 , R6 = −0.4338 , ηV = −18.445 ,

masses2 = (2.6542, 0.51278, 0.11832, 0.025737,−0.0087616) ,

~v = (−0.21114,−0.97063,−0.10494,−0.0044338, 0.047676) .

s+66662

I = 1: 123 , I = 2: 145 , I = 3: 256 , I = 4: 346,

T10[1] = 0.28747, T10[2] = 10, T10[3] = −0.27065, T10[4] = −0.29230,

F0 = 0.59808, F2[1, 6] = 0.72514, F2[2, 4] = 0.48711, F2[3, 5] = 0.50209,

H[1, 2, 5] = −0.026084,H[1, 3, 4] = −0.12392,H[2, 3, 6] = −0.55827,H[4, 5, 6] = −0.074278,

f [1, 2, 3] = −0.79263, f [1, 4, 5] = 0.048506, f [2, 1, 3] = 0.032869, f [2, 5, 6] = −0.032187,

f [3, 1, 2] = −0.023594, f [3, 4, 6] = 0.032142, f [4, 1, 5] = 0.023626, f [4, 3, 6] = 0.52596,

f [5, 1, 4] = −0.032823, f [5, 2, 6] = −0.52523, f [6, 2, 5] = 0.035605, f [6, 3, 4] = −0.049535,

R4 = 0.016318 , R6 = −0.54431 , ηV = −2.6435 ,

masses2 = (2.6325, 0.25768, 0.021208, 0.011834,−0.010784) ,

~v = (−0.11873,−0.95004,−0.14484,−0.23405,−0.087002) .

s+66663

I = 1: 123 , I = 2: 145 , I = 3: 256 , I = 4: 346,

T10[1] = 10, T10[2] = −0.022254, T10[3] = −0.56181, T10[4] = −0.022254,

F0 = 0.27366, F2[1, 6] = 0.15807, F2[2, 4] = −0.88473, F2[3, 5] = −0.66851,

F4[1, 2, 4, 6] = −0.040498, F4[2, 3, 4, 5] = 0.064472,H[1, 2, 5] = −0.011617,H[1, 3, 4] = −0.13984,

H[2, 3, 6] = 0.011617,H[4, 5, 6] = −0.19831, f [1, 4, 5] = −0.50423, f [2, 1, 3] = 0.25402,

f [2, 5, 6] = 0.85671, f [3, 4, 6] = −0.80274, f [5, 1, 4] = −0.23802, f [6, 3, 4] = −0.14951,

R4 = 0.0066281 , R6 = −0.64803 , ηV = −2.3772 ,

masses2 = (2.1906, 0.2362, 0.036109, 0.003449,−0.0039391) ,

~v = (−0.10262,−0.93062,−0.25695, 0,−0.23957) .
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s+66664

I = 1: 123 , I = 2: 145 , I = 3: 256 , I = 4: 346,

T10[1] = 10, T10[2] = −0.11433, T10[3] = −0.68982, T10[4] = −0.11433,

F0 = 0.68725, F2[1, 6] = −0.49234, F2[2, 4] = −0.48960, F2[3, 5] = 0.55498,

F4[1, 2, 4, 6] = 0.023125, F4[2, 3, 4, 5] = −0.024432,H[1, 2, 5] = −0.023765,H[1, 3, 4] = −0.32922,

H[2, 3, 6] = 0.023765,H[4, 5, 6] = −0.55765, f [1, 4, 5] = 0.73078, f [2, 1, 3] = 0.1262,

f [2, 5, 6] = 0.52498, f [3, 4, 6] = 0.77209, f [5, 1, 4] = 0.18561, f [6, 3, 4] = 0.17568,

R4 = 0.033794 , R6 = −0.47223 , ηV = −3.6231 ,

masses2 = (2.876, 0.62526, 0.047899, 0.017462,−0.03061) , ~v = (0.17002, 0.96611, 0.16803, 0, 0.097448) .

m+
461

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.055518, T10[2] = 0.91544, T10[3] = −0.012619, F2[1, 5] = 0.068521,

F2[1, 6] = −0.12113, F2[2, 5] = 0.029417, F2[2, 6] = −0.27374, F2[3, 5] = −0.024587,

F2[3, 6] = 0.20380, F4[1, 2, 4, 5] = −0.012313, F4[1, 2, 4, 6] = 0.0020369, F4[1, 3, 4, 5] = 0.0086934,

F4[1, 3, 4, 6] = 0.0013222,H[1, 2, 5] = 0.020813,H[1, 2, 6] = −0.040268,H[1, 3, 5] = 0.025725,

H[1, 3, 6] = −0.054176,H[2, 3, 5] = −0.030633,H[2, 3, 6] = 0.021713, f [1, 4, 5] = 0.12212,

f [1, 4, 6] = 0.022477, f [2, 4, 5] = 0.26303, f [2, 4, 6] = 0.048411, f [3, 4, 5] = −0.19690,

f [3, 4, 6] = −0.036239, f [4, 2, 5] = −0.01635, f [4, 2, 6] = −0.0030093, f [4, 3, 5] = −0.040938,

f [4, 3, 6] = −0.0075347, f [5, 2, 4] = 0.0044539, f [5, 3, 4] = 0.011152, f [6, 2, 4] = 0.0025194,

f [6, 3, 4] = 0.0063081,

R4 = 0.0025394 , R6 = −0.069048 , ηV = −3.6764 ,

masses2 = (0.23781, 0.043113, 0.0095625, 0.0042868,−0.002334) ,

~v = (−0.49298,−0.86049,−0.048158,−0.11911,−0.0044811) .
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m+
462

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.021786, T10[2] = 0.21625, T10[3] = −0.0050741, F2[1, 5] = 0.05579,

F2[2, 5] = −0.053314, F2[2, 6] = 0.036657, F2[3, 5] = −0.13111, F2[3, 6] = 0.094822,

F4[1, 2, 4, 6] = 0.0014442, F4[1, 3, 4, 5] = 0.004467, F4[1, 3, 4, 6] = 0.00090447,H[1, 2, 5] = 0.045867,

H[1, 2, 6] = −0.0071595,H[1, 3, 5] = −0.020177,H[2, 3, 5] = −0.015322,H[2, 3, 6] = −0.0021738,

f [1, 4, 5] = 0.022176, f [1, 4, 6] = 0.036871, f [2, 4, 5] = −0.031927, f [2, 4, 6] = −0.053084,

f [3, 4, 5] = −0.079393, f [3, 4, 6] = −0.132, f [4, 2, 5] = −0.013161, f [4, 2, 6] = −0.021882,

f [6, 2, 4] = 0.0076445,

R4 = 0.0010218 , R6 = −0.016884 , ηV = −3.7145 ,

masses2 = (0.05838, 0.0064771, 0.0036211, 0.0016224,−0.0009489) ,

~v = (−0.49448,−0.85989,−0.046114,−0.1178,−0.008685) .

m+
463

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.52281, T10[2] = 0.065807, T10[3] = −0.029745, F2[1, 5] = −0.078038,

F2[1, 6] = −0.033188, F2[2, 5] = −0.092832, F2[2, 6] = 0.25624, F2[3, 5] = 0.012313,

F2[3, 6] = 0.093103, F4[1, 2, 4, 5] = 0.03363, F4[1, 2, 4, 6] = 0.052371, F4[1, 3, 4, 5] = −0.046776,

F4[1, 3, 4, 6] = −0.10158,H[1, 2, 5] = 0.097704,H[1, 2, 6] = −0.010041,H[1, 3, 5] = −0.23018,

H[1, 3, 6] = −0.12995,H[2, 3, 5] = −0.036589,H[2, 3, 6] = 0.052514, f [1, 4, 5] = −0.0063799,

f [1, 4, 6] = 0.0030219, f [2, 4, 5] = −0.043334, f [2, 4, 6] = 0.020526, f [3, 4, 5] = −0.0065711,

f [3, 4, 6] = 0.0031125, f [4, 2, 5] = −0.11424, f [4, 2, 6] = 0.054112, f [4, 3, 5] = −0.070979,

f [4, 3, 6] = 0.03362, f [5, 2, 4] = 0.018851, f [5, 3, 4] = 0.011712, f [6, 2, 4] = −0.044327,

f [6, 3, 4] = −0.02754,

R4 = 0.0030452 , R6 = −0.016095 , ηV = −2.2769 ,

masses2 = (0.16326, 0.049326, 0.014903, 0.0022091,−0.0017334) ,

~v = (−0.5219,−0.81615,−0.17652,−0.16336,−0.06057) .
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m+
464

I = 1: 4 , I = 2: 123 , I = 3: 156 , I = 4: 256 , I = 5: 356,

T10[1] = 10, T10[2] = 5.5434, T10[3] = −0.28263, T10[4] = −0.34668, T10[5] = −3.0483,

F2[1, 5] = −0.0046132, F2[1, 6] = −0.86711, F2[2, 5] = −0.0071933, F2[2, 6] = 0.62328,

F2[3, 5] = 0.28752, F2[3, 6] = −0.56401, F4[1, 2, 4, 5] = 0.069428, F4[1, 2, 4, 6] = −0.073577,

F4[1, 3, 4, 5] = 0.41804, F4[1, 3, 4, 6] = −0.47935, F4[2, 3, 4, 5] = −0.23603, F4[2, 3, 4, 6] = 0.20559,

H[1, 2, 5] = −0.42143,H[1, 2, 6] = 0.16444,H[1, 3, 5] = −0.36009,H[1, 3, 6] = 0.40252,

H[2, 3, 5] = −0.68041,H[2, 3, 6] = 0.45725, f [1, 4, 5] = 0.47613, f [1, 4, 6] = 0.26763,

f [2, 4, 5] = −0.343, f [2, 4, 6] = −0.1928, f [3, 4, 5] = 0.22756, f [3, 4, 6] = 0.12791,

f [4, 1, 5] = −0.5254, f [4, 1, 6] = −0.29533, f [4, 2, 5] = −1.1177, f [4, 2, 6] = −0.62827,

f [4, 3, 5] = 0.17583, f [4, 3, 6] = 0.098834, f [5, 1, 4] = 0.35275, f [5, 2, 4] = 0.75044,

f [5, 3, 4] = −0.11805, f [6, 1, 4] = 0.17608, f [6, 2, 4] = 0.37458, f [6, 3, 4] = −0.058926,

R4 = 0.21259 , R6 = −0.76168 , ηV = −2.8266 ,

masses2 = (5.1417, 2.5653, 1.2597, 0.92638, 0.34999,−0.15023) ,

~v = (0.476, 0.87352,−0.049169, 0.04948,−0.037752,−0.064036) .

m+
465

I = 1: 4 , I = 2: 123 , I = 3: 156 , I = 4: 256 , I = 5: 356,

T10[1] = 10, T10[2] = 0.089559, T10[3] = −0.0014549, T10[4] = −0.12442, T10[5] = −0.020044,

F2[1, 5] = −0.054582, F2[1, 6] = −0.87864, F2[2, 5] = 0.18170, F2[2, 6] = −0.0428,

F2[3, 5] = −1.0043, F2[3, 6] = 0.31220, F4[1, 2, 4, 6] = −0.038841, F4[1, 3, 4, 5] = 0.0031155,

F4[1, 3, 4, 6] = −0.0062571, F4[2, 3, 4, 5] = 0.26643,H[1, 2, 5] = 0.36510,H[1, 2, 6] = 0.99268,

H[1, 3, 5] = 0.052376,H[1, 3, 6] = 0.17775,H[2, 3, 5] = −0.87116,H[2, 3, 6] = 0.10088,

f [1, 4, 5] = −0.0024863, f [1, 4, 6] = 0.032591, f [2, 4, 5] = −0.00018986, f [2, 4, 6] = 0.0024887,

f [3, 4, 5] = 0.0012693, f [3, 4, 6] = −0.016639, f [4, 1, 5] = −0.023942, f [4, 1, 6] = 0.31384,

f [4, 2, 5] = 0.00036106, f [4, 2, 6] = −0.0047329, f [4, 3, 5] = −0.00050343, f [4, 3, 6] = 0.0065991,

f [5, 1, 4] = −0.013785, f [5, 2, 4] = 0.00020788, f [5, 3, 4] = −0.00028985, f [6, 1, 4] = −0.095571,

f [6, 2, 4] = 0.0014413, f [6, 3, 4] = −0.0020096,

R4 = 0.0035366 , R6 = −0.038434 , ηV = −0.36462 ,

masses2 = (3.9077, 1.8356, 0.20839, 0.07304, 0.00126,−0.00032237) ,

255



Appendix C. Minkowski and (anti-) de Sitter solutions

~v = (−0.51698,−0.8149,−0.17672,−0.19284, 0.00063048,−0.015972) .

m+
466

I = 1: 4 , I = 2: 123 , I = 3: 156 , I = 4: 256 , I = 5: 356,

T10[1] = 10, T10[2] = −0.056703, T10[3] = −0.000039105, T10[4] = −0.17140, T10[5] = −0.89612,

F2[1, 5] = 0.17355, F2[1, 6] = −0.16826, F2[2, 5] = 0.78091, F2[2, 6] = 0.43765,

F2[3, 5] = −0.093708, F2[3, 6] = −0.016276, F4[1, 2, 4, 5] = 0.0097804, F4[1, 2, 4, 6] = −0.0010561,

F4[1, 3, 4, 5] = 0.051354, F4[1, 3, 4, 6] = −0.0055164, F4[2, 3, 4, 5] = 0.97045, F4[2, 3, 4, 6] = 0.021534,

H[1, 2, 5] = −0.038322,H[1, 2, 6] = 0.080497,H[1, 3, 5] = −0.66493,H[1, 3, 6] = 0.67871,

H[2, 3, 5] = −0.17221,H[2, 3, 6] = −0.27621, f [1, 4, 6] = 0.0028299, f [2, 4, 6] = −f [6, 2, 4],

f [3, 4, 6] = 0.00062974, f [4, 1, 6] = 1.1245, f [4, 2, 6] = −0.050407, f [4, 3, 6] = 0.0095924,

f [5, 1, 4] = 0.29524, f [5, 2, 4] = −0.013235, f [5, 3, 4] = 0.0025187, f [6, 1, 4] = −0.24375,

f [6, 2, 4] = 0.010927, f [6, 3, 4] = −0.0020793,

R4 = 0.025555 , R6 = −0.43692 , ηV = −3.0124 ,

masses2 = (3.9604, 2.0538, 0.31293, 0.080416, 0.013095,−0.019246) ,

~v = (0.39122, 0.81467,−0.25082,−0.27852,−0.1723,−0.11441) .

m+
467

I = 1: 4 , I = 2: 123 , I = 3: 156 , I = 4: 256 , I = 5: 356,

T10[1] = 10, T10[2] = 1.231, T10[4] = −0.41407, T10[5] = −0.22002,

F2[1, 5] = −0.86747, F2[1, 6] = 0.80575, F2[2, 5] = −0.33502, F2[2, 6] = −0.080621,

F2[3, 5] = 0.29941, F2[3, 6] = −0.12093, F4[1, 2, 4, 5] = −0.0059089, F4[1, 2, 4, 6] = 0.0071751,

F4[1, 3, 4, 5] = −0.0031397, F4[1, 3, 4, 6] = 0.0038126, F4[2, 3, 4, 5] = −0.63918,

F4[2, 3, 4, 6] = 0.0013336,H[1, 2, 5] = −0.16391,H[1, 2, 6] = −0.28872,H[1, 3, 6] = −0.31351,

H[2, 3, 5] = 0.88184,H[2, 3, 6] = 0.72621, f [1, 4, 6] = −0.19050, f [3, 4, 6] = 0.035408,

f [4, 1, 6] = −0.70120, f [5, 1, 4] = −0.13255, f [6, 1, 4] = 0.16096,

R4 = 0.051861 , R6 = −0.33773 , ηV = −2.0672 ,

masses2 = (4.2779, 1.3549, 0.2529, 0.2332, 0.03157,−0.026802) ,

~v = (0.52897, 0.82878, 0.12912, 0.1256,−0.023729, 0.017464) .
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m+
468

I = 1: 4 , I = 2: 123 , I = 3: 156 , I = 4: 256 , I = 5: 356,

T10[1] = 10, T10[2] = 1.1329, T10[3] = −0.047213, T10[4] = −0.36849, T10[5] = −0.34388,

F2[1, 5] = 1.16, F2[1, 6] = 0.35495, F2[2, 5] = 0.058393, F2[2, 6] = −0.10173,

F2[3, 5] = −0.20905, F2[3, 6] = −0.017627, F4[1, 3, 4, 5] = 0.047094, F4[1, 3, 4, 6] = 0.072761,

F4[2, 3, 4, 5] = 0.36756, F4[2, 3, 4, 6] = 0.56788,H[1, 2, 6] = 0.20821,H[1, 3, 5] = 0.081993,

H[1, 3, 6] = 0.047365,H[2, 3, 5] = 0.18002,H[2, 3, 6] = −1.167, f [1, 4, 5] = −0.14323,

f [1, 4, 6] = 0.092704, f [2, 4, 5] = −0.013694, f [2, 4, 6] = 0.0088635, f [3, 4, 5] = 0.02839,

f [3, 4, 6] = −0.018375, f [4, 1, 5] = −0.64444, f [4, 1, 6] = 0.41710, f [4, 2, 5] = 0.082569,

f [4, 2, 6] = −0.053442, f [5, 1, 4] = 0.24838, f [5, 2, 4] = −0.031823, f [6, 1, 4] = 0.040763,

f [6, 2, 4] = −0.0052227,

R4 = 0.058901 , R6 = −0.36229 , ηV = −2.3554 ,

masses2 = (4.5142, 1.4638, 0.12601, 0.072419, 0.019515,−0.034684) ,

~v = (−0.59793,−0.79614,−0.032498,−0.0074837, 0.076122,−0.04174) .

m+
469

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 2.3582, T10[2] = 0.48564, T10[3] = −0.14556, F2[1, 5] = −0.20255,

F2[1, 6] = −0.039083, F2[2, 5] = −0.0014989, F2[2, 6] = 0.0077682, F2[3, 5] = 0.0015074,

F2[3, 6] = −0.62275, F4[1, 2, 4, 5] = −0.16121, F4[1, 2, 4, 6] = −0.19422, F4[1, 3, 4, 5] = −0.05474,

F4[1, 3, 4, 6] = −0.059983,H[1, 2, 5] = −0.58038,H[1, 2, 6] = −0.11199,H[2, 3, 5] = −0.071827,

H[2, 3, 6] = 0.13254, f [1, 4, 5] = −0.014297, f [1, 4, 6] = 0.011866, f [3, 4, 5] = 0.11639,

f [3, 4, 6] = −0.096608, f [4, 2, 5] = −0.073867, f [4, 2, 6] = 0.061309, f [4, 3, 5] = 0.22131,

f [4, 3, 6] = −0.18369, f [5, 2, 4] = 0.0066995, f [5, 3, 4] = −0.020072, f [6, 2, 4] = −0.03472,

f [6, 3, 4] = 0.10402,

R4 = 0.01948 , R6 = −0.093534 , ηV = −2.6418 ,

masses2 = (0.73377, 0.22015, 0.084047, 0.020082,−0.012866) ,

~v = (0.5243, 0.81491, 0.16459, 0.17724, 0.050354) .
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m+
4610

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 1.0414, T10[2] = −0.024954, T10[3] = −0.18988, F2[1, 5] = −0.054017,

F2[1, 6] = 0.049286, F2[2, 5] = 0.11254, F2[2, 6] = −0.063389, F2[3, 5] = −0.20671,

F2[3, 6] = 0.064899, F4[1, 2, 4, 5] = 0.16296, F4[1, 2, 4, 6] = 0.035464, F4[1, 3, 4, 5] = −0.27918,

F4[1, 3, 4, 6] = −0.028805,H[1, 2, 5] = 0.20416,H[1, 2, 6] = 0.14499,H[1, 3, 5] = 0.18054,

H[1, 3, 6] = 0.0063486,H[2, 3, 5] = 0.049823,H[2, 3, 6] = 0.028726, f [1, 4, 5] = 0.0002223,

f [1, 4, 6] = 0.0026105, f [2, 4, 5] = −0.00084459, f [2, 4, 6] = −0.0099182, f [3, 4, 5] = 0.00090002,

f [3, 4, 6] = 0.010569, f [4, 2, 5] = 0.035286, f [4, 2, 6] = 0.41437, f [4, 3, 5] = 0.018223,

f [4, 3, 6] = 0.21399, f [5, 2, 4] = −0.17188, f [5, 3, 4] = −0.088762, f [6, 2, 4] = −0.18838,

f [6, 3, 4] = −0.097283,

R4 = 0.0020327 , R6 = −0.041506 , ηV = −1.2539 ,

masses2 = (0.47078, 0.1756, 0.042927, 0.0029872,−0.0006372) ,

~v = (−0.31927,−0.90628,−0.14898, 0.19575,−0.12736) .

m+
551

I = 1: 12 , I = 2: 34 , I = 3: 56 , I = 4: 2456 , I = 5: 2356 , I = 6: 1456 , I = 7: 1356 ,

T10[1] = 1, T10[2] = 0.40965, T10[3] = −3.1313 · 10−6, T10[4] = −0.053217, T10[5] = −0.0092735,

T10[6] = −0.00016486, T10[7] = −0.043252, F1[5] = −0.22187, F1[6] = −0.078553,

F3[1, 3, 5] = −0.15921, F3[1, 3, 6] = −0.15796, F3[1, 4, 5] = −0.20668, F3[1, 4, 6] = −0.063676,

F3[2, 3, 5] = 0.029101, F3[2, 3, 6] = 0.0063373, F3[2, 4, 5] = 0.15168, F3[2, 4, 6] = 0.18072,

H[1, 2, 5] = 0.1014,H[1, 2, 6] = −0.047922,H[3, 4, 5] = 0.16404,H[3, 4, 6] = −0.12833,

f [1, 3, 5] = −0.13246, f [1, 3, 6] = 0.2164, f [1, 4, 5] = 0.14238, f [1, 4, 6] = −0.094809,

f [2, 3, 5] = 0.14693, f [2, 3, 6] = −0.069881, f [2, 4, 5] = −0.039316, f [2, 4, 6] = −0.097488,

f [3, 1, 5] = −0.068956, f [3, 1, 6] = 0.12569, f [3, 2, 5] = −0.093779, f [3, 2, 6] = 0.056352,

f [4, 1, 5] = −0.10651, f [4, 1, 6] = 0.08305, f [4, 2, 5] = −0.042607, f [4, 2, 6] = −0.061736,

f [5, 1, 3] = −0.027059, f [5, 1, 4] = 0.008422, f [5, 2, 3] = −0.0048102, f [5, 2, 4] = −0.017341,

f [6, 1, 3] = −0.0082548, f [6, 1, 4] = −0.0090315, f [6, 2, 3] = 0.013849, f [6, 2, 4] = −0.019847,

R4 = 0.012683 , R6 = −0.095557 , ηV = −2.5435 ,

masses2 = (0.25785, 0.19856, 0.13284, 0.061518, 0.054618,−0.0080648) ,
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~v = (0.47634, 0.83174, 0.19612, 0.20396, 0.0040682, 0.034975) .

m+
552

I = 1: 12 , I = 2: 34 , I = 4: 2456 , I = 6: 1456 , I = 7: 1356 ,

T10[1] = 1, T10[2] = 0.52948, T10[4] = −0.10152, T10[6] = −0.046308, T10[7] = −0.037988,

F1[5] = 0.1755, F1[6] = 0.091816, F3[1, 3, 5] = −0.15299, F3[1, 3, 6] = −0.057731,

F3[1, 4, 5] = 0.20799, F3[1, 4, 6] = −0.046086, F3[2, 3, 5] = −0.19793, F3[2, 3, 6] = −0.15965,

F3[2, 4, 5] = 0.16758, F3[2, 4, 6] = −0.040334,H[1, 2, 5] = −0.032156,H[1, 2, 6] = 0.1053

,H[3, 4, 5] = −0.051015,H[3, 4, 6] = 0.14757, f [1, 3, 5] = −0.031329, f [1, 3, 6] = −0.17231,

f [1, 4, 5] = 0.085189, f [1, 4, 6] = −0.10795, f [2, 3, 5] = −0.00037676, f [2, 3, 6] = −0.12381,

f [2, 4, 5] = 0.18707, f [2, 4, 6] = −0.1351, f [3, 1, 5] = −0.034965, f [3, 1, 6] = −0.19981,

f [3, 2, 5] = −0.0015592, f [3, 2, 6] = 0.1123, f [4, 1, 5] = −0.046789, f [4, 1, 6] = 0.05653,

f [4, 2, 5] = 0.079254, f [4, 2, 6] = −0.05598, f [5, 1, 3] = 0.031953, f [5, 1, 4] = −0.018806,

f [5, 2, 3] = −0.011485, f [5, 2, 4] = 0.041502, f [6, 1, 3] = 0.077132, f [6, 1, 4] = 0.035947,

f [6, 2, 3] = −0.04109, f [6, 2, 4] = −0.027612,
R4 = 0.025958 , R6 = −0.12355 , ηV = −2.6059 ,

masses2 = (0.26217, 0.16278, 0.12817, 0.066834, 0.06477,−0.016911) ,
~v = (0.45995, 0.86092, 0.1783, 0.12363, 0.011867, 0.0073728) .

m+
553

I = 1: 12 , I = 2: 34 , I = 4: 2456 , I = 6: 1456 , I = 7: 1356 ,

T10[1] = 1, T10[2] = 0.39649, T10[4] = −0.13597, T10[6] = −0.0044617, T10[7] = −0.0016095,

F1[5] = 0.059917, F1[6] = 0.02568, F3[1, 3, 5] = 0.00041564, F3[1, 3, 6] = 0.00015725,

F3[1, 4, 5] = −0.037163, F3[1, 4, 6] = 0.23926, F3[2, 3, 5] = 0.10469, F3[2, 3, 6] = −0.075765,

F3[2, 4, 5] = 0.25509, F3[2, 4, 6] = −0.22331,H[1, 2, 5] = 0.018151,H[1, 2, 6] = 0.012143,

H[3, 4, 5] = −0.024397,H[3, 4, 6] = 0.02125, f [1, 3, 5] = 0.34509, f [1, 3, 6] = 0.21035,

f [1, 4, 5] = −0.0017562, f [1, 4, 6] = −0.00080959, f [2, 3, 6] = −0.27667, f [2, 4, 5] = −0.053521,

f [2, 4, 6] = 0.075134, f [3, 1, 5] = 0.055747, f [3, 1, 6] = 0.033981, f [3, 2, 6] = −0.00027177,

f [4, 1, 5] = 0.15453, f [4, 1, 6] = 0.071239, f [4, 2, 5] = 0.028637, f [4, 2, 6] = −0.040202,

f [5, 1, 3] = 0.20748, f [5, 1, 4] = 0.0034883, f [5, 2, 3] = −0.0293, f [5, 2, 4] = 0.011216,

f [6, 1, 3] = 0.17777, f [6, 1, 4] = −0.0081389, f [6, 2, 3] = 0.046644, f [6, 2, 4] = −0.018335,
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R4 = 0.020481 , R6 = −0.12722 , ηV = −2.7126 ,

masses2 = (0.43621, 0.3025, 0.07476, 0.029728, 0.017301,−0.01389) ,

~v = (0.55604, 0.81549, 0.098113, 0.096111, 0.07969, 0.024069) .

m+
554

I = 1: 12 , I = 2: 34 , I = 3: 56 , I = 4: 2456 , I = 5: 2356 , I = 6: 1456 , I = 7: 1356 ,

T10[1] = 1, T10[2] = 0.79176, T10[3] = −0.026181, T10[4] = −0.11482, T10[5] = −0.058768,

T10[6] = −0.07157, T10[7] = −0.036564, F1[5] = 0.049133, F1[6] = −0.3157,

F3[1, 3, 5] = 0.0023854, F3[1, 3, 6] = 0.13983, F3[1, 4, 5] = −0.0018503, F3[1, 4, 6] = −0.10956,

F3[2, 3, 5] = 0.0093444, F3[2, 3, 6] = 0.30172, F3[2, 4, 5] = 0.0078262, F3[2, 4, 6] = −0.024632,

H[1, 2, 5] = 0.23093,H[1, 2, 6] = −0.053949,H[3, 4, 5] = 0.21663,H[3, 4, 6] = 0.022755,

f [1, 3, 5] = −0.058367, f [1, 3, 6] = 0.011708, f [1, 4, 5] = −0.13198, f [1, 4, 6] = −0.065907,

f [2, 3, 5] = −0.042264, f [2, 3, 6] = −0.037247, f [2, 4, 5] = −0.23808, f [2, 4, 6] = −0.077091,

f [3, 1, 5] = −0.15019, f [3, 1, 6] = 0.1257, f [3, 2, 5] = 0.037172, f [3, 2, 6] = −0.099223,

f [4, 1, 5] = −0.020208, f [4, 1, 6] = −0.052354, f [4, 2, 5] = −0.097708, f [4, 2, 6] = −0.0082088,

f [5, 1, 3] = 0.015919, f [5, 1, 4] = −0.0081269, f [5, 2, 3] = −0.0099126, f [5, 2, 4] = 0.005096,

f [6, 1, 3] = −0.042985, f [6, 1, 4] = 0.022004, f [6, 2, 3] = 0.026795, f [6, 2, 4] = −0.013684,

R4 = 0.033613 , R6 = −0.11129 , ηV = −3.3574 ,

masses2 = (0.32162, 0.2238, 0.097703, 0.080953, 0.04155,−0.028213) ,

~v = (0.42536, 0.89622, 0.095324, 0.069018,−0.01847,−0.040805) .

m+
55771

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, T10[2] = −0.07936, T10[3] = 0.40065, T10[4] = −0.40663, F1[5] = 0.26286,

F1[6] = −0.053736, F3[1, 4, 5] = −0.25386, F3[2, 3, 5] = 0.044692, F3[1, 4, 6] = 0.091146,

F3[2, 3, 6] = −0.0632,H[1, 2, 5] = −0.016356,H[3, 4, 5] = 0.25937,H[1, 2, 6] = −0.041749,

H[3, 4, 6] = 0.038482, f [5, 1, 3] = 0.25208, f [5, 2, 4] = −0.17534, f [6, 1, 3] = 0.28717,

f [6, 2, 4] = 0.074302, f [1, 3, 5] = 0.2044, f [1, 3, 6] = 0.48235, f [2, 4, 5] = 0.063944,

f [2, 4, 6] = −0.05613, f [3, 1, 5] = −0.0062549, f [3, 1, 6] = −0.01476, f [4, 2, 5] = 0.0024215,

f [4, 2, 6] = −0.0021256,

R4 = 0.0019652 , R6 = −0.042929 , ηV = −4.7535 ,
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masses2 = (0.4787, 0.24925, 0.029271, 0.014598,−0.0023354) ,

~v = (0.12012,−0.95576,−0.028666, 0.25498,−0.079111) .

m+
55772

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 0.39149, T10[2] = −0.037084, T10[3] = −0.071447, T10[4] = 0.65108, F1[5] = −0.084985,

F1[6] = −0.31118, F3[1, 4, 5] = −0.0059985, F3[2, 3, 5] = −0.01598, F3[1, 4, 6] = −0.093141,

F3[2, 3, 6] = −0.032537,H[1, 2, 5] = −0.034905,H[3, 4, 5] = 0.11369,H[1, 2, 6] = 0.0038944,

H[3, 4, 6] = −0.0010591, f [5, 1, 3] = 0.073946, f [5, 2, 4] = −0.0016865, f [6, 1, 3] = 0.24134,

f [6, 2, 4] = −0.02824, f [1, 3, 5] = −0.25493, f [1, 3, 6] = 0.015225, f [2, 4, 5] = 0.15877,

f [2, 4, 6] = −0.048646, f [3, 1, 5] = 0.18839, f [3, 1, 6] = −0.011251, f [4, 2, 5] = 0.01366,

f [4, 2, 6] = −0.0041853,

R4 = 0.017441 , R6 = −0.076121 , ηV = −3.5034 ,

masses2 = (0.26179, 0.13316, 0.014967, 0.0080815,−0.015276) ,

~v = (0.37062, 0.92139,−0.027258,−0.078704,−0.082072) .

m+
55773

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 0.10391, T10[2] = 0.16488, T10[3] = −0.016864, T10[4] = −0.016864, F1[5] = −0.025133,

F1[6] = −0.16238, F3[1, 4, 5] = −0.021515, F3[2, 3, 5] = −0.01636, F3[1, 4, 6] = 0.074891,

F3[2, 3, 6] = −0.051884,H[1, 2, 5] = 0.1121,H[3, 4, 5] = 0.076829,H[1, 2, 6] = −0.069412,

H[3, 4, 6] = 0.058085, f [6, 1, 3] = −0.012982, f [6, 2, 4] = −0.012982, f [1, 3, 5] = 0.055126,

f [2, 4, 5] = 0.041919, f [3, 1, 5] = 0.050093, f [4, 2, 5] = 0.065875,

R4 = 0.0045531 , R6 = −0.011514 , ηV = −3.2722 ,

masses2 = (0.070903, 0.014266, 0.0087496, 0.0024451,−0.0037247) ,

~v = (0.4319, 0.88855, 0.1044, 0.1142, 0) .
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m+
55774

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 0.45199, T10[2] = 0.29433, T10[3] = −0.043543, T10[4] = −0.043543, F1[5] = 0.051509,

F1[6] = 0.26368, F3[1, 4, 5] = −0.030379, F3[2, 3, 5] = −0.052113, F3[1, 4, 6] = −0.072095,

F3[2, 3, 6] = 0.14403,H[1, 2, 5] = −0.13471,H[3, 4, 5] = −0.17112,H[1, 2, 6] = −0.094273,

H[3, 4, 6] = 0.12252, f [6, 1, 3] = 0.020642, f [6, 2, 4] = 0.020642, f [1, 3, 5] = −0.074879,

f [2, 4, 5] = −0.12845, f [3, 1, 5] = −0.098833, f [4, 2, 5] = −0.057615,
R4 = 0.011738 , R6 = −0.032824 , ηV = −3.1779 ,

masses2 = (0.18893, 0.041491, 0.024343, 0.006295,−0.0093255) ,

~v = (0.43789, 0.88332, 0.12479, 0.11147, 0) .

m+
55775

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = −0.064412, T10[2] = 0.4785, T10[3] = −0.007451, T10[4] = −0.007451, F1[5] = 0.15359,

F1[6] = 0.18186, F3[1, 4, 5] = 0.0023579, F3[2, 3, 5] = −0.0023524, F3[1, 4, 6] = −0.067459,

F3[2, 3, 6] = −0.063327,H[1, 2, 5] = −0.12592,H[3, 4, 5] = 0.11951,H[1, 2, 6] = 0.13358,

H[3, 4, 6] = −0.092897, f [6, 1, 3] = 0.0051214, f [6, 2, 4] = 0.0051214, f [1, 3, 5] = −0.19341,

f [2, 4, 5] = 0.19295, f [3, 1, 5] = 0.27746, f [4, 2, 5] = −0.27812,
R4 = 0.0019152 , R6 = −0.0071851 , ηV = −4.7957 ,

masses2 = (0.26356, 0.13546, 0.0012618, 0.00098383,−0.0022962) ,

~v = (0.35331, 0.93501,−0.027321, 0.013431, 0) .

m+
55776

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 0.67182, T10[2] = −0.094833, T10[3] = −0.009195, T10[4] = T10[3], F1[5] = −0.18732,

F1[6] = −0.21629, F3[1, 4, 6] = −0.069422, F3[2, 3, 6] = F3[1, 4, 6],H[1, 2, 5] = −0.14442,

H[3, 4, 5] = 0.14945,H[1, 2, 6] = 0.11761,H[3, 4, 6] = −0.15745, f [1, 3, 5] = −0.36121,

f [2, 4, 5] = −f [1, 3, 5], f [3, 1, 5] = 0.26982, f [4, 2, 5] = −f [3, 1, 5], f [6, 1, 3] = −0.0053141,

f [6, 2, 4] = f [6, 1, 3],

R4 = 0.0023552 , R6 = −0.0083805 , ηV = −4.9129 ,

masses2 = (0.45272, 0.19968, 0.0014455, 0.0012059,−0.0028928) ,

~v = (0.35065, 0.93594, 0.0020433,−0.032402, 0) .
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m+
55777

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, T10[2] = 0.96829, T10[4] = −0.28566, T10[3] = −0.13815, F1[5] = −0.30382,

F1[6] = −0.33842, F3[1, 4, 5] = 0.048987, F3[1, 4, 6] = 0.05421, F3[2, 3, 5] = −0.12112,

F3[2, 3, 6] = −0.10184,H[1, 2, 5] = −0.024807,H[1, 2, 6] = −0.3069,H[3, 4, 5] = 0.29781,

H[3, 4, 6] = −0.1961, f [1, 3, 5] = 0.049702, f [1, 3, 6] = −0.030596, f [2, 4, 5] = −0.020729,

f [2, 4, 6] = −0.034844, f [3, 1, 5] = 0.4302, f [3, 1, 6] = −0.26482, f [4, 2, 5] = −0.022984,

f [4, 2, 6] = −0.038634, f [5, 1, 3] = −0.34838, f [5, 2, 4] = −0.020232, f [6, 1, 3] = 0.20726,

f [6, 2, 4] = −0.032866,

R4 = 0.037858 , R6 = −0.064418 , ηV = −3.421 ,

masses2 = (0.62528, 0.47689, 0.057455, 0.026924,−0.032378) ,

~v = (0.39299, 0.91772, 0.03649, 0.021945,−0.039089) .

m+
55778

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, f [2, 4, 5] = 0, T10[2] = 0.38463, T10[4] = −0.075911, T10[3] = −0.070294,

F1[5] = −0.40134, F1[6] = −0.1518, F3[1, 4, 5] = 0.069139, F3[1, 4, 6] = 0.025857,

F3[2, 3, 5] = −0.050848, F3[2, 3, 6] = −0.025092,H[1, 2, 5] = −0.10906,H[1, 2, 6] = −0.1663,

H[3, 4, 5] = 0.16742,H[3, 4, 6] = −0.33927, f [1, 3, 5] = 0.030643, f [1, 3, 6] = −0.062096,

f [2, 4, 6] = 0, f [3, 1, 5] = 0.10625, f [3, 1, 6] = −0.2153, f [4, 2, 5] = −0.027693,

f [4, 2, 6] = −0.014767, f [5, 1, 3] = −0.081342, f [5, 2, 4] = −0.01845, f [6, 1, 3] = 0.15255,

f [6, 2, 4] = −0.0091045,

R4 = 0.019711 , R6 = −0.034616 , ηV = −3.5611 ,

masses2 = (0.509, 0.1253, 0.029292, 0.013056,−0.017548) ,

~v = (0.39247, 0.91709, 0.056825, 0.033463,−0.023711) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

m+
55779

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, T10[2] = 0.35086, T10[4] = −0.000037783, T10[3] = −0.090423, F1[5] = 0.17143,

F1[6] = 0.17787, F3[1, 4, 5] = 0.35651, F3[1, 4, 6] = 0.11205, F3[2, 3, 5] = −0.025709,

F3[2, 3, 6] = −0.015791,H[1, 2, 5] = −0.00038072,H[1, 2, 6] = 0.16276,H[3, 4, 5] = −0.095935,

H[3, 4, 6] = 0.15619, f [1, 3, 5] = 0.17737, f [1, 3, 6] = −0.28878, f [3, 1, 5] = 0.027193,

f [3, 1, 6] = −0.044273, f [4, 2, 5] = −0.11253, f [4, 2, 6] = −0.11655, f [5, 1, 3] = −0.014749,

f [5, 2, 4] = 0.04027, f [6, 1, 3] = 0.014241, f [6, 2, 4] = 0.024734,

R4 = 0.012244 , R6 = −0.089117 , ηV = −2.9333 ,

masses2 = (0.19582, 0.089391, 0.046288, 0.0069341,−0.0089789) ,

~v = (0.45671, 0.85731, 0.20184, 0.1253,−0.00083919) .

m+
557710

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, T10[2] = 0.22554, T10[4] = −0.0017644, T10[3] = −0.05895, F1[5] = 0.018004,

F1[6] = 0.22278, F3[1, 4, 5] = 0.13535, F3[1, 4, 6] = −0.34611, F3[2, 3, 5] = −0.003407,

F3[2, 3, 6] = 0.01705,H[1, 2, 5] = −0.093626,H[1, 2, 6] = −0.086751,H[3, 4, 5] = −0.17802,

H[3, 4, 6] = −0.035572, f [1, 3, 5] = −0.34208, f [1, 3, 6] = −0.068354, f [3, 1, 5] = −0.033679,

f [3, 1, 6] = −0.0067298, f [4, 2, 5] = 0, f [4, 2, 6] = −0.13075, f [5, 1, 3] = 0.01225,

f [5, 2, 4] = −0.0067179, f [6, 2, 4] = 0.033619,

R4 = 0.008297 , R6 = −0.082007 , ηV = −2.9003 ,

masses2 = (0.18601, 0.074824, 0.031424, 0.0045174,−0.0060158) ,

~v = (0.4472, 0.85893, 0.21089, 0.1333,−0.0034951) .
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C.1 De Sitter solutions

m+
557711

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, T10[2] = 0.22558, T10[4] = −0.03301, T10[3] = −0.047252, F1[5] = 0.07129,

F1[6] = 0.40424, F3[1, 4, 5] = −0.019431, F3[1, 4, 6] = −0.10771, F3[2, 3, 5] = 0.0026386,

F3[2, 3, 6] = 0.022276,H[1, 2, 5] = −0.060697,H[1, 2, 6] = 0.13547,H[3, 4, 5] = −0.37583,

H[3, 4, 6] = 0.044517, f [1, 3, 5] = −0.10513, f [1, 3, 6] = 0.012452, f [3, 1, 5] = −0.11979,

f [3, 1, 6] = 0.014189, f [4, 2, 6] = 0.035884, f [5, 1, 3] = 0.057879, f [5, 2, 4] = 0.0016953,

f [6, 2, 4] = 0.014312,

R4 = 0.013256 , R6 = −0.027736 , ηV = −3.4806 ,

masses2 = (0.47349, 0.044026, 0.019742, 0.0073066,−0.011535) ,

~v = (0.40291, 0.90746, 0.098306, 0.066818,−0.007421) .

m+
557712

I = 1: 12 , I = 2: 34 , I = 3: 1356 , I = 4: 2456 ,

T10[1] = 1, T10[2] = −0.020994, T10[3] = −0.44158, T10[4] = 0.35501, F1[5] = −0.28314,

F1[6] = 0.020063, F3[1, 4, 5] = −0.096704, F3[1, 4, 6] = 0.01269, F3[2, 3, 5] = −0.14117,

F3[2, 3, 6] = 0.16128,H[1, 2, 5] = 0.0073583,H[1, 2, 6] = 0.0098314,H[3, 4, 5] = 0.16407,

H[3, 4, 6] = −0.21909, f [1, 3, 5] = −0.083967, f [1, 3, 6] = 0.062978, f [2, 4, 5] = −0.28112,

f [2, 4, 6] = −0.40774, f [3, 1, 5] = 0.0024625, f [3, 1, 6] = −0.001847, f [5, 1, 3] = 0.14943,

f [5, 2, 4] = −0.21529, f [6, 1, 3] = −0.10302, f [6, 2, 4] = −0.28704, f [4, 2, 5] = −0.0028201,

f [4, 2, 6] = −0.0040902,

R4 = 0.016322 , R6 = −0.05496 , ηV = −2.8966 ,

masses2 = (0.44749, 0.25896, 0.026744, 0.010937,−0.011819) ,

~v = (0.19862, 0.96945, 0.0087219,−0.14259,−0.01742) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

m∗+
55771

I = 1: 12 , I = 2: 34 , I = 3: 1456 , I = 4: 2356 ,

T10[1] = 1, T10[2] = −0.14921, T10[3] = −0.010785, T10[4] = T10[3], , F1[5] = 0.23733,

F1[6] = 0.26419, F3[1, 3, 6] = −0.071529, F3[2, 4, 6] = −F3[1, 3, 6],H[1, 2, 5] = 0.17952,

H[1, 2, 6] = −0.15497,H[3, 4, 5] = −0.18274,H[3, 4, 6] = 0.19088, f [1, 4, 5] = 0.5109,

f [2, 3, 5] = f [1, 4, 5], f [3, 2, 5] = −0.41478, f [4, 1, 5] = f [3, 2, 5], f [6, 1, 4] = −0.0051027,

f [6, 2, 3] = f [6, 1, 4],

R4 = 0.0027482 , R6 = −0.0092648 , ηV = −5.0483 ,

masses2 = (0.93309, 0.31193, 0.00155, 0.0014002,−0.0034685) ,

~v = (0.34756, 0.93684,−0.011322,−0.037404, 0) .

C.2 Minkowski solutions

s05551

I = 1: 12 , I = 2: 34 , I = 3: 56 ,

T10[1] = 0.0053035, T10[2] = −0.036698, T10[3] = 0.23829, F3[1, 3, 5] = 0.079466,

F3[1, 3, 6] = −0.10085, F3[1, 4, 5] = 0.083997, F3[1, 4, 6] = −0.029797, F3[2, 3, 5] = 0.052531,

F3[2, 3, 6] = 0.047731, F3[2, 4, 5] = −0.069737, F3[2, 4, 6] = −0.01231, f [1, 3, 5] = 0.003039,

f [1, 3, 6] = 0.0013338, f [1, 4, 5] = 0.0048401, f [1, 4, 6] = 0.0089686, f [2, 3, 5] = −0.0020841,

f [2, 3, 6] = 0.0024116, f [2, 4, 5] = 0.00016488, f [2, 4, 6] = −0.0057166, f [3, 1, 5] = 0.030623,

f [3, 1, 6] = 0.032105, f [3, 2, 5] = 0.020769, f [3, 2, 6] = 0.0031838, f [4, 1, 5] = 0.023694,

f [4, 1, 6] = 0.032186, f [4, 2, 5] = 0.0093169, f [4, 2, 6] = 0.020989, f [5, 1, 3] = −0.073303,

f [5, 1, 4] = −0.091413, f [5, 2, 3] = −0.11303, f [5, 2, 4] = 0.045887, f [6, 1, 3] = −0.0028902,

f [6, 1, 4] = −0.07716, f [6, 2, 3] = 0.060108, f [6, 2, 4] = −0.11056,

R4 = 0 , R6 = −0.017241 ,

masses2 = (0.052928, 0.0021215, 0.00005291, 0) .
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C.2 Minkowski solutions

s05552

I = 1: 12 , I = 2: 34 , I = 3: 56 ,

T10[1] = 1, T10[2] = −0.01029, T10[3] = 0.40819, F3[1, 3, 6] = 0.25963, F3[1, 4, 6] = 0.1769,

F3[2, 3, 6] = 0.31373, F3[2, 4, 6] = −0.18935, f [1, 3, 5] = 0.25151, f [1, 4, 5] = 0.19442,

f [2, 3, 5] = 0.15194, f [2, 4, 5] = −0.64202, f [3, 1, 5] = 0.13744, f [3, 2, 5] = −0.076135,

f [4, 1, 5] = −0.19357, f [4, 2, 5] = 0.55299, f [6, 1, 3] = 0.084844, f [6, 1, 4] = −0.071486,

f [6, 2, 3] = −0.0021672, f [6, 2, 4] = 0.23605,

R4 = 0 , R6 = −0.11649 ,

masses2 = (0.83127, 0.07301, 0.068032, 0) .

s05553

I = 1: 12 , I = 2: 34 , I = 3: 56 ,

T10[1] = 1, T10[2] = 0.45016, T10[3] = 0.2758, F3[1, 3, 6] = −0.15407, F3[1, 4, 6] = 0.44154,

F3[2, 3, 6] = 0.21176, F3[2, 4, 6] = 0.15532, f [1, 3, 5] = 0.40512, f [1, 4, 5] = 0.010458,

f [2, 3, 5] = 0.12269, f [2, 4, 5] = 0.15527, f [3, 1, 5] = −0.0096352, f [3, 2, 5] = −0.24852,

f [4, 1, 5] = −0.22339, f [6, 1, 3] = −0.1286, f [6, 2, 3] = −0.10094, f [6, 2, 4] = −0.13871,

R4 = 0 , R6 = −0.14383 ,

masses2 = (0.2163, 0.098852, 0.045967, 0) .

s05554

I = 1: 12 , I = 2: 34 , I = 3: 56 ,

T10[1] = 1, T10[2] = −0.11111, T10[3] = 0.46692, F3[1, 3, 6] = −0.11301, F3[1, 4, 6] = 0.34733,

F3[2, 3, 6] = 0.30083, F3[2, 4, 6] = −0.045329, f [1, 3, 5] = 0.2766, f [1, 4, 5] = −0.17052,

f [2, 3, 5] = −0.27582, f [2, 4, 5] = −0.25716, f [3, 2, 5] = 0.21512, f [4, 1, 5] = 0.12779,

f [6, 1, 3] = −0.12305, f [6, 2, 3] = −0.14059, f [6, 2, 4] = −0.20715,

R4 = 0 , R6 = −0.11298 ,

masses2 = (0.27831, 0.077819, 0.032095, 0) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

m0
461

I = 1: 4 , I = 2: 123 , I = 3: 156 ,

T10[1] = 2.1676, T10[2] = 0.0094995, T10[3] = −1, F2[2, 5] = 0.019929, F2[2, 6] = 0.33076,

F2[3, 5] = 0.010943, F2[3, 6] = 0.099361, F4[1, 2, 4, 5] = −0.13174, F4[1, 2, 4, 6] = 0.38654,

F4[1, 3, 4, 5] = −0.049892, F4[1, 3, 4, 6] = 0.054594,H[1, 2, 5] = 0.063142,H[1, 2, 6] = 0.09965,

H[1, 3, 5] = −0.30783,H[1, 3, 6] = −0.39066, f [2, 4, 5] = −0.0037153, f [2, 4, 6] = 0.0017274,

f [3, 4, 5] = −0.00089793, f [3, 4, 6] = 0.00041749, f [4, 2, 5] = 0.087441, f [4, 2, 6] = −0.040656,

f [4, 3, 5] = −1.0193, f [4, 3, 6] = 0.47393, f [5, 2, 4] = −0.073129, f [5, 3, 4] = 0.85247,

f [6, 2, 4] = 0.040618, f [6, 3, 4] = −0.47349,

R4 = 0 , R6 = −0.015368 ,

masses2 = (3.3631, 0.45394, 0.067729, 9.1638 · 10−6, 0) .

m0
462

I = 1: 4 , I = 2: 123 , I = 3: 156 ,

T10[1] = 0.13033, T10[2] = 0.59346, T10[3] = −0.25891, F2[2, 5] = −0.11038, F2[2, 6] = −0.23729,

F2[3, 5] = −0.0057951, F2[3, 6] = −0.073035,H[1, 2, 5] = −0.11108,H[1, 2, 6] = 0.071214,

H[1, 3, 5] = 0.033558,H[1, 3, 6] = −0.086773, f [2, 4, 5] = 0.26228, f [2, 4, 6] = −0.40397,

f [3, 4, 5] = −0.30188, f [5, 2, 4] = 0.18217, f [5, 3, 4] = −0.20391, f [6, 2, 4] = −0.31933,

f [6, 3, 4] = 0.15688,

R4 = 0 , R6 = −0.023897 ,

masses2 = (0.52608, 0.077079, 0.021226, 0, 0) .

m0
4661

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.15998, T10[2] = −0.17570, T10[3] = 0.54357, F2[2, 5] = 0.23575,

F2[2, 6] = −0.058553, F2[3, 5] = −0.07524, F2[3, 6] = 0.14100,H[1, 2, 5] = 0.076732,

H[1, 2, 6] = 0.13386,H[1, 3, 5] = −0.064786,H[1, 3, 6] = 0.063202, f [2, 4, 5] = −0.05151,

f [2, 4, 6] = 0.01468, f [3, 4, 5] = 0.24009, f [3, 4, 6] = −0.11041, f [5, 2, 4] = 0.098223,

f [5, 3, 4] = 0.33923, f [6, 2, 4] = 0.14162, f [6, 3, 4] = −0.17514,

R4 = 0 , R6 = −0.026276 ,

masses2 = (0.26972, 0.074729, 0.020261, 0, 0) .
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C.2 Minkowski solutions

m0
4662

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.00089705, T10[2] = −0.12343, T10[3] = 0.67703, F2[2, 6] = −0.073204,

F2[3, 5] = 0.095626, F2[3, 6] = −0.25448,H[1, 2, 5] = −0.0019212,H[1, 2, 6] = 0.0099455,

H[1, 3, 5] = 0.0087639,H[1, 3, 6] = 0.000016316, f [2, 4, 5] = −0.11340, f [2, 4, 6] = 0.12143,

f [3, 4, 5] = 0.001685, f [3, 4, 6] = −0.10207, f [5, 2, 4] = −0.09093, f [5, 3, 4] = 0.17684,

f [6, 2, 4] = 0.33283, f [6, 3, 4] = −0.04542,

R4 = 0 , R6 = −0.039542 ,

masses2 = (0.23513, 0.03448, 0.00023868, 0, 0) .

m0
4663

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.038745, T10[2] = −0.0089326, T10[3] = 0.015046, F2[2, 6] = 0.090971,

F2[3, 5] = 0.016576, F2[3, 6] = 0.0084743,H[1, 2, 6] = 0.0093718,H[1, 3, 5] = −0.086888,

H[1, 3, 6] = −0.010563, f [2, 4, 5] = 0.0067077, f [2, 4, 6] = 0.029515, f [3, 4, 5] = 0.10123,

f [3, 4, 6] = 0.011584, f [5, 2, 4] = −0.0087884, f [5, 3, 4] = 0.10755, f [6, 2, 4] = 0.048721,

f [6, 3, 4] = 0.026565,

R4 = 0 , R6 = −0.00043667 ,

masses2 = (0.026127, 0.015642, 0.00062489, 0, 0) .

m0
4664

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.036472, T10[2] = 0.56902, T10[3] = −0.054643, F2[2, 5] = 0.18885,

F2[2, 6] = 0.11872, F2[3, 5] = −0.16477, F2[3, 6] = −0.062198,H[1, 2, 5] = 0.049683,

H[1, 2, 6] = −0.011537,H[1, 3, 5] = 0.0051745,H[1, 3, 6] = 0.068309, f [2, 4, 5] = −0.052342,

f [2, 4, 6] = 0.22423, f [3, 4, 5] = 0.14330, f [3, 4, 6] = −0.14454, f [6, 2, 4] = 0.012182,

f [6, 3, 4] = −0.072132,

R4 = 0 , R6 = −0.036741 ,

masses2 = (0.17069, 0.012707, 0.0044701, 0, 0) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

m0
4665

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.65414, T10[2] = 0.55886, T10[3] = −0.070139, F2[2, 5] = −0.31326,

F2[2, 6] = −0.19336, F2[3, 5] = 0.20421, F2[3, 6] = −0.15304,H[1, 2, 5] = −0.20324,

H[1, 2, 6] = −0.014823,H[1, 3, 5] = 0.016713,H[1, 3, 6] = −0.29836, f [2, 4, 5] = 0.043513,

f [2, 4, 6] = −0.23363, f [3, 4, 5] = −0.16787, f [3, 4, 6] = 0.11717, f [5, 3, 4] = −0.028836,

f [6, 2, 4] = −0.015351, f [6, 3, 4] = 0.086384,

R4 = 0 , R6 = −0.034908 ,

masses2 = (0.32049, 0.11059, 0.0073101, 0, 0) .

m0
4666

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.1391, T10[2] = 0.21921, T10[3] = 0.6068, F2[2, 5] = 0.17163,

F2[2, 6] = 0.030109, F2[3, 5] = 0.032577, F2[3, 6] = −0.33822,H[1, 2, 5] = −0.083254,

H[1, 2, 6] = 0.098809,H[1, 3, 5] = 0.099749,H[1, 3, 6] = 0.034276, f [2, 4, 6] = −0.048187,

f [3, 4, 5] = 0.11704, f [5, 2, 4] = −0.037857, f [5, 3, 4] = −0.023053, f [6, 2, 4] = 0.26141,

f [6, 3, 4] = 0.033041,

R4 = 0 , R6 = −0.059001 ,

masses2 = (0.21201, 0.035651, 0.013395, 0, 0) .

C.3 Anti-de Sitter solutions
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C.3 Anti-de Sitter solutions

s−551

I = 1: 12 , I = 2: 34 ,

T10[1] = 0.65385, T10[2] = 0.067793, F1[5] = 0.011227, F1[6] = −0.070069, F3[1, 3, 5] = 0.16616,

F3[1, 3, 6] = 0.17837, F3[1, 4, 5] = 0.11969, F3[1, 4, 6] = −0.2383, F3[2, 3, 5] = −0.075801,

F3[2, 3, 6] = −0.077512, F3[2, 4, 5] = −0.0060063, F3[2, 4, 6] = −0.079968,H[1, 2, 5] = 0.064459,

H[1, 2, 6] = 0.0056405,H[3, 4, 5] = 0.069322,H[3, 4, 6] = −0.17184, F5[1, 2, 3, 4, 5] = −0.008645,

F5[1, 2, 3, 4, 6] = −0.0013851, f [1, 3, 5] = −0.27755, f [1, 3, 6] = −0.0073778, f [1, 4, 5] = −0.25336,

f [1, 4, 6] = −0.039444, f [2, 3, 5] = 0.054799, f [2, 3, 6] = 0.057591, f [2, 4, 5] = 0.059283,

f [2, 4, 6] = 0.0022988, f [3, 1, 5] = 0.0028896, f [3, 1, 6] = −0.0044766, f [3, 2, 5] = 0.0019835,

f [3, 2, 6] = −0.020978, f [4, 1, 5] = 0.016741, f [4, 1, 6] = 0.0075944, f [4, 2, 5] = −0.014713,

f [4, 2, 6] = 0.020748, f [5, 1, 3] = −0.14682, f [5, 1, 4] = −0.13679, f [5, 2, 3] = 0.093115,

f [5, 2, 4] = 0.086751, f [6, 1, 3] = −0.023524, f [6, 1, 4] = −0.021917, f [6, 2, 3] = 0.014919,

f [6, 2, 4] = 0.0139,

R4 = −0.033561 , R6 = −0.0073162 , ηV = 0.7785 ,

masses2 = (0.19854, 0.060726, 0.04147,−0.0065318) .

s−552

I = 1: 12 , I = 2: 34 ,

T10[1] = 0.28653, T10[2] = 0.19465, F3[1, 3, 5] = 0.030441, F3[1, 3, 6] = −0.18245,

F3[1, 4, 5] = 0.1287, F3[1, 4, 6] = −0.047985, F3[2, 3, 5] = 0.09543, F3[2, 3, 6] = −0.049685,

F3[2, 4, 5] = 0.16944, F3[2, 4, 6] = 0.045125,H[1, 2, 5] = 0.013663,H[1, 2, 6] = −0.086069,

H[3, 4, 5] = −0.087243,H[3, 4, 6] = 0.0012479, f [1, 3, 6] = −0.15281, f [1, 4, 6] = 0.13141,

f [2, 3, 6] = −0.095775, f [2, 4, 6] = 0.082363, f [3, 1, 5] = 0.067638, f [3, 1, 6] = 0.011932,

f [3, 2, 5] = −0.10792, f [3, 2, 6] = −0.019038, f [4, 1, 5] = 0.078652, f [4, 1, 6] = 0.013875,

f [4, 2, 5] = −0.12549, f [4, 2, 6] = −0.022138, f [5, 1, 3] = −0.02027, f [5, 1, 4] = −0.061815,

f [5, 2, 3] = 0.057795, f [5, 2, 4] = 0.076739, f [6, 1, 3] = −0.09923, f [6, 1, 4] = 0.085335,

f [6, 2, 3] = 0.014035, f [6, 2, 4] = −0.012069,

R4 = −0.015208 , R6 = −0.017287 , ηV = −4 ,

masses2 = (0.070021, 0.044657, 0.027383, 0.015208) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

s−553

I = 1: 12 , I = 2: 34 ,

T10[1] = 0.39238, T10[2] = 0.5567, F3[1, 3, 5] = 0.091642, F3[1, 3, 6] = 0.19088,

F3[1, 4, 5] = −0.21033, F3[1, 4, 6] = 0.23536, F3[2, 3, 5] = −0.010403, F3[2, 3, 6] = −0.0046634,

F3[2, 4, 5] = −0.20495, F3[2, 4, 6] = −0.091878,H[1, 2, 5] = 0.0040374,H[1, 2, 6] = −0.16052,

H[3, 4, 5] = −0.10526,H[3, 4, 6] = 0.00052599, f [1, 3, 6] = 0.31796, f [1, 4, 6] = −0.016139,

f [3, 2, 5] = 0.018778, f [3, 2, 6] = 0.00052518, f [4, 2, 5] = 0.36995, f [4, 2, 6] = 0.010347,

f [5, 1, 3] = −0.0057443, f [5, 1, 4] = 0.00029156, f [5, 2, 3] = 0.08266, f [5, 2, 4] = −0.2441,

f [6, 1, 3] = 0.20538, f [6, 1, 4] = −0.010425, f [6, 2, 3] = −0.092728, f [6, 2, 4] = 0.0047066,

R4 = −0.036862 , R6 = −0.023797 , ηV = −3.8495 ,

masses2 = (0.20393, 0.11596, 0.074406, 0.035475) .

s−554

I = 1: 12 , I = 2: 34 ,

T10[1] = 0.14258, T10[2] = 0.58135, F3[1, 3, 5] = 0.075163, F3[1, 3, 6] = −0.1116,

F3[1, 4, 5] = −0.11823, F3[1, 4, 6] = −0.2689, F3[2, 4, 5] = −0.19084, F3[2, 4, 6] = 0.065352,

H[1, 2, 5] = −0.0073236,H[1, 2, 6] = −0.15603,H[3, 4, 5] = 0.0029354,H[3, 4, 6] = 0.0040146,

f [1, 3, 6] = 0.20098, f [4, 2, 5] = −0.35082, f [4, 2, 6] = 0.021637, f [5, 1, 3] = 0.0088588,

f [5, 2, 3] = −0.11714, f [5, 2, 4] = 0.18033, f [6, 1, 3] = 0.14363, f [6, 2, 3] = −0.027522,

R4 = −0.024424 , R6 = −0.023691 , ηV = −2.4901 ,

masses2 = (0.15904, 0.067206, 0.039032, 0.015205) .
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C.3 Anti-de Sitter solutions

m−
461

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 1.1971, T10[2] = 0.072312, T10[3] = −0.062975, F2[1, 5] = −0.041978,

F2[1, 6] = 0.14026, F2[2, 5] = 0.066399, F2[2, 6] = 0.21752, F2[3, 5] = 0.011368,

F2[3, 6] = −0.011895, F4[1, 2, 4, 5] = −0.11379, F4[1, 2, 4, 6] = −0.19903, F4[1, 3, 4, 5] = −0.28462,

F4[1, 3, 4, 6] = 0.28620,H[1, 2, 5] = −0.079033,H[1, 2, 6] = −0.10719,H[1, 3, 5] = −0.072608,

H[1, 3, 6] = 0.077682,H[2, 3, 5] = 0.21997,H[2, 3, 6] = −0.13693, f [1, 4, 5] = −0.042794,

f [1, 4, 6] = −0.025141, f [2, 4, 5] = −0.019349, f [2, 4, 6] = −0.011367, f [3, 4, 5] = −0.0097687,

f [3, 4, 6] = −0.005739, f [4, 2, 5] = 0.37334, f [4, 2, 6] = 0.21933, f [4, 3, 5] = 0.16584,

f [4, 3, 6] = 0.097433, f [5, 2, 4] = −0.17777, f [5, 3, 4] = −0.078969, f [6, 2, 4] = −0.053204,

f [6, 3, 4] = −0.023634,

R4 = −0.048164 , R6 = −0.02412 , ηV = 1.2531 ,

masses2 = (0.49918, 0.13392, 0.060085, 0.054407,−0.015089) .

m−
462

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.7165, T10[2] = 0.0763, T10[3] = −0.10534, F2[1, 6] = 0.24176,

F2[2, 5] = 0.037154, F2[2, 6] = −0.000011568, F2[3, 5] = −0.042859, F2[3, 6] = 0.0067886,

F4[1, 2, 4, 5] = −0.13513, F4[1, 2, 4, 6] = −0.17510, F4[1, 3, 4, 5] = −0.13777, F4[1, 3, 4, 6] = 0.16894,

H[1, 2, 5] = 0.0036697,H[1, 2, 6] = 0.004547,H[1, 3, 5] = 0.0038034,H[1, 3, 6] = −0.0037413,

H[2, 3, 5] = 0.19615,H[2, 3, 6] = 0.19189, f [1, 4, 5] = −0.045081, f [1, 4, 6] = 0.010927,

f [2, 4, 5] = −0.00053083, f [2, 4, 6] = 0.00012866, f [3, 4, 5] = −0.0010236, f [3, 4, 6] = 0.0002481,

f [4, 2, 5] = 0.27295, f [4, 2, 6] = −0.066157, f [4, 3, 5] = 0.28289, f [4, 3, 6] = −0.068567,

f [5, 2, 4] = −0.18495, f [5, 3, 4] = −0.19169,

R4 = −0.019002 , R6 = −0.012892 , ηV = 1.5483 ,

masses2 = (0.38901, 0.18817, 0.031941, 0.013066,−0.0073556) .
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Appendix C. Minkowski and (anti-) de Sitter solutions

m−
463

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 5.9022, T10[2] = 0.67951, T10[3] = −0.88782, F2[1, 5] = 0.32655,

F2[1, 6] = 0.61787, F2[2, 5] = −0.060571, F2[2, 6] = 0.032012, F2[3, 5] = 0.13077,

F2[3, 6] = −0.069114, F4[1, 2, 4, 5] = −0.30798, F4[1, 2, 4, 6] = 0.49291, F4[1, 3, 4, 5] = −0.50027,

F4[1, 3, 4, 6] = −0.44836,H[2, 3, 5] = 0.75352,H[2, 3, 6] = 0.23160, f [1, 4, 5] = −0.10747,

f [1, 4, 6] = 0.093925, f [4, 2, 5] = −0.79910, f [4, 2, 6] = 0.69839, f [4, 3, 5] = −0.37013,

f [4, 3, 6] = 0.32348, f [5, 2, 4] = 0.62420, f [5, 3, 4] = 0.28912, f [6, 2, 4] = −0.32990,

f [6, 3, 4] = −0.15280,
R4 = −0.1534 , R6 = −0.11122 , ηV = 1.5537 ,

masses2 = (3.2576, 1.5711, 0.26172, 0.109,−0.059584) .

m−
464

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.072202, T10[2] = 1.0613, T10[3] = −0.090953, F2[1, 6] = 0.35610,

F2[3, 5] = 0.075768, F4[1, 2, 4, 5] = −0.20253,H[1, 3, 5] = −0.046817,H[1, 3, 6] = 0.016544,

H[2, 3, 5] = 0.040552,H[2, 3, 6] = 0.0087218, f [1, 4, 5] = −0.42575, f [1, 4, 6] = −0.059404,

f [2, 4, 5] = 0.11424, f [2, 4, 6] = −0.21770, f [5, 1, 4] = −0.19798, f [5, 2, 4] = 0.17149,

f [6, 3, 4] = −0.042125,
R4 = −0.020509 , R6 = −0.053926 , ηV = 1.3004 ,

masses2 = (0.4783, 0.10213, 0.034824, 0.030265,−0.0066676) .

m−
465

I = 1: 4 , I = 2: 123 , I = 3: 156,

T10[1] = 0.05707, T10[2] = 1.3103, T10[3] = −0.091524, F2[1, 5] = −0.28057,

F2[1, 6] = −0.092774, F2[2, 5] = 0.26093, F2[2, 6] = 0.086279, F2[3, 5] = 0.019,

F2[3, 6] = −0.057461, F4[1, 2, 4, 5] = −0.061201, F4[1, 2, 4, 6] = 0.18509,H[1, 3, 6] = 0.043744,

f [1, 4, 6] = −0.40037, f [2, 4, 5] = −0.25405, f [2, 4, 6] = 0.20285, f [5, 1, 4] = 0.07293,

f [5, 3, 4] = −0.04517, f [6, 1, 4] = −0.22056, f [6, 3, 4] = −0.014936,
R4 = −0.019001 , R6 = −0.072802 , ηV = 1.2548 ,

masses2 = (0.4181, 0.16632, 0.043898, 0.028584,−0.0059604) .
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