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Résumé

Ce travail présente une méthodologie de test hybride complète pour évaluer l’écoulement
dans turbomachines. Axée sur la minimisation des temps de test et des exigences en
instrumentation, la méthodologie intègre de manière stratégique des mesures expérimen-
tales standard avec des simulations numériques, en utilisant des processus gaussiens.

La méthodologie réduit systématiquement à la fois les efforts d’instrumentation et
les temps de test, fournissant des métriques d’incertitude comparables aux méthodolo-
gies traditionnelles. Appliquée initialement à un compresseur axial haute pression de
référence (H25) puis à un ventilateur à ultra-haut taux de dilution (ECL5 UHBR) dans
des conditions de test aveugles, la méthodologie démontre sa robustesse, son adaptabil-
ité et des réductions significatives des points de mesure et des temps de test conduisant
à un impact direct sur les coûts des campagnes expérimentales.

Pour le compresseur axial H25, le cadre proposé se révèle capable de prédire les
champs d’écoulement, mettant en évidence le compromis entre les mesures et l’exactitude
de prédiction du flux. Les résultats du test aveugle du ventilateur ECL5 UHBR valident
l’efficacité de la méthodologie dans les évaluations aérodynamiques et démontrent des
économies de temps d’au moins une heure par condition de fonctionnement.

La conception d’expériences a priori permet une réduction d’au moins 50% des
mesures, surpassant l’échantillonnage aléatoire, et assiste efficacement dans la plan-
ification de campagnes expérimentales. L’échantillonnage adaptatif In situ surpasse
l’échantillonnage aléatoire jusqu’à 44%, démontrant une détection précise des phénomènes
d’écoulement et des applications prometteuses dans la réalisation d’exigences expéri-
mentales. La nature modulaire et adaptable de la méthodologie la positionne pour
une application étendue tant dans les environnements académiques qu’industriels, tan-
dis que son exploitation ouvre des voies pour inférer des quantités d’écoulement non
mesurées ou améliorer l’évaluation des performances.

Ce travail introduit un changement de paradigme dans la planification de campagnes
expérimentales, optimisant les budgets de mesure de manière stratégique à l’avance ou
améliorant la précision dynamiquement au cours d’une campagne, mettant en évidence
le potentiel des tendances entraînées par l’apprentissage automatique pour façonner de
nouvelles voies de recherche.

Mots-clés: Technique de Mesure Hybride, Fusion de Données, Inférence Bayésienne,
Apprentissage Automatique, Quantification de l’incertitude, Instrumentation, Turbo-
machines





Abstract

This work presents a complete hybrid testing methodology for assessing the flow in
turbomachinery components. Focused on minimizing testing times and instrumenta-
tion requirements, the methodology strategically integrates standard experimental mea-
surements with numerical simulations, specifically employing Multi-Fidelity Gaussian
Processes, Sparse Variational Gaussian Processes, and adaptive Bayesian optimization.

The methodology systematically reduces both instrumentation efforts and testing
times, providing uncertainty metrics comparable to traditional methodologies. Applied
initially to a benchmarked axial high-pressure compressor (H25) and afterwards to an
ultra-high bypass ratio fan (ECL5 UHBR) in blind test conditions, the methodology
demonstrates robustness, adaptability, and significant reductions in measurement points
and testing times leading to a direct impact in experimental campaign costs.

For the H25 axial compressor, the proposed framework proves capable of predicting
flow fields, emphasizing the trade-off between high-fidelity measurements and mean flow
prediction accuracy. The ECL5 UHBR fan blind test results validate the methodology’s
efficiency in aerodynamic assessments and demonstrates time savings of at least one
hour per operating condition.

The a priori Design of Experiments achieves at least a 50% reduction in measure-
ments, outperforming random sampling, and effectively assists in experimental cam-
paign planning. The In situ adaptive sampling outperforms random sampling by up to
44%, showcasing accurate detection of flow phenomena and promising applications in
achieving high accuracy experimental demands. The modular and adaptable nature of
the methodology positions it for broad application in both academic and industrial set-
tings, while its exploitation opens paths to infer unmeasured flow quantities or improve
performance evaluation measurements.

This work introduces a paradigm shift in experimental campaign planning, optimizing
measurement budgets strategically beforehand or enhancing accuracy dynamically dur-
ing a campaign, emphasizing the potential of machine learning-driven trends in shaping
new research paths.

Keywords: Hybrid Measurement Technique, Data Fusion, Bayesian Inference, Ma-
chine Learning, Uncertainty Quantification, Instrumentation, Turbomachinery
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ṁ Mass Flow Rate [kg/s]
N Rotational Speed
n Data size

xxiii



p Probability
q Variational distribution
s Entropy [J/K]
T Temperature [K]
X Input variable
y Observed quantity
Z Inducing points

Subscripts

· ∗ Predicted quantity
· f Kernel scaling factor variance
· high High fidelity
· HS High speed
· in Inlet
· i,j Indexes
· low Low fidelity
· m Adaptive sampling iteration
· max Maximum quantity
· min Minimum quantity
· out Outlet
· t Fidelity level
· 0 Total quantity
· y GP model variance
· z Inducing locations

Operators

· −1 Inverse operator
| · | Euclidean norm operator in C
· T Transpose operator

Acronyms

5HP 5-Hole Probe

xxiv



AR1 Auto-Regressive Linear Method
BO Bayesian Optimization
CFD Computational Fluid Dynamics
DA Data Assimilation
DNS Direct Numerical Simulations
DoE Design of Experiments
DP Design Point
ECMWF European Centre for Medium-Range Weather Fore-

casts
ELBO Evidence Lower Bound
EPE Expected Predicted Error
GP Gaussian Process
IEnKF Inverse Ensemble Kalman filter
KL Kullback-Leibler divergenc
L-BFGS-B Limited-memory Broyden-Fletcher-Goldfarb-

Shanno with Bounds
LHS Latin Hypercube Sampling
LMFA Laboratoire de Mécanique des Fluides et

d’Acoustique
LOOCV Leave-One-Out Cross-Validation
MEPE Maximize Expected Predicted Error
MF-DGP Multi-Fidelity Deep Gaussian Process
MFGP Multi-Fidelity Gaussian Process
ML Machine Learning
NARGP Non-linear Auto-Regressive multi-fidelity Gaussian

Process
NC Near-Choke Pressure Ratio Point
NN Nearest Neighbour
OP Operating Point
elsA Ensemble Logiciel de Simulation Aérodynamique
PINN Physics-Informed Neural Network
PIV Particle Image Velocimetry
POD Proper Orthogonal Decomposition
PP Maximum Pressure Ratio Point
RANS Reynolds-Averaged Navier-Stokes

xxv



RBF Radial Basis Functions
RMS Root Mean Square
SAE Safran Aircraft Engines
SGD Stochastic Gradient Descent
SVGP Sparse Variational Gaussian Process
UQ Uncertainty Quantification

xxvi



Chapter 1.

Introduction

Aircraft engine manufacturers are forced to deal with challenges arising from
the intersection of stringent government regulations and environmental concerns.

These challenges manifest in the form of emissions regulations and constraints on fuel
consumption.

In response to these challenges, the pursuit of enhanced engine performance has
emerged as a pivotal objective, defining industry leaders. This pursuit centres on the
critical goal of reducing fuel consumption, emissions, and noise. One strategy involves
the enhancement of the Brayton cycle efficiency by increasing the overall pressure ratio
at the compressor outlet, for which, a solution, is to reduce the channel core dimensions
and thus, control the tip Mach number. This reduction leads to a subsequent decrease
in compressor blade height. Another approach to tackle these issues involves increasing
the engine bypass ratio through the introduction of a large-diameter geared low-speed
fan. This enhances propulsive efficiency by reducing outlet jet velocity, resulting in
reduced noise emissions and decreased tip speeds. Figures 1.1a and 1.1b demonstrate,
respectively, the evolution of engine pressure and bypass ratios over time, showcasing
this trend. Notably, current flying engines from major manufacturers are indicated with
crosses in the figures, illustrating the ongoing efforts in this direction.

In the frame of the development of the next-generation engine concepts, that continue
the highlighted trend, a need emerges for a shift in conventional experimental testing
methodologies. Recent years have underscored the necessity for an evolution in testing
practices to align with recent literature trends. This evolution calls for new experimental
methodologies to overcome standard measurements techniques limitations.

High pressure compressors have seen a drastic reduction in blade height. Instru-
mentation intrusiveness induces an increased blockage and an inevitable variation of
the local flow field with a direct impact on the flow assessment. The instrumentation
intrusiveness becomes apparent when evaluating these machines performance.
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Figure 1.1. Evolution in engine trends over the years with crosses representing the
current flying engines. Adapted from Ballal and Zelina, 2004.

The heightened sensitivity to instrumentation extends beyond small engine compo-
nents to geared low-speed fans. A reduction in the pressure ratio generated by a fan
stage inherently affects the total temperature ratio. The assumption of constant instru-
ment accuracy results in a noticeable decline in performance measurement precision,
particularly concerning stage efficiency.

Figure 1.2 compares the ideal loading characteristic curves of two fan stages operat-
ing at different rotational speeds, high speed (HS) and low speed (LS) normalized with
respect to design conditions. Considering a standard high-speed fan, for a fixed instru-
mentation blockage, a throttling effect δϕ on the operating condition is given by δHS. If
in a state of the art low-speed fan the throttling effect δϕ is kept constant, the loading
variation δLS is clearly higher than in its predecessor (δLS > δHS), thus imposing a
larger variation of the operating point just from a instrumentation intrusiveness point
of view. Essentially, instrumentation becomes a direct source of experimental error, sig-
nificantly impacting performance characterization, especially in the characteristic maps
near the stall region.

In response to the heightened sensitivity of instrumentation, researchers have sought
innovative solutions that minimize interference. In recent years, non-intrusive optical
measurement techniques, such as Particle Image Velocimetry (PIV) and Laser Doppler
Anemometry (LDA) have gained attention. These techniques offer the advantage of
capturing data without perturbing the flow and have had considerable success in con-
trolled environments and lab-scale experiments.
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Figure 1.2. Comparison of instrumentation throttling effect on high-speed and low-
speed ideal fan stages.

Simultaneously, a dedicated effort aims to push the boundaries of instrumentation
miniaturization. Researchers are developing smaller probes to minimize interference
with flow dynamics. However, this faces limitations. The reduction of probe size comes
with inherent trade-offs, including diminished bandwidth resolution and challenges in
maintaining structural integrity.

While these approaches are areas of active research, translating them to real engine
testing environments presents significant hurdles. Non-intrusive techniques require flow
optical access and not all testing facilities possess the infrastructure to accommodate
these needs. Moreover, in a full-scale engine environment these techniques have yet
to be applied due to the harsh temperature and pressure, but also contaminants that
hinder the optical systems’ durability and accuracy, thus making them an impractical
solution within an industrial context.

The ongoing miniaturization of instrumentation probes approaches an asymptote.
Probes cannot be infinitely reduced in size without compromising their functionality
and accuracy. This constraint is particularly pronounced in harsh operating conditions
where both precision and robustness are essential. Additionally, specially in an indus-
trial context where full engine components are tested, there is an increased difficulty
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Figure 1.3. Variation of electricity prices for non-household consumers in the Eu-
ropean Union and France from 2007 to 2023 excluding taxes. Source:
Eurostat, 2023.

in instrumenting specific regions of the flow inside the machine mainly due to access
constrains.

Amidst these challenges, an additional major factor commands the industry attention
in the present day when planning experimental measurement campaigns: the escalation
of energy prices.

The recent increase in energy costs, showcased in Figure 1.3 for the European Union
and France electricity price from 2007 to 2023, adds complexity to the planning of an
experimental measurement campaign with the electricity price increasing more than
two-fold in the last two years. This increase significantly contributes to higher opera-
tional costs during testing, making testing time a critical budget factor.

With the decreasing size of the new generation compressor core or the design of
new low-speed geared ultra-high bypass ratio fans, the demand for comprehensive flow
sampling across various operating points and rotational speeds intensifies, aiming to
gain a profound understanding of flow phenomena. Testing time thus becomes a critical
budget factor, especially in an industrial context where full engine components are
tested in Megawatt powered rigs. Prolonged testing periods substantially contribute to
higher operational costs, driven by escalating energy expenses.

Both researchers and industry are compelled to decrease the test matrix, the sampled
operating points and the spatial acquisition discretization. While this addresses energy-
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related costs to some extent, it compromises the comprehensiveness of flow assessment,
potentially yielding incomplete insights.

1.1. Objectives of the work

Building upon these challenges, the main objective of this work is to propose a novel
hybrid testing methodology for the performance characterisation and flow assessment
of turbomachinery components. This methodology aims to address the limitations
posed by instrumentation while significantly reducing testing times. The proposed
methodology objectives are the following:

1. The methodology should employ a hybrid data-driven approach, which combines
experimental techniques with numerical models.

2. The experimental techniques should leverage standard instrumentation technol-
ogy and the methodology must have a low computational cost, ensuring the
methodology’s widespread practicality.

3. The methodology should include a propagated uncertainty quantification linked
to its specific application and the assessed flow quantities.

4. The methodology should possess predictive capabilities, enabling its robust appli-
cation within a design of experiments (DoE) framework that enables the design of
an experimental campaign beforehand significantly influencing the efficiency and
cost of the measurement campaign.

5. The methodology must be general, independent of specific test cases, facilities, or
flows.

By redefining how experimental campaigns are conducted, this study aims to support
advancements in aviation propulsion testing.

1.2. Thesis Outline

The contents of this thesis are divided in six chapters, including this introduction,
providing the motivation for the work, followed by its objectives.

The second chapter presents the literature review, which aims to provide the theo-
retical ground for methodology proposed.
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The third chapter introduces the methodology, presenting its workflows and dis-
cussing crucial implementation choices. Their influence on the results are also discussed.

The fourth chapter presents the results obtained for the proposed methodology ap-
plied to an axial high-pressure compressor. Starting with a description of the experi-
mental and numerical tools used, the presentation and analysis of the results. In fifth
chapter, the proposed methodology is applied to a low-speed ultra high bypass ratio
fan.

Lastly, the sixth chapter concludes this work, highlighting the implications of this
work for the field. An outlook discussion of the future work strategies to further improve
the methodology follows.
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Chapter 2.

State of the art

This chapter outlines the available literature and provides the necessary mathe-
matical foundation of an experimental data-driven hybrid approach for flow and

performance assessment. The hybrid methodology introduced later in this work is con-
textualized by examining the literature of data assimilation, uncertainty quantification,
and Gaussian process modelling.

Overview
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2.2. Data Assimilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
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2.4.3. Stochastic Variational Gaussian Process . . . . . . . . . . . . . 32
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2.1. Data-Driven Approaches in Experimental Testing

The increasing complexity of next generation turbomachinery components sets the con-
text for a need of accurate flow and performance assessment. Traditional experimental
methodologies often involve time-consuming processes and intrusive instrumentation
methods that alter the flow characteristics.

Optical techniques offer advantages such as non-intrusiveness, high resolution, and
the ability to capture transient phenomena. For instance, Yu and B. J. Liu, 2007
employed stereo-PIV to study the rotor tip-flow secondary structures in a low speed
compressor stage. Zambonini et al., 2017 utilized PIV to analyse the 3D unsteady
behaviour of a compressor corner separation, although in a linear cascade configuration.
More recently, Okada et al., 2024, conducted PIV measurements in a low-pressure
turbine cascade while testing at relevant engine conditions. However, the applicability of
these techniques within an industrial context, especially at higher Technology Readiness
Levels (TRL), remains an open question.

Several data-driven experimental approaches have emerged to deal with intrusive-
ness of the instrumentation while guaranteeing an accurate flow assessments. These
approaches leverage extensive datasets to reconstruct missing or inaccessible data such
as done by Venturi and Karniadakis, 2004, where Proper Orthogonal Decomposi-
tion (POD) is used to reconstruct ’gappy’ direct numerical simulations (DNS) snapshots
in an accurate spatio-temporal velocity fields. Their robustness analysis, assessing the
required amount of data for an accurate reconstruction, revealed that noise in the flow
assessment arises when dealing with undersampled data at around 80% of the complete
dataset. Despite the initial application to DNS data, this work was a precursor and
POD has been accurately applied to improve the reconstruction of PIV data by Raiola

et al., 2015, showing the applicability of data driven techniques in experimental fluid
mechanics.

While POD data-driven approach has its value, it also presents its challenges. A
major drawback is the need of large amounts of data, that are hard to obtain in a tur-
bomachinery industrial facility due to high experimental costs and difficult flow access.
To overcome the need for large amounts of data, some authors have relied on fusing
different data sources, for example, Bertram et al., 2021 extend the usage of data
heavy POD to fuse different data sources and support pressure taps experiments with
an extensive numerical database over a flight envelope to study the pressure distribution
in an aircraft wing.

In the field of turbomachinery, one example is the work of Lou and Key, 2021;
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Figure 2.1. Sketch of the reconstruction method of the non-uniform cincunferenmtial
pressure signal proposed by Lou and Key, 2021.

Lou, Matthews, et al., 2021, where a non-uniform circumferential pressure signal is
reconstructed from spatially undersampled data in a multistage axial compressor. This
reconstruction is sketched in Figure 2.1. Acquired pressure signals at different tangen-
tial locations along the annulus are employed in multi-wavelet approximation method
to reconstruct a full annulus pressure signal. To accurately capture the compressor’s
critical wavenumbers, an optimization algorithm determines the optimal placement of
pressure probes. The optimization function is subject to geometric constraints, which
are common in experimental test facilities using casing-mounted probes. The authors
included a minimum spacing between adjacent probes, defined as:

|∆θj,i| = |θj − θi| ≥ θmin (2.1)

where here θ is the probe’s circumferential position. Furthermore, obstructions on the
facility’s casing/test section fixtures are addressed by the following constraint:

θi∈̃
[
θ∗1,min, θ

∗
1,max

]
· · ·
[
θ∗m,min, θ

∗
m,max

]
(2.2)

where each m range corresponds to regions with obstructed access in the facility.

The authors in Lou and Key, 2021 emphasize the broader implications of their
analysis. They underline that their approach not only addresses the challenge of recon-
structing circumferentially non-uniform flow but also contributes to improving the aver-
aging and performance evaluation of the machine against standard rake area-averaging
procedures that might fail to quantify circumferential non-uniformities. Chilla et al.,
2020 initially carried out an investigation on instrumentation errors attributed to cir-
cumferential flow variations in the same multi-stage axial compressor and demonstrated
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that a baseline probe configuration with three equally spaced probes around the annulus
could result in a maximum error of 2.8 points error in compressor efficiency.

Traditionally, experimental characterization of circumferential flow variations is achieved
through circumferential traversing of probes on stator rows, necessitating complex tra-
verse mechanisms that are cumbersome to operate and incur high costs associated with
extensive testing times.

Another significant contribution that addresses the challenge of accurate averaging
while assessing flow characteristics is found in the research by Seshadri, A. Duncan,
et al., 2022. In their study, the authors propose a statistical methodology designed to
refine the process of flow averaging, specifically when working with limited rake tem-
perature measurements. They claim that the proposed averaging is more representative
than traditional rake area averaging and a reduced number of rakes is required.

This innovative methodology builds upon a data-driven Bayesian modelling previ-
ously developed by the authors in Seshadri, A. B. Duncan, et al., 2022, in which,
the authors approximate the spatial temperature flow field ’primary aerothermal fea-
tures’. This approximation is achieved using a limited number of thermocouple mea-
surements placed within rakes along the annulus within a Bayesian framework that is
explained and exploited later in this work. The modelling process involves employing
a Fourier basis to effectively capture the circumferential variation with fixed harmon-
ics. To validate their approach, the authors conduct a meticulous comparison between
their spatial reconstruction and an engine test. In the engine test, rakes are tangen-
tially traversed along the full annulus, enabling a comprehensive sensitivity analysis
encompassing different rake arrangements.

Figure 2.2 visually captures the outcome of this sensitivity analysis. It showcases
the convergence behaviour of the average temperature as the number of rakes employed
increases. It depicts various random rake arrangements for each number of rakes, il-
lustrating the impact of the rake arrangement positions on the correct evaluation of
the temperature. It becomes evident that while an increased number of rakes naturally
leads to better assessment, an optimal arrangement of even a small number of rakes
would significantly influence the quality of the evaluation achieved.

These conclusions are pertinent to the current work and underscore the critical role
that experimental setup and instrumentation play in accurately assessing the flow field’s
behaviour. The amount of data available and the location where it is obtained are
paramount for the correct application of data-driven techniques in experiments.

While data-driven experimental approaches have proved their value in accurately
assessing flow behaviour and machine performance, they simultaneously bring forth the
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Figure 2.2. Convergence of the spatial reconstruction temperature average with num-
ber of rakes used for different randomised rakes arrangements from Se-
shadri, A. B. Duncan, et al., 2022.

challenges of data availability and the balance between too much and little data.

On one hand, techniques like those proposed by Venturi and Karniadakis, 2004
demand substantial amounts of data, a requirement often met with difficulties and
high costs, especially in turbomachinery industrial settings. On the other hand, relying
solely on sparse yet strategically placed measurements, as demonstrated by Lou and
Key, 2021 and Seshadri, A. Duncan, et al., 2022, can risk compromised accuracy
and result in uncertainty propagation. The balance between data abundance and data
optimization prompts the exploration of innovative approaches that leverage both com-
prehensive and sparse data. This is where the concept of data assimilation comes into
play.

In the following section, data assimilation is introduced, contextualizing how this
approach can be employed in an hybrid measurement technique that bridges between
different data sources to improve the precision of flow and performance evaluation in
turbomachinery components while reducing the instrumentation effort and extensive
testing times.
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2.2. Data Assimilation

In the last decades, the remarkable advancements in computational power have estab-
lished computational fluid dynamics (CFD) simulations as a standard tool, enabling
researchers to gain insights into the complete flow field domain and unsteady phenom-
ena.

While the prevalence of CFD methods might lead to the assumption that certain
traditional experiments are now obsolete due to cost and sparse information, the reality
has proven otherwise. Even as CFD simulations continue to evolve, issues such as
numerical discretization and turbulence modelling remain open challenges topics in
the literature. Furthermore, modern turbulence modelling, which play a critical role in
CFD, relies heavily on high-precision experimental data to achieve accurate predictions,
with Singh et al., 2017 proposing a data driven approach to fine tune turbulence
models, or in high-fidelity DNS data, with Schmelzer et al., 2020 directly inferring
closure equations from it.

The increased availability of CFD data enables innovative data-driven approaches
that combine computational models with real-world measurements. This domain is
known as data assimilation (DA), which fundamentally involves the synergy of numeri-
cal simulations and observational data, as presented in Asch et al., 2016. In the context
of fluid mechanics, DA offers a means to seamlessly integrate experimental data with
CFD simulations.

While experimental measurements provide accuracy, they are constrained in terms
of spatial and temporal coverage. On the other hand, CFD simulations offer a com-
plete domain analysis, but still struggle with the challenge of accurately representing
complex real-world flows due to numerical instabilities, boundary condition inaccura-
cies, and turbulence modelling that lead to hard to estimate epistemic errors and high
uncertainties. Consequently, DA offers a solution to address two distinct challenges:
the potential discrepancy between CFD predictions and real-world flow states, and the
constraints imposed by limited spatial and temporal coverage in accurate experimental
data Hayase, 2015.

The first challenge to tackle the discrepancies between CFD predictions and real-flow
conditions aligns with the mathematical formulation of inverse problems. Inverse prob-
lems involve inferring parameters by leveraging available observations, thus ’inverting’
typical forward modelling approaches. In fluid mechanics, this usually translates into
improving boundary conditions, or turbulence model parameters to guide CFD simu-
lations into results consistent with observed experimental data. DA techniques such as
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ensemble methods and variational inference are usually selected to continuously adjust
parameters and improve the match between simulation and experimental observations.

Addressing the second challenge of dealing with limited spatial or temporal sampling
can be mathematically formulated as a regression problem. Regression algorithms aim
at uncovering patterns and establishing relations based on available data. In fluid
mechanics, they are often applied to develop flow fields models that interpolate or
extrapolate available finite data. This is the main challenge addressed in this work.

The following subsections explore these mathematical formulations - inverse and re-
gression problems - within the literature context of building towards data-driven ap-
proaches for enhancing experimental fluid mechanics methods.

2.2.1. Inverse Problems

Inverse problems form a fundamental mathematical framework that establishes a link
between different data sources, such as computational fluid dynamics (CFD) predictions
and real-world flow states, through DA. The concept of an inverse problem is to retrieve
missing information through a model whose input parameters are defined based of a
limited number of observations.

Mathematically, this concept materializes in finding the appropriate parameters θ

given a vector of observed data y, as expressed by the equation:

y = G(θ) + η (2.3)

in this formulation, the function G represents the forward mapping of the unknown
input parameters θ through a simulation model, and η is the noise inherent in the
observation of y.

The inverse problems framework has found extensive use in the field of weather
forecasting. In this context, DA enables meteorologists to merge real-time observations
with predictive models, allowing for more accurate weather forecasts and aiding in the
understanding of complex atmospheric dynamics. This is performed with experimental
data from satellite information or ground measurements that continuously are acquired
and used to improve weather forecasting models. This is done, for instance, by the
European Centre for Medium-Range Weather Forecasts (ECMWF) which applies DA
to improve weather predictions. Figure 2.3 illustrates an example where DA is used
over a specific time window to improve a model forecast of a single quantity x. Based
on the available observations and model, the initial model state is modified to achieve
an improved model that provides a better match to experimental observations and a
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Figure 2.3. Schematic of weather forecast through DA adapted from ECMWF, 2017.
The previous model in blue is compared to sparse observations over a set
time window. The model initial state is modified through the solution of
an inverse problem. The model in red shows the more accurate forecast
based on DA.

more accurate weather prediction ECMWF, 2017.
The inverse problems literature usually divides in two approaches: variational meth-

ods and ensemble methods, or an hybrid of the two. All the methods leverage Bayesian
statistics, a fundamental statistical theory that will be later described in detail. Ban-

nister, 2017; Law and Stuart, 2012 provide a good review into these methods and
their context in the literature, while Vetra-Carvalho et al., 2018 give a coherent
mathematical description of the different methods and provide important implementa-
tion guidelines and approaches to enforce regularization of ill-posed problems.

Variational DA tackles the inverse problem as an optimization problem, aiming to
minimize a cost function. It constantly updates the model by seeking to minimize the
difference between observed data and model predictions by iteratively adjusting input
parameters.

One example of variational DA to fundamental fluid mechanics can be found in the
work of Foures et al., 2014. They use variational DA to assimilate Reynolds-averaged
Navier-Stokes (RANS), with the Reynolds stresses chosen as the assimilation parameter.
Their algorithm was able to find the optimal forcing and reconstruct the full mean flow
field around a cylinder at a Reynolds number of 150 to match DNS data.
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Symon et al., 2017 later proved the approach viable for a high Reynolds number
with time-averaged PIV experimental data over an airfoil, thus obtaining a mean-flow
that is not limited by the PIV field of view and low spatial discretization. To achieve
it, the original framework was modified, with a smoothing process being added to
it for regularization in all domain points. Regularization involves the introduction
of additional information or constraints into the problem formulation, which aids in
stabilizing the solution process. This additional information can come in various forms,
such as prior knowledge about the parameters or assumptions about the smoothness of
the solution.

Ensemble DA methods are based on the ensemble Kalman filter made popular by
Evensen, 2010. Its essence lies in the creation of an ensemble of potential parameter
sets, spanning the parameter space. Each ensemble member serves as a representative
model. These methods function iteratively, driven by the information available from
measurements. The refined parameters enable statistical computations that take into
account the uncertainties present in the available data. This ensemble-based approach
not only provides insight into the unknown parameters but also offers a probabilistic
distribution perspective.

In the context of urban flows, Sousa, García-Sánchez, et al., 2018; Sousa and
Gorlé, 2019 employ a DA ensemble method, the inverse ensemble Kalman filter
(IEnKF) Iglesias et al., 2013, to address the complexity and variability of the in-
let atmospheric boundary layer in the predictive accuracy of CFD models. The IEnKF
is used to assimilate data from optimally deployed anemometers within the campus
of the university of Standford campus to correctly estimate the inflow boundary con-
ditions for RANS simulations. By integrating the IEnKF, they significantly enhance
the accuracy of RANS predictions, surpassing traditional methods that rely on weather
station data for boundary condition definition.

The significance of this application to the present work is the fact that the accuracy
and reliability of the predictions are influenced by the number and location of sensors
used for assimilation. Figure 2.4 illustrates the impact of adding more assimilation
sensors to an initial single sensor with artificially added high noise on CFD prediction
error. As the number of sensors grows, the overall prediction error decreases, effectively
compensating for the single sensor high noise, specially in flow regions where the sensors
are deployed. This finding aligns with the aim of streamlining instrumentation and
reducing the number of measurements while ensuring robust predictions.

A parallel example of ensemble DA’s potential is evident in the field of turbomachin-
ery, as demonstrated by Cruz et al., 2021. This work focuses on inferring boundary
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Figure 2.4. Variation of the CFD velocity field prediction error when increasing the
number of experimental sensors used in the DA method from Sousa,
García-Sánchez, et al., 2018.

conditions for CFD RANS simulations of an axial compressor. This includes operating
parameters such as inlet total pressure, inlet total temperature, and mass flow. The
flexibility of the ensemble DA algorithm allows to extract additional information, such
as inter-row pressure, which was not part of the assimilation data.

Figure 2.5 adapted from Cruz et al., 2021 showcases their approach. The diagram il-
lustrates the axial compressor’s measurement planes. Plane 0 represents the compressor
inlet, where initial boundary conditions are set. Plane 2 corresponds to the compressor
inter-row, where no experimental data were assimilated. Plane 4 is the location with
available measurements. The initial CFD scatter space is depicted by the green bar,
serving as a basis for algorithm regularization. In the diagram, experimental obser-
vations at plane 4 are shown in blue. The inference mean update and its associated
uncertainty are depicted in red. At plane 4, the DA method aligns with the experimen-
tal observation. At plane 2, a validation experimental measurement (not used in the
DA method) falls within the scope of the DA estimation.

These examples collectively underscore the potential of DA techniques in bridging the
gap between numerical simulations and real-world observations within the complexities
of various flow scenarios. The ability to integrate multiple data sources effectively allows
for improved accuracy, enabling applications across diverse fields.

However, while inverse problems provide a valuable framework for reconciling compu-
tational predictions with observed data, they primarily focus on refining the simulation
model to align with real-world observations. In doing so, they may not inherently ad-
dress the second challenge, the limited spatial and temporal coverage in experimental
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data. This second challenge is precisely what the methodology proposed in this work
aims to tackle using an hybrid data-driven approach. By transitioning from inverse
problems to regression problems, attention is shifted to harness the power of regression-
based data fusion algorithms, to merge information from different data sources and de-
velop multi-fidelity models capable of interpolating and extrapolating finite data points.
This approach is instrumental in enhancing experimental fluid mechanics methods while
simultaneously reducing the reliance on extensive instrumentation and minimizing test-
ing time.

Figure 2.5. Adapted from Cruz et al., 2021. Pressure ratio across different measure-
ment planes. DA method matches the experimental observation at the
assimilation plane. DA accurately estimates the validation experimental
measurement at a different plane where the DA process was not directly
influenced by the data.

2.2.2. Regression Problems

Addressing the second challenge of dealing with limited spatial and temporal coverage
in experimental data means shifting from inverse problems to regression problems. This
challenge is the focus of the present work, which aims to develop a hybrid data-driven
methodology to tackle heavy instrumentation use and extensive testing times.
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Figure 2.6. Normalized Google search trends evolution over time for the keywords
’machine learning’ and ’data driven’. Both keywords follow a similar
trend.

Mathematically, a regression problem involves uncovering patterns, relationships, or
trends within a dataset. The primary objective of a regression model is to establish a
functional mapping between input variables and output variables, enabling the predic-
tion of response values for new or unobserved input data. The general formulation of a
regression problem can be expressed as follows:

y = f(X) + η (2.4)

where y represents the vector of observed output variables with a random error or
noise associated η. X is the matrix of input variables and f(X) denotes the underlying
regression function that maps inputs to outputs.

In the context of this work, the available experimental flow field measurements y at
measurement locations X are used to build a regression model f(X), enabling the esti-
mation of unmeasured flow field data points y∗ at locations where probe measurements
are unavailable X∗.

The choice of regression model f(X) depends on the nature of the data, the relation-
ships between variables, and previous knowledge of the dataset. Techniques range from
simple linear regression to more complex methods like polynomial regression.

Recent advancements in machine learning (ML) have brought forth advanced re-
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gression techniques capable of handling complex data. This is supported by Figure
2.6, which presents the normalized evolution of Google search trends for the keywords
"machine learning" and "data-driven" over time. Both keywords follow a similar search
trend, highlighting their correlation. The literature trends are clearly noticeable. Start-
ing in February 2016, there has been a continuous increase in interest in machine learn-
ing that remains high to the present day.

Algorithms such as support vector regression, neural networks, and Gaussian pro-
cesses offer the capacity to capture intricate relationships beyond the capabilities of
traditional regression methods.

The surge of ML in fluid mechanics has not gone unnoticed, and recently, Brunton

et al., 2020 reviewed the opportunities of ML methods in the field. One of the points
highlighted is how common fluid mechanics tasks, such as reduced-order modelling,
shape optimization, or flow control, can be posed as regression problems, with Pino

et al., 2023 comparing different ML methods for active flow control. In parallel, one of
the questions left open is how to hybridize data-driven approaches with flow physics.

Addressing this challenge, Karniadakis et al., 2021 review physics-informed ML
methods and explore the field of physics-informed neural networks (PINNs). PINNs
combine neural networks with underlying physical principles by integrating data with
partial differential equations in a loss function that is then minimized by the neural
network, similar to how residuals are minimized in CFD simulations.

An interesting example is the work of Cai et al., 2021. The test case involves a 3D
flow over an espresso cup measured with tomographic Schlieren imaging. They propose
a PINN to leverage this data and exploit physics to predict the velocity and pressure
fields from the measured temperature field. The results are shown in Figure 2.7. The
reconstructed velocity and pressure fields were validated against an independent PIV
experiment, and 2D plane cuts show an agreement of flow patterns.

While neural networks and other classic ML methods are good choices for building
regression models f(X), they often require a substantial amount of data to be effec-
tive. This poses a challenge in experimental fluid mechanics, where acquiring extensive
datasets can be particularly demanding. Collecting high-quality data in complex flow
scenarios can be costly, time-consuming, and sometimes impractical, especially when
attempting to minimize instrumentation efforts and testing times, as discussed previ-
ously.

In addition, in alignment with the objectives outlined for this work, it is essential to
emphasize the fundamental importance of quantifying uncertainty. Traditional regres-
sion techniques and even many ML methods may struggle to provide robust estimations
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Figure 2.7. Measured temperature field data from tomographic Schlieren integrated
with a PINN to exploit physics, inferring velocity and pressure fields.
Adapted from Cai et al., 2021; Karniadakis et al., 2021.

of uncertainty.

To address these challenges, attention shifts to Bayesian methods, specifically Gaus-
sian processes (GPs). GPs can be effectively used in a regression formulation even with
limited available data, giving a robust uncertainty quantification (UQ) due to their
probabilistic nature within the Bayesian inference framework. In the following section,
the Bayesian inference framework will be explored before delving into the utilization of
GPs in developing the hybrid multi-fidelity experimental methodology.

2.3. Bayesian Inference: Tackling Uncertainty

Motivated by the need of robust UQ and given the primary objective of this work, of
developing a hybrid multi-fidelity experimental methodology that deals with limited
data availability, Bayesian inference theory becomes a fundamental tool.

Bayesian inference offers a probabilistic mathematical framework for UQ, treating
both model parameters and predictions as probability distributions rather than fixed
real numbers, thus allowing a rigorous uncertainty propagation, a key point when deal-
ing with experimental data. It is generally introduced here through the Bayes theorem:
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p(θ|D) =
p(D|θ)p(θ)

p(D)
(2.5)

where θ is a generic vector of quantities of interest, defined below depending on the ap-
plication, and D is the observed data used for the analysis. p(θ) is the prior probability
distribution and represents the assumptions on θ before taking into account the data.
The conditional probability p(D|θ) is called the likelihood function and it expresses how
probable the data is given the possible values of θ. In practical terms, it will compare
the observed data D with a non-linear model prediction that depends on θ. The term
p(D) is a normalization constant that can usually be dropped in practical applications
since it does not depend on θ and equation 2.5 becomes:

p(θ|D) ∝ p(D|θ)p(θ) (2.6)

Hence, through the computation of the posterior probability distribution p(θ|D), the
Bayesian framework allows inferences to be made about uncertain quantities of interest
θ based of observed data D. Bayesian inference is analogous to the research methodol-
ogy Wikle and Berliner, 2007. To prior research, one adds observations/experiments
and infers new conclusions.

Figure 2.8 illustrates a schematic of the Bayes theorem, represented in equation 2.5, to
infer the posterior distribution of a single variable θ. An initial belief of the probability
distribution of θ is depicted in blue. It has a large standard deviation representing the
high uncertainty associated with the variable. A likelihood function p(D|θ), in green,
expresses the joint probability of the observed data D given the prior distribution of
θ, i.e. as a measure of how well a model, based on θ, explains the observed data.
The Bayesian update estimates the posterior probability distribution p(θ|D), in red.
The inferred distribution, unlike the original prior, shows a smaller standard deviation
and a shifted mean, proving a more accurate estimation of θ based on a foundational
statistical theorem.

In the previous sections, various works were mentioned where Bayesian inference
works as the core foundational theory. In the context of DA inverse problems 2.2.1, a
direct parallel can be drawn between equation 2.3 and 2.6. The input parameters θ

are given a prior probability distribution, which is then updated based on experimental
observations (new data with associated uncertainty η), and a posterior distribution is
computed through the DA algorithm.

Selecting an appropriate prior probability distribution is an important step in the
Bayesian process, since it allows for the addition of physical knowledge to the model.
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Figure 2.8. Schematic example of Bayesian inference. Bayesian inference refines the
initial belief (prior distribution in blue) about a variable (θ) when new
observed data (D) is considered. The updated belief (posterior distribu-
tion in red) provides a more accurate estimate of the variable.

For example, if the input parameter represents a temperature value, it can be assumed
that the value will always be higher than 0 K. Additionally, having an ’informed’ prior,
characterized by physically constrained prior distributions, serves as a form of regular-
ization, particularly in ill-posed problems Zhang et al., 2020.

In the context of regression, Bayes theorem is often used in Bayesian liner regression.
Here, the regression model f(X) in equation 2.4 is a linear combination of weights and
observations. By assigning specific prior probability distributions to these weights, the
posterior distribution is analytical tractable and uncertainty can be directly propagated
when making predictions. A mathematical overview of Bayesian based methods is given
by Bishop, 2006.

Bayesian statistics can also be extended to non-linear machine learning methods, such
as neural networks, giving rise to Bayesian neural networks, introduced by Blundell et
al., 2015. Similar to the case of Bayesian linear regression, probability distributions are
assigned to the network’s weights and biases, enabling the propagation of uncertainty
in predictions. It is worth noting that this approach, while robust, often comes with a
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significantly higher computational cost compared to standard neural networks, which
are already computationally intensive due to the large volume of data they require.

Another Bayesian approach to regression problems is Gaussian process regression
(GPR). GPR leverages GPs, incorporating probabilistic distributions directly into the
regression model f(X). While GPR can be computationally expensive, it excels when
dealing with limited data, offsetting the higher computational cost.

In the context of this work, GPs have been chosen as the Bayesian algorithm for
the hybrid multi-fidelity experimental methodology. This choice is motivated by the
alignment of ML regression trends with the robust statistical framework for UQ. The
following section provides an introduction to GPs modelling, starting with the funda-
mental approach and leading to the multi-fidelity modelling approach adopted in this
work.

2.4. Gaussian Process Modelling

Before introducing the multi-fidelity Gaussian Process (MFGP) approach that is pro-
posed for the hybrid experimental methodology of this work, it is necessary to take a
step back and introduce a general overview GPs.

GPs are a non-parametric method that constructs “Gaussian distributions over func-
tions” Rasmussen and Williams, 2005 rather than in a fixed number parameters.
This unique characteristic makes GPs a powerful probabilistic tool, especially for regres-
sion problems, as formulated in equation 2.4, predict unknown data y∗ from observed
data y, which includes some level of measurement error or uncertainty.

Fundamentally, GPs leverage the special properties of Gaussian distributions to ex-
tend joint multivariate Gaussian distributions to an infinite number of points. This
extension allows to model a continuous function f(x) over the input domain x. To
understand how GPs construct distributions over functions, and assuming a basic sta-
tistical knowledge, the basics of multivariate Gaussian distributions are introduced.

A multivariate Gaussian distribution, also known as a multivariate normal distribu-
tion, is a probability distribution that describes the joint distribution of multiple ran-
dom variables, which are themselves Gaussian distributed. In a multivariate context,
a Gaussian distribution is fully defined by a mean vector, denoted µ, and a covariance
matrix, here initially denoted as Σ.

In mathematical terms, given a dataset matrix X = [x1,x2, . . . ,xn] ∈ Rk×n a multi-
variate Gaussian distribution of a k-dimensional random vector x = [x1, x2, . . . , xk]

T is
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represented as:
x ∼ N (µ,Σ) (2.7)

where µ is a k-dimensional vector containing the means of the individual random vari-
ables and Σ is a matrix (k×k size) that specifies how these variables are correlated. The
covariance matrix captures both the variances (diagonal elements) and the covariances
(off-diagonal elements) between variables.

With a known mean and a positive definite covariance, the probability density func-
tion of the multivariate Gaussian distribution is given by:

p(x | µ,Σ) =
1√

(2π)k|Σ|
exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
(2.8)

Gaussian distributions have some fundamental properties that allow for GPs to an-
alytically solve Bayes theorem 2.6.

One of the most important properties is that Gaussian distributions maintain their
Gaussian nature when subjected to affine transformations. Mathematically, if x follows
a Gaussian distribution N (µ,Σ), then applying an affine transformation Lx + b to x

results in another Gaussian distribution:

Lx+ b ∼ N (Lµ+ b,LΣLT ) (2.9)

The other two relevant Gaussian properties for GPs are marginalization and condi-
tioning operations.

A marginal distribution represents the probability distribution of a subset of the ran-
dom variables while marginalizing (’referencing’) the original joint distribution. Given
a joint Gaussian distribution over variables x = [x1,x2], the marginal distribution of
x1 can be obtained as follows:

p(x1) =

∫
p(x1,x2)dx2 ∼ N (µ1,Σ11) (2.10)

Figure 2.9 shows the pdf of the joint 2-dimensional Gaussian distribution and the
marginal distributions, p(x1) and p(x2) that are obtained with the marginalization
property of equation 2.10.

Similarly, conditioning on observed data x1 to update our beliefs about the remaining
variables x2, yielding a conditional distribution that is directly comparable to the Bayes
theorem in equation 2.5:

p(x2|x1) =
p(x1|x2)p(x2)

p(x1)
(2.11)
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The formulation with just Gaussian distributions allows the posterior to be analytically
tractable as it will be presented below.

These properties enable GPs to make predictions and infer uncertainty from limited
observed data. When some sparse data is available x1, what is the expectation about
other unseen data x2, assuming that they come from the same joint distribution.

With the foundation and notation of multivariate Gaussian distributions established,
the focus is now on the application of these principles in Gaussian Processes for function
modelling.

Figure 2.9. 2-dimensional multivariate Gaussian distribution. The joint probability
distribution p(x1,x2) is denoted at the center. The marginal distributions
p(x1) and p(x2) are shown as projections.

2.4.1. Introduction to Gaussian Process

A Gaussian process defines a multivariate Gaussian prior distribution over functions for
every point in the input space X:
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p(f | X) ∼ N (f | µ,K) (2.12)

where f(X) is a multivariate random variable f(X) = [f(x1), f(x2), . . . , f(xN)] with
a mean function µ and a covariance matrix K(xi,xj) that is defined with a positive
definite kernel function. Due to the flexibility of GPs in modelling, the mean is assumed
to be zero µ = 0 and the GP distribution over f(X) is fully defined by K. Therefore,
the choice of the kernel function K is a key modelling decision in the GP framework.

Multiple kernel function families exist in the literature for different function modelling
behaviour (e.g. smoothness, stationary) making this choice a prior input of knowledge
of the problem. In the present work, unless specified otherwise, the base kernel function
selected is the stationary anisotropic Matérn-5/2 kernel, which is given by:

K(xi,xj) = σf
2(1 +

√
5 (xi,xj)

T (xi,xj)

ℓ
+

5 (xi,xj)
T (xi,xj)

3ℓ2
) exp

−

√
5 (xi,xj)

T (xi,xj)

ℓ

 (2.13)

where ℓ is the length scales for a single input dimension and control the smoothness
of the function modelling and σf acts as a scaling factor. These are usually called
hyperparameters θ and ensuring their correct values play a pivotal role in GPs. The
length scales ℓ controls the smoothness of the function by directly quantifying how much
a single data point influences the space around it. The scaling factor σf controls the
vertical scale of the function around its mean, influencing the uncertainty of the model.

Given the above assumptions and available noisy observations yi = f(xi)+ηi, where
the noise η follows an independent, identically distributed Gaussian distribution with
zero mean and fixed variance η ∼ N

(
0, σ2

yI
)
, the log marginal likelihood can be derived

as:

log p(y | X,θ) = −1

2
log
(
det
(
K+ σ2

yI
))

− 1

2
(y − µ)⊤

(
K+ σ2

yI
)−1

(y − µ)− n

2
log(2π) (2.14)

where the first term is a model complexity term, defined by the selection of the kernel
function. The second term is a likelihood data-fit term showing the Bayesian weighting
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of the prior with the observed data. The third term is a constant term. Based on
the available data, the log marginal likelihood can be maximized to obtain the optimal
hyperparameters mentioned above.

The inherent noise of the available data σy can be fixed to a known value, but it
can also be taken as an hyperparameter to infer along with the kernel parameters. In
practical terms, it is not uncommon to treat the noise parameter σy as a hyperparameter
in the GP model. This choice allows the model to determine the optimal level of noise
during hyperparameter training. It enhances model flexibility by enabling adaptation
to varying noise levels and it provides valuable uncertainty information of what the
model thinks of the data. Moreover, from a Bayesian perspective, a prior beliefs about
noise can be updated based on observed data. However, it IS essential to note that
treating σy as a hyperparameter increases the complexity of the model and having a
poor initial prior on it can lead to incorrect results with GPs models explaining the
entire available data just with noise.

Predictions of the unknown states y∗ can be obtained by conditioning their input
locations X∗ on the prior distribution of equation 2.12, giving, a predictive posterior
distribution:

p (y∗ | X∗,X,y) = N (y∗ | µ∗,Σ∗) (2.15)

To reach the posterior solution, a joint distribution of the observed values y and the
unknown states y∗ , which is itself a Gaussian can be written as:[

y

y∗

]
∼ N (

[
0

0

]
,

[
K K∗

T

K∗ K∗∗

]
) (2.16)

where K∗ = K(x∗,x) and K∗∗ = K(x∗,x∗).
Using the Gaussian properties of marginalization and conditioning from equations

2.10 and 2.11, respectively, the predictive distribution is given by:

µ∗ = K∗(K+ σ2
yI)

−1y (2.17)

µ∗ represents the predicted mean values for new input locations X∗ based on the ob-
served data y, and it is influenced by the covariance between the observed data and
the new data locations, and the observed data itself.

Σ∗ = K∗∗ −K∗(K+ σ2
yI)

−1K∗
T (2.18)

where Σ∗ is the covariance matrix associated with the predicted values, providing infor-
mation about the uncertainty or variability in predictions with the standard deviation
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being computed directly from the diagonal. It depends on the covariances between the
new data locations and between the observed and new data, adjusted by the inherent
noise of the observations. This showcases the non-parametric modelling property of
GPs, which do not summarize data with parameters but instead rely on the available
data for predictions at the cost of a higher computational cost.

Having established GPs for function modelling, the following subsection extends this
framework to address scenarios involving multi-fidelity data. In the context of this work,
multi-fidelity Gaussian processes become valuable tools for leveraging data from various
sources and fidelities to enhance modelling capabilities. This extension is particularly
significant to develop a hybrid multi-fidelity experimental methodology.

2.4.2. Multi-Fidelity Gaussian Process

The multi-fidelity modelling literature originates from a computational model manage-
ment perspective, Peherstorfer et al., 2018 divides the multi-fidelity approaches in
three categories: adaptation, fusion and filtering. In this work, multi-fidelity Gaus-
sian processes (MFGP) are used in a data fusion context, where low- and high-fidelity
’models’ are available and their output information is combined for an improved model.

Multi-fidelity modelling surges from the need to couple complex numerical codes
with different computational costs either to speed up optimization or for numerical
uncertainty quantification, through surrogate models Fernández-Godino, 2016. In
their review work, only 5% of the multi-fidelity literature was exploiting simulations
with experimental data, with this being evident also in fluid mechanics. This gap
of literature falls in the context of this work, that will leverage experimental data as
’high-fidelity data’ and thus develop a hybrid measurement technique.

The review of multi-fidelity modelling approaches based on GPs, conducted by Bre-

vault et al., 2020, presents different algorithms to couple information between varying
fidelity levels of data. The different algorithms have two main distinctions. Figure
2.10 illustrates the classification of the literature most common approaches within these
mains distinctions: the symmetry/asymmetry of the fidelity levels and their linear/non-
linear relationship.

Symmetry in this context refers to the hierarchical weight of the different fidelities.
In symmetrical approaches, all levels of fidelity are treated equally, and the models
aim to leverage information through the outputs correlation. This approach is often
referred to as co-kriging. While it simplifies the modelling process and can be effective
when all fidelities are equally reliable, it becomes disadvantageous when dealing with

28



2.4. Gaussian Process Modelling

Figure 2.10. Classification of multi-fidelity GP approaches based on symmet-
ric/asymmetric data fusion scheme and linear/non-linear relationship
between different fidelity levels. Adapted from Brevault et al., 2020.

asymmetrical information.

In cases where certain fidelities are more reliable or informative than others, treating
them symmetrically can lead to suboptimal results. For instance, when a high-fidelity
experimental dataset and a low-fidelity numerical simulation are available, asymmetrical
methods give more weight to the high-fidelity data, while co-kriging may not fully
exploit the valuable information provided by the high-fidelity source.

The linearity of relationships between fidelity levels is another modelling choice.
Classical multi-fidelity methods, originally introduced by Kennedy and O’Hagan,
2000, assume linear dependencies between these levels. More recent data heavy ap-
proaches, such as Non-linear Auto-Regressive multi-fidelity Gaussian Process (NARGP)
Perdikaris et al., 2017 and Multi-Fidelity Deep Gaussian Process (MF-DGP) Dami-

anou and Lawrence, 2013 use a non-linear fidelity coupling that is able to capture
more complex interactions at the cost of requiring more data and higher computational
costs.

In this work, the proposed methodology leverages MFGP. Specifically, it relies on
the use an auto-regressive linear method (AR1) data fusion scheme across different
fidelity levels. It offers an simple but effective framework for modelling the relationships
between different fidelity levels. Importantly, it retains the core structure of GPs,
enabling to make predictions while quantifying the associated uncertainty.
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The AR1 formulation assumes a linear dependency between each fidelity model. In
a general formulation, it assigns a GP prior to each fidelity model t, where the higher
fidelity model ft is expressed as a function of the lower fidelity ft−1, multiplied by a
scaling factor ρt−1(x) plus a bias function δt(x), which is itself a GP δt(x) ∼ N (µδ, Kt).

ft(x) = ρt−1(x)ft−1(x) + δt(x) (2.19)

The scaling factor ρt−1(x) weights the cross-correlation between fidelity levels and it
is considered an hyperparameter to be learned in the inference process and is usually
assumed to be a constant. The choice of whether ρt−1(x) is treated as a constant
or varies spatially can depend on the specific problem and the available data, but in
practice, varying ρt−1(x) leads to an increased complexity in the inference process and
increased computational cost and thus is treated as a constant and added to the kernel
vector of hyperparameters θ to infer.

Practically, ρt−1(x) quantifies how much influence the lower-fidelity model ft−1(x)

has on the higher-fidelity model ft(x). When ρt−1(x) is close to 1, it indicates a strong
linear relationship, implying that changes in the lower-fidelity model strongly affect
the higher-fidelity model. Conversely, when ρt−1(x) is smaller, it suggests a weaker
relationship, with the higher-fidelity model being less sensitive to changes in the lower-
fidelity model.

The above formulation ensures that at each fidelity level t, the conditional distribution
of the GP ft(x) is influenced by ft−1(x), with both the scaling factor and the bias
function contributing to the overall fidelity transition. The MFGP AR1 formulation of
equation 2.19 is thus derived from the Markov property:

Cov {ft(x), ft−1 (x
′) | ft−1(x)} = 0, ∀x ̸= X′ (2.20)

which means that assuming ft−1(x) is known, no more can be learned about ft(x) from
any other lower fidelity model output ft−1(x

′), for x ̸= x′.

In the case where only 2 levels of fidelity are available, which is the default case in
this work, and assuming a constant scaling factor ρ, the formulation of equation 2.19
simplifies to:

fhigh(x) = ρflow(x) + δ(x) (2.21)

where fhigh(x) and flow(x) represent the high- low-fidelity models, respectively. The
prior GP model of the formulation of equation 2.21 can be expressed as:
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[
flow(x)

fhigh(x)

]
∼ N (

[
µlow

µhigh

]
,

[
Klow ρKlow

ρKlow ρ2Klow +Khigh

]
) (2.22)

where µlow and µhigh are the mean functions. Klow is the covariance matrix associated
with the low-fidelity data, ρKlow is the cross correlation matrix between fidelities and
ρ2Klow +Kbias is the covariance matrix associated with the high-fidelity.

There are two main numerical schemes for inferring the GPs posterior: a fully coupled
formulation by Kennedy and O’Hagan, 2000 and a recursive approach developed by
Le Gratiet and Garnier, 2014 with an thorough mathematical derivation found in
Le-Gratiet, 2013.

The recursive approach of Le Gratiet and Garnier, 2014 decouples the infer-
ence of the fidelities into standard GP inference by assuming a nested data struc-
ture Dhigh ⊆ Dlow. The key step of the formulation is to infer the posterior of the
low-fidelity model f∼

low(x) independently and replace it for its prior in equation 2.21.
With this formulation, the multi-fidelity GP posterior distribution for the high fidelity
p (fhigh | Xhigh,yhigh, f

∼
low) is fully defined and predictions are made with following mean

and covariance:

µhigh,∗ (x∗) = ρµlow (x∗) + µδ +Khigh,∗
(
Khigh + σ2

y,highI
)−1

[yhigh − ρµlow (xhigh)− µδ]

(2.23)

Σhigh,∗ (x∗) = ρ2Σlow (x∗) +Khigh,∗∗ −Khigh,∗
(
Khigh + σ2

y,highI
)−1

KT
high,∗ (2.24)

Built upon this MFGP mathematical framework, Babaee et al., 2016 apply MFGP
to revisit a classic problem in fluid dynamics: the flow past a cylinder, specifically
studying thermal mixed convection. By combining high-fidelity DNS data with a low-
fidelity empirical correlation, they constructed a MFGP model capable of predicting the
Nusselt number as a function of Reynolds and natural-convection directions. Leveraging
the the multi-fidelity framework, they explored a comprehensive range of conditions
supported by sparse DNS data to explore the underlying physics of the problem and
propose a new correlation based on a physics based correction of the Reynolds number
definition that better matches the model.

The multi-fidelity Gaussian processes framework presented here is proven powerful to
the development of a hybrid measurement technique that, according to the objectives
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set out in this work, will couple experimental data with numerical models.

However, the tools presented so far are limited to already having data, meaning
that an experimental campaign could not be planned in a proactive manner just with
these tools. To later address this objective, in the next subsection, Sparse Variational
Gaussian Processes are introduced in a general way.

2.4.3. Stochastic Variational Gaussian Process

The GPs discussed in the preceding sections provide a robust framework for mod-
elling complex relationships in data, making predictions, and quantifying uncertainties.
However, in many real-world applications, obtaining an extensive dataset may be im-
practical and expensive, or simply infeasible. Moreover, traditional GP models struggle
to handle such large datasets efficiently due to their cubic computational complexity
with respect to the number of data points. To address these limitations, Hensman

et al., 2013 developed Sparse Variational Gaussian Process (SVGP).

In layman’s terms, the core idea behind SVGP is to select a smaller subset of "in-
ducing points" from the dataset and then build a GP model based on this reduced set.
These inducing points act as a representative sample of the data.

Formally, a SVGP model is a scalable approximation to the GP that is designed to
account for large datasets by employing a sparse subset of pseudo-inputs, referred to as
inducing points Z.

The SVGP employs a variational distribution q(f | X) which is more tractable than
the original distribution, but is designed to be a close approximation. This allows for
a significant decrease in computational complexity, with the cost now scaling linearly
with the number of data points n rather than cubically as in the full GP. The variational
distribution is defined as follows:

q(f | X) =

∫
p(f | u,X)q(u)du (2.25)

where u represents the function values at the pseudo-inputs, and q(u) is the variational
distribution over these function values. q(u) is chosen as a Gaussian:

q(u) = N (u | m,S) (2.26)

where m and S are variational parameters. The pseudo-inputs and variational pa-
rameters are considered hyperparameters that are jointly optimized to minimize the
Kullback-Leibler divergence between the variational distribution q(f | X) and the true
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posterior p(f | X,y).

The variational evidence lower bound (ELBO) is equivalent of the log marginal like-
lihood in the SVGP framework and can be written as:

L(θ,λ,Z) = Eq(f |X) [log p(y | f,X)]− KL [q(u)∥p(u)] (2.27)

where λ = m,S are the variational parameters, and KL denotes the Kullback-Leibler di-
vergence. The expectation is taken with respect to the variational distribution q(f | X).
Similarly to classic GPs, the ELBO is maximized to obtain the optimal hyperparame-
ters. This is where the ’stochastic’ name comes from, as this optimization problem is
solved with stochastic gradient descent (SGD) optimization. In the context of SVGP,
SGD is employed to jointly optimize the kernel parameters, variational distribution
parameters (m and S), and the locations of the inducing points (Z).

SGD is a powerful optimization technique that works by iteratively updating the hy-
perparameters in the direction that minimizes a cost function in this case the ELBO. Un-
like traditional gradient descent, which computes the gradient using the entire dataset
(batch gradient descent), SGD operates on random mini-batches of data. This ran-
domness introduces noise into the optimization process but has the advantage of being
computationally efficient and capable of handling large datasets.

Finally, the predictive posterior distribution in SVGP is obtained by conditioning on
the variational distribution:

p (y∗ | X∗,X,y,Z) = N (y | µ∗,Σ∗) (2.28)

The predictive mean µ∗ and covariance Σ∗ can be calculated similarly to the full GP
case, but now involving the inducing points and covariance matrices KZ and KXZ that
define an approximated covariance matrix and the cross-covariance matrix between the
training data X and the inducing points Z.

In this concluding section, the mathematical framework and modelling approaches
that are necessary to achieve the proposed goal of developing an hybrid experimental
methodology. MFGP will perform the integration of experimental and numerical data
to evaluate flow characteristics, effectively reducing the need for extensive experimen-
tal testing. Additionally, SVGP will be instrumental within a novel DoE framework,
enabling the efficient planning of data sampling locations.

The next chapter will introduce the methodology itself, providing a comprehensive
insight into its elements, implementation strategies, and the practical application of
these mathematical tools. This chapter will illustrate how these tools are employed to
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effectively address the research objectives of developing a robust hybrid experimental
methodology that leverages different data sources while ensuring an accurate uncer-
tainty quantification.
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Hybrid Measurement Technique:
Structure and Methodology

In this chapter, the proposed hybrid measurement technique is presented, breaking
down each building block needed for accurate flow assessment. The primary goal is

to effectively merge experimental and numerical data using Gaussian Processes, as dis-
cussed earlier, while strategically planning data collection with a Design of Experiments
approach. This chapter offers practical insights into implementing these components.
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3.1. Introduction

A survey of literature exploring various data-driven approaches for handling experimen-
tal data reveals the significant demand for extensive datasets in various applications.
In this context, the objectives of this work align with the mathematical framework of
regression problems, as discussed in data assimilation literature. Guided by current
trends in machine learning for regression tasks keeping in mind the need for the mit-
igation of instrumentation and minimization of data acquisition times, GP modelling
emerges as a pivotal tool for developing a hybrid measurement technique.

The primary goal of this work is to introduce a methodology that is designed to fa-
cilitate the performance characterization and flow assessment of turbomachinery com-
ponents. The proposed approach aims to circumvent the limitations posed by instru-
mentation and significantly reduce testing durations.

To illustrate the methodology, Figure 3.1 provides a schematic representation. This
schematic builds upon the notation established in the previous chapter and presents a
visual overview of the proposed data-driven Bayesian hybrid measurement technique,
which enables accurate flow assessment and uncertainty quantification while minimizing
instrumentation usage and testing time.

Figure 3.1. Proposed Data Driven Bayesian Hybrid Measurement Technique
schematic for a complete accurate flow assessment and uncertainty quan-
tification with a reduction in instrumentation usage and testing time.
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The methodology begins with the selection of an operating point (OP) from the
test matrix. From the OP conditions, a parameter vector denoted as θ is estab-
lished. This parameter encompasses the boundary conditions required to perform a
CFD RANS simulation. In turbomachinery applications, these parameters typically
are total inlet conditions, mass flow rate, and rotational speed, denoted respectively as
θ = (Pt0, Tt0, ṁ, N).

Subsequently, a CFD RANS simulation, referred to as G in Figure 3.1, is conducted
using the established boundary conditions for the entire turbomachinery domain under
investigation. This simulation generates the desired flow field quantities across its entire
spatial domain, denoted as Y (X).

Following the CFD simulation, the flow field information serves as input for a DoE
framework. Within this framework, a SVGP model is trained to a priori select exper-
imental spatial locations denoted as Z for sampling the flow field of interest. Based
on this DoE, experimental measurements are acquired at the chosen spatial locations,
yielding y(Z).

An additional innovative option within this DoE framework is the use of an adaptive
sampling approach, based on the concept of Bayesian optimization, represented by the
dashed orange lines in the Figure. This approach, explained in further detail later in
this chapter, performs in situ data driven sampling. Based on a set of experimental
measurements y0, an initial GP model is trained. Subsequently, guided by this model
and considering its uncertainty, the next experimental point is selected, and data is
acquired (ym+1). This process is iterative until specific stopping criteria are met. Fol-
lowing this phase, the methodology follows the same steps as with the "classic" DoE
framework.

The data fusion of the CFD RANS data and experimental measurements is accom-
plished using a MFGP model. In this model, the highly discretized CFD RANS data
and the sparsely sampled experimental measurements are treated as low- and high-
fidelity data, respectively, and modelled using the autoregressive scheme as presented
previously fexp(X) = ρfCFD(X) + δ(X).

Once the MFGP model is trained, it enables the inference of the flow field across
the entire spatial domain with an accuracy level comparable to physical experimental
measurements. Finally, the Bayesian framework allows uncertainty quantification for
the reconstructed flow, providing y(X)± σ2

y.

In the following sections, the key components of the methodology, namely the data
fusion with MFGP and the design of experiments are explored. These sections provide
a detailed explanation of each component, offering detailed insights into their imple-
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mentation, methodologies, and practical considerations. To make informed modelling
choices, it is important to first characterize the type of measurements the proposed
methodology will focus on. Therefore, the next section gives a brief introduction to
axial compressor flow and its essential parameters.

3.2. Axial Compressor Flow Key Parameters

This section introduces key parameters for characterizing the flow in an axial compres-
sor. These parameters play the main role in assessing the compressor’s performance,
making them fundamental to the proposed methodology.

An axial compressor stage consists of two blade rows: the rotor, a rotating row of
blades, give kinetic energy to the fluid, increasing its absolute velocity. Subsequently,
the stator, a stationary row of blades, decelerates the flow, converting kinetic energy
into static pressure. This process is graphically represented on a temperature-entropy
(T −s) diagram, as depicted in Figure 3.2. The diagram illustrates the thermodynamic
changes undergone by the fluid as it passes through the compressor stage, including
variations in total pressure and temperature.

Figure 3.2. T-s diagram of an axial compressor stage.
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Two key parameters, the total pressure ratio (Π) and the isentropic efficiency (ι), are
central to evaluating axial compressor performance under specific operating conditions,
under a fixed rotational speed (N) and mass flow rate (ṁ).

The total pressure ratio quantifies the change in total pressure from the compressor’s
inlet to its outlet. It is defined as the ratio of total pressure at the outlet (p0,out) to
that at the inlet (p0,in), as expressed in equation 3.1.

Π =
p0,out
p0,in

(3.1)

The isentropic efficiency, denoted as ι, offers insights into the compressor’s effective-
ness in converting kinetic energy into pressure while minimizing losses. It is determined
by equation 3.2, which relates Π to the ratio of total temperatures at the outlet (T0,out)
and inlet (T0,in). The specific heat ratio (γ) characterizes the fluid’s thermodynamic
behaviour.

ι =
Π

γ−1
γ − 1

T0,out

T0,in
− 1

(3.2)

These equations underscore the critical importance of accurate measurements of total
pressure and total temperature at the inlet and outlet of the axial compressor. These
measurements serve as the foundation for evaluating the compressor’s performance and
enable the assessment of flow conditions and the efficiency of the thermodynamic process
within the compressor stage.

3.3. Multi-Fidelity Gaussian Process: Implementation

Having established a comprehensive understanding of the critical parameters in axial
compressor flow and the significance of total pressure and total temperature measure-
ments in the proposed methodology, this section delves into the specific choices made
to customize the MFGP model for its application. This mainly includes factors such as
the problem’s dimensionality and complexity.

The approach taken in MFGP implementation depends significantly on the char-
acteristics of the specific problem at hand. In the context of applying the proposed
methodology to axial compressor components, the dimensionality of the GP modelling
problem is limited to a maximum of three dimensions, corresponding to the 3D spatial
dimensions X = [r,pitch, z] in a fixed measurement plane where total pressure and
temperature measurements can be taken. While this is considered small in a data-
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driven context, the flow inside an axial machine is expected to exhibit high complexity
with strong gradients.

The approach to MFGP implementation significantly depends on the characteristics
of the specific problem at hand and includes considerations of dimensionality and com-
plexity. In practical terms, implementing MFGP involves addressing two key consider-
ations. Firstly, important modelling choices within the GP framework must be made to
ensure the method’s adaptability to various real-world engineering scenarios. Secondly,
the computational implementation of the algorithm itself needs attention to handle the
substantial computational demands of GPs while ensuring numerical stability.

3.3.1. Kernel selection and influence

In line with the discussion in the previous chapter, particularly in Section 2.4.1, the pri-
mary modelling choice in GP implementation revolves around the selection of the kernel
function. To guide this selection, the study conducted by Kianifar and Campean,
2020 serves as a valuable starting point.

In their comprehensive investigation, Kianifar and Campean, 2020 subjected 18
different test case functions to scrutiny, progressively increasing the complexity of these
functions in terms of dimensionality. They also varied the dataset sizes and introduced
artificial noise into the data. To evaluate various GP modelling kernel choices, they
compared the GP models against alternative modelling approaches, such as polynomial
fitting and Radial Basis Functions (RBF). Remarkably, regardless of the problem scale
or the available dataset size, a GP model employing the Matérn-5/2 kernel consistently
outperformed almost all other modelling methods, particularly when dealing with highly
non-linear functions. Only in cases with high levels of artificially added noise did the
Matérn-3/2 kernel exhibit greater robustness, showing performance comparable to the
Matérn-5/2 kernel if the latter was slightly modified by introducing a bias kernel.

For the sake of robustness and wide-range applicability, the stationary anisotropic
Matérn-5/2 kernel is selected. This choice is grounded in its demonstrated ability
to capture complex patterns commonly encountered in engineering applications. The
selection ensures that the resulting function is twice differentiable without imposing
overly excessive smoothness, a characteristic sometimes observed in more default kernel
choices but not often seen in real-world engineering scenarios.

The stationary nature of this kernel means that it depends solely on the distance
between input locations xi−xj and not on the specific values of x. In simpler terms, it
implies that the GP model’s behaviour remains consistent throughout the input space,
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regardless of where you are within that space. The stationarity of the Matérn-5/2 kernel
ensures that the GP model remains flexible enough to adapt to different data patterns
while maintaining the smoothness required for accurate modelling.

Additionally, the term "anisotropic" in this context means that the kernel is designed
to account for varying degrees of correlation between input dimensions. In other words,
it acknowledges that the relationships between input variables may not be the same
in all directions. This is especially relevant in real-world engineering scenarios where
certain input variables may exhibit stronger correlations or dependencies along one
dimension than in others.

Figure 3.3. Prior samples for Matérn 5/2 kernel with different hyperparameter values,
showcasing the effect of this parameters in GP modelling.

Consider the Matérn 5/2 kernel defined in equation 2.13, where ℓ represents the
length scale for an individual input dimension. This parameter plays the role of de-
termining the smoothness of the function being modelled. Essentially, it quantifies the
extent to which a single data point affects neighbouring data points in the input space.
Conversely, σf serves as a scaling factor, governing the vertical scale of the function
relative to its mean.
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To visually demonstrate the influence of these kernel hyperparameters on function
modelling, Figure 3.3 is presented. This figure aims to elucidate the consequences of
varying ℓ and σf while keeping the other parameter constant.

Figure 3.3 (a) showcases multiple samples from a reference kernel distribution with
ℓ = 1 and σf = 1. These multiple samples represent the inherent variability within the
distribution, where a sample represents a complete function. Figures 3.3 (b) and (c)
reveal how changing the length scale ℓ affects the function modelling while maintaining a
constant scaling factor σf . Reducing ℓ to ℓ = 0.1 results in a more oscillatory function
due to the limited influence of each data point on nearby data points. Conversely,
increasing ℓ to ℓ = 10 leads to a smoother output as each data point’s influence extends
across a wider region.

In the bottom row of Figure 3.3 the effect of varying the scaling factor σf while keeping
a constant length scale ℓ is investigated. Figure 3.3 (d) presents a single sample drawn
from the reference distribution with ℓ = 1 and σf = 1. In contrast, Figures 3.3 (e) and
(f) display samples from distributions with σf = 0.01 and σf = 100, respectively. As
previously discussed, σf controls the vertical variation of the GP model. Lower values
of σf result in minimal deviations from the mean, while higher values, such as σf = 100,
lead to pronounced smooth variations around the mean and typically indicate models
with higher variability.

The selection of appropriate hyperparameters, such as the length scale ℓ and the
scaling factor σf , play a significant impact in the behaviour of a GP model. These
hyperparameters essentially define the model’s behaviour and must be fit to match the
characteristics of the available data and the specific problem at hand. The complete
vector of hyperparameters in this work is:

θ = (σf,high, ℓ1,high, . . . ℓN,high, ρ, σf,low, ℓ1,low, . . . ℓN,low, σy,high) (3.3)

3.3.2. Hyperparameters optimization

In the context of Gaussian Process modelling, the optimization of hyperparameters
is typically carried out by maximizing the log marginal likelihood of equation 2.14.
In practice, the negative of the log marginal likelihood is minimized instead in the
optimization problem. This process essentially tunes the kernel hyperparameters to fit
the observed data, resulting in a "trained" model that accurately represents the given
data.

In this work, to find the optimal hyperparameters, the Limited-memory Broyden-
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Fletcher-Goldfarb-Shanno with Bounds (L-BFGS-B) optimization method proposed by
Byrd et al., 1995 is employed. The practical implementation of this algorithm is based
on the open-source Python package SciPy developed by Virtanen et al., 2020.

The L-BFGS-B optimization algorithm is categorized as a quasi-Newton method, as
it iteratively improves the optimization process by approximating the Hessian matrix.
It does this by utilizing the analytical gradients of the log marginal likelihood equation
with respect to the hyperparameters. The unique feature of L-BFGS algorithms is
its low-rank approximation of the Hessian matrix based on a limited number of past
iterations, which makes it highly memory-efficient.

L-BFGS-B is known for its fast convergence. However, the quality of the solution
can be influenced by the choice of initial values. To ensure robustness, researchers often
execute the optimization process multiple times with different initializations. In this
work, the optimization process is restarted three times for each trained GP model.

L-BFGS-B is also designed to handle bounds on the optimization variables, ensuring
that solutions remain within specified constraints. In the context of GPs, bounds are
introduced to the hyperparameters before optimization. This seemingly subtle step
serves a dual purpose: it enforces the discovery of a valid local minimum during opti-
mization and acts as a prior on the hyperparameters, thus aligning with the Bayesian
process.

In practical terms, lower bounds are typically applied to prevent hyperparameters
from taking negative values. Additionally, an upper bound on the data noise is imposed
to ensure that the log marginal likelihood does not attribute all data variability to noise.
Moreover, in the context of a specific MFGP model, the scaling factor is bounded
between 0 and 1, reflecting its modelling.

3.3.3. Computational implementation

The computational efficiency of the methodology heavily relies on the inversion of the
term (K + σ2

yI)
−1, which appears not only in the log marginal likelihood equation

2.14 but also in the predictive mean (equation 2.17) and covariance (equation 2.18).
This matrix inversion operation has a computational complexity of O(N3), where N
represents the number of data points in the dataset. This computational cost can
become prohibitively high for large datasets and is prone to numerical instability.

To tackle this challenge, the Cholesky decomposition method is employed. The
Cholesky decomposition, also known as Cholesky factorization, is a technique that
breaks down a positive-definite matrix into the product of a lower triangular matrix L
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and its conjugate transpose LT . In simpler terms, it simplifies a complex mathematical
problem into more manageable steps. This decomposition is expressed as:

K+ σ2
yI = LLT (3.4)

Once the Cholesky decomposition is performed, the matrix inversion problem can be
simplified to:

(K+ σ2
yI)

−1 = (LT )−1L−1 (3.5)

The key advantage of this decomposition lies in its numerical stability and reduced
computational complexity compared to other methods like direct matrix inversion. This
enables efficient calculations of critical quantities in GP modelling, such as the log
marginal likelihood, predictive mean, and predictive covariance. This efficiency is par-
ticularly relevant when dealing with large datasets, as is often the case in multi-fidelity
modelling.

3.3.4. Implementation and example: Forrester function

In practice, the GP tools implemented in this work are adapted from open-source Python
packages tailored for Gaussian Process modelling. The methodology relies on two main
packages: GPy GPy, 2012 and Emukit Paleyes et al., 2019.

GPy, a Python-based Gaussian Process library developed by the Sheffield university
machine learning group, provides essential functionalities for setting up GP kernels,
integrate the tuning hyperparameters through optimization, and making predictions
based on the trained models. GPy streamlines the complete GP modelling process.
Emukit is used as "wrapper" of the functionalities of GPy, extending its functionality
to accommodate the multi-fidelity framework.

These practical implementations empower the methodology with accessible and effi-
cient computational tools and implementations that are needed to handle the complex-
ities of real-world engineering scenarios, thus making the proposed approach a powerful
solution for flow assessment in turbomachinery components while allowing its usage to
any fluid mechanics area.

To illustrate the effectiveness of the MFGP and validate its implementation in this
work, a small example is considered. The well-known 1D Forrester function, developed
by Forrester et al., 2008 is assumed as the high-fidelity function:

fhigh(x) = (6x− 2)2 sin(12x− 4) (3.6)
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Figure 3.4. High- and low-fidelity Forrester functions and MFGP mean prediction
and uncertainty of high-fidelity function. The dots represent the available
observations. In this example, 20 low fidelity and 6 high fidelity samples
are used in the MFGP model which predicts accurately the behaviour of
the underlying truth.

For simplicity, it is assumed that sparse noiseless observations are available for this
high-fidelity function.

A low-fidelity version of this function has also been proposed and here it is defined
as:

flow(x) = 0.5fhigh(x) + 10(x− 0.5) + 5 (3.7)

where the first term directly halves the high-fidelity function, the second term adds a
linear shift and the third term adds a constant. Similar to the high-fidelity function, its
assumed that noiseless observations are available for the low-fidelity function, and these
observations are available in greater quantity than those for the high-fidelity function.

Figure 3.4 illustrates both the underlying full low- and high-fidelity functions in blue
and red, respectively. The dots represent the available observations. In this example,
we use 20 low-fidelity and 6 high-fidelity samples to train the MFGP model.

The dashed black lines show the mean prediction and the associated uncertainty
predicted by the MFGP implementation. Notably, the MFGP model captures the
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behaviour of the underlying true functions remarkably well. Even in regions where
high-fidelity data is not available, the model does an excellent job in predicting the
function’s trend.

One key area where the model performs correctly is the global function minima.
Remarkably, the model accurately captures the location of the global function minima,
even though it differs in location between the low-fidelity and high-fidelity versions of
the function.

This example showcases the capabilities of MFGP in modelling complex functions
using both high-fidelity and low-fidelity data. It demonstrates the potential of MFGP in
accurately predicting functional behaviour and shows the robustness of the implemented
approach.

3.4. Design of experiments: A Priori sampling

In the methodology schematic presented in Figure 3.1, two distinct approaches to DoE
are introduced: the classic a priori sampling approach and an innovative in situ adap-
tive sampling approach rooted in the field of design of computer experiments and
Bayesian Optimization, further explored in the next section.

In this section, the classic a priori DoE approach implemented in the methodology is
discussed. Classic DoE methods predefine a fixed set of measurement locations prior to
the actual data collection process. In essence, before any experimental data is acquired,
both the number and positions of measurements are predetermined.

Selecting "where to measure" and "how much to measure" are fundamental decisions
in any experimental campaign. Traditionally, these decisions have relied on a combina-
tion of expert knowledge, simple models, and preliminary tests. This is often the case
because, at the planning stage, the actual experimental data is not available. Exper-
imentalists also take into account practical considerations, including instrumentation
limitations and access points to the flow under investigation.

Earlier in this work, in section 2.1, some approaches presented show preliminary tests
for optimal probe placing, such as the work of Sousa, García-Sánchez, et al., 2018
while other showcased the influence of the probe placements in evaluating performance
such as Seshadri, A. Duncan, et al., 2022. This brings forth the question of not only
about where and how much to measure but also about how to maximize the information
extracted from these measurements.

With the demand of selecting not only where to measure but also how to position
sensors optimally to extract the maximum information from the collected data, a num-
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ber of sensor placement methods based on large amounts of data and with the goal of
performing DA have been developed, usually by framing the problem in an optimization
context as proposed by Joshi and Boyd, 2009. Recently, leveraging big data trends,
Manohar et al., 2018 propose a compressed sensing algorithm based on singular value
decompositions that acts as a dimensionality reduction allowing for sparse sampling.

Recognizing the need to strategically position sensors to extract maximum informa-
tion from the collected data, several sensor placement methods have emerged, often
framed as optimization problems as in Joshi and Boyd, 2009. Recently, Manohar et
al., 2018 proposed a compressed sensing algorithm based on singular value decomposi-
tions, which acts as a dimensionality reduction technique, allowing for sparse sampling
and efficient information extraction, leveraging large datasets to achieve better data
assimilation.

Another literature approach has explored the integration of information theory and
Bayesian approaches. Early work by Sebastiani and Wynn, 2000 employed Shannon
entropy as a criterion for optimal experimental design. Building upon this foundation,
Krause et al., 2008 tackled the challenge of monitoring spatial phenomena using GPs
by formulating an optimization problem to maximize the mutual information between
measured and unmeasured locations. While highly informative, this approach involves
an approximated combinatorial problem with considerable computational demands.

In more recent developments, Tajnafoi et al., 2021 presented a data-driven ap-
proach that simplifies the complexity of big data problems. Their method begins by
constructing a sparse GP model using extensive numerical datasets. This initial model
informs subsequent sensor placement strategies, applying the algorithm introduced by
Krause et al., 2008 to strategically position sensors for optimal data collection.

The classic a priori DoE forms an fundamental building block of the proposed data-
driven Bayesian hybrid measurement technique. The use of SVGP modelling is the
integral part of the a priori DoE approach to precisely determine both the locations
and the number of measurements required. This innovative approach couples SVGP
with CFD RANS simulations to identify the optimal probe locations for flow assessment
in real-world experiments.

3.4.1. SVGP as DoE tool: Implementation

As previously discussed in section 2.4.3, SVGP selects "inducing locations," denoted
as Z, to summarize a comprehensive dataset y(X). This selection is accomplished by
maximizing the ELBO of equation 2.27, or, in practical terms, minimizing it using a
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Figure 3.5. Detailed schematic of the proposed a priori DoE flowchart with SVGP
modelling and CFD simulations to determine the optimal experimental
measurement locations
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Figure 3.6. Histogram of ELBO evaluations using batch approach. The histogram
mean is presented by a red line and the true ELBO value, computed with
the full gradient is presented in black.

stochastic gradient descent optimizer. In this work, these "inducing locations" represent
the proposed experimental measurement points, and the full dataset they summarize
corresponds to the fully discretized CFD simulation.

The implementation of the a priori DoE approach with SVGP is based on the open-
source Python package GPy GPy, 2012. The specific code used for SVGP was devel-
oped by the original authors of the SVGP modelling framework: Hensman et al., 2013,
ensuring the fidelity and reliability of the implementation. This open-source foundation
contributes to the transparency and accessibility of the methodology.

Figure 3.5 provides a detailed schematic of the DoE process with SVGP, illustrating
the various steps essential for the robust application of the methodology.

To initiate the process, an available CFD RANS simulation is required. The first
decision involves setting the batch size for optimization. This batch size determines the
number of grid points from the CFD simulations used to compute the gradient in the
negative ELBO optimization function. Typically, the batch size is determined through
a trial-and-error process. The true value of the ELBO is computed at a fixed iteration,
and the batch size is adjusted until convergence around the ELBO value is achieved.
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selection for the Forrester function. The ELBO evolution is shown for
increasing number of "inducing locations". An ELBO upper bound cluster
is obtained from Nz = 100.

To showcase the effectiveness of the batch size approach in estimating the ELBO
accurately, Figure 3.6 presents a histogram of multiple evaluations of the ELBO using
the batch approach. In this example, the Forrester low-fidelity function of equation 3.6
is used. The histogram’s mean value is presented by a red line, while the true ELBO
value, computed with the full gradient instead of mini-batches, is shown in black. The
discrepancy between these lines illustrates the robustness of this approach in estimating
the ELBO.

Subsequently, the need for selecting the number of measurements arises. In the
literature, this decision is often based on computational cost considerations, given that
SVGP models are utilized to manage extensive datasets, and each additional "inducing
point" introduces complexity into the optimization process.

However, in this work, the computational cost argument is not deemed valid. It is
assumed that the cost of extensive experimental measurements in an industrial context
outweighs the computational expense.

An iterative procedure is employed to determine the optimal number of measure-
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ments, denoted as Nz, necessary to capture the specific flow characteristics adequately.
As the number of measurements increases, the ELBO also increases until an upper
bound is found. At this stage, adding more "inducing locations" does not significantly
enhance the ELBO.

To illustrate the iterative process done to select the optimal number of measurements
based on the ELBO evaluation, once again the Forrester function is used as an example.
Figure 3.7 illustrates the ELBO optimization process for hyperparameter and ’inducing
locations’ selection. It shows the ELBO evolution for increasing numbers of ’inducing
locations,’ and it can be seen at which point the ELBO reaches an upper bound.

From the lowest Nz value of 20 to 50, a noticeable decrease in the negative ELBO
is obtained. This increase occurs again when Nz is increased to 100. However, when
Nz = 150, the value around which the ELBO converges is approximately the same as
when Nz = 100, as indicated by the overlap in the Figure. This suggests that in the
SVGP model, increasing from 100 to 150 does not provide additional information to
the model, and Nz = 100 is identified as the optimal number of ’inducing locations’ for
this toy example.

Another important point to mention is the non-smoothness of the ELBO conver-
gence. This behaviour is justified by the discussion on batch size above. The fact that
the optimization data changes from iteration to iteration leads to different gradient
computations, but, as seen in Figure 3.6, on average, the ELBO converges to a correct
value.

It is important to note that the ELBO convergence is not smooth. This behaviour
is justified by the discussion on batch size above. The fact that the optimization data
changes from iteration to iteration leads to different gradient computations, but, as
seen in Figure 3.6, on average, the ELBO converges to a correct value.

This iterative process represents the most computationally intensive aspect of the
DoE framework since multiple SVGP models must be trained. Additionally, it as-
sumes that the flow patterns and their locations in the CFD simulations align with
the real-world scenario, ensuring that future experimental measurements at selected
points provide the same level of information as their corresponding locations in the
CFD simulation.

Once the optimal number of "inducing locations" is determined, these locations Z can
be extracted from a final SVGP model. Subsequently, the experimental campaign can
proceed to acquire measurements at these locations to provide data to the subsequent
MFGP model and flow assessment.
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3.5. Adaptive In situ sampling

While the classic a priori DoE approach proposed above is an excellent choice for indus-
trial settings where cost efficiency and careful pre-planning of experimental campaigns
are paramount, achieving precise flow assessment and the lowest level of uncertainty
may necessitate additional experimental measurements in an academic environment.

In academic research, the pursuit of rigorous data and high precision justifies the
allocation of more time and resources to experimental endeavours. In such scenarios,
where the primary objective is to reduce uncertainty and gain deep insights into complex
flow phenomena, the traditional a priori approach may prove to be less flexible and
adaptive.

To meet the stringent requirements for achieving desired uncertainty levels within
the proposed measurement technique, the concept of adaptive design of experiments,
or in situ adaptive sampling is introduced. This approach is rooted in computational
optimization studies, where new designs are iteratively selected based on both new and
previous design to optimize the acquisition process. It leverages Bayesian Optimization
(BO), which extends the Bayesian formalism to perform robust optimization.

The concept of BO is not novel in the realm of computer experiments and can be
traced back to its initial introduction by Sacks et al., 1989. Over time, a substantial
body of literature has evolved, addressing the design of computer experiments. A
comprehensive review of this field is presented by Garud et al., 2017.

Within this extensive literature, two distinct approaches have emerged: one-shot DoE
and adaptive sampling. The one-shot DoE typically involves the use of ’static’ designs,
often referred to as space-filling designs. A prime example of this is Latin Hypercube
Sampling (LHS) designs, pioneered by Jin et al., 2005. These designs align closely with
the a priori sampling discussion presented earlier in this section.

In contrast, the adaptive sampling approach, closely related to the in situ sampling
required for this work, takes a dynamic stance. It continually selects measurement loca-
tions and quantities as the experiment unfolds, capitalizing on the latest experimental
data to enhance flow assessment.

The selection of the next measurement location is guided by a careful balance between
estimated error and model uncertainty. This strategy enables to strike an optimal
equilibrium between the desire for high-quality data and the constraints of time and
resources. To the authors knowledge, this represents the first instance of adaptive
sampling being used in a full experimental context.

The cornerstone of in situ adaptive sampling lies in the selection of the next mea-
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surement location. This process demands a precise balance between two fundamental
strategies: global exploration and local exploitation. Achieving this equilibrium is
paramount for accurate flow assessment.

Global exploration entails seeking measurement locations in regions of the experimen-
tal domain that have not yet been adequately sampled. This strategy is essential for
capturing the broader characteristics of the flow field, especially in flow regions that may
be undersampled in the initial measurements. By actively exploring these unexplored
regions, the adaptive approach can reveal hidden insights and potential improvements
in model accuracy.

On the other hand, local exploitation targets specific areas of interest, aiming to refine
the model’s understanding of complex flow phenomena and reduce uncertainty in those
regions. It implies taking measurements in regions where the model already demon-
strates a degree of certainty but can benefit from finer granularity. Exploitation aims
to enhance the model’s accuracy in areas where it’s already reasonably well-informed
but strong gradients are present.

Implementing an appropriate algorithm to weight these two aspects is the key step
in adaptive sampling. If global exploration is prioritized too much, the final flow model
might present high uncertainty in high gradient regions since it should had been refined
more. Conversely, focusing too heavily on local exploitation may hinder the sampling
of certain flow regions.

The review by Fuhg et al., 2021 provides a comprehensive comparison of various
adaptive sampling algorithms within the context of GPs. The study breaks down these
algorithms according to their strategies for both exploitation and exploration, conduct-
ing evaluations across 16 different test functions of varying complexity, taking into
consideration factors such as the optimization goal, functional response expectations,
data availability, dimensionality, and computational cost.

Following a meticulous assessment, the adaptive sampling approach selected for de-
termining the next measurement point in the in situ DoE is the Maximize Expected
Predicted Error (MEPE) strategy. This methodology, introduced by H. Liu et al., 2017,
relies on quantifying the Expected Predicted Error (EPE) of a GP model. The EPE
comprises two components: a bias term and a variance term, which correspond to local
exploitation and global exploration, respectively.

The bias term is concerned with regions where significant prediction errors exist,
thereby emphasizing local exploitation. Unfortunately, it cannot be directly computed
due to the unavailability of prior data. To address this, the authors approximate the
bias term using a leave-one-out cross-validation (LOOCV) error, employing the effi-
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cient computational method established by Sundararajan and Keerthi, 2001. To
ensure continuity, this approximation assumes that the LOOCV error at an unobserved
location x is equivalent to the error at its nearest available sample, denoted as êapprox

LOOCV.
However, this approximation of the bias term tends to introduce bias in practical

cases. To mitigate this, a balance factor α is introduced, enabling a trade-off between
local exploitation and global exploration. The EPE criterion is defined as a weighted
combination of these terms:

EPE(x) = αêapprox 2

LOOCV (x) + (1− α)σ2
y(x) (3.8)

The balance factor α adapts based on the previous iteration’s error approximation:

α =

 0.5, if m0 = 0

0.99min
[
0.5

e2true(xm)

e2LOOCV(xm)
, 1
]

else
(3.9)

Here, m signifies the iteration number, and in the m+ 1 iteration, the newly acquired
measurement at sampling location xm is used to compare the true GP model error of
the previous iteration, denoted as e2true (xm), with its original estimation, e2LOOCV (xm).
This comparison defines the balance between exploration and exploitation.

Finally, the next sample point is determined by maximizing the EPE across the input
space:

xm+1
MEPE = argmax

x∈X
(EPE (x)) (3.10)

This approach encapsulates the essence of intelligent measurement selection within
the in situ DoE, ensuring a balanced pursuit of global exploration and local exploitation
to attain precise flow assessment.

Having defined MEPE as the adaptive sampling scheme for the in situ sampling
approach proposed in the methodology of this work, Figure 3.8 illustrates a detailed
schematic of the flowchart of the in situ sampling approach.

The process starts with an initial set of experimental measurements y(xm0) taken a
priori in sampling locations xm0 . This initial set of measurements is typically small,
with some authors suggesting a size of 10D, where D is the dimensionality. This choice is
based on practical considerations, aiming to balance the need for an informative initial
dataset. Alternatively, this initial set can be determined using the SVGP approach
proposed in the previous section or with a space-filling LHS design for simplicity.

The adaptive sampling approach iterative process then commences, continuing until
predefined stopping criteria are met.
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A GP model is trained with the available experimental measurements. A standard
GP model is employed here instead of a MFGP model. The choice to use a standard
GP model is driven by the substantial computational overhead associated with fitting
an MFGP model at each iteration.

The stopping criteria are evaluated based on the GP model’s predictive mean and
covariance. Typically, these criteria are set based on the desired level of accuracy or
uncertainty reduction, ensuring that the adaptive sampling process continues until the
specified information goals are met.

At each iteration, until the stopping criteria are satisfied, the MEPE adaptive scheme,
as previously described, is applied. The Expected Predicted Error (EPE) acquisition
function is computed for all candidate locations x within a predefined domain space X.
The candidate measurement location where the EPE is maximized becomes the next
measurement location xm+1 to acquire.

Once a new measurement y(xm+1) is experimentally acquired, this new information
is incorporated into the available data. Subsequently, a new GP model is fitted to the
expanded dataset, and the process continues iteratively until the stopping criteria is
achieved. This completes the in situ sampling DoE and the proposed methodology
process continues with the training of the MFGP described earlier.

Incorporating the in situ adaptive sampling approach, driven by the Maximize Ex-
pected Predicted Error (MEPE) criterion, as an option to the proposed methodology
offers an alternative to a precise flow assessment in complex academic research settings.
This approach, emphasizing a balance between global exploration and local exploitation,
allows to continually enhance flow assessment by leveraging newly acquired experimen-
tal data. Through the iterative selection of measurement locations, considering model
error and uncertainty, the collection of high-quality data while effectively managing time
and resource constraints is ensured. This application of advanced sampling strategies
within a full experimental context is a novelty introduced in the proposed methodology
to exploit at maximum the need for less measurements while accurately assessing the
flow field.

3.6. Methodology Performance Evaluation

The performance of any methodology hinges on its ability to provide accurate and
dependable results. In the context of the proposed flow assessment methodology, a
rigorous performance evaluation is essential. This evaluation will involve applying the
methodology to two test cases while using separate validation flow field datasets that
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Figure 3.8. Detailed schematic of the proposed adaptive in situ DoE with the MEPE
sampling approach selecting iteratively where to acquire the next experi-
mental measurement.
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will not be used in the methodology’s flow assessment.
This section introduces the key parameters and metrics that will comprehensively

evaluate the methodology’s performance, serving as critical indicators of its effectiveness
and reliability.

To assess the methodology’s precision in predicting flow characteristics, three funda-
mental metrics will be evaluated:

Root Mean Squared Error (RMSE): RMSE is a standard error metric that quantifies
prediction accuracy. It calculates the square root of the average squared differences
between predicted and actual values.

RMSE =

√√√√ 1

Nval

Nval∑
i=1

(yi
∗ − yi

val)
2 (3.11)

where yi
∗ represents the predicted values and yi

val represents the actual validation data.
Maximum Absolute Error (MaxAE): MaxAE identifies the most significant prediction

error, allowing a direct comparison with experimental measurement uncertainty. A no-
table difference between MaxAE and RMSE indicates problematic model performance
in specific flow regions.

MaxAE = max1≤i≤Nval

∣∣yi
∗ − yi

val

∣∣ (3.12)

R-squared (R2): R-squared evaluates the proportion of the variance in the depen-
dent variable (flow field) that can be explained by the independent variables (model
predictions). A higher R2 value indicates a better fit of the model to the data.

R2 = 1−
∑Nval

i=1 (yi
∗ − yi

val)
2∑Nval

i=1 (yi
val − ȳval)2

(3.13)

where the ȳval is the mean of the actual validation data
In an experimental setting, accurate flow assessment requires proper uncertainty

quantification. This methodology inherently incorporates Bayesian formalism, offer-
ing an evaluated uncertainty with the flow predictions. The MFGP approach directly
provides an uncertainty evaluation by considering the square of the diagonal elements
in the predictive covariance matrix.

In the following chapters, the two test cases used to showcase the proposed method-
ology’s performance are presented.
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Test Case - H25 Axial Compressor

The application of the methodology to assess the flow of the H25 axial compressor
is presented in this chapter. This test case is taken as a reference test case. The

experimental and numerical tools used to support the application of the methodology
are initially described. The MFGP modelling approach is showcased with random
experimental sampling to then evaluate the impact of the proposed DoE approach.
Finally, the in situ sampling approach is assessed.
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Figure 4.1. H25 compressor blades

Table 4.1. H25 stage design parameters.

Parameter Value

Blade height 25 mm
Hub-tip ratio 0.9
Rotor blades 65
Stator blades 80
Pressure ratio 1.25
Nominal speed 9650 rpm

4.1. Introduction

Selecting a suitable reference test case is a crucial decision in assessing the robustness
and effectiveness of a methodology. In such a choice, there is a delicate balance to
be struck between real-world representativeness and the availability of comprehensive
datasets for sensitivity analysis.

A reference test case should represent the industrial context, particularly one sus-
ceptible to instrumentation issues. Simultaneously, it should allow a full exploration of
the methodology’s implementation details, making sensitivity analysis feasible. Such
exploration often demands access to extensive datasets that, while simpler than real-
world experimental flows within turbomachine components, facilitate rigorous testing
of the methodology.

The H25 axial compressor is a research stage developed in the frame of the LEM-
COTEC project (FP7 - Low Emission Core Engine Technologies) to evaluate core size
effects on high-speed axial compressor performance and flow field. It is representative
of the last stage of a multi-stage axial compressor for aircraft gas turbine applications
and features a low aspect ratio (span-to-chord ratio) and a highly three-dimensional
blade design. It features an exceptionally reduced blade height, from which it derives
its name, with the blade height measuring a mere 25mm. Figure 4.1 shows the H25
compressor stage with its 25 mm height blades. For the sake of completeness, Table 4.1
presents the design parameters of the H25 compressor.

The configuration of the H25 axial compressor, characterized by its reduced blade
height, makes it an ideal candidate for the methodology’s assessment since it aligns
with the research goals of improving experimental flow assessment methods in next
generation compressor technologies that are more sensitive to instrumentation since
their size is decreasing and probe minimization cannot follow.

More importantly, data availability played a major role in the selection of this test
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case. The H25 axial compressor has been extensively and comprehensibly experimen-
tally tested by Babin, 2022, providing access and in-depth knowledge of the flow. This
data includes a wide array of measurements related to the flow characteristics of the
compressor that are described below.

The availability of such a comprehensive dataset allows for rigorous testing and val-
idation of the methodology’s different components. By employing this test case, it is
possible to independently analyse and validate each step of the methodology, ensuring
its reliability and effectiveness under real measurement conditions.

Furthermore, the H25 axial compressor data availability makes it an ideal reference
test case for evaluating the sensitivity of different factors, such as the quantity and
location of experimental measurements

These factors collectively make the H25 axial compressor an ideal test case for the
methodology presented in this work. In essence, the selection of the H25 axial com-
pressor test case is driven by the unique opportunity it presents for rigorous testing,
validation, and sensitivity analysis while it also exemplifies a real fluid mechanics test
case, emphasizing the methodology’s applicability in contemporary engineering prob-
lems.

In the following sections, the experimental and numerical tools used to support the
application of the methodology to this test case, and subsequently the results of it are
presented.

4.2. Experimental tools

The experimental data was acquired in the R4 test rig of the von Karman Institute for
Fluid Dynamics (VKI). The layout of this facility is depicted in Figure 4.2. This facility
incorporates an inlet plenum equipped with a heat exchanger and honeycomb (1), which
regulate the total temperature and flow homogeneity. The flow is then channelled to
the H25 test section (2), via a smooth convergent bell-mouth. After passing through
the test section, the compressed flow is released into a large collector (3). A return
duct (4) connects this collector back to the inlet plenum, forming a closed-loop system.
The facility includes a precision throttle valve (5) that enables accurate control of mass
flow.

The R4 facility operates in a closed-loop configuration, providing the flexibility to in-
dependently adjust key parameters, including Reynolds number (Re), rotational speed,
and throttling transients. All experimental data used for this work was obtained under
atmospheric conditions.
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Figure 4.2. VKI R4 facility layout for axial compressor studies.

A meridional view of the H25 test section, labelled as point (2) in Figure 4.2, is
presented in Figure 4.3. In this view, the rotating components are highlighted in red,
while the stator row is marked in green. The instrumentation is axially distributed
along four measurement planes, which are referenced as MP (Measurement Plane).
MP0: Located after the convergent inlet bell-mouth, seven rotor chords upstream of
the rotor. MP1: One chord upstream of the rotor. MP2: In the inter-row region
between rotor and stator. MP4: At the stage outlet, one chord downstream of the
stator blades.

The overall performance, particularly pressure ratio and efficiency, is assessed using
combined total pressure-total temperature rakes deployed at MP0 and MP4. Addition-
ally, radial traversing of probes is possible in all measurement planes.

At MP4, a motor was installed to allow a pitch-wise traversing of the probes over
one and a half stator pitch. This setup enabled the sampling of a radial-azimuthal
two-dimensional map of the flow field. The acquisition process for this outlet flow car-
tography, while essential for evaluating the flow inside the compressor, was the most
time-consuming part of the experimental campaign, taking approximately 3 hours to
collect data points from 950 locations. For this reason, and given the critical role of
MP4 in assessing the compressor’s performance, this experimental test at the machine’s
design point serves as the reference case for applying the proposed methodology. Fig-
ure 4.4 illustrates the experimental grid employed in this test, with 950 grid points
distributed in a matrix of 25 radial points over 38 pitch-wise points, featuring refine-
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Figure 4.3. H25 compressor stage test section meridional view

ment near the walls in the radial direction for improved gradient evaluation and uniform
discretization in the tangential direction.

For this test, a custom-designed miniaturized three-hole probe was utilized to mea-
sure flow total pressure, angle, and Mach number. The systematic uncertainty of the
miniatured pressure probe is determined by the pressure scanner used. In this case,
it amounts to ±0.08% of the full span. For a measurement in MP4 this corresponds
to ±84 Pa. In terms of total pressure ratio measurements relative to inlet conditions
(MP0), where the systematic uncertainty is estimated to be ±14 Pa, the propagated
systematic total pressure ratio uncertainty, computed with a truncated Taylor series
expansion, is ±0.00088. Based on the time series variation of the measured pressure
ratio, at a constant throttle operation, the random error associated with the pressure
ratio measurement is estimated. Thus, the overall pressure ratio is ±0.00133.

A similar miniaturized thermocouple probe was designed in-house for measuring flow
total temperature. A closer view of this probe is presented in Figure 4.5a, and its instal-
lation in the compressor stage, highlighting the reduced scale of the instrumentation
and the compressor stage itself, is shown in Figure 4.5b. The estimated propagated
uncertainty for total temperature measurements is ±0.6 K.

The probes were installed with a standard mechanical safety margin of 0.02 mm to
ensure a gap between the probe and hub/casing walls. Additionally, the radial size of
the probe head was added to this value when determining the accessible span for each
probe. This led to a 2% span end-wall proximity for the pressure probe, with the last
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Figure 4.4. H25 experimental test grid at MP4.

measured temperature point located at 4% span from the nearest end wall due to its
larger probe head. For more details, refer to Babin, 2022.

4.3. Numerical tools

With a comprehensive understanding of the experimental setup and data acquisition,
another essential tool required for applying the methodology proposed in this work, the
CFD numerical model of the test case is introduced.

The primary goal of the numerical simulations is to harness the highly discretized flow

(a) Probe zoom. (b) Probe installed in compressor stage. Blades blurred.

Figure 4.5. Miniaturized total temperature probe.
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Figure 4.6. H25 compressor stage numerical CFD domain.

information obtained from them in conjunction with the undersampled experiments, as
outlined in the proposed hybrid methodology. To achieve this, it is critical to ensure
that the simulation domain aligns with the experimental setup.

This domain extends from experimental Measurement Plane 0 (MP0) to a location
two rotor chords downstream of MP4. This extension helps avoid potential effects
related to outlet boundary conditions at the experimental stage outlet (MP4). Coupling
numerical and experimental data at this location is fundamental as it serves as the
reference test case for assessing the methodology’s performance.

Technological features, such as blade fillets, have been retained in both the rotor and
stator sections of the numerical domain. However, cavities present in the experimental
setup have been excluded. Under the assumption of periodicity, only one blade pas-
sage is simulated. A mixing plane approach is employed to connect the rotating rotor
block with the non-rotating stator block, ensuring a conservative coupling of pitchwise
quantities.

For mesh generation, a structured grid was created using Autogrid 5. Figure 4.6
presents both a meridional view and a blade-to-blade zoom of the computational grid.
An O-4H mesh topology was adopted for both blade rows, while an OH topology was
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used in the rotor tip gap region. Notably, all values of the non-dimensional wall distance
(y+) were maintained below 2.

The mesh generation involved a multi-block structured grid approach, resulting in
three mesh levels. Grid convergence analysis was conducted across these three levels,
which comprised grids with 0.6 million cells, 4.55 million cells, and 19.45 million cells,
following the methodology of Celik et al., 2008. The Reynolds-Averaged Navier-Stokes
(RANS) data used in this work were obtained using the mesh with 4.55 million cells.

NUMECA FINE Turbo 12.1 was used to solve the fully turbulent compressible steady
RANS equations. The k-ω SST turbulence model Menter, 1994 was selected as the
turbulence closure model.

As previously mentioned, the chosen operating regime for this study was the design
point of the compressor, specifically at nominal speed. At the inlet of the numerical
domain (corresponding to MP0), the experimentally measured pitchwise averaged total
pressure and total temperature profiles were imposed. At the numerical domain’s outlet,
the absolute mass flow is imposed. Additionally, an adiabatic assumption is made for
all the walls within the domain.

4.4. Results

In this initial result section, a comprehensive comparison between the experimental
flow data collected in the H25 stage outlet and the corresponding numerical results
obtained using the CFD model is presented, specifically in terms of total pressure and
total temperature. The data collected at MP4 holds a central position in this work,
serving as the reference test case for the application of the proposed methodology.

The primary objective of this comparative analysis is to evaluate and emphasize the
agreement or potential discrepancies between different fidelity data sources—experimental
and numerical. Since the H25 compressor is the reference test case in this work, it is im-
portant to understand how the level of correlation between these data sources influences
the performance of the proposed methodology.

Therefore, this comparison serves as a fundamental basis for the subsequent analysis
of the methodology. It ensures that the methodology can effectively harness the nu-
merical model to enhance flow assessment, especially in scenarios where experimental
data might be limited or otherwise unavailable.

Figure 4.7 provides a visual comparison of the normalized total pressure flow field be-
tween the high-fidelity reference experimental dataset (on the left) and the low-fidelity
CFD RANS numerical flow (on the right), limited radially by the probe sampling con-
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Figure 4.7. H25 stage outlet Total Pressure map comparison between experimental
measurements (left) and CFD simulation (right).

straints.
The comparison reveals that the overall flow topology remains consistent between

the two datasets, with secondary flow structures clearly visible in both. However, a
clear discrepancy emerges in terms of pressure values, resulting in an pointwise average
pressure ratio difference of around 6% between the experimental and numerical datasets.

Examination of the flow fields indicates that the RANS simulation tends to over-
predict the depth and radial thickening of the wake. This over-prediction can be at-
tributed to the radial streamline contraction caused by the highly three-dimensional
blade design of the stator. The stator blades exhibit an high lean angle at the hub re-
gion, leading to a strong transverse pressure gradient over the blade (as demonstrated
in Taylor and Miller, 2017).

The application of a mixing plane approach at the rotor-stator interface results in the
tangential averaging of the flow, thereby altering the stator’s inlet conditions, especially
in terms of blade incidence. This primarily affects the regions close to the hub and tip,
where the CFD simulation tends to over-predict pressure losses and the size of secondary
flow structures. This discrepancy is most evident at the casing, where secondary wall
flows merge with the wake, and at the hub, where the signature of the passage vortex
is clear, while in the experimental data, it is believed that the passage vortex’s size is
likely beyond the probe sampling constraints.

A comparison analysis is conducted for the total temperature 2D map, as presented
in Figure 4.8. This figure illustrates a comparison between the high-fidelity reference
experimental total temperature map (on the left) and the low-fidelity CFD RANS
numerical total temperature flow (on the right). The numerical flow data is once more
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Figure 4.8. H25 stage outlet normalized Total Temperature map comparison between
experimental measurements (left) and CFD simulation (right).

constrained within the radial boundaries determined by the probe sampling.
In average absolute terms, a difference of 0.5% is observed between the two datasets.

However, visually, it becomes evident that the flows exhibit a high mismatch. The dis-
crepancy in the total temperature flow mainly arises from the adiabatic wall assumption
made in the numerical model.

Specifically, the experimental dataset displays higher temperatures in the hub region,
directly downstream of the blade, particularly around θ=1. This elevated temperature
is attributed to heat transfer effects from the rotating machinery, including the rotating
shaft and bearings, to the flow. These thermal interactions are not present at all in the
numerical model, resulting in lower temperature values in this area.

A similar heat transfer analysis can be extended to the casing region. In the ex-
perimental setup, the compressor dissipates heat into the colder environment through
the tip casing. However, this heat dissipation is not accurately modelled in the nu-
merical simulation. Consequently, the numerical model indicates an accumulation of
heated fluid at higher radial regions, leading to temperature differences between the
two datasets.

These discrepancies are not indicative of a failure in the methodology or the exper-
imental procedures but rather arise from the fundamental modelling choices in RANS
simulations, which provide the low-fidelity data that complements the under-sampled
high-fidelity experimental data. These observed differences are a direct result of the
modelling choices that underpin RANS simulations.

It is essential to recognize that RANS serves as the primary source of low-fidelity
data in our methodology. These low-fidelity data sources complement the high-fidelity

69



Chapter 4. Test Case - H25 Axial Compressor

experimental data to enhance the flow assessment process, particularly in cases where
experimental data may be limited or under-sampled. Understanding these modelling
nuances is the initial step in applying the proposed methodology effectively.

In the next section, the proposed methodology data fusion algorithm, multi-fidelity
Gaussian Process is applied to the above reference flow fields to showcase the applicabil-
ity of this algorithm in the proposed methodology for flow and uncertainty assessment.

4.4.1. Preliminaries

The following section focus on the proposed methodology capability to merge informa-
tion from two distinct fidelity data sources: high-discretized CFD RANS low-fidelity
data (Dlow = (xlow,ylow)) and under-sampled high-fidelity experimental data (Dhigh =

(xhigh,yhigh), where Dlow >> Dhigh.
Recalling the notation used in Chapter 2, the outlet flow assessment involves taking

the physical domain as an input location, x = [r,θ], which is mapped to either the
outlet total pressure, y = PT4, or the outlet total temperature, y = TT4, for this specific
test case. Throughout the following analysis, the input domain x is normalized between
0 and 1. Additionally, flow quantities are normalized with respect to a reference value.

Special care is taken to ensure the high and low fidelity datasets match in the input
domain. This requires to shift the available datasets since the CFD RANS simulation
domain ’0’ does not match the pitch wise ’0’ of the experimental test. In the simulation
domain, the blade is in the centre of the studied passage while for the experimental
test, the probe is initially aligned with the mechanical zero of the blade. Based on this
information, domain matching is possible. This ensures that the MFGP model infers
the correct relation between fidelities. Moreover, the domain matching is required to
obtain a correct grid from the proposed DoE based on SVGP.

The complete available dataset is divided into two distinct subsets: the training sub-
set and the validation subset. The training subset is utilized in the optimization process,
maximizing the marginal log-likelihood of Equation 2.14, enabling hyper-parameter
learning and flow reconstruction. The validation subset, serving as the ground truth, is
afterwards compared against the methodology predicted flow reconstruction to validate
and evaluate its performance.

4.4.2. Multi-fidelity Gaussian Process

To evaluate the proposed methodology, an initial step is to independently evaluate the
MFGP framework as a data fusion algorithm. In this section, the data is randomly split
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into these subsets, with various percentages of subsampling. Specifically, subsampling
percentages of 10%, 20%, 33%, and 50%, corresponding to 95, 190, 313, and 475 absolute
measurement points, respectively are explored.

Pressure Field Mean Flow Assessment

Figure 4.9 presents a comparison between the complete experimental reference data (on
the left) and the flow reconstruction achieved using the MFGP model (on the right) for
three different measurement percentages: 10% (4.9a), 20% (4.9b), and 33% (4.9c). The
white crosses on the experimental reference represent the randomly selected Dlow,train

experimental measurements used as high-fidelity samples for multi-fidelity model train-
ing. The scaling factor (ρ), that relates the RANS simulation to the experimental data,
is also provided.

An initial qualitative analysis of the flow fields reveals a generally consistent match in
critical flow features and their locations, with an increasingly improved visual alignment
as the number of measurements increases.

When only 10% of the measurements are used, the secondary flow structures show
discrepancies in both shape and magnitude compared to the full dataset. However,
their locations align closely. This is particularly evident in the wake region and the
casing secondary structure. In these areas, where high-fidelity measurements are scarce
due to random undersampling, the MFGP flow assessment tends to favour the highly
discretized, low-fidelity RANS flow presented in Figure 4.7 since not enough high-fidelity
information is available to describe these regions.

With an increased use of experimental data, specifically 20% of the complete dataset,
the MFGP model provides a 25% more accurate prediction of the entire experimental
flow than with 10% of the measurements. It correctly assesses high-pressure regions
and secondary flow structures in terms of both shape and location. Notably, the model
accurately captures the radial contouring of the strong gradient wake, a detail not
accurately matched in the CFD simulation. Additionally, other secondary flows, such
as the passage vortex near the boundary layer hub region and losses emanating from
the rotor tip vortex in the casing, are also visibly and correctly predicted in terms of
size and magnitude.

To accurately capture the depth of the wake, a higher percentage of measurements
(33%) is required. It is at this percentage of data that the MFGP correctly assesses
the entire flow, including the low-pressure pocket within the wake. Moreover, the
MFGP model tends to smooth the flow since it is not limited to the probe spatial
discretization and it can be evaluated in a highly discretized manner, opening the
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(a) 10% Measurements used. ρ = 0.374.
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(b) 20% Measurements used. ρ = 0.158.
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(c) 33% Measurements used. ρ = 0.110.

Figure 4.9. MFGP total pressure flow assessment at MP4 (right) with different exper-
imental measurements undersampling percentages against fully sampled
experimental reference (left).
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Table 4.2.: Experimental hyperparameters and performance metrics for the different
models presented in Figure 4.9.

Measurements ρ σf ℓpitch ℓr σ2
y RMSE MaxAE R2

10% 0.374 0.214 2.503 3.721 4.8E-06 3.1E-03 1.7E-02 0.900
20% 0.158 0.288 1.433 1.252 9.4E-08 1.2E-03 1.2E-02 0.984
33% 0.110 0.309 1.540 1.276 5.1E-08 4.5E-04 1.6E-03 0.998

possibility of obtaining super-resolution.
In summary, the MFGP’s ability to align high- and low-fidelity data seems to im-

prove as more high-fidelity measurements are included. With a higher percentage of
measurements. but still with an high degree of undersampling (33%), it provides a com-
prehensive assessment of the flow, closely matching the reference experimental results
from a visual point of view.

To further support this analysis, a quantitative evaluation of the performance metrics
introduced earlier in section 3.6 is presented. These metrics are summarized in Table
4.2 alongside the estimated hyperparameters for the specific models presented in Figure
4.9.

A quantitative analysis from the table offers similar insights as the visual analysis
described above. The scaling factor (ρ), that relates the RANS simulation to the
experimental data, decreases as the percentage of experimental measurements increases,
being nearly four times higher for 10% compared to 33%, meaning that the relevance
of the RANS simulations is decreasing. This justifies the clear flow signatures from the
RANS simulation dominating in regions where no experimental data is available with
only 10% measurements.

A convergence of hyperparameters is observed, with values being nearly equal for the
20% and 33% cases. These slight differences correspond to the assessment of the core of
the wake. The MFGP model’s estimated experimental uncertainty (σ2

y) decreases with
an increase in measurements, this suggests that, as data increases the MFGP model
does not require to explain data with noise.

The error metrics, such as RMSE and MaxAE, show a consistent trend: they decrease
by an order of magnitude from 10% to 33% measurements. These values approach the
estimated experimental uncertainty of ±1.3E-03, indicating an improved representation
of the true experimental flow.

On one hand, when high-fidelity experimental measurements are available to the
model, the error and uncertainty are lower, on the other hand, the goal of this work
remains to propose an hybrid experimental methodology that provides an accurate flow
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Figure 4.10. RMSE of Total pressure ratio of across 50 MFGP models. Sensitivity to
the random selection of experimental data and the percentage of exper-
imental data used in the model training.

prediction with the maximum reduction in measurements required and testing time,
meaning, reducing the number of high-fidelity samples to a minimum. Intuitively, a
trade-off relation can be found between the number/location of the experimental high-
fidelity measurements used and accuracy in the mean flow prediction and standard
deviation.

Sensitivity Analysis

To further investigate this trade-off, the availability of a full reference test is exploited to
perform a sensitivity analysis. This analysis assesses the impact of two crucial factors
on the performance of the proposed methodology using error metrics. The effect of
randomly selecting the training measurements subset from the full dataset and the
impact of the absolute number of measurements used for the flow assessment.

Around 50 models were trained with different randomly selected experimental mea-
surements for each undersampling percentage of measurements used. Figure 4.10 dis-
plays box plots showing the RMSE for various MFGP models’ predictions compared
to the validation subsets. In these box plots, the whiskers span from the lowest to the
highest values, obtained by the different 50 models at each undersampling.ρ The box
itself represents the first and third quartiles, with the median shown as a line. Each
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Table 4.3.: RMSE sensitivity analysis for the H25 test case across 50 model runs differ-
ent amount of measurements used.

Measurements Median Min Max Std

10% 2.5E-03 1.6E-03 4.2E-03 5.7E-04
20% 8.3E-04 6.6E-04 1.3E-03 1.8E-04
33% 4.9E-04 3.9E-04 6.3E-04 5.5E-05
50% 3.5E-04 2.8E-04 4.1E-04 3.0E-05

Table 4.4.: MaxAE sensitivity analysis for the H25 test case across 50 model runs with
different amount of measurements used.

Measurements Median Min Max Std

10% 1.3E-02 6.2E-03 2.1E-02 4.4E-03
20% 4.7E-03 2.7E-03 7.1E-03 2.6E-03
33% 2.4E-03 1.6E-03 4.4E-03 6.6E-04
50% 1.6E-03 1.1E-03 2.1E-03 3.7E-04

box corresponds to a different percentage of measurements used, extracted from the full
dataset test.

For a more comprehensive understanding of the RMSE results, Table 4.3 summarizes
key statistics, including the median, minimum, maximum, and standard deviation of
RMSE values. These metrics provide valuable insights into how different percentages
of measurements affect the accuracy of flow predictions.

As anticipated, an increase in the number of measurements leads to a reduction in
RMSE. This reduction is particularly pronounced when increasing the number of mea-
surements beyond 10%. This is evident from the y-axis log scale in Figure 4.10, and
is supported by the table, as median, maximum, and minimum RMSE values tend
to decrease by approximately one order of magnitude. This behaviour is due to the
convergence of the hyperparameters, as discussed earlier. Once a sufficient number of
measurements is used, the MFGP model effectively learns the correct data hyperpa-
rameters, and additional data does not significantly improve the model.

When examining the variation among different model runs for each percentage of
measurements, the robustness of the MFGP modelling approach to the location of
measurements becomes apparent. As each model is tested multiple times with hy-
perparameter optimization restarted in an attempt to avoid local optima, the spread
between the box plot whiskers can be primarily attributed to the influence of the ran-
domly selected experimental measurements. This spread also tends to decrease with an
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increase in measurements.
This observation is further supported when analysing the MaxAE sensitivity analysis

results provided in Table 4.4 for a more comprehensive perspective. The MFGP model
becoming more robust makes sense considering that with increasing data the chances
of having a lack of sampling in relevant flow features such as the strong gradient wake
region observed before are reduced and thus the inferred hyperparameters model all
flow features.

In summary, the analysis highlights a clear trade-off between the number of measure-
ments used and the accuracy of predictions. Lower percentages of measurements result
in higher RMSE values, indicating less accurate predictions. This analysis underscores
the challenge of achieving high prediction accuracy while minimizing the number of
measurements, a main objective of the proposed methodology. It also sets the stage for
the next section, which explores the use of SVGP on CFD RANS for a DoE framework
in the proposed methodology. Indeed looking at the Table 4.4, the best models with
20% measurements (i.e with the minimum error), for example, present a performance
that is comparable to an average model result with 33% measurements. Thus if a DoE
framework was planned beforehand to be applied with the proposed methodology, an
even bigger instrumentation and testing time reduction could be achieved.

Pressure Field Uncertainty Analysis

Before evaluating the proposed DoE, it is important to analyse the uncertainty in the
flow predictions generated by the MFGP model. This analysis serves a dual purpose.
First, it showcases the capability of the Bayesian modelling approach to predict mean
flow and its associated uncertainty. Second, it provides insights into the areas in the
flow field where predictions may be less certain.

Figure 4.11b displays the predicted uncertainty in total pressure ratio for the MFGP
model, previously presented in Figure 4.9c and replicated in Figure 4.11a, with 33% of
the measurements used. This predictive uncertainty map highlights regions within the
flow field where the model might have reduced confidence in its predictions. Under-
standing these areas of uncertainty suggests where additional measurements or model
refinement might be required to enhance prediction reliability.

The model’s predicted uncertainty tends to increase rapidly outside of the studied
domain, particularly evident around pitch close to zero. Furthermore, the model ex-
hibits higher uncertainty in regions where no experimental measurements are available.
However, the level of uncertainty varies across different flow regions. Notably, the high-
est uncertainty within the domain of interest is observed in the strong gradient wake
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(a) Total pressure flow.
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(b) Uncertainty.

Figure 4.11. Total pressure ratio uncertainty prediction for MFGP model presented
in Figure 4.9c with 33% measurements used.
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Figure 4.12. MFGP total temperature flow assessment at MP4 (right) with 33% ex-
perimental measurements undersampling against fully sampled experi-
mental reference (left) with ρ = 0.

region, primarily around a radial span of 0.4, which corresponds to the location of the
wake core. It is important to emphasize that even in this "high uncertainty" region,
the predicted uncertainty is still within the bounds of the full experimental test’s un-
certainty referenced in red in the uncertainty colorbar. In other parts of the predicted
flow, the uncertainty is comparatively lower.

Temperature Field Assessment

Following an in-depth analysis of the pressure field and the followed sensitivity analysis,
it is relevant to perform a similar analysis for the temperature flow field. Demonstrat-
ing the capabilities of the MFGP modelling framework in predicting the temperature
field underscores the versatility of this modelling approach across different flow mea-
surements.

Figure 4.12 provides a visual comparison between the full experimental reference (on
the left) and the MFGP model’s predicted total temperature field with 33% of the
original measurements used. Once again the white crosses represent the experimental
measurement locations used in the MFGP model.

A detailed examination of the temperature field reconstruction in Figure 4.12 reveals
a close visual match between the two flow fields. This result emphasizes that the MFGP
modelling approach employed in the proposed methodology is not limited to total pres-
sure measurements. The primary difference between the experimental reference and the
prediction lies in the smoothness of the flow.
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The fluid heats up at the hub due the rotating machinery, while at the casing, the
flow exchanges heat with the atmosphere. These effect are inherent in an experimental
environment but not explicitly modelled in the CFD RANS simulations. The MFGP
model recognizes this pattern in the experimental data and essentially disregards the
RANS results during hyperparameter optimization, as evidenced by a scaling factor (ρ)
equal to 0.

The temperature field estimated RMSE is approximately 0.02%, with a MaxAE of
0.2%. These values are both below the estimated uncertainty of 0.6 K, which further
supports the selection of the MFGP modelling approach within the proposed methodol-
ogy. A sensitivity analysis, while not presented here for brevity, aligns with the analysis
performed for total pressure.

Conclusions

In this section, the application of the MFGP framework, the main block of the proposed
methodology, was applied to the H25 test case to evaluate its capabilities as a data fusion
algorithm.

A consistent match was obtained on both the total pressure and total temperature
flow fields in terms of critical flow features and their magnitude with a crucial note
that a trade-off relation between the number of high-fidelity measurements used and
the accuracy of mean flow prediction was observed. This highlighted that the model
robustness is closely linked to the number of measurements, with high-fidelity mea-
surements serving as the foundation for accurate flow predictions. The key insight is
that a careful balance between the number and location of high-fidelity measurements
is essential to achieve accurate predictions while minimizing testing resources.

In summary, the initial exploration into the MFGP framework confirms its robustness
and adaptability for predicting flow fields. The trade-off between measurement quan-
tity and prediction accuracy is evident, providing a solid foundation for the proposed
methodology, which seeks to achieve precise flow assessments with minimal measure-
ments. The MFGP approach potential to capture super-resolution details and its ability
to account for uncertainty further validate its central role in our methodology for flow
field assessment.

4.4.3. A priori Design of Experiments

The results above demonstrate the MFGP effectiveness in fusing high and low-fidelity
data for accurate flow predictions. Another important aspect of the proposed methodol-
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ogy is the DoE framework which must guide the selection of optimal sampling locations
beforehand.

In this section, the results obtained using the proposed a priori DoE strategy with
Stochastic Variational GP in the H25 compressor test case are presented. As outlined in
section 3.4.1, SVGP serves as an a priori method for systematically identifying the most
informative measurement locations based on an assumed available CFD simulation.

The SVGP DoE process begins by defining an appropriate batchsize, which was set
to approximately 20% of the mesh size at MP4. This selection is made to obtain a
behaviour similar to what was presented in Figure 3.6. It ensures that the estimated
gradient represents the entire flow gradient adequately and the ELBO optimization
converges.

Selecting Number of Measurements

Next, a crucial step in the context of the proposed methodology is the determination
of the number of measurements required. For this purpose, an iterative procedure over
the number of "inducing locations" (Nz) until the ELBO converges is performed. The
ELBO is the equivalent of the log marginal likelihood, if it does not change, more data
does not give more information to the SVGP model and the full dataset is summa-
rized. Its optimization provides the optimal measurement locations based on the CFD
simulation.

Figure 4.13 depicts the ELBO convergence for different numbers of "inducing loca-
tions," ranging from 95 to 420 (equivalent to 10% to around 45% of the full experimental
database size). The ELBO tends to decrease as the number of "inducing locations" in-
creases, reaching approximately -30000 with Nz = 313 (corresponding to 33% of the
full experimental dataset size). Notably, further increasing the number of "inducing lo-
cations," as illustrated with Nz = 420, results in the same ELBO value, indicating that
additional data does not significantly enhance the SVGP model’s information. Thus,
around 300 "inducing locations" are sufficient to effectively summarize the numerical
CFD flow. A final SVGP model sets the amount of measurements and their optimal
sampling locations beforehand in the proposed methodology.

SVGP Sensitivity Analysis

The experimental data was already fully acquired before this work. This means that it
is not possible to directly evaluate the SVGP DoE approach, since the obtained optimal
sampling locations result in a sparse grid, in contrast to the uniform grid used to acquire
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Figure 4.13. ELBO optimization for hyperparameter and ’inducing locations’ selec-
tion for the H25 test case CFD RANS simulation. A cluster of the ELBO
from around Nz = 300 data points sets the DoE number of measurements
required.

the H25 reference flow.

To simulate the proposed DoE with the measured dataset, an initial approach was to
apply a nearest neighbour (NN) approach. The NN approach selects the experimental
measured location closest to a proposed optimal sampling location. However, this leads
to changes in the exact location of the proposed measurements and, in high-gradient
regions, where the DoE approach proposes multiple locations, the NN approach maps
them to the same available experimental point. This not only influences the DoE
sampling locations but also reduces the number of measurements used in the MFGP
flow assessment.

Figure 4.14 provides a closer look at the different grids in the wake region, with
the SVGP selected locations and the NN approximate locations used, in green and red,
respectively. The black dots represent the available measurements from the full dataset.
The blue circles in the figure highlight the effect of changing the exact location of the
proposed measurements, while the red boxes show the detrimental effect of merging
measurement points.

As a consequence, to fully evaluate the performance of the DoE framework in the H25
reference test case, an interpolation of the full dataset was used to estimate the sup-
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Figure 4.14. Nearest neighbour effect on the DoE optimal sampling grid. SVGP se-
lected locations and the NN approximate location used, in green and red
respectively.

posed measured values. To ensure accuracy in the interpolation and minimize potential
errors, a single-fidelity GP model was trained using the entire experimental dataset,
with the likelihood data uncertainty (σy) set to 0, thereby ensuring that the measured
data remains unchanged. This model was then employed to predict the ’experimental
measurement’ at the proposed SVGP optimal locations and to conduct a similar sensi-
tivity analysis to the one presented earlier. Additionally, this enables the evaluation of
the methodology’s error metrics in the validation subset, as the complete dataset can
be used for assessment.

Figure 4.15 provides a box-plot comparison between random sampling, the a pri-
ori SVGP DoE proposed sampling approach with NN, and the a priori SVGP DoE
proposed sampling approach without NN (and with interpolation), presented in green.

A clear improvement is obtained with the DoE approach, resulting in a significant
reduction in RMSE. This reduction is not only reflected in the median but also in the
reduced spread among different trained models.

While, for 10% of measurements used, the results obtained with the NN approach and
the interpolation approach are similar, this does not apply to other measurement per-
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Figure 4.15. RMSE comparison between random sampling, the a priori SVGP DoE
proposed sampling approach with NN and without NN across 50 model
runs for different amount of measurements used.

centages. For 20%, the median obtained is approximately the minimum value obtained
with random sampling of the available experimental data.

This becomes even more evident for 33% measurements used, the amount suggested
by the ELBO evaluation of Figure 4.13, where the proposed DoE, with interpolation)
outperforms random sampling, achieving a similar result to the one obtained with 50%
random sampling, unlike with NN initial approach. Indeed, for 50% random sampling
or with the DoE approach, the box-plot result is approximately equal, and it equals the
box-plot with 33% optimal measurements. This further supports the ELBO analysis
performed above, showing that around 33% are the optimal number of measurements
to assess this flow because adding more experimental measurements does not improve
the MFGP model. The Figure suggests that the initial NN approach results in poor
performance of the proposed methodology, but not the DoE framework.

To further support this analysis, Table 4.5 summarizes the obtained RMSE results for
the H25 test case with the proposed A priori SVGP DoE. With optimal sampling and
20% of the original amount of measurements used, even for the worst obtained model,
the maximum RMSE is below the estimated experimental uncertainty. Moreover, an
increased robustness of the DoE approach against random sampling is proved by the
RMSE standard deviation, which is one order of magnitude lower than the equivalent
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Table 4.5.: RMSE sensitivity analysis with proposed A priori SVGP DoE across 50
different runs for a different amount of measurements used.

Measurements Median Min Max Std Median w.r.t Random

10% 1.6E-03 1.2E-03 2.3E-03 2.5E-04 -36%
20% 6.8E-04 4.9E-04 8.6E-04 8.9E-05 -18%
33% 3.7E-04 2.9E-04 4.5E-04 4.8E-05 -25%
50% 3.2E-04 2.1E-04 4.4E-04 6.4E-05 -8.6%

in Table 4.3 for high undersampling percentages. The last column gives a quantitative
value to the percentage decrease in the RMSE median value with respect to random
sampling (Table 4.3) to the DoE approach, which goes as high as 36% for a reduction
in the number of experimental measurements to 10%.

Conclusion

In summary, the SVGP DoE approach introduced in this section not only surpasses
the performance of random sampling but also enables the application of the entire
methodology for flow assessment and experimental campaign planning. The exami-
nation of different measurement percentages highlights the superiority of the DoE ap-
proach achieving a 70% measurement reduction with a 25% improved performance with
respect to random sampling.

Assuming a CFD simulation is available for the operating point of interest, this
approach is highly effective in an industrial context. It optimizes measurement bud-
gets, reduces costs, and saves time by systematically selecting the most informative
measurement locations, thereby streamlining the flow field assessment process for tur-
bomachinery components.

This section results underscore the potential of the SVGP DoE framework as a valu-
able tool for achieving reliable, efficient, and cost-effective flow field assessment, with
ramifications that extend beyond the H25 axial compressor reference test case to broader
applications in turbomachinery and fluid dynamics research.

4.4.4. In situ Sampling

While the classic a priori DoE approach proposed above is an excellent choice for indus-
trial settings where cost efficiency and careful pre-planning of experimental campaigns
are paramount, the demands of academic research often extend beyond mere cost con-
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siderations. In an academic research environment, different objectives might come into
play. Researchers may want to focus on achieving specific uncertainty targets or prob-
ing the flow field with a higher level of detail to gain deeper insights. This is where
an adaptive sampling approach can be employed in the proposed hybrid measurement
technique.

The adaptive sampling approach, illustrated in Figure 3.8, commences with an initial
set of strategically placed experimental measurements, achieved through an optimal
Latin Hypercube Sampling (LHS) strategy. This iterative process proceeds until a
predetermined stopping criterion is met. At each iteration, potential measurement lo-
cations are assessed using the Maximum Expected Predicted Error (MEPE) acquisition
function. The location with the highest Expected Predicted Error (EPE) value is then
selected as the next measurement point. The process is reiterated, with each new mea-
surement added to the dataset and a new Gaussian Process (GP) model fitted. The
flow field is assessed via the Multi-Fidelity Gaussian Process (MFGP) once the stopping
criterion is satisfied.

MEPE Acquisition Function Behaviour

The MEPE acquisition function is a critical component of the adaptive sampling ap-
proach. It balances the trade-off between the estimated local error and predicted uncer-
tainty (exploitation and exploration), with the trade-off being weighted by the α factor,
which is adaptively adjusted based on the previous iteration local error estimation.

To assess the performance of the adaptive sampling approach and understand how
the number of measurements affect the results, a simulated run is conducted. It begins
with an initial dataset size of Nym0 = 40 measurements. These initial locations (xm0)
are determined using the optimal LHS algorithm proposed by Jin et al., 2005.

The iterative process continues with the selection of measurement locations. A fixed
number of iterations is defined to correspond to approximately 50% of the full dataset,
this can be interpreted as the stopping criteria in this initial analysis. As measurements
are added, the RMSE between the GP model predictions and the validation dataset,
the evolution of the GP model maximum predicted uncertainty, and the α parameter
are observed in Figure 4.16.

Several important observations are made. The RMSE continuously decreases as more
measurements are acquired, and the maximum uncertainty in the GP model also de-
creases. This reduction is noticeable until around 30% of the measurements, after which
it flattens. This suggests convergence in the sense that additional measurements lead
to small, incremental reductions in model uncertainty.
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Figure 4.16. Proposed adaptive sampling performance evaluation and er-
ror/uncertainty weight criteria for pressure ratio flow field assessment
with increasing number of measurements.
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The α parameter behaviour provides insight into different phases of the adaptive
sampling approach. Initially, it tends to values close to 1. This indicates that the adap-
tive sampling process recognizes the need to reduce high RMSE values and prioritize
exploitation. After around 15% of measurements, α tends towards values close to zero,
emphasizing exploration of high uncertainty areas. At this stage, the RMSE improve-
ment flattens, but the maximum uncertainty continues to decrease, except in specific
iterations, where the adaptive sampling identifies high local error regions that lead to
a direct step-like decrease in the RMSE.

A constant alternation between exploitation and exploration is seen when around 30%
of the original dataset is used. However, this has little effect on the RMSE and maxi-
mum uncertainty, which are already low and comparable to the estimated experimental
uncertainty.

These findings demonstrate the adaptive sampling approach ability to systematically
select measurements to improve RMSE and reduce uncertainty. The adaptability of the
α parameter plays a key role in efficiently guiding this process by striking a balance
between exploitation and exploration.

In parallel to this analysis of the adaptive sampling approach, Figure 4.17 provides
a visual comparison of this methodology at various stages of measurement acquisition,
corresponding to 5%, 10%, 20%, and 33% of the measurements used for assessing the
total pressure field of the H25 reference test case.

In each subfigure, the following visualizations are presented for the assessment of the
total pressure field. On the top left, the reference experimental flow field with white
crosses representing the experimental data points that have been "acquired". On the top
right, the GP model’s mean flow prediction. On the bottom left, the absolute difference
between the experimental reference and the predicted pressure ratio flow and on the
bottom right, the contour plot displaying the predicted GP model flow uncertainty.
The RMSE, from Figure 4.16a is added to the caption.

In the initial phase (5% of measurements used), as seen in Figure 4.17a, the GP
model’s mean flow prediction is poor and lacks coherence in identifying flow structures,
except for two high-pressure regions. At this stage, the absolute difference between the
experimental reference and predicted flow (pressure ratio) is substantial, indicating a
high error. This is supported by the predicted uncertainty, which is high throughout
the domain, with a particular focus on the domain limits.

Both of the just mentioned effects motivate the α parameter behaviour in the phase
identified around 15% measurements, with an iteration depicted in Figure 4.17b. Look-
ing at the experimental reference and paying attention to the experimental sampling
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locations, the adaptive sampling approach prioritized an evaluation of the domain lim-
its, both in the radial and pitch coordinates.

This leads to a correct modelling of the hub and casing end wall flows, but more
importantly leads to a decrease of the predicted uncertainty at the domain limits, with
the contour plot showing sparse local regions of uncertainty that, at this point, approach
the experimental estimated uncertainty and do not match regions of strong gradients.

Additionally, some measurement points added during this stage are used for exploita-
tion, targeting the wake. From 5% to 15% measurements, some measurement points
are added in the gradient region of the wake that give a correct assessment of its size.
However, the true depth of the wake is not correctly detected and the two high pressure
regions that are periodic in the experimental reference due to representing two identical
blade passages, are still not correctly identified by the adaptive sampling approach.

At 20% measurements, iteration depicted at Figure 4.17c, The GP model mean flow
prediction aligns closely with the experimental reference, capturing the core of the wake
and expected flow features. Looking at the absolute error contour, sparse local error
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(a) 5% measurements used. RMSE ≈ 5.8E-03.
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(b) 15% measurements used. RMSE ≈ 1.2E-03.
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(d) 33% measurements used. RMSE ≈ 3.9E-04.

Figure 4.17. Pressure flow field assessment with the proposed adaptive sampling DoE
for 5%, 10%, 20% and 33% measurements used. On the top left, the ref-
erence experimental flow and the measurement samples used are shown.
On the top right, the GP model mean flow prediction is presented. The
bottom left shows the absolute difference between the experimental ref-
erence and the predicted pressure ratio flow. The bottom right contour
displays the predicted GP model flow uncertainty.

regions are still present, however, this is due to the grid of the GP model prediction
that smoothens the gradients in regions where the experimental sampling discretization
cannot match the gradient size. This phase is marked by an adaptive sampling approach
mainly driven by exploration. While the highest predicted uncertainty points are still
chosen for measurement, the GP model’s mean prediction is highly accurate, closely
matching the experimental reference.

Finally, and for the sake of completeness, Figure 4.17d shows the iteration for 33%
measurements used. The GP model mean flow prediction is consistent with the previous
phase, showing no significant improvement. Both the absolute error and predicted un-
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certainty continue to decrease, but the flow prediction remains the same. Moreover, the
uncertainty is on the order of magnitude of 10−4, thus below the estimated propagated
experimental uncertainty of 1.33E-03.

The presented results confirm the adaptability of the adaptive sampling approach,
where the methodology is particularly effective in the early stages, driving down er-
ror and uncertainty and, subsequently, focusing on fine-tuning the model in regions
with high uncertainty and error. Once the uncertainty is close to the experimental
uncertainty level, additional measurements serve to refine local uncertainty without
significantly impacting the mean flow prediction.

Adaptive Sampling Sensitivity Analysis

Having explored the adaptive sampling approach performance in assessing the H25
pressure field across iterations, and understanding its potential in academic research
environments, it is equally important to assess how it compares to random sampling
and to the proposed a prior SVGP DoE approach studied above.

Figure 4.18 offers a clear comparison between random sampling, the a priori SVGP
DoE, and adaptive sampling approaches in terms of RMSE. The adaptive sampling
approach consistently outperforms random sampling. Notably, for 10% and 20% of
measurements used, the median RMSE tends to surpass that of the SVGP DoE ap-
proach.

To provide a quantitative perspective on the improvements, Table 4.6 compiles the
RMSE data, emphasizing the percentage improvements of the adaptive sampling ap-
proach compared to random sampling and the SVGP DoE. Notably, with 20% of mea-
surements used in the adaptive sampling framework, the RMSE matches the one ob-
tained with random sampling employing 33% of measurements. This result underscores
the effectiveness of the adaptive sampling approach, which achieves a 31% improvement
over random sampling but still lags behind the SVGP DoE with a -16% difference. This
result supports the flow analysis above, where with 20% measurements all flow features
are well defined and inferred. Moreover, the obtained maximum error is below the
estimated uncertainty.

The robustness of the adaptive sampling approach is assessed by comparing the box
plots spread of Figure 4.18 and the RMSE standard deviation column of Table 4.6 with
those of the random and SVGP DoE approaches, Tables 4.3 and 4.5, respectively. The
results show that for all levels of measurements used, the adaptive sampling approach
exhibits superior robustness compared to random sampling. For 10% and 20% mea-
surements used, the spread of RMSE is comparable to that of the SVGP DoE. For 33%
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Figure 4.18. RMSE comparison between random, a priori SVGP DoE and adaptive
sampling approaches across 50 model runs for different amount of mea-
surements used.

Table 4.6.: RMSE sensitivity analysis with proposed A priori SVGP DoE across 50
different runs for a different amount of measurements used.

Measurements Median Min Max Std Median w.r.t Random w.r.t SVGP

10% 1.4E-03 1.2E-03 1.7E-03 1.7E-04 -44% -12.5%
20% 5.7E-04 4.7E-04 6.8E-04 5.5E-05 -31.3% -16%
33% 3.7E-04 3.3E-04 4.1E-04 2.0E-05 -25% 0%
50% 2.9E-04 2.7E-04 3.2E-04 1.3E-05 -17.1% -9.4%

and 50%, while the median RMSE remains similar, the adaptive approach demonstrates
greater robustness. This robustness arises from the reduced stochastic behaviour of the
adaptive approach, where model variability primarily results from the initial set of mea-
surements and the number of optimization restarts, resulting in consistent acquisition
grids, due to the MEPE acquisition function, as measurements increase, which is not
the case for the previous approaches, where different models correspond to different
grids.

Despite the improved performance of the adaptive sampling for flow assessment with
reduced number of measurements, an important remark is that the reduced number
of measurements in this case does not directly match the reduction in testing time
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when compared with the other approaches. While for the a priori SVGP based DoE
approach, the measurement grid is planned before hand, and a reduction in number
of measurements directly translates to an equivalent reduction in testing time, for the
adaptive sampling approach, a GP model must be trained before a new measurement
is sampled. While this model training and evaluation is performed in seconds until
around 300-400 measurements points, if the number of measurements points necessary
is higher, the GP model training can reach the order of minutes, recall that the GP
model computational complexity is N3, and this additional time must be taken into
account when selecting which approach of the proposed methodology to apply for the
test case being studied.

The results emphasize the effectiveness of the adaptive sampling approach for flow
field assessment, particularly with a reduced number of measurements. It offers im-
provements over random sampling and performs favourably compared to the SVGP
DoE, due to the additional advantage of better robustness.

Initial Dataset Influence

Having showcased the performance of the adaptive sampling with increasing set of
measurements in assessing the pressure field, one question that still imposes is the
influence of the initial dataset size on the performance of the approach. Understanding
the influence of the initial dataset size is an important step of assessing the performance
of the adaptive sampling approach. This analysis explores how the composition of the
initial dataset affects the adaptive sampling process. As discussed earlier, the initial
dataset plays a role in the robustness of the approach and may introduce variability
due to the randomness inherent in its construction, particularly when using an optimal
LHS algorithm.

To analyse the impact of the initial dataset on adaptive sampling, three different types
of initial datasets are considered: an optimal LHS algorithm, the SVGP approach pro-
posed in this work, and rake measurements. These datasets are kept consistent with 40
initial measurements, allowing for a fair and informative comparison. The optimal LHS
algorithm creates a uniformly distributed grid that minimizes the maximum-minimum
distance between points. The SVGP approach relies on the prior information from
RANS simulations, creating a sparse initial grid. The rake measurements, available for
the test case and non-random, provide a uniform grid in both directions, with 5 rakes,
each with 5 measurements, distributed azimuthally in the annulus to cover one pitch
and then replicated for the one pitch and a half studied in this work.

Figure 4.19 presents box-plots comparing the different initial datasets performance
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Figure 4.19. RMSE comparison between different initial datasets for the proposed
adaptive sampling across 50 model runs for different amount of mea-
surements used.

within the adaptive sampling approach for various percentages of measurements used.

The results indicate that, regardless of the number of measurements used, the choice
of the initial dataset has little influence on the final RMSE. In all cases, the RMSE trends
are remarkably similar. This consistency highlights the robustness of the adaptive
sampling approach, which converges to stable results as measurement locations are
iteratively selected, even when the initial datasets exhibit different characteristics.

One noteworthy result is that using fixed rake measurements as the initial dataset
introduces higher robustness into the methodology, even at 20% of measurements used.
The spread of the RMSE box-plots for the LHS and SVGP approaches appears to
be more a consequence of changing the initial measurement grid than a result of the
selected MEPE acquisition function performance in selecting optimal measurements
locations.

The findings suggest that, when implementing adaptive sampling, the choice of the
initial dataset does not significantly impact the final assessment’s quality. This knowl-
edge provides flexibility in experimental setups, allowing researchers to choose the most
convenient and available initial dataset for their specific case. For instance, when prior
data, such as rake measurements, are accessible, they can be used to expedite the adap-
tive data acquisition process. Overall, this analysis adds to the understanding of how
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adaptive sampling behaves under different initial conditions and reinforces the method
robustness in practice.

Stopping Criteria

Having established the potential of the adaptive sampling approach in guiding the in
situ acquisition process, a stopping criteria, that determines when to conclude an ex-
perimental test campaign in practice, is introduced. The stopping criteria proposed for
an experimental campaign must take into account various factors, including the specific
objectives of the experiment, available resources, and the desired level of confidence in
the results.

In situations where resources are limited, such as a fixed number of measurements
or a restricted experimental testing time, the stopping criteria is straightforward - halt
measurements when the limit is reached. However, in such case, the a priori SVGP
approach, presented in the previous section is recommended and thus defining relevant
stopping criteria is indispensable. It ensures that the experiment continues until both a
predefined uncertainty threshold is met, and the GP model’s flow assessment accurately
represents the flow.

The criteria, as described in Equation 4.1, is a comprehensive and robust approach
for deciding when to conclude an experimental test campaign using adaptive sampling.
It combines the goals of precise flow measurement and the attainment of specific un-
certainty targets, guaranteeing that the experiment continues until the desired level of
accuracy is reached.

σGP (x) ≤ σy(x) ∩max(LOOCV(x)) ≤ 2.58σy(x) (4.1)

The criteria consists of two parts. The first part evaluates the GP model’s predicted
variance (σ2

GP ) at each domain location (x). It dictates that the GP model’s predicted
variance at all domain locations should be lower than the estimated experimental un-
certainty (σy). This ensures that the model’s predictions are sufficiently confident and
do not exhibit significant uncertainties.

The second part of the criteria centers around the maximum LOOCV error, providing
an approximate measure of local error. It requires that the maximum LOOCV error at
each domain location should be lower than the 99% confidence interval of the experi-
mental uncertainty. This guarantees that the model’s mean flow predictions fall within
a statistically significant range of the experimental data uncertainty and estimated local
error.
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Figure 4.20. Pressure flow field assessment with the proposed adaptive sampling DoE
with the defined stopping criteria met. On the top left, the reference
experimental flow and the measurement samples used are shown. On the
top right, the GP model mean flow prediction is presented. The bottom
left shows the absolute difference between the experimental reference and
the predicted pressure ratio flow. The bottom right contour displays the
predicted GP model flow uncertainty.

96



4.4. Results

Figure 4.20 exemplifies the application of the stopping criteria in practice. At this
point, a total of 171 measurements have been acquired, representing 18% of the original
database size. The mean flow assessment accurately represents all flow structures in
terms of shape and magnitude. The chosen measurement locations are critically posi-
tioned, covering domain limits and regions with strong flow gradients, as illustrated by
the secondary flow structure at the casing merging with the wake region.

In essence, the stopping criteria ensures that the GP model’s predictions exhibit both
confidence (low variance) and accuracy (low local error) across the entire domain. When
these conditions are met, it signals that the model has effectively captured the flow
characteristics with the desired level of confidence and accuracy. This is in alignment
with the objectives of academic research environments, which often require specific
uncertainty targets and a deeper understanding of the flow field.

The application of the stopping criteria not only helps in achieving accurate flow
assessments but also ensures efficient data collection by preventing unnecessary mea-
surements when the desired level of confidence and accuracy has been reached. This
result underscores the effectiveness of the stopping criteria in guiding the adaptive sam-
pling approach to attain the desired level of accuracy and confidence in flow measure-
ments, even with around 20% of the original data. It demonstrates how the approach
strategically selects measurement locations to capture flow features and regions with
the highest uncertainty, which is highly beneficial in academic research settings.

Conclusion

The adaptive sampling approach presented in this section offers a powerful solution
for addressing the unique challenges of flow field assessment in academic research en-
vironments. While traditional a priori DoE nay be preferred in industrial settings,
academic research often demands a more nuanced approach. Researchers frequently
seek to achieve specific uncertainty targets or probe flow fields with a higher level of
detail to gain deeper insights. The adaptive sampling methodology is tailored to meet
these demands.

Adaptive sampling, a key component of the proposed hybrid measurement technique,
was presented as a solution to address these academic research needs. This technique
involves iteratively selecting measurement locations until a predefined stopping criterion
is met. The choice of the next measurement point is guided by the MEPE acquisition
function, striking a balance between exploration and exploitation. A well-defined stop-
ping criterion, which considers both predicted variance and local error, ensures that
the experiment continues until the desired level of accuracy and confidence is achieved.
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This prevents unnecessary data collection, making the approach resource-efficient.
The findings illustrate that this approach offers significant advantages. It consistently

outperforms random sampling up to 44%, and for low measurement scenarios, it even
surpasses the performance of the a priori SVGP DoE approach. Additionally, adaptive
sampling demonstrates remarkable robustness, making it a reliable choice in scenarios
where initial data may exhibit variability.

In summary, the adaptive sampling approach, is a valuable tool for academic research
environments. It empowers researchers to achieve specific uncertainty targets and probe
flow fields in great detail while ensuring efficiency in data collection. Its adaptability,
robustness, and ability to systematically improve the accuracy of flow assessments make
it a valuable addition to the toolkit of researchers seeking deeper insights into complex
flow phenomena.
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Chapter 5.

Test Case - ECL5 UHBR Fan

The proposed hybrid measurement technique is applied to the ECL5 UHBR fan in
this chapter. This final test case represents a blind application of the methodology

to an experimental flow field that is unknown beforehand. It serves as the validation test
case of the methodology. The experimental and numerical tools are initially presented,
followed by the results obtained with both sampling approaches proposed.
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5.1. Introduction

Selecting test cases requires a careful balance between real-world experimental needs
and the availability of data for sensitivity analysis. Ideally, chosen cases should re-
flect critical industrial engine components, particularly those where instrumentation
limitations pose constraints on accurate flow assessment.

The H25 axial compressor test case, as detailed in the preceding chapter, provided
a solid foundation. Its advantage was the availability of experimental data, providing
a baseline to evaluate the methodology’s performance. This case effectively functioned
as a benchmark.

This chapter shifts focus to the ECL5 UHBR fan, where the methodology undergoes
a validation test. Here, a blind application to the ECL5 fan test case is performed
without prior experimental data. This blind test campaign evaluates the methodology
performance in a real facility environment where the flow characteristics are unknown
beforehand.

Table 5.1.: ECL5 stage design parameters.

Parameter Value

Diameter 508 mm
Fan blades 16

Hub-shroud ratio 0.29
Pressure ratio 1.36
Nominal speed 11000 rpm

Mass flow 36 kg/s
Isentropic efficiency 93.4%

In addition to this reason, the ECL5 is a composite UHBR fan stage that is rep-
resentative of a state of the art UHBR fan industrial architecture, due to improved
propulsive efficiency and reduced noise emissions. This is achieved by increasing the
engine bypass ratio and reducing the fan pressure ratio. As a consequence, the fan
diameter increased and its rotational speed decreases. Compensatory measures, such
as the use of lightweight composite materials, are anticipated to counterbalance the
augmented engine weight.

The distinctive characteristic of UHBR fans, and ECL5, lie in their low pressure ratio
and speed, making these machines more sensitive to instrumentation. This marked
sensitivity is increased when compared to its high-speed counterparts, as illustrated in
Figure 1.2 from the introductory chapter.
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(a) ECL5 blade. (b) Fan assembly.

Figure 5.1. ECL5 rotor blade and fan assembly adapted from Schneider et al., 2023.

Importantly, the ECL5 represents an open research test case free from industrial
restrictions. This openness extends an invitation to the broader research community,
facilitating a collective exploration of its design intricacies and flow physics. In doing
so, it directly contributes to advancements in UHBR engine technology.

Figure 5.1 provides a visual insight into the ECL5 rotor blade and fan assembly,
adapted from Schneider et al., 2023. The accompanying Table 5.1 presents key design
parameters sourced from Brandstetter et al., 2019, offering a comprehensive view
of the ECL5 specifications.

The significance of the ECL5 for the methodology proposed in this work becomes ap-
parent. Its low rotational speed aligns seamlessly with the research objectives of improv-
ing experimental flow assessment methodologies tailored for next-generation compressor
technologies. Moreover, the added advantage of pre-planned experimental acquisition
using the proposed DoE approach further solidifies the reasoning behind using ECL5
as an validation test case.

The subsequent sections will present the experimental and numerical tools leveraged
to apply the methodology to the ECL5 test case. Following this, a detailed analysis
of the results will be presented, showcasing the methodology’s performance in this
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Figure 5.2. ECL-B3 rig schematic.

challenging, blind application scenario.

5.2. Experimental tools

The experimental assessment of the ECL5 UHBR fan stage was performed at the ECL-
B3 test rig situated at Ecole Centrale Lyon. Figure 5.2 provides a schematic overview
of the facility, established in collaboration with Safran Aircraft Engines to explore fan
stages at a reduced scale.

The stage, powered by an electric motor with a maximum shaft power of 3000 kW at
a top speed of 16000 rpm, operates in an open-loop configuration. Intake of atmospheric
air is meticulously controlled through silencers, guiding the flow into an anechoic cham-
ber within which the test section is present. This chamber, coupled with a turbulence
control screen preceding the machine inlet, ensures uniform inflow conditions and mit-
igates large-scale turbulence. A representative engine geometry is present at the stage
flow intake. Downstream of the fan stage, a throttle valve regulates the mass flow rate,
and the compressed air is expelled to the atmosphere through a lengthy circular tube
section and a diffuser.

A meridional view of the ECL5 test section, shown in Figure 5.3, illustrates an
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Figure 5.3. ECL5 fan stage meridional view schematic.

overview of the available instrumentation distributed across various measurement planes
(MP). In this schematic, rotating components are denoted in red, while stationary
components are marked in blue.

Various measurement planes host steady instrumentation designed to measure total
quantities: ’in’: Positioned approximately 200 mm upstream of the rotor leading edge.
’RE’: In the inter-row region between rotor and stator. ’SE’: Downstream of the stator.
Unsteady instrumentation and optical access are strategically placed in the rotor tip
region. For a detailed breakdown, refer to Schneider et al., 2023.

To evaluate the machine performance, two fixed total pressure and total temperature
rakes are deployed at MP ’in,’ along with two traversable rakes at the stage outlet MP
’SE’. The focus, once again, narrows down to the outlet MP ’SE’ due to its critical role
in stage performance and the flexibility of traversing instrumentation at this location,
enabling a comprehensive flow field assessment.

For the application of the proposed hybrid methodology to the ECL5 test case, two L-
shaped bent five-hole probes (5HP), depicted in Figure 5.4, are strategically positioned
in the transverse system available at MP ’SE’.

The L-shape design facilitates flow measurement in proximity to the trailing edge
of the stator. Both probes share the same motor control in the pitchwise direction,
enabling parallel acquisition. Each probe is responsible for sampling half of the radial
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(a) Hub probe zoom. (b) Hub and casing 5HP. (c) Casing probe zoom.

Figure 5.4. L-shape bent five hole probes (5HP) deployed at MP ’SE’ for flow assess-
ment based on the proposed methodogy.

span of the machine.
Additionally, the probes are bent in opposite directions, allowing for deeper pene-

tration into secondary flow structures near the walls. One probe descends to measure
deeper into the hub boundary layer, while the other ascends to measure in close prox-
imity to the machine casing. This design ensures that, even with standard mechanical
safety margins, increased end-wall proximity at the hub and casing can be achieved,
as showcased in Figure 5.5, with an estimate of an end-wall proximity of 1.95 mm for
both hub and casing probe, which corresponds to 1.7% and 98.3% of the span direction,
respectively. The systematic uncertainty of the 5HP is around 0.00178.

To accurately benchmark the proposed hybrid methodology, reference experimental
measurements are conducted to establish a baseline for evaluating the error metrics.
These reference tests serve as the ground truth validation dataset against which the
methodology’s flow assessments are compared. Ensuring a high-fidelity assessment of
the flow, 775 grid points are sampled and distributed in a matrix of 25 radial points
over the span and 31 pitch-wise points over one pitch, as illustrated in Figure 5.6 with
black and red dots representing casing and hub probe respectively.

A sigmoid function is employed to generate the radial grid discretization, ensuring
that the reference grid is finely tuned, particularly in the boundary layer regions of both
end walls. This allows the capture of intricate flow features with detail.

The use of two 5HP probes in parallel, positioned in independent blade passages,
leads to a post processing complexity increase due to the need to match the two probe
measured flows. It involves considering the displacement between the probes, stator
pitch, and facility dimensions. This matching step ensures a correct shift of independent
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(a) Hub. (b) Casing.

Figure 5.5. End-wall proximity of the 5HP for both hub and casing with measure-
ments possible up to 1.7% and 98.3% of the span, respectively.
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Figure 5.6. ECL5 experimental test grid with black and blue dots representing casing
and hub probe respectively.
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Figure 5.7. Reference test pressure field contour obtained with the two L-shaped 5HP
in parallel with an overlap region.

probe measurements to a normalized pitch, enabling the application of the proposed
methodology.

Despite these efforts, there are experimental limitations. The periodicity assumption
is evaluated in a sample region around the mean radial line, where both probes overlap.
Figure 5.7 illustrates the reference test pressure field contour obtained with the two
L-shaped 5HP probes in parallel, showing an overlap region of 5 radial positions for the
DP point at 100NM. The slight difference in wake orientation highlights a limitation in
fully respecting blade periodicity, introducing a challenge in the experimental campaign.

The wake periodicity mismatch also introduces a limitation in choosing at which ra-
dial position the casing/hub probe experimental tests are merged. The non-homogeneous
and imperfectly periodic nature of real flow inside an experimental rig is acknowledged,
although this work does not aim to assess the validity of this assumption. In this work,
an average best match radial position was selected to set the ’ground truth’ reference
experimental test.

In the investigation of the application of the proposed methodology to the the ECL5
UHBR fan test case, a comprehensive exploration of various operating points (OP) is
conducted. The objective is to present the versatility and efficacy of the proposed hybrid
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Table 5.2.: ECL5 experimental operating points (OP).

Rotational speed Pressure Ratio (Π)

100% Design Point (DP)
100% Maximum Pressure (PP)
100% Near Choke (NC)
80 % Design Point (DP)
55% Design Point (DP)

methodology across a spectrum of flow conditions characterized by different pressure
ratios and rotational speeds.

The reason behind this multiple point evaluation is to demonstrate the adaptability
of the methodology to diverse operational scenarios. By assessing the ECL5 fan under
different mass flow rates and rotational speeds, the methodology ability to adapt to
various flows and generate independent optimal experimental grids for each flow con-
dition is evaluated. This approach not only adds depth to the assessment but also
substantiates the robustness of the proposed methodology under varying operational
regimes.

The chosen OP test matrix is shown in Table 5.2. Each point in this matrix represents
a distinct combination of pressure ratios (Π) (and mass flow) and rotational speed.
Three different pressure ratio levels are studied for the nominal rotational speed: the
numerical design point (DP), the point of maximum total pressure ratio (PP), and the
near-choke pressure ratio (NC). For the reduced rotational speeds, 55% and 80%, only
the DP is evaluated.

For each OP above, a dedicated reference experimental test is carried out. The
experimental cost associated with acquiring the reference data, characterized by the
aforementioned grid, is substantial. It demands a significant operating time for the ma-
chine, reflecting the resource-intensive nature of conducting this type of experimental
measurements. Each OP reference test takes approximately 3 hours to acquire, consid-
ering that the two probes are being used in parallel and already reducing the time by
a factor of 2.

In the subsequent sections, the outcomes obtained through the proposed hybrid
methodology will be systematically compared against these reference tests. This com-
parison will demonstrate the methodology’s capability to provide accurate flow field
measurements with a significantly reduced experimental effort in terms of grid points
and acquisition time.
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5.3. Numerical tools

The next component for implementing the proposed methodology in this work involves
the integration of numerical tools. The CFD simulations of the ECL5 utilized in this
study are conducted at the Laboratoire de Mécanique des Fluides et d’Acoustique
(LMFA) and are not developed as part of this work.

The primary objectives of the numerical simulations are twofold: first, to capitalize
on the finely discretized flow information they provide in conjunction with the sparsely
sampled experimental data, as outlined in the hybrid methodology, and second, to
generate the necessary experimental grids based on the proposed SVGP DoE approach
for each OP under investigation.

The numerical domain inlet is positioned 20 rotor chords upstream of the fan test
section, while the outlet is located 7 stator chords downstream of the stator. Similar to
the H25 axial compressor, assuming periodicity, it consists solely of one rotor fan and one
stator passage. A mixing plane approach is employed to establish a connection between
the rotating rotor block and the non-rotating stator block, ensuring a conservative
coupling of pitch wise quantities.

For mesh generation, Autogrid5 is utilized to create a structured mesh comprising
approximately 4.4 × 106 points. An O-H mesh topology is applied around the blades.
Notably, all non-dimensional wall distance (y+) values are maintained below 1 at the
design point.

elsA, developed by ONERA Cambier et al., 2013, serves as the solver for the fully
turbulent compressible steady Reynolds-Averaged Navier-Stokes (RANS) equations.
The k-ω Kok model is selected as the turbulence closure model.

At the numerical domain’s inlet, total pressure, total enthalpy, and flow angles are
imposed. At the numerical domain outlet, a static pressure condition through radial
equilibrium is applied.

5.4. Results

In this preliminary phase of the results section, a detailed comparison is conducted
between the pressure fields derived from reference experimental tests and those gener-
ated by CFD simulations. Once more it is emphasized that, in the subsequent sections,
the reference tests are utilized for computing error metrics and are not employed in
generating experimental grids. This distinction is pivotal as the proposed methodology
undergoes a blind test campaign, ensuring its applicability without relying on prior
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experimental data.

The comparison between the experimental reference and CFD pressure fields provides
a foundational understanding of the relation between the two datasets that are then
employed in the MFGP data fusion framework of the proposed methodology. Assessing
pressure distributions across various operating points elucidates the consistency and
potential deviations between experimental measurements and numerical predictions.

Figure 5.8 showcases the total pressure flow field comparison between the high-fidelity
reference experimental dataset (left) and the low-fidelity CFD RANS numerical flow
(right). The evaluation spans the nominal rotational speed for PP ( 5.8a), DP (5.8b)
and NC (5.8c) pressure ratios. Each subfigure is accompanied by a distinct colourbar
to ensure precise comparison, and the absolute values appended to the colourbar must
be considered for OPs flow comparison.

The comparison reveals a generally good agreement between the two datasets, with
consistent secondary flow structures across all operating points. Notably, the stage
appears to be hub-critical, with hub corner separation contributing to the loss region
of the flow. However, differences emerge in the core location of the corner separation,
with the experimental flow exhibiting a higher span location compared to the CFD.

The blade wake is clearly visible for all assessed OPs, with a distinctive gradient
signature around 60% of the pitch. While the CFD accurately predicts the wake width,
its associated gradient is weaker, as the CFD tends to predict a higher total pressure in
the wake, and thus under predict the losses associated with it, due to a higher mixing.
As a consequence, the RANS simulations tend to over predict the pressure ratio.

An unphysical lower-pressure region at the casing for a pitch around 20% is observed
in the experimental flow but not in CFD. This discrepancy can be traced to an upstream
casing instrumentation induced blockage that propagates downstream of the stator. A
mask is applied to this region in subsequent sections when the experimental reference
test is used to evaluate methodology performance.

A similar analysis can be performed for the 55% and 80% part rotational speed OP,
with the flow comparison not shown here for conciseness. As for the 100% rotational
speed DP, the experimental hub corner separation core is located on a higher span
location compared to the CFD. At part speed, the pressure ratio achieved, and the
losses, are lower and thus the CFD predicted mixing matches the experiments leading
to a higher match in the wake region than at DP.

One difference that can be observed between the flows across all OP, is the higher
loading region shape in the radial direction close to the wake signature. In the CFD, it
presents a smooth round transition towards both casing and hub, while in the experi-
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(a) 100% rotational speed PP.

0.0 0.2 0.4 0.6 0.8 1.0
Pitch

0.200

0.400

0.600

0.800

0.017

0.983

R
ad

iu
s

0.0 0.2 0.4 0.6 0.8 1.0
Pitch

0.200

0.400

0.600

0.800

0.017

0.983

1.110

1.154

1.198

1.242

1.286

1.330

1.374

1.418

T
ot

al
P

re
ss

u
re

(b) 100% rotational speed DP.
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(c) 100% rotational speed NC.

Figure 5.8. ECL5 Total Pressure map comparison between experimental measure-
ments (left) and CFD simulation (right) for the OP at nominal rotational
speed.
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ments the transition is abrupt and not round shaped.

Despite the highlighted differences, the overall consistency in different flow fields
is considerable with an average pressure ratio difference at DP of around 1%. This
accuracy in matching CFD and experimental results enhances the capabilities of the
multi-fidelity framework, enabling comprehensive assessments and information gain in
subsequent stages of the methodology.

Analysing the evolution of flow features across different operating points provides
valuable insights. For example, at PP, hub corner separation occupies around 25% of
the flow area, reaching 40% of the span. With an increase in mass flow from PP to
DP, the corner separation size decreases, and its influence on losses diminishes. At NC,
this flow structure is smaller, but its core exhibits extremely high losses with a absolute
total pressure value lower than the atmospheric inlet.

The wake shape and size in the experimental test remains consistent for all OP,
being characterized with a strong gradient that separates the highly loaded flow regions.
The main secondary flow structure at the casing that propagates from the tip vortex
generated at the rotor shows a higher influence on the flow at NC, occupying around
20% of the span in the blade wake region and with losses comparable to those of the
hub corner separation.

The choice of testing multiple OPs, each characterized by distinct flow structure size
and magnitude, aims at evaluating the robustness and adaptivity of the proposed hybrid
methodology, since from a DoE perspective, the methodology adjusts the experimental
grid for each specific flow condition. The proposed methodology, employing the SVGP
DoE approach, customizes experimental grids to suit the unique demands of each OP.
This ensures the capture of diverse flow features under different operational scenarios
with optimal measurements and reduced experimental testing time.

This section sets the stage for the blind test campaign, assessing the proposed method-
ology’s intrinsic adaptability and robustness across diverse operational scenarios.

5.4.1. Preliminaries

In the subsequent sections of this chapter, the proposed methodology is applied to
assess the pressure field flow in the ECL5 UHBR fan. Two distinct fidelity data sources:
high-discretized CFD RANS low-fidelity data (Dlow = (xlow,ylow)) and under-sampled
high-fidelity experimental data (Dhigh = (xhigh,yhigh), where Dlow >> Dhigh.

The outlet flow assessment involves the input location, x = [r,θ], which is mapped
to the total pressure at the measurement plane ’SE’, y = PT . The input domain x

111



Chapter 5. Test Case - ECL5 UHBR Fan

is normalized between 0 and 1, and the total pressure is normalized with respect to a
reference atmospheric value.

In contrast to the H25 case discussed in the previous chapter, the blind test cam-
paign nature of this application allows the proposed optimal measurements to be fully
integrated into the training subset. This subset is utilized in the optimization process,
maximizing the marginal log-likelihood of Equation 2.14. The complete experimen-
tal reference test serves as the validation subset, acting as the ground truth for the
methodology’s predicted mean flow comparison.

To effectively apply the MFGP framework, it is imperative to ensure a match between
the input domains of the different fidelities. This guarantees that the scaling parameter
ρ optimized in Equation 2.14 recognizes the similarity between data sources, enhancing
the high-fidelity experimental data flow assessment and enabling the direct application
of the proposed DoE.

However, achieving domain matching is challenging for the ECL5 UHBR fan due
to inherent differences between experimental measurements and numerical simulations.
The numerical simulation domain simulates only one blade passage, located at the
centre of the domain. In contrast, the experimental probes are positioned in different
blade passages and at different pitch percentages and require processing of their own,
as mentioned earlier.

Another limitation arises from a possible incorrect axial location estimation of the
probes inside the machine due to their bending and rig installation. The axial location
at which the CFD simulation is assessed may not precisely match, possibly hindering
the methodology when evaluating the number of measurements required to assess the
flow and their optimal locations, especially in the strong flow mixing region after the
stator.

In the final experimental tests of the blind campaign, the casing probe acquisition
failed, and only the hub measurements could be retrieved, adding another layer of
complexity to the experimental limitations.

5.4.2. A priori Design of Experiments

This section illustrates the application of the proposed methodology, specifically focus-
ing on the A priori Design of Experiments (DoE) approach using SVGP with the CFD
simulation. The objective is to strategically determine optimal measurement locations
that are then acquired experimentally to achieve a precise flow assessment within the
MFGP data fusion framework.
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Selecting Number of Measurements

In contrast to the fixed and evenly distributed probes in the reference experimental
tests, the SVGP approach offers flexibility in both the number and location of measure-
ments. The initial step involves evaluating the required number of measurements for the
ECL5 fan test case. This iterative procedure involves varying the number of "inducing
locations", Nz until the ELBO converges. The ELBO serves as the log marginal like-
lihood equivalent, and its optimization determines the optimal measurement locations
based on the CFD simulation.

Figure 5.9 displays the ELBO convergence for different numbers of "inducing loca-
tions", ranging from 100 to 600 measurement points. The ELBO tends to decrease
with an increasing number of "inducing locations," reaching approximately -50000 with
Nz = 400. Further increases, as seen with Nz = 500 and Nz = 600, result in a sim-
ilar ELBO value, indicating that additional data does not significantly enhance the
information provided to the SVGP model. Hence, 400 "inducing locations" suffice to
effectively summarize the numerical CFD flow data. Increasing the number of "induc-
ing locations" further eventually leads to an increase in the numerical instability of the
algorithm that can only be overcome by increasing the inherent noise associated with
the data.

The higher convergence ’noise’ in the ELBO, compared to the H25 test case (Fig-
ure 4.13), is attributed to the ECL5 flow complexity and the selected batch size.
The stochastic batch size gradient approximation introduces higher variability due to
stronger gradients and increased flow complexity but still enables convergence. No-
tably, exceptions in the plot, such as at Nz = 200 around iteration 500 and Nz = 500

at iteration 800, are indicative of poor gradient estimations, resembling outliers in the
stochastic optimization process.

An initial error in this analysis, conducted on a CFD simulation at the wrong axial
plane location, emphasized the importance of an accurate CFD-experimental match.
This error resulted in an underestimation of required "inducing locations," highlighting
that accurate flow representation and input domain matching is detrimental even before
generating an experimental grid. This CFD simulation was located downstream of the
experimental acquisition plane and as the flow mixes out and gradients weaken, the
flow losses complexity, reducing the estimated need for experimental measurements.

A different grid generation is conducted for each OP under consideration. The pur-
pose is to obtain an DoE optimal distribution of measurement points, considering the
specific flow characteristics associated with different OPs, described earlier in this sec-
tion. The ELBO iterative procedure is applied to all OPs, and the results are summa-
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Figure 5.9. ELBO optimization for hyperparameter and ’inducing locations’ selection
for the ECL5 test case CFD RANS simulation for DP at 100% rotational
speed. A cluster of the ELBO from around Nz = 400 data points sets the
DoE number of measurements required.

rized in Table 5.3.

The analysis of Table 5.3 reveals that the different OPs of interest necessitate a
different number of optimal measurements, with Nz = 350 for the PP point at nominal
rotational speed and the DP at both part speeds and Nz = 450 for the NC point
at nominal speed. This variation is clear evidence that different CFD flow fields are
evaluated differently with the SVGP DoE approach, underscoring the methodology
adaptability.

The interpretation of the different numbers of measurements aligns with the flow field

Table 5.3.: Number of optimal ’inducing locations’ Nz for all OP tested in the ECL5
fan test case.

RPM Π Nz

100 % DP 400
100 % PP 350
100 % NC 450
80 % DP 350
55 % DP 350
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comparison analysis and complexity. The higher number of measurements for the NC
OP at nominal speed is believed to be related to the need for more measurements to
capture the strong casing secondary flow, more dominant in the NC OP than in the
other flow conditions.

Contrarily, the PP point at nominal rotational speed requires fewer measurements
than the DP. This might seem counter-intuitive from a turbomachinery perspective,
where moving towards stall increases flow complexity. However, from a machine learning
perspective, more data is required to correctly evaluate the DP separation, with higher
gradients and localized phenomena. In the PP flow, the separation size has increased,
and there is no need for extra data in its core since it is large, and no strong gradient
is present.

This evaluation of optimal measurement locations across different OPs supports the
robustness of the proposed methodology. The ability to adapt the number of mea-
surements to specific flow conditions enhances its versatility and applicability across a
spectrum of operational scenarios. The different requirements for measurements under-
score the usage of SVGP as a valid a priori DoE approach based on the unique demands
of each OP.

Pressure Field and Uncertainty Assessment

Following the generation of grids for each OP and the experimental data acquisition, a
MFGP model is trained for each OP to evaluate the full flow field in a finely discretized
grid, informed by the combination of the high-fidelity measurements acquired at an
optimal grid obtained from the SVGP DoE and the low-fidelity CFD data.

Figure 5.10a illustrates the mean inferred total pressure contours for the DP at design
rotational speed, on the right, compared against the experimental reference test, on
the left. Moreover, an integral aspect of the MFGP model is its capacity to provide
uncertainty estimates for the inferred flow field. Figure 5.10b illustrates the uncertainty
distribution accompanying the inferred total pressure contours.

The MFGP model, trained with a combination of high-fidelity measurements and
low-fidelity CFD data, exhibits a flow pattern similar to the experimental reference,
effectively capturing the hub corner separation. The core, not sampled in the ex-
perimental reference but present in the CFD, is successfully exploited by the MFGP
framework.

The observed mismatch between the flows is primarily in the wake region, where the
MFGP smoothens the sharp wake gradient seen in experiments. This smoothing effect
is attributed to both the inherent behaviour of the MFGP, which tends to smooth
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(a) Mean flow assessment (right) against fully experimental reference (left).
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(b) Uncertainty.

Figure 5.10. ECL5 mean total pressure and uncertainty contours for DP at 100NM
inferred with a priori SVGP DoE and MFGP model. Comparison to
experimental reference.
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function behaviour, and the CFD simulations, which introduce higher mixing than
observed in the experimental reference. Another inherited trait from the CFD is the
rounded pattern "bump" along the radial direction in the wake region that is not present
in the experiments. If it is assumed that this "bump" is caused by a wrong estimation
of the mixing by the RANS, the MFGP modelling is acquiring a flow structure that is
poorly modelled by the low-fidelity data. Another possible cause for the "bump", that
facilitates its inherence from the CFD, is the smoothing of the sharp gradients by the
kernel selection in the radial direction.

The influence of CFD simulations on the MFGP model is evident in the scaling factor
ρ, close to 1, indicating that the MFGP model perceives the CFD as a reliable data
source when assessed with the experimental measurements, since the flow structures
size match and this information is learned by the independent fidelities length scales.
The model interprets the differences between the CFD and experiments with the local
bias δ(x) term in the MFGP formulation of Equation 2.21.

Figure 5.10b illustrates the uncertainty distribution accompanying the inferred total
pressure contours. The model, characterizing the differences between data sources as
noise and exhibiting high correlation datasets (ρ ≈ 1), adopts a conservative stance in
propagating uncertainties, as expected from Equation 2.24, the high fidelity predicted
uncertainty is a sum of its inherent uncertainty and the relation with the low fidelity
uncertainty.

The model interpretation of different data sources as noise directly influences the es-
timated model uncertainty. Despite an overall high uncertainty (with an average below
0.01), specific regions where the CFD and experimental data agree show uncertainty
as low as 0. However, in the hub region, where strong boundary layer gradients differ
between CFD and experiments, the uncertainty peaks at around 0.0168 Pa, a value
much higher than the systematic uncertainty of 180 Pa.

Due to an overall high uncertainty it is important to identify clearly regions where
the model mean flow deviates from the reference test to ensure that the flow field is
regardless accurately inferred. To further evaluate the difference between the reference
experimental data and the inferred flow field, and identify regions where the error
is high, Figure 5.11 displays the absolute pointwise pressure difference. The error is
negligible except in strong gradient regions, notably in the wake, where the maximum
error is around 3600 Pa.

Despite the high overall uncertainty, the mean flow field is accurately captured. The
observed discrepancy in the absolute pressure difference map highlights the importance
of targeted refinement strategies, supporting the proposed adaptive sampling approach.
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Figure 5.11. Absolute pressure difference between reference experimental data and
the inferred flow field, highlighting local error regions.

Table 5.4.: Quantitative evaluation of the relevant estimated hyperparameters and the
error metrics for the MFGP models for the different ECL5 OPs.

RPM Π Nz ρ σ2
high σ2

low RMSE MaxAE R2

100% DP 400 0.993 ≈ 0 2.45E-05 0.0054 0.0345 0.995
100% PP 350 0.991 ≈ 0 1.55E-05 0.0047 0.0263 0.996
100% NC 450 0.984 ≈ 0 4.68E-05 0.0076 0.0568 0.995
80% DP 350 0.991 ≈ 0 1.13E-05 0.0052 0.0281 0.988
55% DP 350 0.998 ≈ 0 4.86E-06 0.0024 0.0138 0.990

For completeness, Figures 5.12 and 5.13, show different mean inferred total pressure
and uncertainty contours for the nominal speed PP and NC OP, respectively. Each
individual experimental reference is also illustrated. The flow and uncertainty analysis
is analogous to the one performed for the 100NM DP flow and thus shows the ability
of the proposed methodology to infer the experimental flow field and estimate their
uncertainty with a sparse optimally reduced number of measurements across different
flow conditions.

Table 5.4 provides a quantitative evaluation of relevant estimated hyperparameters
and error metrics for the MFGP model trained for each OP. This comprehensive as-
sessment complements the qualitative analysis, demonstrating the effectiveness of the
MFGP framework in inferring the flow fields across the different OPs.

The scaling factor ρ is close to 1 for all cases, suggesting that the MFGP model
interprets the CFD data as a reliable source when assessed alongside experimental
measurements. This indicates a good match and similarity in flow structures between
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(a) Mean flow assessment (right) against fully experimental reference (left).
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(b) Uncertainty.

Figure 5.12. ECL5 mean total pressure and uncertainty contours for PP at 100NM
inferred with a priori SVGP DoE and MFGP model. Comparison to
experimental reference.
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(a) Mean flow assessment (right) against fully experimental reference (left).
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Figure 5.13. ECL5 mean total pressure and uncertainty contours for NC at 100NM
inferred with a priori SVGP DoE and MFGP model. Comparison to
experimental reference.
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the CFD and experimental data.
σ2
high and σ2

low represent the variances associated with the high-fidelity and low-fidelity
data, respectively. The zero value for σ2

high means that the model forces a fit to the
experimental data where it is available and this sustains the zero uncertainty locations
observed in the above Figures, further sustained by the observed values of R2, ranging
from 0.988 to 0.996, that show the model captures the variance in the experimental
data well.

The high value σ2
low indicates that the model attributes any differences between the

high-fidelity and low-fidelity data to noise and thus, where no data is available the
uncertainty increases. This conservative approach ensures that uncertainties are appro-
priately captured.

The error metrics, presented in terms of pressure ratio, indicate a good overall fit
of the models for the different flow conditions. The NC condition shows the highest
predicted error, and the highest uncertainty, with a RMSE of around 750 Pa. This OP,
for which more experimental measurements Nz were also required, appears to be more
complex flow from a modelling perspective.

The MaxAE values for all models are one order of magnitude higher than the RMSE,
with a range from 0.0138 (at part speed design) to 0.0568 (at NC). This suggests that
these high errors are present only in point wise regions of high gradients that are poorly
sampled with the experimental discretization.

In summary, the quantitative evaluation supports the qualitative assessment of the
MFGP framework effectiveness in capturing flow features and providing accurate pre-
dictions across different operating points of the ECL5 UHBR fan. The adaptability
of the proposed methodology to different flow conditions is clearly addressed, and the
conservative approach to uncertainty propagation, coupled with an accurate mean flow
inference enhances the reliability and validates the proposed methodology in a blind
test case.

Kernel Influence

Since the initial description of the proposed methodology, the Matern 5/2 kernel, intro-
duced in equation 2.13 has been employed in all GP models. This choice was motivated
by the kernel documented performance in the literature and its simplicity, making it
easy to implement and contributing to the overall methodological efficiency.

Following the comprehensive pressure field and uncertainty assessment detailed above,
a focused study on kernel influence is conducted. The objective is to refine the assess-
ment of the flow against the experimental reference test, especially in the wake region.
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This study does not aim to undermine the positive outcomes of the previous results
but rather explores if alternative, more intricate kernels can enhance flow assessment
at the expense of increased complexity and computational cost. To mitigate this cost,
the subsequent results are derived using a single-fidelity GP model.

Two new kernels are introduced and applied to the same experimental test for the
ECL5 fan, specifically the DP at nominal rotational speed.

The first introduced kernel is the change point (CP) kernel, designed to facilitate
an abrupt transition between two distinct kernels. This choice is made with the an-
ticipation that it can effectively capture the pronounced wake gradient in the flow.
Mathematically, the CP kernel is defined as:

CP (xi,xj) = K1(xi,xj)(1− σ(xi))(1− σ(xj)) +K2(xi,xj)σ(xi)σ(xj) (5.1)

where K1 and K2 are distinct kernels, both chosen here as independent Matern 5/2
kernels. The sigmoid function, σ(x), controls the smooth transition between the two
kernels, with parameters s determining the smoothness of the step and x0 indicating
the domain location at which the transition occurs:

σ(x) =
1

1 + e−s(x−x0)
(5.2)

These parameters, in addition to the new Matern 5/2 kernel are considered hyperpa-
rameters to be inferred with the marginal log-likelihood optimization. For this applica-
tion, the CP kernel is selectively applied in the pitch-wise direction to model the wake
gradient.

The second introduced kernel is a custom composite, crafted from insights derived
from CFD simulations and the underlying flow physics. It is a combination of multi-
ple individual kernels, each tailored to model specific flow behaviours observed in the
simulation. The kernel composition includes:
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Table 5.5.: Comparison of error metrics between the different kernels for the pressure
field inference of the ECL5 fan at DP for 100% rpm.

Kernel RMSE MaxAE

Matérn 5/2 0.0054 0.0345
Change Point 0.0049 0.0297

Custom 0.0046 0.0316

K(xi,xj) = σ2
f1 exp

(
−sin(π| (xi,xj) |/P )

2ℓP

)2

+

σ2
f2

(
1 +

(xi − xj)
T (xi,xj)

2ℓ2RQ

)−α

exp

(
−(xi − xj)

T (xi,xj)

2ℓ2RBF

)
(5.3)

This kernel accounts for periodic blade passage behaviour, local periodicity within
the blade passage, and continuous regions of high loading in both flow directions. The
rational quadratic kernel is incorporated to model smooth variations across multiple
length scales, while the squared exponential kernel facilitates smooth local changes in
the radial direction. The parameters σf1, ℓP , P , σf2, ℓRQ, α and ℓRBF are hyper-
parameters to be inferred through marginal log-likelihood optimization, considerably
amplifying model complexity.

Table 5.5 presents a comparative analysis of the RMSE and MaxAE error metrics
for pressure field inference in the ECL5 fan at DP with 100% RPM using the different
described kernels.

The CP and custom kernels demonstrate lower RMSE compared to the Matérn 5/2
Kernel. This indicates that these kernels, designed to capture specific flow character-
istics, provide around 15% more accurate overall representation of the pressure field.
This better representation is highlighted in the MaxAE, with a substantial decrease of
around 500 Pa. This implies that these kernels perform better in capturing the mod-
elled localized flow phenomena, especially in regions with high gradients like the wake
region, where the error was higher with the Matern kernel, as depicted in Figure 5.11.
This is visually supported by Figure 5.14 that compares the different kernel models
inferred pressure ratios at a fixed radius of r = 0.63 against the experimental reference.
It is clear that both the CP and the custom kernel outperform the Matern52 kernel
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Figure 5.14. Pressure ratio pitch comparison of the different kernel at for a fixed
r = 0.63.

in the inference of the wake core and that the CP kernel models better the gradient
transition from the clean flow to the wake.

The observed improvement in accuracy with the CP and custom-built kernels intro-
duces a trade-off, especially in terms of model complexity. Occam’s Razor, a principle
of problem solving, suggests that among competing hypotheses, the one with the fewest
assumptions should be selected. In the context of GP modelling, this translates to
preferring simpler kernels when they provide comparable performance.

The Matérn 5/2 kernel is a simpler choice, with fewer hyperparameters, and might
be preferred when computational efficiency is critical. Its application aligns with Oc-
cam’s Razor, favouring simplicity unless a more complex model significantly improves
performance. Moreover, with the introduction of additional hyperparameters, the mod-
els become more intricate. While they demonstrate enhanced accuracy in this specific
scenario, there is a risk of over fitting. The increased complexity of these kernels raises
the possibility of tailoring the Bayesian prior of the model too closely to the training
data, leading to reduced generalization performance on unmeasured flow locations.

Another important remark is that, unlike the Matérn 5/2 kernel, which can be ap-
plied in a more "black box" manner, the CP and custom-built kernels are proposed
with expert knowledge of the GP modelling framework and a deep understanding of
the physical processes governing the system. This approach aligns with the principle
of incorporating physics knowledge into machine learning models, ensuring that the
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additional complexity is purposeful and theoretically grounded. This approach is par-
ticularly valuable in situations where the physics of the system are well-understood and
can be translated into the kernel structure.

The expert knowledge is inherited by trained kernel hyperparameters. In the CP
kernel, the change between kernels occurs at x0 = 0.52, corresponding to the physical
wake location. For the custom-built kernel, the detection of P ≈ 1 corresponds to
the expected periodicity of the blade passage, reflecting the incorporation of domain
knowledge into the model.

In summary, the CP and custom-built kernels show promise in enhancing the accuracy
of pressure field inference. However, the decision to adopt these kernels should be based
on a comprehensive evaluation of their benefits against the associated increase in model
complexity and user required input knowledge.

Conclusion

This subsection presents a detailed analysis of the results obtained from the application
of the a priori DoE strategy in the proposed methodology to the ECL5 UHBR fan
blind test campaign.

The A priori DoE phase, employing the SVGP approach, demonstrates the adapt-
ability of the proposed methodology. Different OPs require varying numbers of optimal
measurements, reflecting the unique demands of each flow condition. This adaptability
ensures the capture of diverse flow features under different operational scenarios with
optimal measurements. Nevertheless, an reduction on the number of measurements of
50% was obtained, thus reducing a complete map assessment from 3 to around 2 hours.

The MFGP framework is then applied to assess the pressure field flow in the ECL5
UHBR fan. The mean inferred total pressure contours demonstrate the ability of the
model to accurately capture flow features, including hub corner separation, despite
discrepancies in the wake region, but with a pressure ratio maximum RMSE of 0.007
against the reference test, throughout all operating points.

The uncertainty assessment reveals the model conservative stance, due to a high
dependence on the RANS simulation. The error metrics, confirm the effectiveness of
the MFGP framework across different OPs, despite the higher uncertainty than the
measurements systematic uncertainty.

A focused study on kernel influence introduces two new kernels, the CP kernel and a
custom composite kernel. These kernels demonstrate enhanced accuracy in capturing
localized flow phenomena, particularly in regions with high gradients like the wake.
However, the decision to adopt these kernels should consider the trade-off between
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increased accuracy and higher model complexity.
In conclusion, the proposed methodology exhibits promising results in its adaptability,

robustness, and accuracy across different operational scenarios of the ECL5 UHBR fan.
The ability to integrate prior knowledge into the GP model, as demonstrated by the
choice of kernels, further enhances the reliability of the methodology.

The successful application of the proposed approach in a blind test case underscores
its potential for efficient and accurate aerodynamic assessments in turbomachinery de-
sign.

5.4.3. In situ Sampling

In this section, the results obtained by applying the adaptive in situ sampling approach
of the proposed methodology to the ECL5 fan test case in an experimental blind test
campaign are presented. The goal is to analyse the experimental measurements’ loca-
tions and the adaptability of the sampling approach to recognize flow structures and
focus the sampling efforts in correctly assessing the flow while considering the predicted
modelling uncertainty.

Experimental test results

Due to the dual probe parallel acquisition system, during the iterative procedure, to
avoid wasting a possible measurement, both probes were used to acquire data points.
Recall that the experimental probes are controlled by the same motor in the tangen-
tial direction. This means that after the MEPE acquisition function evaluates the
next optimal location, both probes are translated simultaneously to that pitch loca-
tion. However, each probe has an independent radial motor control. Thus, a second
evaluation of the MEPE acquisition function is performed, limited to the pitch of the
first optimal measurement and to the span of the non-optimal probe. For example, if
the MEPE acquisition function determines that the next optimal measurement location
is at a pitch of 0.8 at a radius of 0.9, close to the casing, the second evaluation limits
the candidate points to the pitch of 0.8 and to the radial span that the hub probe can
measure.

The analysis starts by presenting the raw data obtained from the test. Due to time
limitations in the test rig, only the DP at 100% rotational speed was investigated.

Following the discussion on the initial dataset influence in the previous chapter, an
initial set of Nym0 = 40 measurements were taken with an optimal Latin Hypercube
Sampling (LHS), with each individual probe sampling half of them.
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Figure 5.15. Initial set of Nym0 = 40 measurements obtained with optimal LHS for
the ECL5 test case.

Figure 5.15 shows the obtained grid and the measured point-wise total pressure ratio.
As expected from the LHS algorithm, the measurements are uniformly distributed in
the entire domain. The measured pressure ratio values range from 1.15 to 1.4, similar
to what is measured in the reference test in Figure 5.8b. Additionally to this evidence,
with the LHS grid, the signature of secondary flow structures such as the wake and the
hub corner separation are present in the flow, and the probes accurately measure.

The adaptive sampling blind test continued until a total of 220 measurements were
acquired. The obtained measurement grid and the measured pressure values are pre-
sented in Figure 5.16.

The adaptive sampling process started by measuring the domain limits on both hub
and casing correctly, demonstrated by the low pressure values measured. However,
around mid-span, all the casing probe measurements present the same total pressure
measured. Adding to this, there is a cluster of measurements points in the middle of the
pitch passage, where the wake should be measured, that measure a high and constant
pressure.

This region was correctly measured with the initial set of measurements, as noted
in the analysis of Figure 5.15 above, and it is believed that the observed behaviour is
due to a problem that occurred during the adaptive sampling acquisition/processing of
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Figure 5.16. Final Ny = 220 measurements obtained with the adaptive sampling
blind test for the ECL5 test case.

the casing probe. It led to a continuous evaluation of a constant pressure at a constant
radius, which gave contrary information to the adaptive sampling method. From the
initial set of measurements, it expects a low pressure in this region, causing the heavy
sampling verified in the region.

To address the paradoxical data measurements in the mid-span region with the casing
probe, the GP model justifies the data by inferring that a large amount of noise is present
in the measurements, eventually leading to the termination of the test.

Despite that, the hub probe measurements seem consistent with what is expected of
the flow field. Moreover, looking at the adaptive sampling grid of the hub probe, there
is a clear signature of the hub corner separation, with the adaptive sampling focusing
measurement locations on this region.

With the goal of exploiting the correct data acquisition of the hub probe, the measure-
ments that correspond to it are used to build a GP model and evaluate the lower radius
section of the flow. Figure 5.17 shows the obtained pressure result with the GP model
during the adaptive sampling acquisition for the ECL5 blind test case for the lower
radius. The pressure field assessment is shown in Figure 5.17a, and the corresponding
uncertainty is shown in Figure 5.17b.

The mean flow reconstruction shows a clear signature of the hub corner separation.
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(a) Mean flow assessment.

−16 −14 −12 −10 −8 −6
Pitch

−110

−100

−90

−80

−70

−60

R
ad
iu
s

0.0148

0.0197

0.0247

0.0296

0.0345

0.0395

0.0444

0.0493

0.0543

95
%
C
on
fi
d
en
ce
In
te
rv
al

(b) Uncertainty evaluation.

Figure 5.17. ECL5 lower radius pressure field and uncertainty assessed with the GP
model with the adaptive sampling measurements of the hub probe.

129



Chapter 5. Test Case - ECL5 UHBR Fan

Moreover, its size and magnitude match with the ones measured in the experimental
reference test, with the different being that the GP model results in a smooth flow due
to the ability to assess the flow in a finely discretized grid.

However, the flow does not have enough measurements, and the wake signature is not
clearly defined since the probe only sampled the hub corner separation region, and the
measurements around mid-channel high are located in the high-pressure region. Despite
that, the GP model is fully aware of this situation, as the predicted uncertainty contour
shows a maximum uncertainty in the mid-channel high as high as 0.05, the area where
the wake should be visible.

The contrast between uncertainty levels around mid-channel and at the hub is evident
and comes from two sources. One is the fact that at the hub, measurements were
acquired, and two, the high-loaded blade region appears in the hub probe domain
region. The model is unsure if this is correctly measured since the hub flow does
not share any length scales with this high-pressure region. This inconsistency in the
domain evaluated and the low number of measurements leads to an overall increase of
the predicted uncertainty, with the model predicting uncertainty levels of around 0.0197
even where experimental measurements are available.

The observed behaviour, although limited to the hub probe, leads to an interesting
discussion. On one hand, the adaptive sampling methodology appears to correctly
reconstruct the hub corner separation, with the optimal sampling locations focusing
on its strong gradient. On the other hand, there is a clear lack of information on the
complete flow domain that translates to poor confidence in the model’s reconstruction,
as evidenced by the high predicted uncertainty, even where measurements are available.

In an attempt to overcome this, the final step of the proposed methodology is to
apply the MFGP framework. This allows leveraging the full domain information with
the hub probe measurements to predict the complete flow domain.

Figure 5.18 shows the obtained pressure result with the MFGP model after the adap-
tive sampling acquisition for the ECL5 blind test case for the lower radius. The pressure
field is shown in Figure 5.18a with the experimental reference on the left and the MFGP
assessment on the right, and the corresponding uncertainty in Figure 5.18b.

The pressure field shows, as expected, the correct assessment of the hub corner sep-
aration size and width. The flow in the lower radial region matches the experimental
reference. The wake region, on the other hand, shows a poor match, with a smoother
gradient than the experimental reference. This effect is expected since, as analysed
before, the CFD simulation tends to over predict the mixing of the flow in the wake
region. The CFD simulation, however, was misplacing the location of the hub corner

130



5.4. Results

0.0 0.2 0.4 0.6 0.8 1.0
Pitch

0.200

0.400

0.600

0.800

0.017

0.983

R
ad

iu
s

0.0 0.2 0.4 0.6 0.8 1.0
Pitch

0.200

0.400

0.600

0.800

0.017

0.983

1.110

1.155

1.200

1.245

1.290

1.335

1.380

1.425

T
ot

al
P

re
ss

u
re

(a) Mean flow assessment.
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(b) Uncertainty evaluation.

Figure 5.18. ECL5 pressure field and uncertainty evaluated with the MFGP model
after the adaptive sampling measurements of the hub probe.
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separation, but this is improved with the high-fidelity experiments in this region.
The upper radius of the flow, which should have been measured with the casing probe,

is inferred by leveraging the CFD simulation. Despite no experimental measurements in
this region, the flow matches against the experimental reference, even in the secondary
flow structures in the casing. Again, the discrepancy against the reference test is solely
in the wake region near the mid-radius where the mixing is over predicted. Additionally,
the shape of the high-loaded region is rounded, as observed before in the CFD. This
analysis is further supported by the MFGP hyperparameters, with the scaling factor ρ
close to 1.

No high-fidelity data is available in this region, and this is shown in the uncertainty
contour with an average value around 0.055. An interesting analysis is to compare the
uncertainty contour obtained with the MFGP model against the one obtained with the
simple GP model evaluated during the adaptive sampling process.

Despite the high predicted uncertainty values, reaching 0.005 even in measurement
locations, due to the low number of measurements and the not fully measured domain,
the uncertainty is lower than if the multi-fidelity framework is not applied, as shown in
Figure 5.17b, where the uncertainty in measurement locations is at least 0.015.

Using the MFGP model, after the adaptive sampling approach is finished, especially
in this case where the number of measurements is lower than necessary, allows for infer-
ring regions of the flow not sampled and contributes for a proper uncertainty evaluation
of these regions.

Adaptive sampling simulation

To further analyse the proposed adaptive sampling and understand the impact of miss-
ing casing measurements, a simulation similar to the one applied for the H25 axial
compressor test case is performed.

The initial set of measurements acquired in the blind test is used, and the experimen-
tal reference test is employed to generate the adaptive sampling measurements needed
during the iterative procedure. The iteration process is halted with a fixed number of
measurements equal to 400.

To analyse the evolution of the flow inference as measurements are added, the RMSE
between the GP model predictions and the reference test, the evolution of the GP
model-estimated maximum uncertainty, and the weight parameter α are illustrated in
Figure 5.19.

The RMSE and the estimated maximum uncertainty decrease continuously with an
increasing number of measurements.
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Figure 5.19. Simulated ECL5 adaptive sampling error/uncertainty and weight crite-
ria for pressure ratio flow field assessment with increasing number of
measurements.
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After an initial phase with a step decrease in the metrics (around 50 measurements),
the RMSE decrease follows a constant gradient until around 230 measurements. After-
ward, as more measurements are added, the RMSE tends to flatten while the maximum
predicted uncertainty keeps decreasing. At 400 measurements, where the iteration pro-
cess was stopped, there is no conclusive convergence of the estimated maximum uncer-
tainty but the RMSE appears to approach a limit trend.

The convergence analysis above highlights two different regions, separated by a strong
reduction in both evaluated metrics. These two regions are visualized in the weight
parameter α. In the initial constant decrease phase, α continuously changes between 0
and 1, balancing the trade-off between exploration and exploitation.

After the sharp RMSE decrease around 230 measurements, the behaviour of the
acquisition function changes, with α mainly taking values of 0. This means that the
adaptive sampling focuses mainly on exploration and decreasing the overall uncertainty
in the domain. This is further supported by the flattening of the RMSE evolution
described above, as more measurements are not improving the mean prediction of the
flow but rather decreasing the underlying uncertainty the model estimates.

In summary, with the adaptive sampling strategy proposed, it is expected that the
flow structures are correctly identified with around 230 measurements, and afterward,
the model mainly focuses on sampling areas with high uncertainty.

To further support the above analysis, Figure 5.20 shows the ’simulated’ pressure
flow field assessment for the ECL5 fan at DP with the adaptive sampling procedure
at various stages of measurement acquisition, corresponding to 120, 220, 240, and 360
measurements.

In each subfigure, the following visualizations are presented for the assessment of
the total pressure field. On the top left, the reference experimental flow and the mea-
surement locations are shown. On the top right, the GP model mean flow prediction
is presented. The bottom left shows the absolute difference between the experimen-
tal reference and the predicted pressure ratio. The bottom right contour displays the
propagated predicted uncertainty.

Figure 5.20a, corresponding to 120 measurements acquired, represents the initial
phase of adaptive sampling, where the constant decrease of error starts. At this moment,
the mean flow inference begins to recognize important flow patterns such as the low-
pressure region at the hub and the higher loading region at mid-span. The recognition
of these features is due to the focus of measurements in these high gradient locations
that the adaptive sampling considers critical.

As the number of measurements increases to 220, Figure 5.20b shows that the main
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characteristics of the flow are now visible. There is a separation at the hub, despite
its poor prediction, and the wake signature begins to be visible, separating two higher
loading regions at mid-span and connecting to the secondary flow region at the casing,
despite showing an underprediction of its depth.

The experimental grid at this moment retains focus on the wake region with a collapse
of measurements in the high gradient, with a consequential reduction in the error,
with some iterations sampling other locations of the flow to reduce overall uncertainty,
justifying the α behaviour in this region.

This trade-off between exploration and exploitation continues until around 230 mea-
surements are acquired, and the sharp error decrease discussed above occurs.

Figure 5.20c shows the adaptive sampling inference with 240 measurements acquired,
after the just mentioned sharp decrease. The mean flow reconstruction correctly iden-
tifies all flow features and matches the reference experimental test. The increased
accuracy in the flow inference is attributed to the hub corner separation and the hub
boundary layer being assessed as different flow structures. Moreover, the wake absolute
pressure depth is evaluated correctly. This is supported by the analysis of the absolute
error difference between experimental reference and inference that shows an error under
2000 Pa in all these regions. The only regions with high sparse errors are around the
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(a) 120 measurements acquired. RMSE ≈ 2.2E-02.
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(b) 220 measurements acquired. RMSE ≈ 1.3E-02.
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(c) 240 measurements acquired. RMSE ≈ 8.3E-03.
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(d) 360 measurements acquired. RMSE ≈ 6.0E-03.

Figure 5.20. Pressure flow field assessment with the proposed adaptive sampling DoE
for 120, 220, 240, 360 measurements acquired. On the top left, the ref-
erence experimental flow and the measurement samples used are shown.
On the top right, the GP model mean flow prediction is presented. The
bottom left shows the absolute difference between the experimental ref-
erence and the predicted pressure ratio flow. The bottom right contour
displays the predicted GP model flow uncertainty.

casing, with the mean flow slightly underpredicting point-wise the pressure loss and
around the hub at pitch around 0.5, where the main flow interacts with the separation
and boundary layer simultaneously.

From the correct inference of the mean flow, the adaptive sampling behaviour changes
towards exploration, as the parameter α remains 0 for most iterations. Due to the high
concentration of measurements in the wake and hub corner separation, these regions of
the flow are considered the least uncertain, showing values of 0.008, which is the GP
model estimated data noise uncertainty.

For completeness, Figure 5.20d shows the continuation of the adaptive sampling
procedure in its fully exploration phase, with 360 measurements acquired. There is no
remarkable difference in the mean flow assessment except for the improved point-wise
match in the sparse error regions analysed above.
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However, there is a clear decrease in the uncertainty prediction of the flow with
the maximum uncertainty decreasing from 0.022 to around 0.011 and the minimum
decreasing from 0.008 to 0.0012, following the decrease of the estimated data noise.
Despite the similar contour plot, the high regions of uncertainty for 270 measurements
become regions of low uncertainty with 360 measurements. This emphasizes again that
adaptive sampling is targeting high uncertainty areas in this phase.

In summary, the simulation of the adaptive sampling strategy for the ECL5 fan test
case provides valuable insights into its performance and behaviour. The results demon-
strate that, with approximately 230 measurements, the proposed adaptive sampling
method effectively identifies and captures key flow features, such as the hub corner
separation and wake structures. Subsequent measurements beyond this point primarily
contribute to reducing uncertainties rather than improving the mean flow prediction.

Conclusion

In this section, the adaptive in situ sampling approach as part of the proposed method-
ology to assess the ECL5 fan test case in an experimental blind test campaign is pre-
sented. The objective was to evaluate the performance of the sampling approach in
recognizing flow structures, optimally sampling the flow in real time effectively, and
thus giving a correct flow assessment.

The experimental test results revealed the complexity of the dual probe parallel
acquisition system and the challenges posed by simultaneous translations. Despite
encountering issues during the adaptive sampling blind test, particularly in the mid-
span region with the casing probe, the methodology demonstrated success in capturing
the hub corner separation with the hub probe.

To address the limitations of incomplete flow domain information, the MFGP data
fusion was employed. Leveraging the high-fidelity data from the hub probe, the MFGP
model extended the flow field assessment to unmeasured regions, providing a complete
domain flow assessment. This approach, although not flawless, demonstrated the po-
tential to reduce the instrumentation effort and testing times.

In the subsequent adaptive sampling simulation of the full domain, the evaluated
metrics show a continuous decrease with an increasing number of measurements. A
transition occurred around 230 measurements, signifying a shift towards exploration
as the model concentrated on reducing uncertainty rather than improving the mean
prediction.

Visualizing the simulated pressure field at various stages of measurement acquisition
emphasized the methodology effectiveness. Around 230 measurements, critical flow
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features were correctly identified, and subsequent measurements primarily targeted high
uncertainty areas.

In summary, the adaptive in situ sampling strategy showcased its ability to adapt
to complex experimental setups, recognize essential flow structures, and dynamically
adjust sampling efforts. The integration of multi-fidelity modelling addressed data lim-
itations, presenting a promising avenue for exploring regions of the flow that cannot be
sampled. The simulation results provided insights into the adaptive methodology be-
haviour and its performance, showcasing its adaptability and efficiency in characterizing
complex flow phenomena in turbomachinery applications.
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Conclusions and Future Perspectives

In this work, an experimental measurement technique was developed and validated,
systematically reducing both the instrumentation effort and testing time necessary for
comprehensive flow assessments.

The methodology, couples standard experimental measurements and numerical sim-
ulations within a Bayesian data fusion framework driven by Multi-Fidelity Gaussian
Processes. A novel DoE approach based on Sparse Variational Gaussian Processes and
CFD simulations, was seamlessly integrated into the early phases of an experimental
campaign design, guiding how much and where to measure.

The methodology results is a substantial reduction of at least 50% in measurement
points and a relevant one-hour cutback per test, without loss of information, hence
reshaping experimental campaign planning. This reduction not only marks an ad-
vancement in experimental sampling efficiency but also directly translates into sub-
stantial energy and personnel cost savings. The correlation between reduced testing
time and lower energy consumption underscores the practical and economic impact of
this methodology.

The introduction of In situ adaptive sampling adds a layer of adaptability to the
methodology. This dynamic enhancement to measurement accuracy during experimen-
tal sampling reinforces the methodology’s versatility, enabling it to tackle unforeseen
challenges that might arise during an experimental campaign.

The modular nature of both sampling approaches adds another dimension of flexi-
bility, making the methodology adaptable to different test cases. This ensures that the
methodology can achieve the highest accuracy within time or measurement constraints.

Despite the varying levels of flow complexity and acquisition challenges presented
by the H25 compressor and the ECL5 fan, that impact the estimated uncertainty, the
methodology’s exhibits generalizability. Its applicability across industrial and academic
settings positions it as a valuable asset for researchers, engineers, and industries alike,
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representing a significant advancement in experimental methodologies for aerodynamic
assessments of turbomachinery components.

Future Perspectives

While the focus of this work has been on establishing a robust forward testing pro-
cedure, it is important to recognize that the methodology and tools developed offer
opportunities for further exploitation and improvement.

Multi-fidelity exploitation for boundary layer inference

The successful application of the MFGP framework has laid a robust foundation for fu-
ture advancements. One promising approach for further exploration involves extending
the framework capabilities to infer flow quantities in areas traditionally challenging for
instrumentation, such as boundary layers. This expansion not only addresses the limi-
tations of current measurement techniques but also opens new possibilities for gaining
deeper insights into complex flow phenomena.

As an example, from the H25 axial compressor experimental database, the last ra-
dial measurements, corresponding to the probe mechanical limit, are removed from
the database both at hub and casing. A MFGP model, using all the other available
measurements is trained. The model inference of the pressure tangential profile at the
removed hub (r = 0.02) and casing (r = 0.98) is presented below in Figure 6.1.

This preliminary results presents a match between MFGP inference and the experi-
ments, not used in the model training. This shows the capability of extrapolation of the
GP model supported by a multi fidelity modelling framework and opens the possibility
of exploiting this framework to infer flow quantities inside the boundary layer without
having to resort to extra instrumentation that is usually custom made and delicate to
operate with accuracy.

This approach provides new challenges, since it increases the number of variables
being modelled simultaneously, for example to infer a velocity profile, but also may
require the need to incorporate different instrumentations in one model with different
associated noises. However, the successful extrapolation showcased in the H25 axial
compressor example show promise.

Extending the MFGP framework to infer flow quantities in traditionally challenging
areas, like boundary layers, offers an opportunity beyond current measurements and
it has the potential to reduce instrumentation intrusiveness in such an important, but
sensitive flow region that it is hard to measure accurately in an industrial rig.
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Figure 6.1. MFGP tangential pressure profile inference at the H25 compressor probe
sampled limits.

Performance evaluation and Rake measurements

A final proposition that this work leaves open is the optimal evaluation of the stage
performance. Leveraging correct mean flow inference enhances spatial averaging eval-
uation, presenting opportunities for improved performance evaluation, particularly in
comparison with rake measurements.

This work leaves open the leveraging of this information to improve the evaluation of
the performance by the rakes. Figure 6.2 shows a preliminary possibility of exploiting
the proposed methodology tools to improve the evaluation of the complete operating
fan map. The Figure shows lines of increasing rotational speed, from 55NM to 105NM.

A MFGP model is applied with mass-averaged rake measurements serving as high-
fidelity data and mass-averaged CFD simulations as low-fidelity data. Rake measure-
ments from 55NM to 100NM (shown in red) are used for training the MFGP model,
while measurements for 105NM (shown in green) are reserved for validation.

The inferred operating curves align well with the rake measurements, even for the
105NM rotational speed, for which no data was used in model training. This suggests
that the MFGP model effectively leverages available data to learn the relationship
between CFD simulations and experimental measurements, thereby extrapolating the
operating curve accurately, within some level of uncertainty. This indicates potential
approaches for refining rake measurements and reducing associated uncertainty, as well
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Figure 6.2. MFGP model compressor map using mass-averaged CFD simulations and
mass-averaged rake measurements.

as extracting otherwise inaccessible information.
Furthermore, in future work, the proposed methodology could be adapted to de-

termine optimal positions for performance-measuring rakes. Assuming a full annulus
simulation is available, the sampling methods developed here could be used to infer
what are the optimal rake positions to obtain the most accurate performance measure-
ments using these type of instrumentation. This could be performed by ’simulating’ an
adaptive sampling rake acquisition test, in the full annulus CFD, where the stopping
criteria is set on the convergence of the estimated average pressure.

Optimal instrumentation displacement

In the application of the methodology to the ECL5 fan, a one-hour time reduction was
achieved compared to the reference, fully automated test, which spanned over three
hours. This significant improvement, however, was obtained with a 50% reduction in
instrumentation.

To further expedite testing processes, a strategic exploration into the optimal dis-
placement of instrumentation within the flow field is imperative. The SVGP DoE
involves sampling a sparse grid, introducing the opportunity to plan an optimal acqui-
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sition path.
Essentially, this optimization task aligns with the classical "travelling salesman prob-

lem". Given the full sparse grid and the distances between sampling points, the objec-
tive is to compute the shortest possible acquisition route. This optimization promises a
more substantial reduction in testing time, thus directly contributing to enhancing the
efficiency of the methodology in an experimental campaign.

Adaptive sampling batch acquisition

During the ECL5 experimental campaign, to take advantage of the dual parallel probes
available, the acquisition function was slightly altered to acquire two values at each
iteration. The proposed approach here was not optimal and for the future work an
optimal acquisition strategy that can leverage all the instrumentation available in an
optimal manner should be developed.

In the context of Bayesian optimization, for which the proposed adaptive sampling
methodology was derived, the acquisition of multiple design points, or samples in the
context of this work, is called batch sampling. Zhan et al., 2017, in the context of
optimization problems, proposes the introduction of an ’influence function’ (IF) to
select multiple sample points for each acquisition iteration. Their proposed IF is:

IF (x,xq−1) =

q−1∏
i=1

[1−K(x,xi)] (6.1)

where xi is the i optimal point (measurement location), and K(x,xi) is the covariance
function of the initial optimal point with the rest of the candidate domain points. The
IF then tends to benefit the sampling of points far from the initial optimal point.

Another option would be to rely on the hyperparamters trained by the GP model.
The lengthscale of the kernel relates the amount of information that is propagated
between domain points. If this value can be leveraged, an influence function could be
developed based on points that have little information associated with them.

The introduction of a new step in the iteration loop, while computationally feasible,
necessitates considerations regarding instrumentation translational issues and poten-
tial delays in the acquisition process. Moreover, the trade off between acquiring more
measurements per iteration but these locations being suboptimal could hinder the ac-
quisition process more expensive.

The future perspectives outlined here collectively contribute to improving the pro-
posed measurement approach and advancing turbomachinery experimental research
methodologies.
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The approach presented in this work shows that, while the recent machine learning
data driven trends still pose challenges, they also present opportunities for new research
paths.
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