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Titre : Simulation Monte Carlo du transport des phonons dans les nanostructures au moyen des méthodes ab-

initio 

Mots clés : Transport des phonons, Théorie de la fonctionnelle de la densité, Méthode de Monte Carlo, 

Nanostructures, Conductivité thermique, Conductance thermique d'interface 

Résumé : Alors que la tendance à la miniaturisation 

des appareils électroniques se poursuit, la 

compréhension du transport de chaleur à l’échelle 

nanométrique devient de plus en plus cruciale pour 

développer des systèmes fiables et économes en 

énergie. La loi de Fourier conventionnelle ne parvient 

pas à capturer la dynamique complexe du transport 

de chaleur basé sur les phonons dans de tels 

dispositifs miniaturisés. Avec la recherche de 

dispositifs plus compacts et plus performants, 

l’exploration de matériaux alternatifs au-delà du 

silicium est tout aussi essentielle, en se concentrant 

sur leurs propriétés thermiques. Dans cette thèse, 

nous étudions le transport des phonons au sein de 

nanostructures en utilisant des méthodes 

stochastiques de Monte Carlo (MC). La précision des 

simulations est améliorée grâce à l'utilisation d'une 

description complète des matériaux de bande 

dérivée de calculs ab-initio basés sur la théorie 

fonctionnelle de la densité (DFT) sans recourir à des 

paramètres empiriques. Cette approche 

méthodologique permet des calculs précis de 

diffusion de phonons sur une large plage de 

températures de 0,1 à 1 000 K, intégrant des 

mécanismes de diffusion normale, Umklapp et 

isotopique pour tenir compte des interactions 

anharmoniques. Nous nous concentrons sur 

l'examen de matériaux alternatifs, tels que l'arséniure 

de gallium (GaAs) et de matériaux bidimensionnels 

(2D) comme le graphène, le nitrure de bore 

hexagonal (h-BN) et les dichalcogénures de métaux 

de transition (TMDC), chacun sélectionné pour ses 

propriétés thermiques uniques. 

Cette thèse présente un contexte théorique 

complet sur la DFT, soulignant l'importance des 

effets anharmoniques dans le transport des 

phonons, et discute des algorithmes de Monte 

Carlo pour résoudre l'équation de transport de 

Boltzmann. Les résultats présentés dans cette thèse 

incluent une analyse approfondie des propriétés 

thermiques des nanostructures de GaAs et de leur 

réponse à différentes conditions aux limites, 

dimensions du dispositif et températures. De plus, 

nous explorons les propriétés thermiques des 

matériaux 2D et de leurs hétérostructures latérales, 

en évaluant leur conductance thermique 

d'interface (ITC) et la variation des contributions 

modales des phonons à proximité de l'interface. 

Utilisant le concept de température directionnelle, 

l'étude fournit des calculs ITC précis, élucidant ainsi 

la dynamique thermique complexe au sein de ces 

hétérostructures. Enfin, nous étudions la réponse 

thermique transitoire dans des hétérostructures 

latérales 2D h-BN/graphène de 100 nm de long. 

Grâce à la cartographie positionnelle et à la 

caractérisation de la réponse temporelle, nous 

fournissons une compréhension détaillée du 

comportement thermique transitoire au sein de ces 

nanostructures. Ces travaux offrent non seulement 

des contributions substantielles au domaine du 

transport thermique dans les nanostructures, mais 

ouvrent également de nouvelles voies pour la 

conception et l'application de matériaux avancés 

en électronique. 
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Title : Monte Carlo simulations of phonon transport in nanostructures based on ab-initio methods 

Keywords : Phonon transport, Density functional theory, Monte Carlo method, Nanostructures, Thermal 

conductivity, Interface thermal conductance 

Abstract : As the trend towards miniaturization of 

electronic devices continues, understanding heat 

transport at the nanoscale becomes increasingly 

crucial for developing energy-efficient and reliable 

systems. Conventional Fourier's law fails to capture 

the complex dynamics of phonon-based heat 

transport in such miniaturized devices. With the drive 

for more compact and high-performance devices, 

exploring alternative materials beyond silicon is 

equally essential, focusing on their thermal 

properties. In this thesis, we study the phonon 

transport within nanostructures employing stochastic 

Monte Carlo (MC) methods. The accuracy of the 

simulations is enhanced by utilizing full-band 

material description derived from ab-initio 

calculations based on density functional theory (DFT) 

without reliance on empirical parameters. This 

methodological approach allows for precise phonon 

scattering calculations across a broad temperature 

range of 0.1 to 1000 K, incorporating normal, 

Umklapp, and isotope scattering mechanisms to 

account for anharmonic interactions. We focus on 

examining alternative materials, such as gallium 

arsenide (GaAs) and two-dimensional (2D) materials 

like graphene, hexagonal boron nitride (h-BN), and 

transition metal dichalcogenides (TMDCs), each 

selected for their unique thermal properties. 

This thesis presents a comprehensive theoretical 

background on DFT, emphasizing the importance 

of anharmonic effects in phonon transport, and 

discusses the Monte Carlo algorithms for solving 

the Boltzmann transport equation. The results 

presented in this thesis include a thorough analysis 

of the thermal properties of GaAs nanostructures 

and their response to varying boundary conditions, 

device dimensions, and temperatures. 

Furthermore, we explore the thermal properties of 

2D materials and their lateral heterostructures, 

assessing their interface thermal conductance (ITC) 

and the variation of phonon modal contributions 

near the interface. Employing the concept of 

directional temperature, the study provides precise 

ITC calculations, thereby elucidating the intricate 

thermal dynamics within these heterostructures. 

Finally, we investigate the transient thermal 

response in 100 nm long 2D h-BN/graphene lateral 

heterostructures. Through positional mapping and 

temporal response characterization, we provide a 

detailed understanding of the transient thermal 

behavior within these nanostructures. This work 

not only offers substantial contributions to the field 

of thermal transport in nanostructures but also 

opens new pathways for the design and application 

of advanced materials in electronics. 
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1 INTRODUCTION 

1.1 HEAT MANAGEMENT 

1.1.1 Challenges in miniaturized devices 

The trend of miniaturization in electronics is one of the most significant 

movements within the technology sector over the past several decades 

[1,2]. This trend is rooted in the semiconductor industry, producing 

increasingly smaller transistors, which are the fundamental building 

blocks of electronic devices. Moore's Law, proposed by Gordon Moore 

in 1965, has been a guiding principle for this trend by predicting the 

doubling of transistors in integrated circuits approximately every two 

years [3]. With advancements in materials science and manufacturing 

techniques, Samsung Electronics and TSMC are currently producing 

electronic devices with billions of transistors using the 3 nm process 

technology as of 2024 [4,5]. Despite reaching the limits of Moore's Law, 

progress is continuing, promising increased integration density. 

As these devices shrink to the nanoscale, the importance of efficient 

heat management becomes critical. The primary challenge in these 

miniaturized devices is the significantly increased power density, which 

arises from packing more transistors into a smaller area, as illustrated 

in Figure 1.1 [6]. This escalation in power density leads to elevated 

temperatures that can adversely affect device integrity and 

performance, necessitating solutions to guarantee device longevity 

and prevent overheating [7]. 

In a crystalline solid, heat conduction is attributed mainly to two 

carriers: electrons and quantized modes of lattice, referred to as 

phonons [8]. Especially in semiconductor materials, heat is primarily 

conducted through the lattice by the propagation of these phonons 

[9]. Since phonons influence the properties of semiconductor devices, 

it becomes essential to understand thermal transport mediated by 

phonons for the development of optimized electronic devices. 
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Therefore, rigorous and quantitative evaluation of the thermal 

properties is required to understand how phonons behave within 

materials or devices. These properties include thermal conductivity, 

heat capacity, and thermal boundary resistance at interfaces, which are 

crucial for precisely analyzing the thermal properties in miniaturized 

electronic devices. For instance, materials with high thermal 

conductivity serve as efficient heat channels to dissipate heat from hot 

spots as passive heat spreading [10]. Conversely, materials with low 

thermal conductivity can be promising candidates as thermoelectric 

(TE) materials to harvest waste heat by converting it directly into 

electricity [11]. 

To design thermal properties for specific applications across various 

fields, the implementation of diverse technologies is underway 

through the utilization of point defects, nanostructures, and lattice 

anharmonicity [12,13]. In alignment with these trends, new theoretical 

models are indispensable, and numerical simulations can provide 

valuable insights for nanoscale heat transport [14]. 

Figure 1.1 The trend of increasing power density in miniaturized 

processors, underscoring the need for effective thermal management 

solutions to address the elevated temperatures resulting from higher 

power densities [6]. 
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1.2 BEYOND SILICON-BASED TECHNOLOGY  

At the core of the electronics industry, silicon has stood as the 

predominant material due to its semiconducting properties combined 

with its abundance and compatibility with a wide array of fabrication 

processes [15]. This prominence is further reinforced by silicon's 

capacity to form high-quality insulating oxide layers and its versatility 

in being doped with impurities to fabricate both n-type and p-type 

materials [16,17]. Consequently, silicon-based technology has enabled 

the development of a wide range of electronic devices, such as 

transistors, integrated circuits, solar cells, and even the realm of 

quantum computing [18–21]. 

However, as the industry moves towards more compact and high-

performance devices, the limitations of silicon become increasingly 

pronounced [22,23]. These challenges are multifaceted, encompassing 

issues of speed, packaging complexities, and heat dissipation. The 

quest for further miniaturization hits physical constraints with 

unwanted quantum effects, leading to increased power consumption 

and thermal inefficiencies. In response to these challenges, the 

semiconductor industry has been compelled beyond traditional 

scaling paradigms with innovations like FinFET (Fin Field-Effect 

Transistor) and the GAA (Gate-All-Around) transistor [24,25]. 

While the new architectures provide improvements in performance 

and energy efficiency, they fall short of addressing the intrinsic physical 

properties of silicon, such as its indirect bandgap and moderate carrier 

mobility [26]. Moreover, its thermal conductivity limits its ability to 

dissipate heat effectively in high-power and high-frequency 

applications [22]. This thermal bottleneck can lead to overheating, 

reduced reliability, and shortened device lifespans. 

In recent years, extensive research has spurred a shift toward exploring 

materials beyond silicon [27–30]. For the future of the industry and 

research, it will become much more important to conduct accurate 

assessments of the thermal properties of these materials and their 

nanodevices. Therefore, this section will explore alternative materials 

with a particular focus on their thermal characteristics. 
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1.2.1 Gallium arsenide and its nanostructures 

Gallium Arsenide (GaAs) is a III-V semiconductor material composed 

of atoms from the third and fifth columns of the periodic table as a 

prominent alternative to silicon. GaAs is celebrated for its superior 

electronic features, including higher electron mobility and a direct 

bandgap [12]. Unlike silicon's indirect bandgap, GaAs's direct bandgap 

enables efficient light absorption and emission for higher performance 

in optoelectronics, such as lasers, LEDs, and solar cells [31,32]. 

Additionally, GaAs has a wider bandgap than silicon, which allows it to 

operate efficiently at elevated temperatures up to 400 °C [33]. 

In 1964, Holland pioneered the measurement of the lattice thermal 

conductivity of GaAs and theoretically validated it using the Callaway 

model at low temperatures [34]. This foundational work has paved the 

way for numerous investigations of GaAs's thermal properties. Bulk 

GaAs exhibits a thermal conductivity of approximately 50 W/mK, which 

is lower than that of silicon [35]. This property makes GaAs a better 

candidate for thermoelectric materials, combined with its high electron 

mobility [36]. 

The thermal conductivity of GaAs can be influenced by the film 

thickness and the effect of isotopic mass disorder. For instance, the 

thermal conductivity of GaAs nanofilms exhibits a marked decrease 

with the reduction in film thickness [37,38]. Additionally, a research 

conducted by Inyushkin et al. on GaAs crystal highly enriched with the 

isotope 71Ga showed a 5 % higher thermal conductivity at room 

temperature compared to natural GaAs crystals [39]. 

The potential of this material is notably enhanced when utilized in 

nanostructures such as nanowires and superlattices, as shown in Figure 

1.2 [40,41]. The design of these nanostructures enables the 

manipulation of thermal properties, leading to innovative thermal 

management strategies. Specifically, reduced dimensionality and 

increased surface-to-volume ratio of nanowires alter phonon transport 

mechanisms, which may modify thermal conductivity. With 

advancements in nanowire growth technology, it has been observed 

that the thermal characteristics of GaAs nanowires can vary 

significantly based on their length and diameter [42–44]. 
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GaAs also has the advantage of easily forming superlattice structures 

with other III-V compounds, altering properties for application in a 

wide range of fields [45]. Several studies have shown that the periodic 

structure of GaAs/AlAs superlattices has a notable impact on thermal 

conductivity [46,47]. Building upon the combined structures, Juntunen 

et al. studied GaAs-AlAs core-shell nanowires. They measured the 

thermal conductivity of arrays of GaAs nanowires coated with AlAs 

shells, revealing that the AlAs shells suppress thermal transport, 

reducing it by up to approximately 60 % [48]. 

The study of phonon dynamics within GaAs has been a subject of 

continuous investigation, reflecting its critical role in understanding 

thermal properties. In 1990, Strauch and Dorner made the first 

experimental measurements of phonon dispersion in GaAs along a 

high symmetry point, including Gamma (Γ), X, L, and W [49]. Research 

into the lifetime of specific mode phonons in GaAs began in the 1970s 

[50,51]. Recently, Hamzeh and Aniel developed the Monte Carlo 

method with the Grüneisen constant to determine lifetimes that align 

with experimental results [52]. Moreover, numerous recent studies 

based on first-principles calculations have provided comprehensive 

insights into the dynamics of phonons, including the contributions 

from individual phonon modes, the accumulative thermal conductivity 

in relation to phonon mean free path, and variations across different 

temperatures and pressures [53–56]. 

Figure 1.2 (a) The scanning electron microscope (SEM) images of GaAs 

nanowire array [40]. (b) Cross-sectional transmission electron 

microscope (TEM) images of GaAs/AlAs superlattices [41]. 
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1.2.2 Exploring two-dimensional materials 

As the quest for beyond-silicon technology drives research, materials 

with dimensions lower than bulk materials, specifically two-

dimensional (2D) materials, have begun to capture significant 

attention [27,28]. Since Geim and Novoselov announced the first 

experimental isolation of graphene in 2004 [57], many other 2D 

materials have been studied, raising fundamental questions about low-

dimensional systems and their potential applications [58]. In recent 

decades, a variety of 2D materials have been identified, encompassing 

single-element materials like graphene, black phosphorus, and silicene, 

as well as compound materials, including transition metal 

dichalcogenides (TMDCs) and hexagonal boron nitride (h-BN), as 

illustrated in Figure 1.3 [28]. 

 

Figure 1.3 Classification of various two-dimensional (2D) materials 

showcasing a range of structures including graphene, hexagonal boron 

nitride (h-BN), transition metal dichalcogenides (TMDCs), black 

phosphorus (BP), etc. [28]. 
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These 2D materials stand out due to extraordinary electrical, chemical, 

and mechanical properties. Moreover, the exploration of thermal 

properties in 2D materials has emerged as a critical focus within the 

field, driven by the distinctive thermal phenomena at the nanoscale 

[59]. Understanding these thermal characteristics is essential for 

advancing electronic systems, marking a significant step forward in 

applying 2D materials in next-generation technologies. In this section, 

we review the thermal characteristics of key 2D materials, including 

graphene, monolayer h-BN, and TMDCs. Additionally, heterostructures 

composed of distinct 2D materials are discussed because they could 

offer new physical properties, which are not present in the individual 

monolayer forms. 

 

1.2.2.1 Graphene 

Graphene is a monolayer of carbon atoms arranged in a hexagonal 

honeycomb lattice with excellent physical properties, including ultra-

high electrical conductivity and carrier mobility [60]. In terms of 

thermal properties, graphene also has extraordinary thermal 

conductivity, which can reach up to several thousand W/mK. The first 

experimental measurement of the thermal conductivity of graphene 

was conducted by Balandin et al. in 2008, reporting room temperature 

values in the range of 4840 to 5300 W/mK, far exceeding that of typical 

bulk materials [61]. 

However, subsequent research indicated that thermal conductivity in 

graphene could vary significantly due to various factors such as sample 

quality, size, and measurement environment. For example, Wei et al. 

demonstrated a thermal conductivity value of approximately 

2500± 1100 W/mK at 350 K for graphene grown by chemical vapor 

deposition. [62]. These findings were further supported by various 

studies, including those by Chen et al. and Lee et al. in 2011, showing 

thermal conductivity values ranging from 1800 to 3100 W/mK [63,64]. 

Additionally, a relatively lower value of 840 W/mK was reported by Li 

et al. in 2017, highlighting the wide range of observed thermal 

conductivity values in graphene [65]. 
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To understand the high thermal conductivity of graphene, it is crucial 

to explore the phonon dynamics. Given that graphene features a long 

phonon mean free path, extending to micrometer scales at room 

temperature, it facilitates phonon ballistic transport. This aspect was 

highlighted by Xu et al. in 2014, who provided experimental evidence 

for quasi-ballistic phonon transport in graphene [66]. After that, 

several theoretical studies have discovered that graphene exhibits 

clear hydrodynamic phonon transport across a broad temperature 

range through collective phonon excitations by strong normal 

scattering processes [67–69]. 

Regarding the contribution of each phonon mode to thermal 

conductivity, earlier research by Nika et al. suggested that the 

longitudinal acoustic (LA) and transverse acoustic (TA) phonon modes 

predominantly carry heat in graphene, while the contribution of the 

out-of-plane acoustic (ZA) phonon mode is negligible [70]. However, 

this perspective was later challenged by studies from Lindsay et al., 

who predicted that the thermal conductivity in graphene is dominated 

by contributions from the ZA phonon modes [71]. This significant role 

of ZA phonons was further confirmed when graphene was placed on a 

silicon oxide substrate, which notably suppressed the ZA mode, 

thereby reducing thermal conductivity [72,73]. 

The research on graphene and the exploration of its applications still 

continue. Its exceptional heat conduction capabilities make it an ideal 

candidate for thermal interface materials [74]. While its high thermal 

conductivity renders it less suitable for thermoelectric applications, 

Dollfus et al. highlighted that the poor thermoelectric performance of 

graphene could be improved through nanostructuring and bandgap 

engineering [75]. 

 

1.2.2.2 Hexagonal boron nitride 

Hexagonal Boron Nitride (h-BN) is a material composed of alternating 

boron and nitrogen atoms arranged in a honeycomb lattice instead of 

carbon atoms in graphene [76]. Due to its crystal structure being 

similar to graphene, it is often referred to as ‘white graphene’. The 
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atomically thin material form can be exfoliated from bulk h-BN crystals 

and is gaining importance due to its high chemical and mechanical 

stability, revealing a wide range of applications [77,78]. It also features 

a wide electronic bandgap, positioning it as an ideal dielectric material 

for electronic devices [79]. 

The thermal properties of h-BN are another aspect of great interest. 

Bulk h-BN exhibits thermal conductivity values of around 400 W/mK at 

room temperature [80,81]. In 2009, Alem et al. presented a method to 

prepare monolayer h-BN using mechanical exfoliation, thereby paving 

the way for the possibility of measuring the properties of h-BN in its 

monolayer form [82]. As early as 2011, a theoretical study by Lindsay 

et al. predicted the in-plane thermal conductivity of single-layer h-BN 

to be higher than 600 W/mK, surpassing that of bulk h-BN [83]. 

Notably, they found that the contribution of the ZA phonon mode is 

still significant, although smaller than that of graphene. 

However, experimental measurements of few-layer h-BN have shown 

varying thermal conductivities, lower than theoretical predictions. For 

instance, Jo et al. measured the in-plane thermal conductivity of multi-

layer h-BN, obtaining value of 250 W/mK for five layers [84], and Zhou 

et al. reported values ranging from 227 to 280 W/mK for nine layers 

[85]. The observed discrepancies between measured data and 

theoretical predictions were attributed to phonon scattering caused by 

polymer residues on the surface of h-BN samples. 

Advancements in sample preparation methods employed by Wang et 

al. significantly reduced polymer residues on h-BN films. This approach 

allowed for the measurement of suspended bilayer h-BN thermal 

conductivity greater than the bulk material, achieving values between 

460 and 625 W/mK at room temperature [86]. Further studies by Cai 

et al. explored the thermal conductivity of monolayer to trilayer h-BN 

near room temperature, with monolayer h-BN reaching thermal 

conductivity values of 751± 340 W/mK [87]. The ongoing research and 

exploration into h-BN's thermal properties continue to reveal its 

potential for a wide range of applications, making it a material of 

significant interest in nanotechnology [88]. 
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1.2.2.3  Transition metal dichalcogenides  

Transition metal dichalcogenides (TMDCs) represent crystalline 

nanomaterials, characterized by their MX2 composition, where M 

stands for a transition metal element (such as Mo, W, or Ti) and X 

denotes a chalcogen element (including S, Se, or Te). A monolayer of 

TMDCs features a sandwich-like structure with the transition metal 

layer between two chalcogen layers [89]. Bulk crystals of TMDCs are 

formed of monolayers held together by van der Waals forces. Although 

the first production of monolayer MoS2 was achieved in 1986 [90], the 

interest in targeting monolayer and few-layer TMDCs gained 

significant momentum following the isolation of graphene in 2004 

[91–93]. 

These materials have been actively studied due to their unique 

electronic, optical, and mechanical properties, which vary widely from 

metallic to semiconducting depending on their composition and 

structure, making them promising for nanoelectronics, optoelectronics, 

and energy conversion devices [94]. Unlike the previously mentioned 

two materials, TMDCs also exhibit distinct thermal properties 

attributed to the unique crystal structure of TMDCs and the difference 

in atomic masses between the transition metal and chalcogen atoms 

within these compounds. 

Molybdenum disulfide (MoS2) is one of the most extensively studied 

materials in this domain, notable for its bandgap transformation from 

an indirect gap in bulk form to a direct gap in a monolayer 

configuration [95]. Regarding its thermal characteristics, Sahoo et al. 

conducted the experimental measurement for the in-plane thermal 

conductivity of an 11-layer MoS2 sample, which was found to be 

around 52 W/mK at room temperature [96]. Later, in 2015, Zhang et al. 

measured the thermal conductivity of single and double-layer MoS2, 

finding that the single layer exhibited a thermal conductivity of 84± 17 

W/mK, while the bilayer displayed a value of 77± 25 W/mK [97]. 

In theoretical predictions, a study by Li et al. in 2013 determined that 

the thermal conductivity of a typical 1 μm-sized monolayer MoS2 at 

room temperature is 83 W/mK [98]. The research also highlighted that 

thermal conductivity could increase by 30 % in 10 μm-sized samples, 
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reaching around 108 W/mK. Additionally, Gu et al. in 2016 predicted 

that the room temperature in-plane thermal conductivity of a single 

layer of MoS2 could achieve 138 W/mK [99]. Analogously, Hong et al., 

in the same year, found the thermal conductivity of MoS2 to be 110.43 

W/mK, using large-scale classical nonequilibrium molecular dynamics 

(NEMD) simulations [100]. 

Tungsten diselenide (WSe2) has demonstrated utility for its electronic 

and optical properties, such as field-effect transistors and 

complementary inverters [101]. It interestingly exhibits a shift from an 

indirect to a direct bandgap as it transitions from bulk to monolayer 

form, similar to that observed in MoS2 [102]. Notably, 2D WSe2 has 

been identified as a promising candidate for thermoelectric 

applications, boasting a high Seebeck coefficient beyond that of 

commercial thermoelectric material Bi2Te3 [103]. 

Despite the considerable attention paid to its electrical and optical 

properties, experimental research on the thermal transport properties 

of 2D WSe2 has been relatively scarce. In 2015, Kumar theoretically 

predicted the thermal conductivity of monolayer WSe2 to be around 

43 W/mK [104]. Building on this, recent experimental work by Easy et 

al. provided measurements of the thermal conductivities for single-

layer, bilayer, and trilayer WSe2 [105]. They discovered a trend in the 

layer-dependent lateral thermal conductivities, with the room-

temperature thermal conductivities for single, bi-, and trilayer WSe2 

measured at 37± 12, 24± 12, and 20± 6 W/mK, respectively. 

As other examples, the thermal conductivities of various TMDCs have 

been measured, revealing significant diversity across materials. For 

tungsten disulfide (WS2), thermal conductivity values were found to be 

32 and 53 W/m·K for monolayer and bilayer configurations at 300K, 

respectively [106]. Monolayer molybdenum diselenide (MoSe2) 

exhibited a thermal conductivity of 59± 18 W/m·K [97], and tantalum 

diselenide (TaSe2) with a thickness of 45 nm showed a notably low 

thermal conductivity of 9 W/mK [107]. The results of diverse TMDCs 

are comprehensively documented in the literature, highlighting the 

wide range of thermal conductivities [27,28,59]. 

Despite ongoing research, further investigation is required in various 
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aspects, including delineating the precise distinctions between the 

characteristics of bulk versus monolayer forms, the discrepancies 

between theoretical predictions and experimental findings, and 

expanding the scope of research to encompass out-of-plane thermal 

conductivity [108,109].  

 

1.2.2.4 Two-dimensional heterostructures 

Heterostructures composed of distinct 2D materials have garnered 

considerable interest due to their novel properties beyond the 

individual component and tunability to provide additional degrees of 

freedom for device engineering [27]. This emergence of new 

properties holds promise for developing high-performance, ultra-thin 

electronic devices, such as tunnel field-effect transistors [110]. The 

integration of 2D heterostructures also offers significant potential for 

enhancing thermoelectric performance and thermal management 

applications. This potential arises from an increased Seebeck 

coefficient and reduced thermal conductivity [111]. Moreover, the 

interfaces within heterostructures introduce deviations in thermal 

transport mechanisms compared to those observed in single 2D 

materials, opening the potential for innovation in various fields [112]. 

The synthesis of 2D heterostructures, achieved through various 

methods, including mechanical exfoliation and stacking, chemical 

vapor deposition (CVD), and molecular beam epitaxy (MBE), presents 

several challenges not typically encountered when working with single 

2D materials [113,114]. One of the primary challenges is ensuring clean, 

defect-free interfaces between different 2D materials by controlling 

chemical reactions, contamination, or growth imperfections. 

Additionally, not all 2D materials can be easily combined due to 

differences in lattice constants (lattice mismatch) and thermal 

expansion coefficients, leading to potential incompatibility issues [115]. 

Finding compatible synthesis conditions is also difficult, given the 

variations in optimal growth temperatures and pressures among 

different materials. Furthermore, achieving desired stacking orders and 

orientations requires accurate control [116]. 
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Despite these challenges, recent advancements in fabrication 

techniques have led to significant progresses in the synthesis of high-

quality 2D heterostructures with atomically sharp interfaces and 

precisely controlled stacking arrangements [117,118]. Typically, 2D 

heterostructures are categorized into two classes: in-plane 

heterostructures and van der Waals (vdW) heterostructures [27]. In-

plane heterostructures, also known as lateral heterostructures, are 

characterized by the seamless integration of two or more different 2D 

materials within a single plane, featuring sharp one-dimensional (1D) 

interface. Conversely, vdW heterostructures are comprised of distinct 

2D materials stacked vertically, held together by the non-bonded vdW 

forces acting between adjacent layers. 

In-plane heterostructures are at the forefront of research in materials 

science, marked by their well-matched electronic band structures and 

strong interfacial effect [27]. The minimal lattice mismatch between 

graphene and hexagonal boron nitride (h-BN) makes their in-plane 

heterostructures promising candidates [119]. Figure 1.4 (a) displays the 

experimental work by Liu et al. in 2013, which successfully 

demonstrated the growth of a perfect in-plane atomic scale continuity 

between graphene and h-BN, achieved through lithography 

patterning [120]. Despite the successful experimental synthesis of 

graphene/h-BN in-plane heterostructures, measuring their thermal 

properties, particularly the precise measurement of interface thermal 

conductance (ITC), remains a significant challenge [27]. Consequently, 

theoretical simulations have emerged as an essential tool for 

investigating the thermal properties of in-plane heterostructures. By 

focusing on phonon dynamics, these simulations offer invaluable 

insights into the mechanisms of interfacial thermal transport within 

these complex material systems. 

For instance, Ong et al. reported that ITC in graphene/h-BN in-plane 

heterostructures is approximately 3.52 GW/m2K at room temperature 

utilizing the atomistic Green’s function (AGF) method [121]. Their 

findings also highlighted that the phonon transmission probability at 

the interface is notably high for longitudinal (LA) and flexural (ZA) 

acoustic phonons. In a similar study, Hong et al. explored the impact 
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of sample length and ambient temperature on the ITC in graphene/h-

BN in-plane heterostructures using the non-equilibrium molecular 

dynamics (NEMD) method [122]. They observed that the ITC fluctuates 

between 1.9 to 4.5 GW/m2K for sample lengths ranging from 20 to 100 

nm, with an increase in temperature significantly enhancing the ITC. 

Furthermore, Feng et al. conducted research on the temperature and 

thermal non-equilibrium of different phonon modes at graphene/h-

BN planar interfaces [123]. Their findings indicated that the 

temperature jump for the ZA phonon mode accounts for only 10~20 % 

of the overall temperature jump across the interface. This minimal 

deviation is attributed to the significant overlap between the acoustic 

branches of graphene and h-BN. Conversely, the temperature jump for 

the flexural optical (ZO) phonon mode was as high as 220 % of the 

overall temperature jump.  

Beyond graphene/h-BN in-plane heterostructures, the interfacial 

thermal transport properties of other 2D heterojunctions were also 

investigated. In 2017, it was found that the ITC of graphene/MoS2 in-

Figure 1.4 (a) Aberration-corrected annular dark-field (ADF) scanning 

transmission electron microscopy (STEM) image of a h-BN/graphene 

interface, where variations in material thickness are indicated by 

changes in image intensity [120], and (b) High-resolution ADF-STEM 

image of a laterally synthesized MoS2/WSe2 heterostructure showing a 

well-defined junction between the two materials [125]. 
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plane heterostructures surpasses that of covalently bonded 

graphene/metal interfaces, with each Mo-C bond serving as a potential 

channel for heat transfer [124]. Li et al. successfully synthesized a 

lateral MoS2/WSe2 heterostructure through epitaxial growth, achieving 

sharply defined interfaces between the two materials, as shown in 

Figure 1.4 (b) [125]. Theoretically, Qin et al. in 2019 discovered that the 

ITC of MoS2/WSe2 in-plane heterostructures is approximately 10 % of 

that observed in graphene/h-BN heterojunctions, attributing this 

difference to strong phonon scatterings at the interface [126]. 

The thermal properties of vdW heterostructures have gained great 

interest due to their unique layered composition, which allows for the 

creation of vertical heterostructures with nearly defect-free interfaces. 

The advancement of innovative experimental methods has enabled the 

synthesis of vdW heterostructures through self-assembly technology, 

achieving remarkable precision [127]. This progress facilitates the 

assembly of complex devices that can be finely tuned by adjusting the 

stacking sequence, the relative rotation between adjacent layers, and 

the interlayer spacing [128,129]. 

In the study of bilayer graphene/h-BN heterostructures, Chen et al. 

measured the ITC, finding a value of 7.4 MW/m2K at room temperature 

[130]. Similarly, Pak and Hwang determined the ITC at a graphene/h-

BN interface to be 4.5 MW/m2K, further noting that the thermal 

conductivity of graphene experiences minimal change when h-BN is 

introduced as a substrate [131]. Reinforcing these findings, Zhang et 

al. conducted NEMD simulations to assess the thermal conductivity of 

h-BN-supported graphene. Their research demonstrated that the 

system’s thermal conductivity is only reduced by 23% compared to the 

suspended case, indicating that the force environment of graphene is 

scarcely affected by the h-BN substrate [132]. Moreover, the presence 

of periodic Moiré patterns on the graphene layer introduces a variable 

that can influence phonon transport within these heterostructures. 

When examining typical stacking configurations such as AA, AB, and 

AB′, Jung et al. determined that the AB stacking configuration offers 

superior properties compared to the AA stacking in graphene/h-BN 

vdW heterostructures through an analysis of phonon dispersion [133]. 
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As other examples, Ma et al. predicted that the room-temperature 

thermal conductivity of a MoS2/MoSe2 bilayer heterostructure would 

be 25.4 W/mK, positioning it between the thermal conductivities of 

individual MoSe2 and MoS2 layers [134]. Employing the Raman 

optothermal technique, Liu et al. found that the ITC of a MoS2/h-BN 

vdW heterostructure is about a third of that observed in graphene/h-

BN heterostructures [135]. This difference is attributed to the lighter 

mass of carbon atoms in graphene, which allows for a broader 

frequency range for phonon transmission between the graphene and 

h-BN layers. 

As the exploration of 2D heterostructures advances, numerous 

research challenges remain to be addressed. Theoretical calculations 

are still hindered by several limitations, including the computational 

cost and the complexity of accurately modeling vdW forces in density 

functional theory (DFT) calculations. On the experimental front, the 

journey towards accurately measuring the thermal properties of 2D 

heterostructures is far from complete. While several theoretical 

analyses have shed light on the potential of hybrid 2D materials, a 

deeper and more comprehensive understanding necessitates a 

broader spectrum of experimental data. Furthermore, the phenomena 

of anomalous non-Fourier transport require additional experimental 

verification. 
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1.3 MODELING HEAT TRANSFER AT THE NANOSCALE 

1.3.1 Limitations of the classical description 

The rapid development of nanodevices has underscored the need for 

a deeper understanding of their thermal properties. Heat energy 

transfer is at the heart of this exploration, necessitating a theoretical 

tool that not only elucidates the physics underlying these processes, 

but also facilitates predictive calculations. In the study of heat 

conduction, Fourier’s law says that the heat flux across a material is 

proportional to the negative temperature gradient [136]. The 

material’s ability to conduct heat, denoted by thermal conductivity, 

plays a pivotal role in this relationship. At macroscopic scales, Fourier's 

law has successfully captured thermal effects in large samples where 

the material properties are isotropic under steady-state conditions 

[137]. Its assumptions of linearity between heat flux and temperature 

gradient and its applicability to a wide set of geometries and boundary 

conditions have made it a fundamental tool in classical heat transfer 

analyses. 

Over the past decades, the classical descriptions of heat transport, 

based on Fourier's law, have faced significant challenges due to 

phenomena theoretically and experimentally observed at the 

nanoscale [138]. Fourier's law, which traditionally models heat 

transport as a diffusive process, is  valid only when phonons have mean 

free paths significantly shorter than the dimensions of the devices. 

However, when the mean free paths (MFP) of phonons become 

comparable to or exceed the sizes of these devices, the nature of heat 

transport shifts to ballistic [139]. This shift occurs because phonon MFP 

typically ranges from a few nanometers to tens of micrometers.  

In complex nanostructures, especially those with internal interfaces, 

the thermal behavior is further complicated by different phonon 

scattering mechanisms [140,141]. The MFP of phonons is restricted by 

the physical boundaries, leading to non-uniform heat distribution and 

anisotropic thermal conductivity, which cannot be accurately 

described by traditional approaches. Another significant aspect of this 

complexity is the phenomenon of thermal boundary resistance at the 

interface. This resistance results from phonon interactions near 
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interfaces, such as reflection and transmission, which disrupts the 

thermal equilibrium and introduces non-equilibrium conditions. Its 

limitations also become evident in scenarios characterized by rapid 

spatial variations in temperature gradients and ultrafast time scales, 

such as those encountered in transient conditions [142]. This refers to 

situations where the system temperature changes over time due to 

external temperature bias or internal heat variations. 

The limitations of the classical Fourier's law have propelled the 

development of more sophisticated models designed to accurately 

reflect the complexities of heat transfer. Among the notable extensions 

are the Cattaneo–Vernotte model and the Jeffreys-type model to 

better describe non-Fourier heat conduction behaviors [143,144]. 

While analytical methods have the potential to deliver exact solutions, 

the reality is that finding these solutions can often be time-consuming 

work or even impossible in some cases. In contrast, numerical 

simulation methods emerge as a practical alternative, capable of 

yielding reliable results efficiently. Unlike their analytical counterparts, 

numerical simulations have proven immensely valuable for tackling 

complex, multidimensional geometries and a wide array of boundary 

conditions [145]. The advent of advanced computational algorithms, 

coupled with powerful computing resources, has continued to improve 

the ability to perform accurate calculations. The next section will 

explore an overview of these simulation methods, shedding light on 

their pivotal role in contemporary thermal analysis. 
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1.3.2 Overview of simulation methods 

To date, various simulation methods have been developed to study 

the thermal transport properties of multi-dimensional materials and 

diverse nanostructures, including density functional theory (DFT), the 

Boltzmann transport equation (BTE), the non-equilibrium Green’s 

function formalism (NEGF), molecular dynamics (MD), Monte Carlo 

algorithm (MC), and finite element method (FEM) simulation 

[14,146,147]. These methods range from atomistic to continuum scales, 

as shown in Figure 1.5, each with its distinct foundational principles, 

advantages, and disadvantages. From a microscopic perspective, 

thermal transport is dominated by the behavior of phonons, quantized 

vibrations of atoms in the lattice. Therefore, phonons play a crucial role 

as thermal energy carriers, and their interactions, scattering 

Figure 1.5 Schematic representation of the typical applicability ranges 

for various simulation methods across length scales. Density functional 

theory (DFT) and non-equilibrium Green’s function formalism (NEGF) 

are most commonly utilized at the nanoscale, while molecular dynamics 

(MD) and Monte Carlo (MC) simulations span from the nano to 

microscales. The finite element method (FEM) is generally employed 

from meso to macroscales. These regions are approximate, indicating 

the flexibility and adaptability of each technique to different scales of 

analysis. 
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mechanisms, and propagation through materials are key factors 

determining thermal properties. The methods mentioned provide 

frameworks for analyzing these phenomena.  

First principles calculation, also known as ab-initio method, is a 

quantum mechanical approach that requires no empirical parameters. 

The most common approach is density functional theory (DFT), which 

investigates the electronic structures of materials, particularly solids 

and molecules, by calculating the ground state in many-body systems 

[148]. Beyond the electronic structure calculations by DFT, analyzing 

the quantized vibrations of atoms within the lattice is important for 

understanding thermal properties based on density functional 

perturbation theory (DFPT). The foundation for DFPT was developed in 

1987 by Baroni et al. [149]. They introduced a formalism that combines 

Green's functions with the principles of DFT to efficiently calculate the 

linear responses of solids to external perturbations for phonon 

dynamics. DFPT allows for the calculation of both harmonic (second-

order) and anharmonic (third-order and higher) interatomic force 

constants, which are instrumental in deriving phonon dispersion 

relations and scattering rates [150]. Applicable across a broad 

spectrum of materials, including those yet to be fully understood or 

experimentally characterized, DFT and DFPT have significantly 

broadened the scope of computational research in material science, 

facilitating in-depth analysis of thermal properties. This technique's 

versatility is evidenced by its implementation across many software 

packages, such as Quantum ESPRESSO, ABINIT, and VASP [151–153]. 

Utilizing phonon properties and scattering rates derived from DFT 

calculations, the linearized Boltzmann transport equation (BTE) can be 

numerically solved to determine thermal conductivity. This approach 

incorporates various scattering mechanisms, including phonon-

phonon, phonon-impurity, and phonon-boundary interactions. The 

research conducted by Lindsay et al. applied this approach to calculate 

the lattice thermal conductivity of various bulk materials, like Si, Ge, 

and GaAs, as well as technologically significant materials, such as SiC 

and AlN, demonstrating excellent agreement with experimental data 

[53]. Several studies have also reported that it can be applied beyond 

bulk materials to small nanostructures such as nanowires and 

superlattices [154–156]. Furthermore, it has been extended to studying 
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a wide range of 2D materials, including graphene, phosphorene, and 

TMDCs, offering insights into the fundamental mechanisms of heat 

transfer in these materials [68,83,157]. However, DFT simulations 

demand extensive computing resources, limiting their practical 

application to relatively small systems comprising only up to several 

hundred atoms. As a result, the application of DFT-based simulations 

to larger structures often requires simplifications or alternative 

methods to make the problem tractable. 

The non-equilibrium Green’s function formalism (NEGF) emerges as a 

comprehensive quantum mechanical framework rooted in many-body 

physics, elucidating quantum transport phenomena. NEGF transcends 

traditional methods by offering a coherent perspective on the 

quantum transport of systems via Green's functions. Among the most 

notable are the works of Keldysh in 1965, who played a significant role 

in the formal development of NEGF [158]. This formalism has been 

extensively applied to electron transport in nanoscale devices, 

enabling the detailed analysis of current-voltage characteristics, 

tunneling phenomena, and the effects of electron-electron and 

electron-phonon interactions [159–161]. After that, the approach has 

been also extended to study phonon transport dealing with both 

quantum and classical distribution for phonons. NEGF accurately 

calculates phonon transmission and heat conductance, incorporating 

the Landauer formula for ballistic systems [162]. It has proven its 

versatility and effectiveness across a broad spectrum of nanostructures 

[163,164], particularly suitable for heterostructures with interfaces 

[165,166]. One of the strengths of the NEGF formalism lies in its 

general applicability to any Hamiltonian. Furthermore, NEGF simplifies 

the inclusion of external interactions within the system through the 

concept of self-energy [167].  

While NEGF offers precise insights into quantum transport phenomena, 

it presents a significant computational challenge. The primary 

drawback of NEGF lies in its intensive demand for computational 

resources, which restricts the size of the systems to only a few hundred 

or thousands of atoms [168]. As the complexity of the size of the 

system expands, the computational requirements escalate rapidly, 

hindering the study of larger-scale systems. Including anharmonic 

effects, such as phonon-phonon scattering, becomes also 
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computationally burdensome. Although recent advancements by 

Luisier have seen some implementations of anharmonic scattering 

within NEGF [169–171], such efforts require sophisticated self-

consistent solutions that further compound the computational 

intensity of the approach. Moreover, capturing time-dependent or 

transient phenomena poses additional challenges, requiring dealing 

with time-dependent Green's functions compared to steady-state 

conditions. 

Molecular dynamics (MD) is a powerful simulation technique in physics, 

chemistry, and materials science designed for structural, dynamic, and 

thermal properties. This method is especially useful in analyzing 

complex systems, including doping, defects, strain, and substrate 

influences. It employs Newton's equations of motion to predict the 

trajectories of atoms and molecules over time [172]. MD relies on 

determining interatomic potentials rather than quantum mechanical 

descriptions, making it a versatile tool for exploring phonon transport 

across both bulk materials and nanostructures. In the classical MD 

framework, the use of empirical interatomic potentials constrains its 

accuracy, especially at specific temperature ranges [173]. In response 

to this limitation, recent efforts have been directed toward developing 

reliable potential functions based on first-principles calculations [174]. 

Although these advanced potentials incorporate more accurate 

physical information, it is important to note that MD, being 

fundamentally classical, may not fully capture quantum mechanical 

effects critical at temperatures below the Debye temperature. This 

underscores the ongoing need to refine MD methodologies to 

understand complex thermal transport phenomena better, particularly 

those involving anharmonic effects. 

Two types of MD simulations are typically employed to determine the 

thermal properties. The first, equilibrium molecular dynamics (EMD), 

investigates heat transfer in systems at equilibrium. Within EMD, the 

Green- Kubo relations play a crucial role, enabling the extraction of 

thermal properties such as thermal conductivity from the system's 

equilibrium fluctuations through statistical mechanics frameworks. For 

instance, Volz and Chen successfully calculated the thermal 

conductivity of silicon crystals within systems containing several 

thousands of atoms using the EMD method [175]. Zhong et al. 
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conducted the calculation of the thermal conductivity in 

nanostructures like nanofilms and nanowires, revealing a significant 

dependence on their characteristic size [176]. This methodology has 

also elucidated the detailed spectral dependence of phonon transport 

properties in bulk silicon [177] and proved invaluable in studying low-

dimensional materials [178]. However, EMD's requirement for 

prolonged simulation times to achieve statistical convergence may 

limit its effectiveness in analyzing complex structures, particularly 

those with impurities, interfaces, or non-equilibrium states. 

Compared to the EMD, non-equilibrium molecular dynamics (NEMD) 

offers a direct method for measuring thermal responses under non-

equilibrium conditions, such as those induced by temperature 

gradients or external forces. A notable simplification of this method for 

thermal conductivity calculation under a temperature gradient was 

introduced by Müller-Plathe in 1997 [179]. Since then, NEMD 

simulations have been widely applied to investigate a variety of 

materials and nanostructures [180–182]. Notably, Xu et al. highlighted 

this technique's capability to elucidate the length-dependent thermal 

conductivity of suspended single-layer graphene, thereby 

demonstrating its crucial role in advancing our fundamental 

understanding of thermal transport in 2D materials [66]. Additionally, 

NEMD has proven exceptionally useful in examining interface-

modulated phonon dynamics across different heterostructures 

[183,184]. However, this approach demands a sophisticated setup to 

yield reliable and interpretable outcomes, with its application generally 

limited to systems of up to tens of thousands of atoms.  

In summary, MD simulations, encompassing both equilibrium and 

non-equilibrium methodologies, enhance our atomic-scale 

understanding of complex systems larger than those manageable with 

DFT and NEGF approaches. Recent advances in computational 

capabilities and algorithms, notably through the incorporation of 

machine learning techniques for improving atomic potential 

calculations, are significantly expanding the applicability and precision 

of MD in investigating complex material behaviors and transport 

phenomena [185]. 

The Boltzmann transport equation (BTE) is a foundational element in 
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the study of transport phenomena, providing a detailed account of the 

movement and interaction of particles such as electrons, phonons, and 

photons. Historically, it was initially formulated by Boltzmann in 1872 

as a fundamental equation to describe the dynamics of gas molecules 

[186]. This groundbreaking work paved the way for further 

developments, notably by Peierls in 1929, who adapted the BTE to 

specifically address phonon transport in crystalline solids [187]. The 

primary principle of the BTE is its ability to describe the time evolution 

of the probability distribution function, incorporating scattering 

processes that impede carrier transport. This distribution function 

quantifies the number density of particles within phase space, 

portraying carriers as point-like entities. This treatment enables the 

BTE to effectively model transport phenomena through the statistical 

behavior of numerous particles rather than the specifics of individual 

particle states [14]. 

Solving the BTE to deal with the non-equilibrium phonon distribution 

is notably challenging due to its integral-differential nature and the 

collision term, demanding sophisticated analytical approaches for its 

solution. A frequently adopted strategy is the relaxation time 

approximation (RTA), which simplifies the collision term to depend on 

a singular parameter, namely the relaxation time [188]. At non-

equilibrium introduced by a small temperature gradient, the phonon 

distribution function diverges from the equilibrium distribution 

dictated by Bose-Einstein statistics. Under RTA, this deviation can be 

linearly approximated, effectively capturing the initial deviation from 

equilibrium. The RTA framework enables the integration of multiple 

scattering events, including phonon-phonon, phonon-impurity, and 

phonon-boundary interactions, utilizing Matthiessen’s rule, which 

assumes that these scattering mechanisms are considered 

independent. 

Following the pioneering works by Holland [189], which evaluated the 

efficacy of the RTA for Si and Ge, this framework has been extensively 

applied to investigate the thermal conductivity across a broad 

spectrum of materials [55,190,191]. The RTA has gained popularity for 

its ability to effectively capture phonon dynamics, thereby providing a 

valuable tool for interpreting thermal transport results. However, 

McGaughey and Kaviany have pointed out that assuming simple 
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isotropic phonon dispersions in this framework, could lead to 

inaccurate outcomes [192]. Mingo demonstrated the utility of this 

method with complete phonon dispersions, achieving good 

agreement with experimental results for Si nanowires without the need 

for any externally imposed frequency cutoffs [193].  

In addressing the complexities of phonon transport, it is observed that 

RTA techniques sometimes yield thermal conductivities lower than 

experimental values [194]. This discrepancy arises because such 

methods fail to differentiate between momentum-conserving normal 

processes and momentum-nonconserving Umklapp processes. 

Typically, in bulk materials like Si and Ge, the Umklapp process 

dominates, yet at low temperatures, the normal process becomes 

more significant, leading to enhanced wave-like transport in what is 

known as the hydrodynamic regime. This phenomenon is also 

experimentally and theoretically observed in 2D materials at room 

temperature, with graphene demonstrating clear hydrodynamic 

phonon transport across a broad temperature range due to collective 

phonon excitations driven by strong normal scattering processes 

[195,196].  

To handle the complexity of the scattering term, which stems from the 

non-Fourier nature of phonon transport, one common analytical 

solution is a dual relaxation model proposed by Callaway [197]. This 

model simplifies the scattering term by assuming that the normal 

process and the resistive process, including Umklapp ones, 

independently restore the phonon distribution function to a displaced 

Planck distribution and a Planck distribution, respectively. The model's 

ability to separately consider normal and resistive phonon scattering 

allows it to describe heat transport from the hydrodynamic to the 

diffusive regime [198,199]. For instance, Cepellotti et al. successfully 

demonstrated its effectiveness for accurate description of thermal 

transport in 2D materials at a wide spectrum of temperatures [69]. 

Beyond the RTA frameworks, iterative solutions to the BTE represent 

another approach that handles complex scattering mechanisms [200]. 

This method meticulously refines the distribution function through 

successive iterations until a self-consistent solution is attained, 

providing an accurate understanding without relying on the 
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oversimplifications tied to RTA. The first efforts for an exact solution to 

the linearized BTE were introduced by the seminal work of Omini and 

Sparavigna [201]. Later, Fugallo et al. advanced this algorithm by 

joining the variational principle, assuring the mathematical stability 

[202]. Such iterative techniques have proven superior to the RTA, 

particularly for materials with high thermal conductivity or at low 

temperatures where the normal scattering process is dominant [69]. 

While iterative methods offer enhanced accuracy, they are 

computationally more demanding than RTA [203]. Furthermore, 

convergence is increasingly challenging in systems with complex 

structures or where various scattering processes are strongly coupled. 

Indeed, the methods mentioned above for solving the BTE have 

limitations in capturing the full complexity of transport phenomena, 

except for simple systems. Therefore, numerical solutions become 

essential, including detailed scattering mechanisms, complex 

boundary conditions, and realistic device geometries. The most widely 

used numerical methods include a discrete ordinates method, a finite 

volume method, and Monte Carlo simulations [204–206]. Among the 

numerical solutions for the BTE, Monte Carlo (MC) simulations stand 

out as a powerful technique for modeling the stochastic nature of 

phonon transport in materials [188]. This method excels in 

investigating thermal transport properties by statistically simulating 

the random trajectories of phonons. It adeptly manages complex 

interactions with other phonons, defects, boundaries, and interfaces 

across complicated geometries. The MC method bases these 

simulations on probability distributions derived from the physical 

scattering mechanisms described by the BTE.  

Originally developed as a numerical solution for the Boltzmann 

equation in the realm of electron transport, the MC approach gained 

prominence through the comprehensive overview provided by 

Jacoboni and Reggiani in 1983, focusing on charge transport problems 

in semiconductors [207]. This work became a cornerstone reference for 

the method's application in various fields. In 1994, Peterson applied 

the MC method to simulate the phonon heat conduction process 

under the Debye approximation [208]. This was achieved using a linear 

array of cells to model a one-dimensional heat transfer problem, 

aiming to determine the steady-state heat transfer.  
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Early studies of bulk materials frequently relied on the assumption of 

simple isotropic phonon dispersions in MC simulations [206,209]. This 

approach has been expanded upon by subsequent studies that have 

adopted a full-band phonon dispersion throughout the entire 3D 

Brillouin Zone, revealing that the isotropic assumption could lead to 

substantial deviations [210,211]. Subsequently, the MC simulation 

technique saw significant enhancements, particularly through the 

advanced treatment of three-phonon scattering processes and 

boundary conditions [206,212]. A notable advancement in MC 

algorithm development was achieved through the work of Péraud and 

Hadjiconstantinou in 2011 [213]. Their methodology introduced an 

energy-based variance-reduced method, significantly reducing 

computational costs and naturally embedding exact energy 

conservation into the algorithm.  

Regarding the treatment of boundary conditions, it has evolved 

significantly over time. One of the earliest considerations of how 

geometric confinement affects phonon transport was introduced by 

Casimir, which led to a thermal conductivity that is proportional to the 

total specific heat and the sample size [214]. His model provided a 

foundational perspective on the role of boundaries in thermal 

transport. Building on these concepts, Soffer developed a probability-

based model for phonon reflections at surfaces, effectively 

distinguishing between specular (mirror-like) and diffuse (randomized 

direction) scattering of phonons upon encountering a boundary [215]. 

This model expressed that the likelihood of specular versus diffuse 

scattering is determined by the phonon’s incident wave vector along 

with empirical parameters such as the surface roughness standard 

deviation and the correlation length. More recent approaches have 

involved designing external boundaries in real space with realistic 

profiles, such as a saw-tooth shape [216], which have yielded results 

that closely align with experimental observations [217]. 

MC simulations have also demonstrated their versatility by studying 

heat conduction both in steady and transient states. In principle, the 

MC method operates as a transient analysis technique, characterizing 

steady-state processes through the extensive simulation of extended 

transient dynamics. For example, Lacroix et al. employed this method 

to simulate transient heat conduction within silicon nanofilms in the 
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diffusion and ballistic regimes within silicon and germanium nanofilms 

[206]. Furthermore, the potential of MC simulations to investigate 

transient heat conduction can open up opportunities for comparison 

with experimental observations, such as those obtained from 

ultrashort pulse laser heating processes in time-domain 

thermoreflectance (TDTR) measurements [213]. 

The accuracy of MC simulations is deeply connected to the precision 

of input parameters, such as dispersion properties and phonon 

lifetimes. As previously mentioned in the context of DFT, integrating 

DFT calculations in MC simulations solving the BTE enhances the 

accuracy and predictive power of simulations. This eliminates the need 

for empirical adjustments, making the method particularly suitable for 

exploring thermal transport in materials with unknown or intricate 

properties, as highlighted by Chaput et al. and Yang and Minnich 

[218,219]. In summary, the strength of the MC method in elucidating 

nanoscale heat conduction has been convincingly proved across a 

spectrum of nanostructures, including porous nanofilms, nanowires, 

and nanoribbons, among others, showcasing its applicability to a 

diverse range of materials and geometries [220–222]. Therefore, the 

MC simulation is firmly established as a cornerstone method in the 

study of thermal properties coupled with its flexibility in application. 

However, one notable drawback of the MC simulation technique is its 

substantial demand for computational resources when applied at the 

macroscale to achieve accurate results due to statistical noise. 

To handle continuum heat transfer on a large scale, the finite element 

method (FEM) is a powerful and widely used numerical technique by 

discretizing a continuum domain into smaller, manageable elements 

[223]. This discretization process transforms the differential equations 

that govern the system into a coherent set of algebraic equations. 

Through its element-based framework, FEM delivers detailed insights 

into localized phenomena, offering precise information on stresses, 

strains, and temperature gradients. Its capacity to address multiphysics 

problems is particularly notable, facilitating the simultaneous 

consideration of interactions between diverse physical phenomena, 

such as mechanical, thermal, and electromagnetic forces. Noteworthy 

applications include the work by Hamian et al., who demonstrated the 

utility of FEM in computing ballistic–diffusive phonon heat transfer and 
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integrating these findings with multiphysics analyses at the micro and 

nanoscale [224]. Furthermore, Gu and Wang presented a hybrid 

approach that combines an atomistic Green’s function method with 

FEM to analyze ballistic phonon transport in devices of arbitrary 

geometries, illustrating how FEM can transform a continuous system 

into a lattice system when discretized [225]. Despite its strengths, its 

computational cost can become challenging when a highly refined 

mesh is needed to accurately model small-scale phenomena. 

Additionally, the precision of FEM results heavily relies on the quality 

of the mesh and the reasonable choice of element types because 

suboptimal meshing may lead to approximation errors. 

In conclusion, each simulation method offers unique strengths and is 

suited to particular thermal transport problems. The choice of 

simulation method depends on the specific requirements of the study, 

including the scales of interest, the material properties, and the 

available computational resources. Advances in computational 

techniques and hardware continue to expand the capabilities and 

applications of these simulation methods in thermal transport. 
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1.3.3 Modeling for the solid-solid interface 

Interfaces between materials significantly influence phonon dynamics, 

playing a pivotal role in determining the thermal properties. This 

impact is magnified in nanoscale systems, where the relative effect of 

interfaces on material properties can be more pronounced compared 

to those in the bulk [226,227]. Historically, in 1941, Kapitza conducted 

systematic investigations into the thermal interface behavior in liquid 

helium, thereby introducing the concept of interface thermal 

resistance, or Kapitza resistance [228]. This resistance arises from the 

mismatch in the vibrational properties of the materials on either side 

of the interface, leading to carrier scattering and resultant temperature 

drops across the interface.  

Understanding thermal transport across interfaces, characterized by 

Kapitza resistance, is vital, especially with the advent of 

nanotechnologies. For instance, low thermal resistance interfaces are 

essential in high heat dissipation scenarios, whereas high thermal 

resistance interfaces are beneficial in applications requiring thermal 

isolation. Traditional Fourier's theory fails to adequately describe 

interfacial thermal transport, particularly in nanostructured devices 

[229]. Thus, innovative simulation methods are required to consider 

how phonon reflection and transmission at the interface prevent 

thermal equilibrium, featuring rapid spatial variations in temperature 

gradients for thorough exploration. 

For studying interface thermal resistance, primarily focusing on solid-

solid interface, advanced atomistic ab-initio methods, molecular 

dynamics (MD), and the non-equilibrium Green's function (NEGF) 

approach have been employed [230,231]. While these modeling 

techniques can provide detailed insights into interfacial thermal 

transport, their extensive computational requirements, limitations at 

varying temperatures, and issues related to length or time scales 

constrain their broad application [232]. 

Two foundational approaches for evaluating thermal resistance and 

conductance at solid-solid interfaces are the acoustic mismatch model 

(AMM) and the diffuse mismatch model (DMM) [233]. The AMM, 

initially developed by Little, assumes an ideal interface that maintains 
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wave coherence with specular scattering, reflecting a geometrically 

perfect interface where phonon transport is entirely elastic [234]. This 

model is instrumental in elucidating phonon transmission across 

smooth interfaces. On the other hand, Swartz and Pohl introduced the 

DMM, which assumes interfaces are entirely diffusive due to roughness 

or defects, causing diffuse scattering and a loss of wave coherence 

[235]. Each phonon traversing the interface experiences a diffusive 

scattering process, leading to a loss of memory of its incident 

properties. Recent developments include the full-band (FB) extensions 

of these models, enhancing analysis by integrating the complete 

phonon spectrum. For instance, Larroque et al. have expanded the 

AMM [232], while Reddy et al. have extended the DMM into its FB form 

[236]. Despite their differing assumptions, both models utilize a 

Landauer approach to consider the transmission of phonons. A key 

aspect in both AMM and DMM is the importance of phonon state 

overlap in determining thermal resistance, with an explicit neglect of 

inelastic scattering. 

Zhang et al. investigated the phonon transmission across the Si/Ge 

interface, showing that the AMM yields results similar to those from 

the atomistic Green’s function method at low temperatures [237]. 

Within the same structural context, Larroque et al. discovered that the 

results from the DMM more closely matched experimental data than 

those obtained from the AMM [232]. Although AMM and DMM, 

including their full-band extensions, may not always offer precise 

predictions of thermal interface resistance under all conditions, they 

serve a critical role in framing the expected behavior within reasonable 

bounds. In addition, these models can be seamlessly integrated into 

the MC framework, enabling different and flexible simulation 

capabilities that support a broad range of investigations into thermal 

phenomena in nanostructures with less computational complexity. 

Lastly, in determining interface thermal conductance (ITC), it's essential 

to account for the appropriate temperature difference at the interface 

by considering strong non-equilibrium phonon states near it. To 

address this complexity, Maassen and Lundstrom proposed using 

forward and reverse heat fluxes along with their corresponding 

temperatures, referred to as hemispherical or directional temperatures 

[238]. Building on this concept, in 2022, Davier et al. redefined the 
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interface thermal conductance using directional temperatures instead 

of the conventional pseudo-temperature based on Bose-Einstein 

statistics [239]. This novel approach has proven to be a promising 

solution, matching the ITC results with the predictions from the 

analytical model in silicon-based heterostructures [240,241]. 
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1.4 MOTIVATION OF THE THESIS 

In advancing our understanding of phonon transport in nanostructures, 

this thesis is motivated by the complex interplay of thermal 

phenomena at the nanoscale, a realm where traditional heat transfer 

models encounter significant limitations. As devices shrink to the 

nanoscale, efficient heat management becomes paramount, with 

phonon dynamics playing a crucial role in determining the thermal 

properties of semiconductor materials.  

According to the trend towards more compact and high-performance 

devices beyond conventional silicon-based technology, there has been 

a surge in research exploring alternative materials such as compound 

and two-dimensional (2D) materials, each offering distinct advantages 

over silicon. For instance, gallium arsenide (GaAs), featured with higher 

electron mobility and direct bandgap, holds promise for next-

generation electronic devices due to its suitability for nanostructures 

such as nanowires and superlattices. Similarly, 2D materials like 

graphene and hexagonal boron nitride (h-BN), along with transition 

metal dichalcogenides (TMDCs), including molybdenum disulfide 

(MoS2), and tungsten diselenide (WSe2), have gained attention for their 

exceptional electrical, thermal, and mechanical properties. Despite the 

ongoing research exhibiting potential for broad applications across 

various fields, the study of thermal transport properties in these 

materials has been relatively underexplored. 

Moreover, heterostructures composed of various 2D materials have 

emerged as particularly intriguing due to their novel properties 

beyond those of individual components and their flexibility for device 

engineering. Although experimental efforts have successfully 

fabricated both in-plane and van der Waals (vdW) heterostructures, 

accurately measuring their thermal properties remains challenging. 

Notably, experimental assessment of thermal properties in lateral 

heterostructures poses more difficulties than in van der Waals 

heterostructures. Therefore, advanced simulation techniques have 

become crucial for examining the thermal properties of in-plane 

heterostructures, offering detailed insights into phonon dynamics and 

interfacial thermal transport. 
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As discussed in Chapter 1, the classical Fourier's law exhibits clear 

limitations within the context of nanoscale devices where the mean 

free paths of phonons can become comparable to the sizes of these 

devices. This issue, coupled with complex nanostructures and internal 

interfaces, introduces further challenges due to various phonon 

scattering mechanisms. In response to these challenges, this thesis 

explores phonon transport in nanostructures using stochastic MC 

simulations based on ab-initio parameters. DFT provides a quantum 

mechanical calculation of material properties, such as full-band 

phonon dispersion, group velocity, and scattering rates in the first 

Brillouin zone. Incorporating DFT-derived parameters into MC 

simulations enhances the reliability of these stochastic models, 

enabling them to capture the complex interplay of phonon behavior. 

This numerical approach can integrate a wide range of scattering 

mechanisms, including phonon-phonon, phonon-impurity, and 

phonon-boundary scatterings through the relaxation time 

approximation. Moreover, the stochastic nature of MC simulations 

makes them particularly suited for investigating non-equilibrium 

thermal phenomena, such as transient thermal responses and 

temperature gradients across interfaces. 

In Chapter 2, we review the theoretical foundations of ab-initio 

calculations, highlighting the essential role of DFT and its core 

principles. It further elucidates the application of DFPT for phonon 

calculations, a crucial step in predicting lattice dynamics. The chapter 

progresses to address anharmonic effects, pivotal for accurately 

determining thermal conductivity through the analysis of three-

phonon scattering processes, utilizing the Quantum ESPRESSO suite 

for a comprehensive full-band description of materials from DFT to 

DFPT. Additionally, this chapter explores MC algorithms to solve the 

Boltzmann transport equation for phonons, detailing how phonon 

scattering mechanisms are addressed and how temperatures are 

defined within this framework. This includes a discussion on calculating 

thermal conductivity and interface thermal conductance. To 

complement these numerical methods, several analytical models are 

examined as benchmarks for comparing the outcomes of MC 

simulations. 
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Following the methodology outlined in the previous chapters, we 

begin to present the calculated results. Starting with Chapter 3, a 

comprehensive examination of the thermal properties of GaAs 

nanostructures is conducted. This chapter explores the variations in 

phonon transport mechanisms influenced by device dimensions, 

boundary conditions, and temperatures. Initially, we demonstrate the 

material properties of GaAs calculated by DFT and validate the 

accuracy by comparing the thermal conductivity of bulk GaAs against 

experimental data. Then, we design various GaAs nanostructures by 

establishing specific boundary conditions and examine their thermal 

behavior. This examination spans across cross-plane and in-plane 

nanofilms, as well as nanowires, illustrating how boundary conditions 

influence thermal conductivity in relation to both device dimension 

and temperature. A particular focus is placed on illustrating the 

transition from ballistic to diffusive transport regimes, offering critical 

insights into the modal contribution of each phonon mode. Through 

sophisticated design, we also introduce nanopores within nanowire 

structures to further investigate their impact on the thermal 

conductivity of GaAs nanowires. 

Chapter 4 advances the investigation into the thermal transport 

properties of novel 2D materials and their lateral heterostructures, 

such as those formed by h-BN, graphene, MoS2, and WSe2 in 

monolayer configurations. Reflecting the approach of the previous 

chapter, this chapter introduces the material properties of each 2D 

substance, including phonon dispersions, velocities, and scattering 

rates. A thermal conductivity analysis, combined with experimental 

data, validates the accuracy of the DFT calculations. Focusing on the 

intricacies of lateral heterostructures, specifically h-BN/Graphene and 

MoS2/WSe2 combinations, the chapter delineates the impact of lateral 

interfaces on thermal transport, as modeled by the diffuse mismatch 

model (DMM). This chapter focuses on exploring interface thermal 

conductance (ITC) and the phonon modal contributions near the 

interface, employing the concept of directional temperature to yield 

precise ITC calculations and unravel the complex thermal dynamics 

within these heterostructures. 

Finally, Chapter 5 investigates the transient thermal response in 2D h-

BN/graphene lateral heterostructures with a length of 100 nm. This 
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study aims to interpret the heat transfer mechanisms within the 

transient regime to understand the initial behavior due to an external 

bias and its progression to a steady-state. First, the unique material 

properties of h-BN and graphene that are crucial for transient thermal 

analysis are described. The chapter discusses variations in heat flux 

density and temperature over time at specific positions and introduces 

a semi-analytical model for transient response based on directional 

temperatures. It also provides detailed relaxation, delay, and rise times 

calculations to characterize the temporal response and quantifies 

mode-dependent thermal behaviors. Through comparisons with 

homogeneous h-BN and graphene nanofilms without interfaces, this 

study illustrates how interfaces within the heterostructures 

significantly impact the transient thermal response. 
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2 METHODOLOGY  

Chapter 2 comprehensively analyzes the computational and 

theoretical frameworks used for simulating phonon transport in 

nanostructures. Section 2.1 begins with an overview of ab-initio 

calculations, emphasizing the pivotal role of density functional theory 

(DFT) and its foundational principles, including the Hohenberg-Kohn 

theorem and Kohn-Sham equations (2.1.1). Section 2.2.2 progresses to 

detail density functional perturbation theory (DFPT) for phonon 

calculations in predicting lattice dynamics. Furthermore, we also detail 

non-linear phonon interactions that significantly influence thermal 

transport mechanisms (2.1.3). 

Next, Section 2.2 explores the implementation of Monte Carlo 

simulations to solve the Boltzmann transport equation (BTE), focusing 

on phonon transport simulations. This includes discussions on the 

application of the relaxation time approximation (2.2.1) and phonon 

scattering mechanisms (2.2.2). Additionally, it addresses the challenges 

of defining temperatures within simulations (2.2.3). Building on this 

foundation, we introduce Monte Carlo algorithms (2.2.4) and 

methodologies for calculating thermal conductivity and interface 

thermal conductance (2.2.5). Concluding the chapter, several analytical 

models are discussed as benchmarks for comparing the outcomes of 

Monte Carlo simulations. 
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2.1 AB-INITIO CALCULATIONS FOR MATERIAL DESCRIPTION 

2.1.1 Density functional theory 

The accuracy of carrier transport simulations depends on a precise full-

band description of materials. There are two different material 

modeling approaches: 'top-down' and 'bottom-up'. Firstly, the 'top-

down' approach involves extracting empirical laws by fitting 

experimental measurements. While practical, this method often fails to 

provide fundamental insights into the underlying quantum mechanical 

interactions [242]. It also lacks the ability of predict the physical 

properties of materials whose empirical parameters are unknown. In 

contrast, the 'bottom-up' strategy seeks to predict material properties 

without relying on empirical parameters. Since the latter is rooted in 

quantum mechanics through the solution of a complicated 

Schrödinger equation, it is also referred to as 'ab-initio method' or 

'from first principles'. However, except in the simplest case of a 

hydrogen atom, the direct solution of the many-body Schrödinger 

equation becomes exponentially complex as the size of the system 

increases. 

Among various theoretical and computational techniques to address 

this challenge, density functional theory (DFT) is a very effective 

technique that transforms the many-body problem into a simplified 

form, focusing on electron density rather than the many-body 

wavefunction. Historically, the foundation of DFT dates back to a 

published paper by Hohenberg and Kohn in 1964 [243]. Hohenberg-

Kohn theorem, which forms the basis of DFT, can be summarized on 

the following two premises. The first premise is that the electron 

density, which defines the ground state properties of any system of 

interacting particles, is uniquely determined by an external potential, 

such as the arrangement of nuclei. Although this premise is not 

intuitive, it can be proven by reduction to absurdity. They 

demonstrated that if two different external potentials were to yield the 

same ground-state electron density, it would lead to a contradiction. 

The second premise comes from a variational principle for the electron 

density. This implies that the ground state density minimizes the 

energy functional. In other words, the ground-state energy functional 

reaches its minimum only if the electron density corresponds to that 
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of the ground state. Therefore, this theorem explains that the ground 

state energy of a many-electron system can be determined solely from 

its electron density. 

While the Hohenberg-Kohn theorem established the theoretical 

framework, it did not provide specific methods to calculate the 

electron density. The Kohn-Sham equation, introduced by Kohn and 

Sham in 1965, addresses this by providing the Schrödinger-like 

equation that generates the same electron density as any given system 

of interacting particles [244]. The Kohn-Sham equation for single 

particle can be described as follows:  

[−
ℏ2

2𝑚
∇2 + 𝑉𝑒𝑥𝑡(𝑟) + 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) + 𝑉𝑥𝑐(𝑟)]𝜙𝑖(𝑟) = 휀𝑖𝜙𝑖(𝑟) (2.1) 

where the first term is the kinetic energy operator, the external 

potential, 𝑉𝑒𝑥𝑡 , the Hartree potential, 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒 , and the exchange-

correlation potential, 𝑉𝑥𝑐. 𝜙𝑖 and 휀𝑖 are wavefunctions and eigenvalues 

of the 𝑖-th orbital at the point 𝑟, respectively. 

From the solutions of the Kohn-Sham wavefunctions 𝜙𝑖 , the electron 

density 𝑛  is computed by summing up the probabilities of finding 

electrons in each occupied state 𝑖 at point 𝑟: 

𝑛(𝑟) = ∑|𝜙𝑖(𝑟)|
2

𝑖

(2.2) 

Regarding the definition of each potential in equation 2.1, the external 

potential 𝑉𝑒𝑥𝑡 is the Coulomb potential experienced by electrons due 

to external charges, typically the positively charged nuclei. This term 

represents the primary 'external' influence on the electron cloud.  

The Hartree potential 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒  accounts for the electrostatic electron 

interaction with the mean-field approximation. This potential satisfies 

Poisson’s equation since it is the ‘average’ potential experienced by 

each electron: 

∇2𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) = −4𝜋𝑛(𝑟) (2.3) 

The formal solution of equation 2.3 is given by: 
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𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝑟) = ∫𝑑𝑟′
𝑛(𝑟′)

|𝑟 − 𝑟′|
(2.4) 

From a mathematical point of view, it is expressed as an integral over 

the electron density, reflecting the cumulative effect of all electrons. 

The exchange-correlation potential 𝑉𝑥𝑐  is the most complex term 

which takes into account the Pauli exclusion principle and correlation 

effects among electrons in a many-electron system: 

𝑉𝑥𝑐(𝑟) =
𝛿𝐸𝑥𝑐[𝑛(𝑟)]

𝛿𝑛
|
𝑛(𝑟)

(2.5) 

where 𝐸𝑥𝑐 is the exchange-correlation energy which is a functional of 

the electron density 𝑛(𝑟). 

In order to solve the Kohn-Sham equation, constructing accurate 

exchange and correlation functionals is required. However, the exact 

form of this potential remains unknown, necessitating various 

approximate functionals such as the local density approximation (LDA), 

the generalized gradient approximation (GGA), and hybrid functionals 

[148,245–247]. Among them, the most commonly used and simplest 

approximation are the LDA. This approximation simplifies the 

complexity of the exchange-correlation potential by assuming that the 

electron density varies smoothly with real space: 

𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛(𝑟)] = ∫

𝐸𝑥𝑐
𝐻𝐸𝐺[𝑛(𝑟)]

𝑉

𝑑

𝑉

𝑑𝑟 (2.6) 

where ‘HEG’ denotes homogeneous electron gas. For homogeneous 

electron gas, it is possible to calculate the exact exchange-correlation 

energy using numerical techniques. Then, the energy of the entire 

system can be obtained by adding up the individual contributions from 

each volume element 𝑉  based on homogeneous electron gas of 

densities. 

In the framework of DFT, the ground state electron density is 

determined through a self-consistent field (SCF) iterative process, as 

shown in Figure 2.1. This process begins with the determination of the 

external potential by specifying the atomic positions of the material. 
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An initial guess of the electron density is then made to construct the 

Hartree and exchange-correlation potentials, forming the total 

potential 𝑉𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑒𝑥𝑡 + 𝑉𝐻𝑎𝑟𝑡𝑟𝑒𝑒 + 𝑉𝑥𝑐 . With the total potential 

established, the numerical solution of the Kohn–Sham equation 

proceeds. Solving this equation yields new wavefunctions, which are 

then used to construct an improved estimate of the electron density. 

This iterative process continues until the new density matches the old 

density within a predefined convergence threshold. Once convergence 

Figure 2.1 Schematic flowchart for finding self-consistent solutions of the 

Kohn–Sham equations (see equations 2.1~2.6). 
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is reached, the total energy of the system can be accurately calculated 

using the obtained ground state electron density. 

Although DFT fails in describing specific properties, such as the 

underestimation of electronic band gaps, and inaccuracies in 

describing magnetic properties and biological molecules, it can be a 

reasonable starting point for ab-initio quantum mechanical 

calculations with the combinations of post-DFT corrections [248–250]. 

Furthermore, the principles of DFT form the basis for advanced 

methodologies like density functional perturbation theory (DFPT), 

which will be discussed in the following section. 

Today, DFT is implemented in many software packages. For this PhD 

thesis, Quantum ESPRESSO suite is employed, which is an open-source 

software distributed under the GNU General Public License [151]. Its 

open-source nature ensures that it's widely used in the scientific 

community and is regularly updated with new features and continuous 

improvement by many users and developers. 
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2.1.2 Density functional perturbation theory for phonon 

While DFT aims to describe the electronic structure of a system in its 

ground state, density functional perturbation theory (DFPT) extends 

this concept to the linear response of the system to small perturbations 

by slightly displacing atoms from their equilibrium positions [251]. 

Since phonon is a quantized mode of vibration by considering dynamic 

deformations in a crystalline solid, DFPT thus provides a powerful tool 

for predicting lattice dynamics, which is essential for studying thermal 

properties such as angular frequency, group velocity, and their 

interaction. DFPT is computationally efficient compared to other 

methods for calculating response properties because it avoids the 

need for numerous total energy calculations across different 

configurations. This efficiency is achieved by linearizing the Kohn-

Sham equations around the ground state, which enables the 

calculation of energy derivatives with respect to perturbations. 

Let us assume that 𝐼  th atoms 𝑅𝐼  are displaced slightly from their 

equilibrium positions 𝑅𝐼
0:  

𝑅𝐼 = 𝑅𝐼
0 + 𝑢𝐼 (2.7) 

where 𝑢𝐼  denotes small displacements around their equilibrium 

positions. 

Such small perturbations result in a variation of the total energy 𝐸𝑡𝑜𝑡𝑎𝑙 . 

Consequently, the total energy can be expressed through a Taylor 

expansion as follows:  

𝐸𝑡𝑜𝑡𝑎𝑙(𝑢) = 𝐸𝑡𝑜𝑡𝑎𝑙
0 + ∑

𝜕𝐸

𝜕𝑅𝐼𝛼
𝐼𝛼

𝑢𝐼𝛼 +
1

2
∑∑

𝜕2𝐸

𝜕𝑅𝐼𝛼𝜕𝑅𝐽𝛽
𝐽𝛽

𝑢𝐼𝛼𝑢𝐽𝛽

𝐼𝛼

+ ⋯ (2.8) 

where 𝐸𝑡𝑜𝑡𝑎𝑙
0   represents the energy at equilibrium without atomic 

displacements, and the sum is taken over all atomic indices 𝐼, 𝐽 along 

Cartesian directions 𝛼, 𝛽.  

Under the harmonic approximation, the third (and higher) derivatives 

of the energy with respect to atomic displacements are ignored. This 

approximation assumes that the potential energy surface can be 

replaced by a second-order Taylor expansion with a quadratic function. 
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Nevertheless, the third derivative of the energy is associated with 

anharmonic effects in lattice vibrations, which is crucial for accurately 

describing properties such as thermal conductivity. These properties 

can present deviations from purely harmonic behavior. The implication 

of anharmonic effects will be discussed in detail in the following 

Section 2.1.3. 

In equation 2.8, the first-order derivative of the energy with respect to 

this perturbation equals zero at the equilibrium geometry of the 

system. This is because the forces acting on all parts of the system 

cancel out, resulting in a state of mechanical equilibrium where the 

system is in its lowest energy state. The second-order derivative of 

total energy with respect to displacements 𝑢𝛼 and 𝑢𝛽 is referred to as 

the interatomic force constant (IFC). This quantity reveals the curvature 

of the potential energy surface near the equilibrium position, which is 

related to vibrational frequencies. The IFCs are responsible for defining 

the dynamical matrix: 

𝐷𝐼𝛼,𝐽𝛽 = (𝑀𝐼𝑀𝐽)
−
1
2

𝜕2𝐸

𝜕𝑅𝐼𝛼𝜕𝑅𝐽𝛽

(2.9) 

where 𝐷  is the dynamical matrix, and 𝑀𝐼,𝐽  are the atomic mass of 

atoms involved. This mass-weighted dynamical matrix formulation 

enables the force constants to transform into frequencies. Since the 

dynamical matrix is derived from IFCs in real space, a Fourier transform 

is employed to move from the real space to the reciprocal space 

representation in the crystal's Brillouin zone. The Fourier-transformed 

dynamical matrix �̃� for a wave vector 𝑞 is given by:  

�̃�𝛼,𝛽(𝑞) = ∑𝐷𝐼𝛼,𝐽𝛽 ∙ 𝑒[𝑖𝑞∙(𝑅𝐼−𝑅𝐽)]

𝐼,𝐽

(2.10) 

Once the dynamical matrix is computed, it can be diagonalized to 

calculate the angular frequencies and modes, revealing the system's 

vibrational properties: 

∑�̃�𝛼,𝛽(𝑞)

𝛽

𝑒𝛽
𝑞𝑚 = 𝜔𝑞𝑚

2 𝑒𝛼
𝑞𝑚 (2.11) 
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where 𝑒𝑞𝑚 is the eigenvector corresponding to the phonon mode 𝑚, 

and 𝜔𝑞𝑚
2  is the square of the angular frequency as the eigenvalue of 

the matrix. As the dynamical matrix is Hermitian, its eigenvalues are 

real. This allows for the computation of the actual angular frequencies 

𝜔 of the normal vibrational modes within the crystal by taking the 

square roots of these eigenvalues. Through this sequence of methods, 

the angular frequencies corresponding to each wave vector 𝑞 can be 

calculated, thereby enabling the construction of the phonon 

dispersion relations. 

In a manner analogous to the SCF procedure described for DFT in the 

previous section, DFPT employs a similar iterative process to achieve 

self-consistency in the presence of a small perturbation. The SCF-like 

loop in DFPT is dedicated to compute the first-order derivative of the 

charge density and wavefunction for the perturbed system by using 

the Sternheimer equation, which reads  

[𝐻 − 휀𝑖]
𝜕𝜙𝑖(𝑟)

𝜕𝑅𝛼
= −[

𝜕𝑉(𝑟)

𝜕𝑅𝛼
−

𝜕휀𝑖(𝑟)

𝜕𝑅𝛼
]𝜙𝑖(𝑟) (2.12) 

where 𝐻  is the unperturbed Kohn-Sham Hamiltonian based on the 

ground state charge density, 휀𝑖 are the eigenvalues corresponding to 

the unperturbed wavefunctions 𝜙𝑖(𝑟). 

The Sternheimer equation enables the direct calculation of first-order 

wavefunction, reducing computational costs. Once the Sternheimer 

equation is solved for the change in the wavefunction due to the 

perturbation, the first-order charge density can be updated as follows:  

𝜕𝑛(𝑟)

𝜕𝑅𝛼
= 2∑[𝜙𝑖

∗(𝑟)
𝜕𝜙𝑖(𝑟)

𝜕𝑅𝛼
]

𝑖

(2.13) 

With the new first derivative charge density, it is used to update 

potentials to solve the Sternheimer equation again. This continues 

until the linear response wavefunctions converge. 

After obtaining a converged linear response, the Hellmann-Feynman 

theorem is applied to compute the forces acting on the atoms from 

the perturbed electron density [252]. According to the theorem, the 

force on an atom can be computed directly from the derivative of the 
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total energy with respect to the atomic position. These forces allow for 

an efficient calculation of the interatomic force constants, which are 

then used to construct the dynamical matrix, ultimately leading to 

phonon dispersion relations. 
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2.1.3 Phonon anharmonicity 

Moving beyond the harmonic approximation, understanding of 

anharmonic effects is critical in determining thermal conductivity and 

heat capacity where forces are no longer purely linear with respect to 

atomic displacements [253,254]. Anharmonicity, which is mainly 

dominated by the three-phonon scattering process, is captured 

through third-order derivatives of the energy to perturbations. The 

third derivatives of the energy with respect to atomic displacements, 

absent in equation 2.8, are introduced as follows in the Taylor 

expansion: 

𝐸𝑡𝑜𝑡𝑎𝑙(𝑢) = 𝐸𝑡𝑜𝑡𝑎𝑙
0 + ∑

𝜕𝐸

𝜕𝑅𝐼𝛼
𝐼𝛼

𝑢𝐼𝛼 +
1

2
∑∑

𝜕2𝐸

𝜕𝑅𝐼𝛼𝜕𝑅𝐽𝛽
𝐽𝛽

𝑢𝐼𝛼𝑢𝐽𝛽

𝐼𝛼

+

1

3!
∑∑∑

𝜕3𝐸

𝜕𝑅𝐼𝛼𝜕𝑅𝐽𝛽𝜕𝑅𝐾𝛾
𝐾𝛾

𝑢𝐼𝛼𝑢𝐽𝛽𝑢𝐾𝛾

𝐽𝛽𝐼𝛼

+ ⋯ (2.14)

 

where 𝐼, 𝐽, 𝐾 are atomic indices along Cartesian directions 𝛼, 𝛽, 𝛾. Note 

that the contribution of fourth order and higher terms to anharmonic 

properties is negligible compared to second and third order terms at 

room temperature [255]. 

Based on the third-order derivative of the energy, the anharmonic 

scattering coefficients 𝑉(3)  can be defined, characterized by wave 

vectors 𝑞1, 𝑞2, and 𝑞3 in reciprocal space [150,202]:  

𝑉
𝑞1𝑚,𝑞2𝑚′,𝑞3𝑚′′
(3)

=
1

𝑁0

𝜕3𝐸

𝜕𝑋𝑞1𝑚𝜕𝑋𝑞2𝑚′𝜕𝑋𝑞3𝑚′′
(2.15) 

where index 𝑚 is phonon mode of wave vector 𝑞 and 𝑁0 is the number 

of unit cells in the crystal, which is used to normalize the scattering 

coefficient. The adimensional term 𝑋𝑞1𝑚 is expressed by  

𝜕

𝜕𝑋𝑞1𝑚
= ∑√

ℏ

2𝑀𝐼𝜔𝑞1𝑚
𝐼𝛼

𝑒𝛼
𝑞1𝑚 𝜕

𝑅𝐼𝛼

(2.16) 

In principle, these anharmonic coefficients can be calculated by using 

the '2n + 1' theorem [256]. This theorem makes it possible to compute 
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the third derivative of the total energy by utilizing first-order 

derivatives of the ground-state density and wavefunctions, avoiding 

computationally demanding supercell calculations. From the 

coefficients obtained, the anharmonic broadening of phonon is 

determined, which is linked to the inverse of the lifetime due to 

phonon-phonon interaction through a Heisenberg relation [150]:  

1

𝜏𝑞1𝑚
= 2Γ𝑞1𝑚 =

𝜋

ℏ2𝑁𝑞
∑ |𝑉

𝑞1𝑚,𝑞2𝑚′,𝑞3𝑚′′
(3)

|
2

𝑞2𝑚′,𝑚′′

× [(1 + 𝑓𝐵𝐸,𝑞2𝑚′ + 𝑓𝐵𝐸,𝑞3𝑚′′)𝛿(𝜔𝑞1𝑚 − 𝜔𝑞2𝑚′ − 𝜔𝑞3𝑚′′)

+ 2(𝑓𝐵𝐸,𝑞2𝑚′ − 𝑓𝐵𝐸,𝑞3𝑚′′)𝛿(𝜔𝑞1𝑚 + 𝜔𝑞2𝑚
′ − 𝜔𝑞3𝑚

′′)] (2.17)

 

where 𝜏𝑞1𝑚 is the phonon lifetime, corresponding to the half width at 

half maximum of phonon broadening with wave vector 𝑞1 and mode 

𝑚. 𝑁𝑞 denotes the number of 𝑞 points sampled within the first Brillouin 

zone (BZ) and 𝑓𝐵𝐸  is the Bose-Einstein distribution function to 

represent the phonon occupation numbers. The phonon lifetime 𝜏  

depends on temperature through the Bose-Einstein distribution 

function. The energy must be conserved in the three phonon 

interactions by the Dirac function 𝛿. 

The three arbitrary wave vectors 𝑞1, 𝑞2, and 𝑞3 have the relationship 

𝑞3 = −𝑞1 − 𝑞2. When the resulting wave vector 𝑞3 belongs to the first 

BZ, the interaction is classified as a normal scattering process. On the 

contrary, Umklapp processes occur when 𝑞3 falls outside the first BZ, 

implying a momentum transfer to the lattice to bring 𝑞3 back into the 

zone. A detailed exploration of normal and Umklapp scattering 

processes will be provided in Section 2.2.2. 

The calculation of the anharmonic third-order dynamical matrix and 

phonon lifetimes is implemented in the ‘d3q’ and ‘thermal2’ codes 

developed by Paulatto within the Quantum ESPRESSO suite [150,151]. 

These computational tools utilize the '2n + 1' theorem to efficiently 

capture three-phonon interactions. The capability has been validated 

in the literature, demonstrating their precision [68,69,257]. 

Figure 2.2 shows the computational procedures involved in the ‘d3q’ 

and ‘thermal2’ codes for anharmonic phonon calculations within the 
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Quantum ESPRESSO suite. Initially, 'pw.x' code undertakes the DFT 

calculations to obtain the ground state electronic structure and charge 

density. After that, ‘ph.x’ performs to compute the second-order 

dynamical matrices at each wave vector in the Brillouin zone. Next, 

‘d3_q2r.x’ transforms these quantities from reciprocal to real space. 

The core process, 'd3q.x', derives the third-order energy derivatives 

relative to atomic displacements, forming the anharmonic matrix. The 

Figure 2.2 Flowchart of the algorithm from DFT to DFPT for anharmonic 

phonon calculations. Gray boxes indicate the execution codes 

implemented in the Quantum ESPRESSO suite. 
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'd3_qq2rr.x' mirrors 'd3_q2r.x' but for third-order matrices. The 

‘d3_asr3.x’ then applies the acoustic sum rule to the three-body 

interatomic force constants to ensure translational invariance. 

Following this, 'd3_sparse.x' refines third-order IFCs into an optimized 

sparse format. Finally, d3_lw.x integrates all the preceding data to 

determine the phonon lifetime, relating to the intrinsic phonon-

phonon interaction and the interaction of phonons with the isotopic 

disorder by natural isotopes. 
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2.2 MONTE CARLO SIMULATION 

This section elucidates the stochastic particle Monte Carlo (MC) 

method to solve the Boltzmann transport equation (BTE) in phonon 

transport simulations. This method is a powerful and effective 

computational technique to describe complex systems in non-

equilibrium states through statistical sampling. The required 

parameters, such as the phonon dispersion and scattering rates, are 

determined by ab-initio calculations, as discussed in the previous 

section, ensuring accurate numerical solutions in the MC simulation. 

Section 2.2.1 explains the BTE for phonons under a temperature bias 

with the relaxation time approximation. Section 2.2.2 provides further 

details on different scattering mechanisms that affect the transport of 

phonons. In Section 2.2.3, we define our approach to temperature 

estimation in the context of these simulations. Section 2.2.4 is 

dedicated to describing our Monte Carlo algorithm to handle large 

numbers of particles in the investigated devices. Lastly, Section 2.2.5 

discusses the post-processing steps to calculate thermal conductivity 

and interface thermal conductance, following the Monte Carlo 

simulations. 
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2.2.1 Boltzmann transport equation with the relaxation time 

approximation 

The Boltzmann transport equation provides a fundamental framework 

for describing the statistical behavior of a thermodynamic system by 

considering a probability distribution for the position and momentum 

of a particle [197]. Since phonons are quasi-particles representing the 

quantized modes of vibrations of the lattice, the BTE can then be used 

to describe the distribution and transport of phonons. The phonon 

distribution function 𝑓𝑠(𝑟, 𝑞, 𝑡) represents the probability of finding a 

phonon as a quasi-particle at position 𝑟, with a wave vector 𝑞 for a 

phonon in state 𝑠 at time 𝑡. Its evolution is governed by the BTE: 

𝜕𝑓𝑠
𝜕𝑡

+ �⃑�𝑔,𝑠 ∙
𝜕𝑓𝑠
𝜕𝑟

= (
𝜕𝑓𝑠
𝜕𝑡

)
𝑐𝑜𝑙𝑙

(2.18) 

where �⃑�𝑔,𝑠  denotes the group velocity of phonon, which is the 

derivative of angular frequency 𝜔  with respect to 𝑞 . Note that in 

equation 2.18, external forces are omitted. This is because such forces 

can be considered negligible in heat transport, given that phonons are 

unaffected by electric fields. 

The right-hand side, (
𝜕𝑓𝑠

𝜕𝑡
)
𝑐𝑜𝑙𝑙

 , indicates the collision term to account 

for phonon scattering processes, including phonon-phonon 

interaction, and phonon-isotope interaction. The complexity of solving 

the Boltzmann transport equation originates with the complex 

collision term. To simplify this, the system is assumed to gradually 

return to its equilibrium state, represented by the equilibrium 

distribution function, over a relaxation time due to the phonon 

interactions. This approximation is known as the relaxation time 

approximation (RTA) [188], and is described as follows: 

(
𝜕𝑓𝑠
𝜕𝑡

)
𝑐𝑜𝑙𝑙

= −
𝑓𝑠 − 𝑓𝐵𝐸,𝑠

𝜏𝑠

(2.19) 

where 𝜏𝑠  is the relaxation time of phonon state 𝑠 . In thermal 

equilibrium, the distribution function for phonons is given by the Bose-

Einstein distribution [258]: 
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𝑓𝐵𝐸,𝑠(𝜔𝑠, 𝑇) =
1

𝑒ℏ𝜔𝑠/𝑘𝐵𝑇 − 1
(2.20) 

where 𝑘𝐵 is the Boltzmann constant, and 𝑇 is the temperature of the 

local system. The Bose-Einstein distribution is used in dealing with 

phonons because phonons are bosons, which do not obey the Pauli 

exclusion principle. 

When applying a temperature gradient in the system, the phonon 

distribution deviates from the Bose-Einstein equilibrium, creating a 

non-equilibrium state that leads to phonon transport. The Boltzmann 

transport equation in the framework of the relaxation time 

approximation becomes more amenable to numerical analysis for 

Monte Carlo simulations to model how phonons return to equilibrium 

after being disturbed by the temperature gradient. The following 

section will thoroughly explore the specifics of phonon interactions 

corresponding to the relaxation time and boundary conditions. 
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2.2.2 Scattering mechanisms 

In the Monte Carlo simulations for thermal transport, the 

implementation of phonon scattering processes stands as an essential 

component. These processes directly influence phonon dynamics 

through interactions among phonons themselves, with impurities, and 

with the structural boundaries of the examined device, thereby 

impacting the thermal energy flow. This section aims to classify the 

various types of phonon interactions, providing a detailed definition. 

Furthermore, we explore how these interactions are integrated into 

Monte Carlo simulations. 

 

2.2.2.1 Phonon-phonon and phonon-isotope scattering 

Through the DFT calculations by considering phonon anharmonicity, 

the effects of intrinsic phonon-phonon scattering mechanisms can be 

precisely simulated. This ab-initio approach enables the accurate 

representation of how phonons interact through collisions, as 

explained in Section 2.1. Such interactions are primarily categorized 

into two processes: normal (N) and Umklapp (U) scattering, illustrated 

in Figure 2.3 (a) and (b), respectively. 

In the case of N processes, the total energy and momentum of the 

phonons is conserved, and phonon wave vectors reside within the 1st 

Brillouin zone in the collision [69]. Therefore, N processes do not 

directly contribute to thermal resistance due to the momentum 

conservation, but they still affect heat transport by modifying the out-

of-equilibrium phonon distribution.  

Conversely, U processes only conserve the energy because the sum of 

phonon wave vectors falls outside the 1st Brillouin zone, resulting in a 

momentum flip [69]. This transformation violates the conservation of 

momentum, leading to thermal resistance. At elevated temperatures, 

Umklapp processes become a dominant mechanism of thermal 

resistance because phonons with higher energies are more abundant, 

making it more likely for conditions where the combined momentum 

exceeds the 1st BZ.  
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Furthermore, the presence of isotopes in a material introduces mass 

disorder, affecting the thermal transport characteristics [202]. If a  

material consists of atoms of the same element, but with different 

masses, the mass variation disrupts the uniformity of the lattice 

vibrations, as shown in Figure 2.3 (c). Consequently, this isotopic 

disorder contributes additional resistance to phonon flow, which is 

called phonon-isotope (Iso) scattering. This is particularly significant at 

lower temperatures, where other scattering mechanisms are less 

dominant. 

Indeed, our analysis comprehensively evaluates these phonon 

scattering mechanisms over a broad temperature spectrum, ranging 

from the cryogenic 0.1 K to 1000 K. While our primary focus is on room 

temperature conditions, this extensive temperature range enables us 

to thoroughly investigate phonon behavior under extreme thermal 

scenarios, whether at exceedingly low or high temperatures. Moreover, 

this study not only examines the temperature dependence of phonon 

behavior, but also distinctly analyzes the contributions of normal, 

Umklapp, and isotopic scattering processes. The specific roles of these 

mechanisms will be delineated in the results chapters, highlighting the 

significant contributions of our research to understanding phonon 

interactions and thermal transport phenomena. 

The integration of these scattering effects into relaxation time 

calculations for Monte Carlo simulations can be modeled with the   

Matthiessen's rule. According to this rule, the total relaxation time 𝜏𝑠 

is the inverse of the total scattering rate, which aggregates the effects 

of normal (N), Umklapp (U), and isotopic (Iso) scattering processes. 

Figure 2.3 Illustration of phonon scattering mechanisms for (a) normal 

process, (b) Umklapp process, and (c) isotope process. 
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Mathematically, this relationship is expressed as  

1

𝜏𝑠
=

1

𝜏𝑠
𝑁

+
1

𝜏𝑠
𝑈 +

1

𝜏𝑠
𝐼𝑠𝑜

(2.21) 

where  𝜏𝑠
𝑁 , 𝜏𝑠

𝑈 , and 𝜏𝑠
𝐼𝑠𝑜  are the calculated lifetimes for normal, 

Umklapp, and isotope processes, respectively. 

While the phonon-phonon scattering is typically a three-phonon 

process, this is approximated as a two-phonon process in our MC 

algorithm for practical purposes, drawing on the approach proposed 

by Lacroix et al. [206]. Once a simulated phonon undergoes scattering, 

the phonon is considered to lose the memory of its initial state, 

necessitating the random selection of a new state from an equilibrium 

distribution. In this algorithm, the same energy is assigned to each 

pseudo particle, ensuring energy conservation. The selection 

probability of a new state 𝑚 is proportional to the equilibrium density 

of states and the interaction rate for that state. 

𝑃𝑚 ∝
𝑓𝐵𝐸,𝑚(𝜔𝑚, 𝑇)

𝜏𝑚(𝜔𝑚, 𝑇)
(2.22) 

This simplification assumes that the third phonon is part of the 

equilibrium background and does not change significantly during the 

interaction. Although this does not capture the full complexity of the 

three-phonon process, numerous studies have validated the two-

phonon approximation as a consistent approach [188,240,241]. The 

detailed methodology is extensively discussed in previous literature 

[259]. 

 

2.2.2.2 Collision with the device boundary 

In order to conduct device simulations for various nanostructures, 

selecting the appropriate boundary conditions is essential. This is 

because the interaction of phonons with device boundaries 

significantly influences its thermal properties, resulting in size-

dependent thermal conductivity. Inaccurate boundary conditions can 

lead to significant errors in predicting device performance, especially 
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in nanoscale devices. 

Figure 2.4 shows a schematic representation of (a) periodic, (b) 

specular, and (c) diffusive boundary conditions. For the periodic 

boundary condition, when a phonon reaches the external interface, it 

re-enters from the opposite side with the same state, preserving its 

wave vector and energy. This method simulates an infinitely repeating 

system, which is particularly suitable for studying the properties of bulk 

materials or wider nanofilms, where edge effects are negligible. 

Specular boundary conditions assume that phonons are reflected from 

a smooth boundary in a mirror-like fashion, with the incidence angle 

equal to the reflection angle, as shown in Figure 2.4 (b). For a phonon 

with an incident wave vector component normal to the surface 

boundary (𝑞⊥
𝑖 ), the reflected phonon has a wave vector component (𝑞⊥

𝑟 ) 

that is equal in magnitude but opposite in direction, with the 

relationship 𝑞⊥
𝑖 = −𝑞⊥

𝑟 . This type of boundary is appropriate for  ideal 

device with exceptionally smooth surfaces. 

Diffusive boundary conditions are adopted when phonons scatter 

randomly upon interacting with the surface boundary in various 

directions. This stands in contrast to specular reflection, where 

phonons reflect predictably. When phonons collide with a rough 

boundary, a combination of specular and diffusive scattering can occur. 

In this study, the probability of specular reflections 𝑃𝑠𝑝𝑒𝑐𝑢𝑙𝑎𝑟  is 

determined following Soffer's model [215], which is expressed as: 

Figure 2.4 Schematic representation of (a) periodic, (b) specular, and (c) 

diffusive boundary conditions. 
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𝑃𝑠𝑝𝑒𝑐𝑢𝑙𝑎𝑟(𝑞
𝑖, �⃑�𝑖) = exp [−(2

𝑣⊥
𝑖

|�⃑�𝑖|
× ∆ × |𝑞𝑖|)2] (2.23) 

where �⃑�𝑖  is the velocity vector of incident phonon and 𝑣⊥
𝑖  is its 

component normal to the surface boundary. The term ∆ represents the 

root mean square of the surface height deviation, which is called the 

surface roughness parameter. 

In practice, when a phonon encounters a rough surface, diffusive 

reflection is likely to occur, which randomizes the direction of the 

phonon's velocity. The reflected state of the phonon is selected from 

among those energetically equivalent to the initial state as an iso-

energy state, thereby conserving the phonon's energy. Mathematically, 

the component of the reflected velocity normal to the surface should 

be in the opposite direction to that of the incident normal component 

(𝑣⊥
𝑖 × 𝑣⊥

𝑟 < 0). The probability of reflected state in diffusive scattering 

can be captured by [188] 

𝑃𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒(𝑞
𝑟 , �⃑�𝑟) ∝ [1 − 𝑃𝑠𝑝𝑒𝑐𝑢𝑙𝑎𝑟(𝑞

𝑟 , �⃑�𝑟)] × 𝑣⊥
𝑟 (2.24) 

This equation signifies that if a phonon does not scatter specularly, it 

is likely to scatter diffusively. It also highlights that phonons with a 

higher normal velocity component have a higher chance of 

undergoing a diffusive scattering event. In the case where 𝑃𝑠𝑝𝑒𝑐𝑢𝑙𝑎𝑟 

equals zero, all phonons are scattered in random directions at rough 

boundaries, excluding any specular reflection, thus indicating a fully 

diffusive condition. 

 

2.2.2.3 Collision with a semi-transparent interface 

Phonon transmission across the interface between different materials 

is implemented using a full-band version of the diffuse mismatch 

model (DMM) in our MC simulation. The DMM characterizes a semi-

transparent interface where phonons undergo diffusive scattering 

upon interaction, subsequently losing the memory of their initial state.  

Originally proposed by Swartz and Pohl [235] and later extended to 

full-band dispersion by Reddy and colleagues [236], the DMM can be 
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expressed to represent the transmission probability 𝛼𝐴→𝐵 of a phonon 

wave vector 𝑞  with angular frequency 𝜔𝑠  colliding on the interface 

from A side as [232]:  

𝛼𝐴→𝐵(𝜔𝑠) =
𝐼𝐵,,�⃗� (𝜔𝑠)

𝐼𝐴,�⃗� (𝜔𝑠) + 𝐼𝐵,�⃗� (𝜔𝑠)
(2.25) 

where �⃗�  is the normal vector to the interface, and 𝐼𝐴/𝐵,�⃗� (𝜔𝑠) are the 

DMM impedances, which act as material dependent parameters. These 

impedances are defined as  

𝐼𝐴/𝐵,�⃗� (𝜔𝑠) =
Ω𝐴/𝐵

2 ∙ (2𝜋)3
∑ 𝛿(𝜔𝑠𝐴/𝐵

− 𝜔) |𝑣𝑠⃗⃗  ⃗𝐴/𝐵
∙ �⃗� |

𝑠,𝐴/𝐵

(2.26) 

where 𝛺𝐴/𝐵 are the volumes of the reciprocal space corresponding to 

the Brillouin zone of material A and B, respectively, 𝑣𝑠⃗⃗  ⃗ is the phonon 

group velocity, and 𝛿 is the Kronecker delta function. The summation 

is conducted over all phonon states within the whole first Brillouin zone. 

In the DMM framework, it is postulated that a phonon loses memory 

of its initial state, conserving only its energy. Consequently, the 

transmission probability from material B to A is given by 1 − 𝛼𝐴→𝐵(𝜔𝑠).  

When a phonon encounters the semi-transparent interface, it 

randomly undergoes either reflection within the same material or 

transmission to the adjacent material based on the transmission 

probability outlined in equations 2.25 and 2.26. Similar to the 

probabilities associated with rough boundary previously mentioned, a 

new state is randomly selected from among the iso-energy states in 

the final material, with the probability 𝑃𝐷𝑀𝑀 following the rule [232]:  

𝑃𝐷𝑀𝑀(𝑞𝑟 , �⃑�𝑟) ∝ [1 − 𝛼𝐴→𝐵(𝜔𝑠)] × 𝑣⊥
𝑟 (2.27) 

Recent research has validated that MC simulation employing DMM 

successfully addresses the interface thermal conductance for polytype 

materials or other two-material systems [239–241]. 
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2.2.3 Definition of temperatures 

2.2.3.1 The concept of standard temperature 

The temperature at each position within the simulated structure should 

be continuously updated to accurately determine the thermal 

properties, such as thermal conductivity and interface thermal 

conductance, since phonon scattering rates vary with temperature. The 

standard pseudo-temperature 𝑇 is derived from the phonon energy 

density at each position within the simulated device according to the 

equilibrium Bose-Einstein statistics for each material. The energy 

density is described by the following simplified relationship [188]: 

𝐸(𝑇) =
Ω

(2𝜋)3
∑ℏ𝜔𝑠𝑓𝐵𝐸,𝑠(𝜔𝑠, 𝑇)

𝑠

(2.28) 

The standard pseudo-temperature 𝑇  is thus obtained through the 

energy inversion of the energy-temperature relationship provided by 

equation 2.28. 

However, the standard temperature definition, which assumes an 

equilibrium condition, might not be suitable for calculating the 

interface thermal conductance, especially when addressing heat 

transfer through an interface expected to experience strong out-of-

equilibrium conditions [239]. Therefore, a more advanced approach is 

necessary to determine the precise temperature. 

 

2.2.3.2 The directional temperatures 

When considering a thermal gradient between a hot and cold 

thermostat, phonons propagate this thermal energy by moving within 

the simulated device. To comprehensively analyze the heat transport 

dynamics, phonons can be distinguished into two categories based on 

their direction of motion. [238]. "Forward" phonons are those with a 

positive velocity vector moving from a hot thermostat to a cold 

thermostat in the direction of the primary heat flux. Conversely, 

"backward" phonons are defined by having a negative velocity 

component from the cold side toward the hot side. 
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In this context, the directional temperatures, 𝑇+  and 𝑇− , are 

introduced corresponding to phonon sub-populations with positive 

and negative velocities, respectively, as detailed in [239]: 

𝐸±(𝑇±) =
Ω

(2𝜋)3
∑ ℏ𝜔𝑠𝑓𝐵𝐸,𝑠(𝜔𝑠, 𝑇

±)

𝑠,𝑣𝑠>0 𝑜𝑟 𝑣𝑠<0 ,

(2.29) 

where 𝐸± are the phonon energy density according to the forward or 

backward phonons, respectively. If the system is in equilibrium, all 

three temperatures converge to the same value (𝑇 = 𝑇+ = 𝑇−). Opting 

for the directional temperatures 𝑇+ and 𝑇− over the standard pseudo-

temperature 𝑇  provides a more accurate representation of non-

equilibrium conditions, for instance, thermal resistance at the interface 

or transient conditions. 
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2.2.4 Algorithm of Monte Carlo simulation 

The Monte Carlo algorithm is used to solve the Boltzmann transport 

equation, which describes the time evolution of the phonon 

distribution function. Figure 2.5 shows a flowchart diagram of this 

algorithm [259]. This starts with loading a full-band material 

description of the material under investigation. In the past, our study 

would typically rely on semi-empirical models like the adiabatic bond 

charge model (ABCM) or adopt the DFT data conducted externally. 

However, this study employs a direct calculation approach using the 

Quantum ESPRESSO suite, grounded in DFT principles (see Section 2.1). 

This method meticulously accounts for phonon anharmonicity, clearly 

distinguishing between normal and Umklapp scattering mechanisms, 

and further incorporates the influence of isotopic variation. 

To improve accuracy and optimize computational resources, we have 

integrated the "energy-based variance-reduced method" introduced 

by Peraud [213]. In energy-based formulation, phonon packets with 

the same amount of energy are simulated instead of individual 

phonons. The number of individual phonons in a packet is tuned to 

maintain the same total energy regardless of their angular frequency. 

The variance-reduced formulation is based on the concept that only 

excess particles of the deviation from Bose-Einstein equilibrium 

statistics are stochastically evaluated. Therefore, the density of 

simulated particles at equilibrium can be defined as  

𝑛𝑠
𝑒𝑞(𝑇) =

Ω

(2𝜋)3
[𝑓𝐵𝐸,𝑠(𝜔𝑠, 𝑇) − 𝑓𝐵𝐸,𝑠(𝜔𝑠, 𝑇

0)]
ℏ𝜔𝑠

𝐸𝑝

(2.30) 

where 𝑇0 is the reference temperature, and 𝐸𝑝 is the energy resolution 

parameter to guarantee the same total energy. 

The reference temperature enables the focus of computational 

resources on the "excess" phonon packets that are out-of-equilibrium 

and contribute to the actual heat transfer in the system. The initial 

phonon distributions are generated by summing over all phonon 

states 𝑠, based on equation 2.30. Both techniques enhance simulation 

speeds and yield more precise results while utilizing fewer 

computational efforts. 
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After the initialization step, which involves loading material data and 

establishing a random and uniform initial distribution of particles in 

both real and reciprocal space, the simulation updates the temperature 

in each position at every time step, as detailed in Section 2.2.3. Particles 

are then injected from external thermostats into the system, assuming 

phonon transport from the thermostat to be ballistic. These 

thermostats act by injecting phonons into the system at a high 

temperature (hot thermostat) and absorbing phonons at another 

contact at a lower temperature (cold thermostat), thereby creating a 

Figure 2.5 Flowchart of the Monte Carlo algorithm for phonon transport 

simulation, adapted from [259]. 
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temperature bias. To replicate the continuous injection of particles 

from the thermostats, every particle is initialized at the beginning of 

each time step. 

During a time step, the movement of these simulated phonons can be 

interrupted by temperature-dependent phonon scattering 

mechanisms or collisions with external boundaries, as outlined in 

Section 2.2.2. The time until its next phonon scattering event 𝑡𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 

is randomly determined to reflect the inherent unpredictability of 

these interactions: 

𝑡𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔 = −ln (𝑛𝑟𝑎𝑛𝑑𝑜𝑚) × 𝜏𝑠(𝑇) (2.31) 

where 𝑛𝑟𝑎𝑛𝑑𝑜𝑚 is a randomly generated number between 0 and 1. This 

random number ensures that the scattering events occur stochastically, 

mimicking the randomness of such events in materials. 𝜏𝑠(𝑇) 

represents the overall relaxation time for a phonon in state 𝑠 at the 

defined temperature, as the inverse of phonon scattering rates. This 

approach allows the simulation to account for the natural variability in 

the time between scattering events, with the likelihood of a scattering 

event increasing over time as the phonon travels without interacting. 

When a phonon encounters external boundaries, the time to reach a 

boundary is derived from the distance 𝑑 between the phonon and the 

boundaries in the direction of its transport: 

𝑡𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 = min (
𝑑𝑥

𝑣𝑠
𝑥 ,

𝑑𝑦

𝑣𝑠
𝑦 ,

𝑑𝑧

𝑣𝑠
𝑧
) (2.32) 

where 𝑑𝑥,𝑦,𝑧 are the distances from the phonon to the boundaries in 

the 𝑥, 𝑦, and 𝑧 directions, respectively, while 𝑣𝑠
𝑥,𝑦,𝑧

 are the components 

of the phonon's velocity in these same directions. If the phonon travels 

at a constant velocity during its free flight, the time until it hits a 

boundary is calculated as the minimum of the distances 𝑑  to the 

boundaries, divided by the phonon's velocity components in each 

dimension. 

In addition to the previously mentioned times, the phonon's free flight 

should be properly accounted for over the duration of a time step, 

even if it does not collide with anything or scatter during that time step. 
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The remaining time is calculated by taking the time step 𝑡𝑗 , adding the 

duration of the time step 𝛿𝑡 , and then subtracting the current 

simulated time 𝑡𝑐𝑢𝑟𝑟𝑒𝑛𝑡 as follows: 

𝑡𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔 = (𝑡𝑗 + 𝛿𝑡) − 𝑡𝑐𝑢𝑟𝑟𝑒𝑛𝑡 (2.33) 

This tracking is essential for precisely depicting the phonon's motion, 

maintaining the integrity of its trajectory throughout the simulation, 

regardless of whether it experiences collisions or scattering. 

Finally, the actual free flight of the particle is determined by whichever 

of these events happens first:  

𝑡𝑓𝑟𝑒𝑒_𝑓𝑙𝑖𝑔ℎ𝑡 = min (𝑡𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑖𝑛𝑔, 𝑡𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦, 𝑡𝑟𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔) (2.34) 

By taking the shortest of these times, the simulation can provide a 

realistic representation of the phonon's behavior before the end of the 

time step. Based on the calculated free flight time, the phonon's 

movement in real space is updated at each time step, and this process 

continues until the final time step is reached.  

The in-depth implementation of our Monte Carlo algorithm is 

presented in the literature [188,206]. Upon completing the simulation, 

we conduct post-processing calculations to derive the final results, 

which will be discussed in the following section. 
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2.2.5 Thermal conductivity and interface thermal conductance 

Thermal conductivity measures a material or system's ability to 

conduct heat, quantifying the rate at which thermal energy is 

transferred through the material due to a temperature gradient with a 

unit of watts per meter-kelvin (W/mK). In Monte Carlo simulations for 

phonon transport, the local thermal heat flux density is calculated by 

summing over the contribution of all particles and saved it at each time 

step.  

The thermal conductivity of the simulated device is then determined 

from the average heat flux density 𝑞   under steady-state conditions 

along the transport direction �⃗� , utilizing Fourier's law of heat 

conduction [260]: 

𝜅𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 =
𝑞 ∙ �⃗� 

∆𝑇𝑐𝑜𝑛𝑡𝑎𝑐𝑡
𝐿 (2.35) 

where ∆𝑇𝑐𝑜𝑛𝑡𝑎𝑐𝑡  is the temperature difference between the hot 

thermostat 𝑇𝐻  and the the cold thermostat 𝑇𝐶 , and 𝐿  is the device 

length between two thermostats. This approach makes it relatively 

insensitive to internal temperature variations. Note that the thermal 

conductivity, as determined by our Monte Carlo simulations, is 

presented with a 95% confidence interval, by taking into account the 

variability inherent to the numerical simulation process. 

Interface thermal conductance (ITC) measures the ability to transfer 

heat across the interface between two different materials and is 

expressed in units of watts per meter squared per kelvin (W/m²K) [235]. 

It is important for thermal management because it determines the 

efficiency of heat transfer from one material to another. The interface 

thermal conductance between two materials is computed as  

𝐺𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛
𝐼 =

𝑞 ∙ �⃗� 

∆𝑇𝐼
 (2.36) 

where ∆𝑇𝐼 is the difference in the temperatures on each side of the 

interface. 

The calculation of ITC involves a nuanced definition of ∆𝑇𝐼. While in 
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equilibrium states ∆𝑇𝐼 could be considered equivalent to ∆𝑇𝑐𝑜𝑛𝑡𝑎𝑐𝑡, the 

situation is less straightforward when strong out-of-equilibrium 

conditions near the interface, defined by the diffusive mismatch model, 

are considered. 

As discussed in Section 2.2.3, we incorporate the concept of directional 

temperatures into the ITC calculation to address these complexities. In 

the results chapter, we will explore how ITC varies with different 

temperature definitions and validate these findings by comparing 

them with the analytical solution introduced in Section 2.3. 
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2.3 ANALYTICAL MODELS FOR COMPARISON WITH NUMERICAL 

RESULTS 

In this section, several well-established analytical models are 

introduced for thermal properties, which will serve as a benchmark for 

comparison with our Monte Carlo simulation results. 

In systems where the dimensions smaller than the carrier mean free 

path, transport regimes become ballistic ones, based on the 

Landauer’s formalism [261]. Within this ballistic regime, the analytical 

thermal conductivity is primarily determined by both the length of the 

simulated device and the phonon dispersion, especially for small 

temperature differences [162,239]: 

𝜅𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 =
Ω

(2𝜋)3

𝐿

2
∑ℏ𝜔𝑠|𝑣𝑠⃗⃗  ⃗ ∙ �⃗� |

𝜕𝑓𝐵𝐸,𝑠

𝜕𝑇
(𝜔𝑠, 𝑇)

𝑠

 (2.37) 

It should be noted that equation 2.37 is independent of phonon 

scattering processes, assuming a phonon transmission coefficient of 1. 

The thermal conductivity in the diffusive regime, often referred to as 

the bulk thermal conductivity, is simply described by a solution to the 

linearized BTE under the relaxation time approximation [218]: 

𝜅𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒 =
Ω

(2𝜋)3
∑ℏ𝜔𝑠|𝑣𝑠⃗⃗  ⃗ ∙ �⃗� |2

1

𝜆𝑠

𝜕𝑓𝐵𝐸,𝑠

𝜕𝑇
(𝜔𝑠, 𝑇)

𝑠

 (2.38) 

where 𝜆𝑠  is the total scattering rate, which is the inverse of the 

relaxation time of phonon state 𝑠. 

While the aforementioned analytical models provide reliable insights 

into thermal transport in their respective regimes, one must account 

for the transition between these limits to estimate the thermal 

conductivity in devices with diverse lengths. A straightforward 

approach for addressing the intermediate transport regime is based 

on Matthiessen’s rule, which sums the ballistic and diffusive thermal 

resistances (the inverse of thermal conductivity) to represent the 

overall thermal conductivity as follows [188]:  
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1

𝜅𝑀𝑎𝑡𝑡ℎ𝑖𝑒𝑠𝑠𝑒𝑛
=

1

𝜅𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐
+

1

𝜅𝑑𝑖𝑓𝑓𝑢𝑠𝑖𝑣𝑒

(2.39) 

Although this approach offers an approximate value for the transition 

regime, it has shown considerable discrepancies when compared with 

numerical MC results for silicon nanofilms with a device length of 

several hundred nanometers [188]. For a more rigorous description of 

the thermal conductivity model, the phonon scattering rates should be 

redefined by considering their spectral dependencies [239]: 

𝜆𝑠,𝑒𝑓𝑓 = 𝜆𝑠 + 2
|𝑣𝑠⃗⃗  ⃗ ∙ �⃗� |

𝐿
(2.40) 

where 𝜆𝑠,𝑒𝑓𝑓 is the effective scattering rate for a state 𝑠 depending on 

device geometry, specifically for nanofilms where the width is not a 

determining factor. By substituting the scattering rate from equation 

2.40 into equation 2.38, the resulting expression for effective thermal 

conductivity is [239]  

𝜅𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =
Ω

(2𝜋)3
∑ℏ𝜔𝑠|𝑣𝑠⃗⃗  ⃗ ∙ �⃗� |2

1

𝜆𝑠,𝑒𝑓𝑓

𝜕𝑓𝐵𝐸,𝑠

𝜕𝑇
(𝜔𝑠, 𝑇)

𝑠

 (2.41) 

Next, the analytical model for interface thermal conductance in a 

lateral heterostructure is expressed as a function of the ballistic and 

the effective thermal conductivities of each constituent material [239]  

𝐺𝐼 = [
𝐿𝐿

𝜅𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐
𝐿 −

𝐿𝐿

𝜅𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
𝐿 +

∆𝑇𝑐𝑜𝑛𝑡𝑎𝑛𝑐𝑡

𝑞
−

𝐿𝑅

𝜅𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
𝑅 +

𝐿𝑅

𝜅𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐
𝑅 ]

−1

(2.42) 

where 𝐿𝐿  are 𝐿𝑅  are the lengths of the left and right parts of the 

heterostructure, respectively, relative to a central interface, and the 

values of 𝜅𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐
𝐿/𝑅

 and 𝜅𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒
𝐿/𝑅

 corresponding to the lengths 𝐿𝐿  are 

𝐿𝑅 are derived from equation 2.37 and equation 2.41, respectively.  

This equation provides an analytical representation of the interface 

thermal conductance across all transport regimes, considering both 

material-specific and geometry-dependent thermal properties on 

either side of the interface. Further details regarding the inner 

derivation process can be found in our previous works [239]. 



 

84 

2.4 SUMMARY 

This chapter is pivotal for understanding phonon behavior in 

nanostructures, from the fundamental quantum mechanical 

calculations to the statistical simulations that predict phonon transport 

properties. In the framework of DFT, the Kohn–Sham equation is solved 

using ground-state electron density to determine the electronic 

structure's energy. Through DFPT, it examines the system's linear 

response to small perturbations, such as atom displacements from 

equilibrium, enabling analysis of lattice dynamics. This approach 

underlines the complexity of phonon interactions, particularly 

highlighting the significant influence of anharmonicity on thermal 

transport. All these calculations are conducted using the Quantum 

ESPRESSO suite. 

Subsequently, the stochastic particle Monte Carlo (MC) method for 

solving the Boltzmann transport equation (BTE) in phonon transport 

simulations was introduced. Employing the relaxation time 

approximation makes it possible to simulate phonon transport by 

taking into account phonon interactions, impurities, and structural 

boundaries within various nanostructures. We outlined the Monte 

Carlo simulation algorithm step-by-step, demonstrating how to 

calculate thermal properties such as thermal conductivity and interface 

thermal conductance. It is also discussed analytical models that bridge 

theoretical understanding with computational simulation in the study 

of phonon transport in nanostructures.  

This theoretical and simulation foundation will be applied in 

subsequent chapters to detailed investigations of phonon behavior in 

GaAs and 2D material-based nanostructures. 
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3 FULL BAND MONTE CARLO SIMULATION OF GAAS 

NANOSTRUCTURES FOR PHONON TRANSPORT BASED 

ON AB-INITIO METHODS  

Chapter 3 presents a study on the thermal properties of Gallium 

Arsenide (GaAs) nanostructures, using Monte Carlo (MC) simulation 

based on ab-initio calculations for phonon transport. The main goal of 

this chapter is to elucidate the complex interactions between phonon 

transport mechanisms and various conditions, such as device 

dimensions, boundary conditions, and temperatures.  

In Section 3.1, the intrinsic properties of GaAs material are calculated 

by ab-initio methods derived from the density functional theory (DFT), 

and the thermal conductivity of bulk GaAs is compared with 

experimental data, proving the accuracy and the predictability of such 

simulations. Next, we design GaAs nanostructures by setting boundary 

conditions (3.2.1) and investigate cross-plane nanofilms, in-plane 

nanofilms, and nanowires, showing the impact of boundary conditions 

on the thermal conductivity as a function of both device dimension 

and temperature (3.2.2). Section 3.2.3 offers insights into the transition 

from ballistic to diffusive transport regimes. This study explores the 

modal contributions of individual phonon modes to thermal transport, 

emphasizing the prominent role of optical phonons in nanostructures 

(3.2.4). Lastly, a novel investigation into the effect of nanopores on the 

thermal conductivity of GaAs nanowires is discussed, shedding light on 

the potential presence of nanopores in experimentally synthesized 

nanowires (3.2.5). 
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3.1 BULK GAAS 

3.1.1 Full-band description of Bulk GaAs 

The accuracy of thermal transport simulations highly depends on the 

quality of material properties used as input parameters. Therefore, this 

study employs a DFPT-based approach to calculate phonon 

dispersions, phonon group velocities, and scattering rates including 

isotopic effect throughout the first Brillouin zone (BZ) for GaAs.  

To prevent possible inaccuracies arising from excluding some modes, 

such as optical phonons, this work considers a full-band description 

that encompasses all phonon modes within the Brillouin zone. Ab-

initio parameters are computed using the Quantum ESPRESSO suite 

[151] with local density approximation and norm-conserving 

pseudopotentials. 

In electronic structure calculations, the first BZ are sampled with a 

Figure 3.1 (a) Calculated phonon dispersion for GaAs along the high 

symmetry paths compared with experimental data from Ref. [49]. (b) 

Phonon group velocity of TA, LA and optical phonon modes as a function 

of frequency computed using DFPT. 
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Monkhorst-Pack [262] mesh of 8 x 8 x 8 in the k-space, and a plane-

wave cut-off energy of 90 Ry. A convergence threshold for self-

consistency is set at 10-8 which specifies the maximum allowed 

difference between the input and output electron densities in 

successive iterations. The optimized lattice parameter is a = 5.605 Å  

which is relaxed to equilibrium, closely matching experimental values 

[263]. 

After the electronic calculations are completed, the harmonic second-

order and anharmonic third-order force constants are computed by 

using the density functional perturbation theory (DFPT) on meshes of 

4 x 4 x 4 and 2 x 2 x 2 q-points, respectively, with convergence 

thresholds of 10-15 for the harmonic and 10-12 for the anharmonic 

calculations. In the final step, the ‘thermal2’ code within Quantum 

ESPRESSO is utilized to determine all phonon properties over a 32 x 32 

x 32 mesh with a 2 cm-1 Gaussian broadening, which is close to 

convergence [68,150].  

The phonon dispersion is determined by diagonalizing the 2nd order 

dynamical matrix. The calculated phonon dispersion for GaAs is shown 

in Figure 3.1 (a), which is in good agreement with experimental results 

[49]. GaAs has 6 phonon modes derived from the basis of two atoms 

in its primitive cell. These modes consist of three acoustic modes, i.e., 

one longitudinal acoustic (LA), two transverse acoustic (TA1 and TA2) 

modes, and three optical modes. Since the optical modes involve the 

vibrations of atoms against each other, they have higher frequencies 

than the acoustic ones. 

The phonon group velocity is derived by taking the gradient of the 

phonon dispersion with respect to each q-point as shown in Figure 3.1 

(b). Among acoustic modes, the LA mode has the highest group 

velocity in the low frequency range because it moves along the same 

direction of the wave propagation. The group velocities of two TA 

modes, while lower than that of the LA mode, remain substantial. 

Conversely, the optical modes exhibit relatively lower group velocities 

as evidenced by the flatter nature of the optical dispersion curves. 

The phonon lifetimes, i.e., the inverse of the phonon scattering rates, 

are obtained from the 3rd order dynamical matrix considering the 
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phonon-phonon interaction due to anharmonicity as detailed in 

Chapter 2. These scattering processes can be categorized into normal 

and Umklapp events. The normal processes involve phonon-phonon 

Figure 3.2 Phonon lifetime as a function of frequency at 300 K for 

different modes computed via DFPT. (a) Total lifetimes from combined 

all scattering mechanisms. Lifetimes due to (b) normal scattering, (c) 

Umklapp scattering, and (d) Isotope scattering lifetimes, with yellow 

dashed lines indicating power-law fits of ω-2, ω-3, and ω-4 , respectively. 
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interactions where the total momentum is conserved, while the 

Umklapp processes involve phonon interactions that lead to a net 

change in momentum beyond the first BZ. Moreover, an isotopic 

disorder is also taken into consideration. While arsenic is a  

monoisotopic element, the natural gallium possesses two isotope 

mixtures, 69Ga (60.11 %) and 71Ga (39.89 %) [264]. The different masses 

of these isotopes can lead to variations in the phonon properties, 

referred to as phonon-isotope scattering. All scattering mechanisms 

are calculated within the temperature range from 0.1 to 1000 K, 

enabling a detailed examination of phonon transport in diverse 

thermal environments. 

Figure 3.2 (a) presents the calculated total phonon lifetimes τ for each 

phonon mode over the entire frequency range at 300 K. The results 

reveal that the phonon lifetimes span several orders of magnitude, 

ranging from picoseconds to nanoseconds or even longer. At lower 

frequencies near the Γ point, acoustic modes with quadratic 

dispersions exhibit long lifetimes. As the frequency increases, the 

lifetimes of these acoustic modes approach those of the optical modes. 

Due to the extended lifetimes of acoustic modes, they exert a more 

pronounced influence on thermal transport than optical modes.  

Using the Matthiessen rule, the total lifetimes can be decomposed as 

1/τ=1/τN+1/τU+1/τIso showing the contributions of normal, Umklapp, 

and isotope scattering mechanisms, respectively, as illustrated in 

Figure 3.2 (b) to (d). Those lifetimes also decrease with increasing 

frequency, showing a similar tendency to the total lifetime, but the 

detailed trends are slightly different. The yellow dashed lines represent 

a fitting to an inverse power law of the frequency to offer a quantitative 

depiction of the phonon lifetime's frequency dependence. In the low-

frequency region, the lifetimes related to the normal scattering exhibit 

a ω-2 scaling, while those of the Umklapp scattering follow a ω-3 trend. 

These distinct frequency dependencies emphasize the unique 

characteristics inherent to each type of phonon interaction. Such 

observations are consistent with findings from other studies 

[55,265,266].  

We also reveal that in GaAs the isotope effect is relatively small 

compared to other scattering mechanisms, but it still affects the 
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phonon properties with ω-4 dependence. Hence, we can conclude that 

the optical phonon modes are more sensitive to mass disorder, leading 

to increased phonon-isotope scattering.  

Such power-law fittings provide an analytical means to predict an 

overall trend, but we can see that it is crucial to calculate on a first-

principle basis for accurate material modeling. Thus, these ab-initio 

calculations enable to include the predictive power of quantum 

mechanics in the full-band Monte Carlo simulation to simulate the 

phonon transport instead of using empirical parameters such as 

Grüneisen parameters. 
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3.1.2 Comparison with experimental data for bulk GaAs thermal 

conductivity 

Combining the calculated phonon dispersion, group velocity and 

scattering rates obtained from ab-initio methods, the thermal 

conductivity of bulk GaAs is calculated using equation 2.38. Figure 3.3 

shows the calculated thermal conductivity compared with 

experimental measurements [34,39] over a temperature range of 90 K 

to 300 K. The DFT-based predictions follow the temperature-

dependent thermal conductivity observed in experimental results. 

Phonon scattering becomes less probable at lower temperatures, 

Figure 3.3 Comparison of (solid lines) calculated and (symbols) 

measured thermal conductivities of Bulk GaAs as a function of 

temperature. The calculated values are derived from DFT-based material 

properties. Experimental data from A. Inyushkin et al. (red circles) [39]  

and M. Holland (green squares) [34]. 
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leading to an increase in thermal conductivity.  

At 300 K, the discrepancy between the calculated value of 45.6 W/mK 

and the experimental results is approximately 4.6 %. This discrepancy 

could be attributed to variations in the computed phonon dispersion, 

particularly in the TA modes, which show some deviations from the 

experimental data. Nevertheless, it is a reasonable estimation of the 

thermal conductivity for Bulk GaAs within 5 % of the experimental 

values at room temperature without using any empirical parameters. 
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3.2 GAAS NANOSTRUCTURES 

3.2.1 Investigated structures depending on boundary condition 

In this Section, we investigate three different types of nanostructure 

depending on how the boundary conditions are set, as illustrated in 

Figure 3.4. Two thermostats are applied at opposite edges of the 

nanostructures, separated by a distance L. Given their arrangement 

along the x-axis, with the hot thermostat (TH=302 K) on the left and 

the cold one (TC=298 K) on the right, the thermal flux is naturally 

oriented to flow in the positive x-direction. A finite rectangular 

computational mesh, consisting of cells, is employed within our Monte 

Carlo simulation framework along the x-axis for the numerical 

evaluation of the thermal properties of the devices. Within these 

nanostructures, the internal faces of the cells excluding the external 

boundaries are designed to be transparent, thus ensuring continuous 

phonon transport between adjacent cells [188]. 

Figure 3.4 (a) Nanofilm in cross-plane configuration (CPNF), (b) 

Nanofilm in in-plane configuration (IPNF), (c) Nanowire (NW) and 

partial diffusive internal structure for mimicking nanopores. Red/blue 

faces for hot/cold thermostats TH=302 K, TC=298 K, respectively. Yellow 

faces for diffusive boundaries. 
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The selection of external boundary conditions is important as it 

governs the confinement and transport of carriers within the 

nanostructures, hence affecting their thermal behavior. Figure 3.4 (a) 

shows a nanofilm with a cross-plane configuration (CPNF) where the 

thermal flux is perpendicular to the interfaces. All external boundaries 

are assumed to extend infinitely in the y- and z-direction by applying 

periodic boundary conditions. Accordingly, the effects of narrow 

widths such as zigzag or armchair edges are not considered in this 

study.  

Figure 3.4 (b) presents a nanofilm with an in-plane configuration (IPNF), 

where the thermal flux flows parallel to the interfaces. This setup is 

modeled by applying periodic (x-z planes) and diffusive (x-y planes) 

boundaries that randomize the propagation direction of reflected 

phonons. Each boundary condition's specific definition and 

implementation are detailed and explained in Chapter 2. 

In Figure 3.4 (c), it is illustrated a rough nanowire (NW) having only 

diffusive external boundaries designed with the same width along the 

y-direction and height along the z-direction. Compared to nanofilm 

configurations that employ a simple cubic mesh along the x-direction, 

our approach extends the mesh into a three-dimensional version 

comprising hundreds of cells distributed across the x, y, and z 

directions. Several cells are randomly chosen to represent nanopores 

based on the given porosity. The boundaries of each nanopore are 

assumed to be fully diffusive, simulating nanopores with zero 

transmittance. This enhanced mesh framework allows us to investigate 

the thermal properties of more complex structures, such as nanowires 

containing internal nanopores (Porous NW), that will be explained later 

in Section 3.2.5. 
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3.2.2 Thermal conductivity of GaAs nanostructures 

We first examine the length-dependent thermal conductivity of GaAs 

cross-plane nanofilms (CPNF) at room temperature, as shown in Figure 

3.5. The Monte Carlo simulation results (red crosses) are compared 

with several analytical models detailed extensively in Chapter 2. As 

confirmed in the previous section, the diffusive value of thermal 

conductivity (dashed line) is 45.6 W/mK, which corresponds to the 

experimental values within a 5 % difference.  

In ultra-short films (L<10 nm), which are on the order of magnitude of 

the phonon mean free path at the atomic scale, the thermal 

conductivity calculated by MC simulations converges to the ballistic 

model (dotted line), derived from Landauer’s formalism, which is 

linearly dependent on the device length L. This concordance between 

numerical simulations and Landauer's ballistic model at these scales 

Figure 3.5 Thermal conductivity as a function of length for GaAs CPNF. 

 

 



 

96 

confirms the validity of the MC approach in capturing the ballistic 

transport regime. As the length of the nanofilms increases, the 

calculated thermal conductivities move towards the diffusive value 

displaying an asymptotic behavior.  

The Matthiessen model (point-dashed line) is often used in the 

literature because it simply adds the ballistic and diffusive thermal 

resistances (the inverse of thermal conductivity) [267,268], but fails to 

accurately characterize the intermediate regime, also referred to as the 

quasi-ballistic regime. When considering a CPNF within the 

intermediate regime with a length of 100 nm, the Matthiessen model 

predicts a thermal conductivity that is approximately 40 % higher than 

that determined by the Monte Carlo simulation. On the other hand, 

the effective model (solid line), already validated for silicon nanofilms 

[188], provides impressively accurate results.  

It should be noted that even though the effective model reproduce the 

MC results with very good accuracy, it has limitations in more complex 

structures (cf. the following). Consequently, our MC results show good 

agreement across all phonon transport regimes, i.e. ballistic, quasi-

ballistic, and diffusive, without using any fitting parameters, offering a 

robust tool for capturing the complexities of thermal behavior. 

Beyond the investigation of only CPNF in Figure 3.5, which employed 

only periodic boundary conditions, Figure 3.6 presents the results for 

in-plane nanofilms (IPNF) and nanowires (NW) that incorporate rough 

boundary conditions. Here, 'rough' means a fully diffusive condition 

wherein all phonons are scattered in random directions at external 

boundaries, excluding any specular reflection. By comparing IPNF and 

NW structures to CPNF, the impact of rough boundaries on thermal 

transport can be examined.  

Figure 3.6 (a) shows the evolution of thermal conductivity for CPNF, 

IPNF and NW with the device length L at 300 K. The width is fixed at 

100 nm and a simple cubic mesh is utilized to maintain consistency 

within the simulation for all structures. The results of our MC 

simulations are represented by crosses in Figure 3.6 (a): red for CPNF, 

blue for IPNF, and green for NW. Correspondingly, solid lines of the 
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same colors denote the effective model, and dotted lines stand for the 

calculated long-device thermal conductivity within this model. The 

dotted lines serve as a benchmark, providing a visual gauge of the 

length-dependent thermal transport properties across the different 

structures. 

In devices shorter than 10 nm, in which ballistic transport is expected, 

our findings indicate that the thermal transport properties are almost 

identical regardless of device type. This means that the effect of 

diffusive boundaries on thermal transport is negligible in devices with 

lengths, which is the order of magnitude of phonon mean free path. 

However, rough boundaries play a significant role in reducing thermal 

conductivity in longer devices for IPNF and NW. Specifically, IPNF and 

NW exhibit decreases in thermal conductivity of approximately 41 % 

and 52 %, respectively, when compared to CPNF for a length of 10 µm. 

This reduction is due to the increased phonon scattering at the rough 

Figure 3.6 Thermal conductivity κ as a function of (a) the length L for a 

width W = 100 nm and (b) the width W for L=1 μm for CP and IP 

nanofilms and also for nanowires at 300 K. Solid and dotted lines 

represent for effective model and long-device thermal conductivity, 

respectively. 
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external interfaces when the heat transport is diffusive in longer 

devices.  

Additionally, in cases of IPNF and NW exceeding 100 nm in length, a 

divergence emerges between the numerical MC results and the 

calculations of the effective model, unlike the close alignment 

observed in CPNF. This divergence highlights the limitations of the 

analytical model with the need for more sophisticated modeling 

approaches in such nanostructures. 

In Figure 3.6 (b), the thermal conductivity of the same three different 

devices is investigated as a function of device width W with a uniform 

length of 1 μm. As expected, the CPNF is independent of width in 

thermal conductivity, because it is modeled as having infinite width 

without rough boundaries through the application of periodic 

boundary conditions.  

In contrast, the IPNF and NW have a marked sensitivity to variations in 

width, with this effect being most notable at narrow widths due to the 

presence of rough boundaries. Differences in thermal conductivity are 

evident in thin devices with a width of 1 nm, attributable to the 

transition into a diffusive transport regime at a device length of 1 μm. 

In this regime, the effect of rough boundaries becomes increasingly 

pronounced. The degree of reduction in thermal conductivity relative 

to CPNF is significantly influenced by the number of rough interfaces: 

two rough interfaces along the x-y planes in IPNF, and four in NW. 

As the width increases, thermal conductivities exhibit an increase 

towards the CPNF values for both IPNFs and NWs. Once the device 

width exceeds the length, the impact of rough boundaries becomes 

less significant, resulting in a close alignment of thermal conductivity 

behaviors for all device types at widths around 10 μm. From these 

observations, we conclude that the reduction in thermal conductivity 

in the diffusive transport regime is intricately linked to the number of 

rough boundaries. 
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3.2.3 Degree of ballistic transport via the Knudsen number 

In the previous Section 3.2.2, it is established that the transition 

through ballistic, intermediate, and diffusive transport regimes 

depends on the device length. We now extend this study to explore 

how these regimes change across a temperature ranging from 0.1 to 

1000 K, aiming to comprehend the transition between different 

transport modes as temperature varies. 

To facilitate this study, the concept of the Knudsen number (KD) is 

adopted as a tool for characterizing the degree of ballistic transport 

[240,241]. This dimensionless number is defined as the ratio of the 

thermal conductivity calculated by MC simulation to the ballistic one 

(Equation 2.37). While this interpretation of KD slightly deviates from 

its traditional definition based on the mean free path and characteristic 

Figure 3.7 The Knudsen number calculated by MC simulation as a 

function of temperature for CPNF with three different device lengths. 
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dimensions, it remains consistent with the original intent.  

Figure 3.7 presents the variation of the Knudsen number with 

temperature, ranging from 0.1 to 1000 K for CPNF of three distinct 

lengths : 10 nm in black (mimicking ballistic case), 100 nm in red, and 

10 µm in blue. If the value of KD is 1, it means that the system is 

operating in a fully ballistic transport regime, where heat carriers move 

freely without colliding with each other. For the ultra-short 10 nm 

device, the Knudsen number remains above 0.5 across the entire 

temperature range, indicating that ballistic transport is the dominant 

heat conduction mechanism with minimal phonon scattering events. 

At a length of 100 nm, KD values fall between 0.1 and 0.8, evidence of 

an intermediate transport regime where both ballistic and diffusive 

characteristics are mixed, except for regions at very low temperatures. 

In this regime, phonons begin to interact with each other, but there is 

still a significant probability of ballistic movement. Conversely, in a 10-

µm long device, KD values decrease dramatically with rising 

temperature, signifying a rapid transition from ballistic to diffusive 

transport. At 300 K, KD drops below 0.01, denoting a predominantly 

diffusive transport regime. 

This analysis not only highlights the crucial role of temperature in 

determining the dominant transport mechanisms, but also elucidates 

the complex interplay between device size and thermal conditions via 

the Knudsen number. 
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3.2.4 Modal contribution of each phonon modes 

The influence of device size and temperature on thermal conductivity 

has been analyzed within GaAs nanostructures, confirming their 

impact on heat transport regimes. Our current focus moves to the 

contributions of individual phonon modes to heat transport through 

numerical Monte Carlo simulations. As said before, GaAs possesses 

three acoustic and three optical phonon modes. To facilitate a view of 

the overall trends, the contributions from the optical modes are 

aggregated into one single “optical” category. 

Figure 3.8 shows the modal contributions of each phonon mode to the 

total heat flux density with device lengths for (a) CPNF, (b) IPNF, and 

(c) NW at 300 K. The sum of all contributions for each length equals 

100 %, which shows how much each phonon mode contributes 

relatively to the total heat flux. Even though the total amount of heat 

flux varies across the structures, the relative contributions of each 

mode are consistent via normalization. 

For all structures, the contribution of optical modes remains below 10 % 

in a 10 µm long device with similar properties to the bulk state [55]. 

Such a low contribution from optical modes can be expected from 

material properties due to their relatively low group velocities and 

shorter lifetimes (cf. Figure 3.2). As a result, their role in the thermal 

Figure 3.8 Modal contributions of each phonon mode to the total heat 

flux as a function of length L for (a) CPNF, (b) IPNF, and (c) NW at 300 

K. 
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dynamics of bulk systems is often overlooked [54]. On the other hand, 

the combined contributions of the three acoustic modes exceed 90 %, 

indicating that they are responsible for most heat transfer regardless 

of device type. Notably, the LA mode, with its high group velocity, 

maintains a substantial contribution across all device lengths and types. 

However, as the device length decreases, a rapid increase in the 

contribution of optical modes is observed within nanostructures. At 

10 nm device length, corresponding to the ballistic transport regime, 

their contributions overcome 20 %, making them a non-negligible 

factor. This trend of increasing optical mode contribution in shorter 

nanostructures has also been previously observed in silicon [155]. 

Furthermore, since this trend is evident across all device types, it is 

independent of the structural influence of rough boundaries. 

As the difference in mode contribution depending on the device type 

is small, we measure the modal contributions at lengths of 10 nm, 100 

nm, and 10 µm in CPNF to investigate the temperature-dependent 

behavior of phonon modes, as depicted in Figure 3.9 (a), (b), and (c), 

respectively. At low temperatures below 100 K, the LA and optical 

modes with relatively high frequencies are difficult to thermally 

activate, therefore resulting in low contributions across all device 

lengths. Beyond approximately 200 K, the contributions from each 

mode stabilize and remain almost uniform with temperature changes. 

Figure 3.9 Temperature-dependent modal contributions to the total heat 

flux density in CPNF for device lengths of (a) 10 nm, (b) 100 nm, and (c) 

10 µm. 
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In ultra-short devices with a length of 10 nm (mimicking ballistic case), 

the contribution of optical modes exceeds 20 %, confirming their 

importance in heat transfer at this scale, except for temperatures below 

100 K. As device length increases, the influence of optical modes 

declines to around 10 % and 5 % for 100 nm and 10 µm devices, 

respectively. The slight fluctuations observed in the 10 µm device can 

be attributed to challenges inherent in the numerical MC simulations 

for longer devices. These challenges stem from the increased 

computational complexity and the need for more simulation iterations 

to achieve statistical convergence in extended structures. Nonetheless, 

these minor deviations do not impede the analysis of the general 

trends in Figure 3.9 (c). 

To better understand the influence of optical modes within 

nanostructures, the phonon mean free path (MFP) for each mode is 

investigated which is calculated by multiplying their group velocities 

with their lifetimes from ab-initio data. Acknowledging that the 

Figure 3.10 (a) The calculated phonon mean free path (MFP) as a 

function of frequency and (b) accumulated thermal conductivity with 

respect to mean free path for individual phonon modes at 300 K. The 

inset shows a zoomed-in view of the accumulated thermal conductivity 

for phonon modes within the mean free path range of 0 to 20 nm. 
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contribution of each mode to heat transport remains relatively 

unchanged with temperature, our calculations on the mean free path 

(MFP) are focused at a standard temperature of 300 K. 

Figure 3.10 (a) presents the phonon mean free path for each mode as 

a function of frequency at 300 K. While the acoustic modes exhibit 

mean free paths ranging from a few nm to over 1 µm near the Γ point, 

the MFPs for optical modes are much lower, typically well below 100 

nm. Therefore, the relatively short MFPs of optical modes have less 

impact on the thermal conductivity than acoustic modes in longer 

devices.  

To analyze the pronounced increase in the contribution of optical 

modes as device length decreases, the accumulated thermal 

conductivity is calculated with respect to the mean free paths of each 

mode, as shown in Figure 3.10 (b). As expected, most of the thermal 

conductivity is determined by acoustic phonons with MFPs longer than 

100 nm. However, in the MFP range of less than 10 nm, contributions 

to the thermal conductivity are mainly due to LA and optical modes. 

This result explains the findings in Figure 3.8, where the LA mode 

exhibits the highest modal contribution in nanostructures with lengths 

below 10 nm. Moreover, the sharp increase in accumulated thermal 

conductivity within this MFP range suggests that optical phonons can 

transport heat more effectively, contributing substantially to the 

overall thermal conductivity, as shown in the inset of Figure 3.10 (b). 

Hence, it reflects that within device lengths comparable to the MFP of 

optical modes, optical phonons can travel further with reduced 

scattering, making them more efficient heat carriers in thermal 

transport.  

This study demonstrates why optical modes have a considerable 

contribution to nanostructures and why their impact surges as the 

device length shortens. Through this study, it reveals that phonon 

mode contributions to thermal transport are significantly influenced 

by device size. These size-dependent characteristics provide an 

indirect but effective indicator to discern the transport regimes within 

these nanostructures. This approach offers valuable insights for the 

strategic design to optimize thermal properties. 
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3.2.5 Degradation effect of nanopores in GaAs porous nanowire 

This study advances the design of nanostructures within MC 

simulations to investigate the characteristics of porous nanowires. 

Figure 3.11 provides a comparative analysis between the thermal 

conductivity results from MC simulations of porous nanowires (blue 

squares) and experimental data from M. Soini et al. (dotted lines) [43] 

and T. Juntunen et al. (dashed lines) [48]. For the simulation, the length 

of NW is set to 1 µm with a 100 nm square cross-sectional dimensions 

(width and height), aligning the scale with that of the experimental 

NWs, which have around 100 nm diameter.  

Figure 3.11 The thermal conductivity against porosity for GaAs porous 

nanowires. The blue squares represent MC simulation results. 

Experimental data from M. Soini et al. (dotted lines) [43] and T. Juntunen 

et al. (dashed lines) [48]. 
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It is found that the thermal conductivity of normal NW at 0 % porosity 

is approximately twice as high as experimental values. This discrepancy 

can prompt an exploration into the possibility of unintentional 

nanopore formation within NWs during the experimental synthesis 

process. Various synthesis techniques such as molecular beam epitaxy 

(MBE) [43], metalorganic vapor-phase epitaxy (MOVPE) [48], and 

vapor-liquid-solid (VLS) method [269] have unique influences on the 

nanowire quality. In these processes, variables such as precursor 

concentration, temperature, catalyst size, and growth time, as well as 

factors like strain effects, phase transitions, and surface energy can 

contribute to the formation of internal nanopores [44,270]. 

By considering the complexities involved in the VLS method with 

potential for porous NW, the design of nanowires with MC simulations 

is aimed to provide a realistic representation of the experimental 

conditions with a three-dimensional cubic mesh, structured in 5 x 5 x 

5 cells along the x, y, and z axes, respectively. This mesh is configured 

to randomly introduce nanopores according to the specified porosity, 

and their boundaries are treated as fully diffusive to mimic the effect 

of nanopores with zero transmittance. Excluding the case of 0% 

porosity, ten different configurations are generated to account for the 

random distribution of nanopores for each porosity level. This 

randomness leads to slight variations in the results for each 

configuration. To provide a statistically reliable representation of these 

variations, error bars calculated with a 99 % confidence interval are 

included, as shown in Figure 3.11. 

Within a low porosity range, specifically below 5 %, the impact of 

nanopores on thermal conductivity appears minor and shows minimal 

variation in results, as indicated by the imperceptible error bars. As the 

porosity increases, however, a significant degradation effect of 

nanopores on the thermal conductivity becomes evident with the 

increasingly varied influence of nanopore distribution.. The calculated 

thermal conductivities fit the experimental data of M. Soini et al. at 20 % 

porosity, and our results closely match the values reported by T. 

Juntunen et al. within the margin of error for a porosity of 

approximately 25 %.  

This highlights the important role of nanopores as phonon scattering 
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sites, thus reducing the efficiency of heat transfer. Even if the lower 

experimental values may not be solely attributable to internal 

nanopores, the significance of this study remains pertinent because it 

provides a comprehensive understanding of how microstructural 

variations influence macroscopic thermal properties.  
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3.3 SUMMARY 

In this chapter, we have explored the thermal transport characteristics 

of GaAs nanostructures via Monte Carlo simulations. The ab-initio 

derived material properties of bulk GaAs validate the computational 

approach against experimental data and provide a solid foundation for 

subsequent MC simulations. Thus, it reinforces the applicability of DFT 

and DFPT in capturing the essential physics of phonon transport.  

Through the precise design of GaAs nanostructures with the 

implementation of boundary conditions, it is shown that the thermal 

conductivity is highly dependent on device dimensions and 

temperature. This study also provides insights into the transport 

regime transition from ballistic to diffusive regimes by means of the 

Knudsen number. The modal contributions of phonon modes to 

thermal transport make it possible to reveal the substantial 

contribution of optical modes, especially in lengths corresponding to 

their mean free path. The final section addresses the degradation 

effect of nanopores on the thermal conductivity of GaAs nanowires, 

considering potential imperfections in the synthesis process. 

Nevertheless, a more accurate simulation, including the complexity of 

the fabrication process, remains a challenge. Further investigation is 

required to capture their subtleties of phonon scattering and transport 

with greater precision. 

Throughout this chapter, the effect of device size, boundary effects, 

and temperature on thermal conductivity has been meticulously 

analyzed, and it could be widely used to explore the thermal properties 

of various materials and nanostructures for optimizing nanostructure 

designs to achieve desired thermal transport properties. In the next 

chapter, this simulation methodology will be applied to investigate 

two-dimensional materials and their various structural configurations, 

extending the scope of our research into novel material systems. 
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4 FULL BAND MONTE CARLO SIMULATION OF THERMAL 

TRANSPORT ACROSS LATERAL INTERFACE BETWEEN 2D 

MATERIALS  

Chapter 4 extends beyond the study of bulk material covered in 

Chapter 3, exploring the thermal properties of novel two-dimensional 

(2D) materials using full-band Monte Carlo (MC) simulations. The main 

focus lies on exploring the lateral heterostructures based on various 

2D materials, such as hexagonal boron nitride (h-BN), graphene, 

molybdenum disulfide (MoS2), and tungsten diselenide (WSe2). It 

offers a comprehensive investigation of the unique characteristics 

within these structures, mainly focusing on the transport of phonons 

across the interfaces. 

Section 4.1 begins with a detailed discussion of the density functional 

theory (DFT) calculations for 2D materials like h-BN, graphene, MoS2, 

and WSe2. These calculations provide essential material properties, 

including phonon dispersions, velocities, and scattering rates, vital for 

MC simulations. (4.1.1). Then, a comparative thermal conductivity 

analysis against experimental data is presented to validate the 

accuracy and reliability of the DFT calculations used in the study (4.1.2). 

Next, Section 4.2 advances into the realm of lateral heterostructures, 

describing h-BN/graphene (4.2.1) and MoS2/WSe2 combinations 

(4.2.2). In the device geometry, the lateral interface between 2D 

materials is defined by the diffuse mismatch model (DMM). The study 

investigates the interface thermal conductance (ITC) and examines the 

evolution of phonon modal contributions near the interface. A key 

aspect of this study is the implementation of directional temperature 

in calculating the ITC. The use of directional temperature not only 

accurately determines the ITC but also sheds light on the complex 

thermal dynamics within these nanostructures. 
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4.1 2D MATERIALS 

4.1.1 DFT calculations for 2D materials 

Before the investigation of devices based on 2D monolayer materials 

(h-BN, graphene, MoS2, WSe2), our study employs ab-initio 

calculations to derive material properties such as phonon dispersions, 

phonon group velocities, and scattering rates, which are essential as 

input parameters for subsequent MC simulations. Detailed discussions 

on each material and the rationale behind their selection are 

comprehensively presented in Chapter 2. The prefix '2D' or ‘monolayer’ 

before each material name is omitted throughout the text for 

consistency and brevity. Ab-initio calculations are performed using the 

Quantum ESPRESSO suite together with the local-density 

approximation (LDA) and norm-conserving pseudopotentials 

[150,151]. Despite the known limitations of LDA in accurately 

representing layered materials, mainly due to the lack of van der Waals 

(vdW) interactions, it has nonetheless been shown to compute phonon 

characteristics with high accuracy for the materials investigated in this 

study [69,150].  

For electronic calculations, the in-plane lattice parameters are 2.5045 

Å  for h-BN, 2.4381 Å  for graphene, 3.1880 Å  for MoS2, and 3.3171 Å  

for WSe2, which are close to the experimental values, respectively [271–

274]. The vacuum separation is set to 7 Å  along the z-direction to 

prevent non-physical interactions between the periodic images. The k-

point meshes for Brillouin zone sampling are 24 x 24 x 1 for h-BN, 16 

x 16 x 1 for both graphene and MoS2, and 8 x 8 x 1 for WSe2. The plane-

wave energy cutoff is 100 Ry to achieve the energy convergence and, 

given graphene's semi-metallic nature, cold smearing of 0.25 Ry is 

used. 

Except for WSe2, the harmonic second-order and anharmonic third-

order force constants are performed using q-point meshes of 16 x 16 

x 1 and  4 x 4 x 1, respectively. In the case of WSe2, the meshes used 

are 4 x 4 x 1 and 2 x 2 x 1, respectively.  Finally, all phonon properties 

are calculated using a well-converged mesh of 128 x 128 x 1 q-points 

with a Gaussian broadening of 10 cm⁻¹ for h-BN, graphene, and WSe2. 

For MoS2, a mesh of 140 x 140 x 1 q-points and a broadening of 2 cm⁻¹ 
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are used. Detailed methodology and application of ab-initio 

calculation for phonon are already discussed in Chapter 3. 

Figure 4.1 shows the calculated phonon dispersion compared with 

experimental results along the high symmetry paths. The solid lines 

represent the theoretical predictions of our DFT calculations, while the 

Figure 4.1 Calculated phonon dispersions for (a) h-BN, (b) Graphene, (c)  

MoS2, and (d) WSe2 along the high symmetry paths as compared to the 

experimental data [275–278].  
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open circles indicate the values obtained from experimental 

measurements. The experimental data for h-BN, graphene, and WSe2 

determined from inelastic x-ray scattering (IXS) measurement, and the 

data for MoS2 are measured by neutron scattering technique [275–

278]. It can be appreciated a satisfactory agreement between the 

calculated and experimental data, validating the accuracy of our model, 

and our results do not suffer from unphysical negative frequencies. 

Both h-BN and graphene have two atoms per primitive cell, resulting 

in six phonon modes: longitudinal acoustic (LA), transverse acoustic 

(TA), and flexural acoustic (ZA), modes and three optical modes (ZO, 

TO, LO). Their phonon dispersions extends up to approximately 50 THz.  

The modes with the lowest frequencies in both the acoustic and optical 

branches are associated with their out-of-plane motion, respectively. 

In the vicinity of the Gamma point (Γ), the ZA mode displays the 

quadratic dispersion, while the LA and TA modes exhibit linear 

dispersion, showing the in-plane stiffness of the lattice.  

In contrast to bulk h-BN, which is a polar material, the LO–TO splitting 

caused by long-range Coulomb interactions at the Gamma point is not 

observed due to the unique characteristics of the 2D material [279], as 

shown in Figure 4.1 (a). For graphene, as demonstrated in Figure 4.1 

(b), while there are some discrepancies in the optical modes compared 

to experimental results, overall the phonon dispersion shows excellent 

agreement with the experimental data..  

In Figure 4.1 (c) and (b), the phonon dispersion relations for MoS2 and 

WSe2 are illustrated, respectively. Both MoS2 and WSe2  contain three 

atoms per primitive cell, with a central layer of Mo or W atoms, each 

covalently bonded and sandwiched between two layers of S or Se 

atoms [280]. This tri-layered atomic arrangement presents a more 

complex phonon spectrum with three acoustic and six optical modes 

than that of binary compounds such as h-BN and graphene. Note that 

we consider the optical modes collectively rather than distinguishing 

between them in detail, which is beyond the scope of this study.  

The acoustic modes of MoS2 and WSe2 exhibit a less pronounced 

dispersion.  At higher frequencies, the optical modes reflect the mass 

difference between the heavier transition metal atoms (either Mo with 
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an atomic mass number of 95.95 or W with 183.84) and the lighter 

chalcogenide atoms (either S with an atomic mass number of 32.06  or 

Se with 78.97) [281]. The substantial atomic masses in TMDCs account 

for their lower optical frequencies when contrasted with h-BN and 

graphene, which are composed of lighter atoms. Furthermore, the 

significant mass disparity in MoS2 and WSe2 leads to a broader phonon 

spectrum due to the different relative movements of the heavier and 

lighter atoms. For WSe2, while its phonon dispersion closely resembles 

that of MoS2, it has a generally lower frequency range because the 

atomic mass of W is approximately twice that of Mo. 

Figure 4.2 presents a detailed cartographic representation of phonon 

group velocities, which are computed as the norm at each q-point 

across the full Brillouin zone for h-BN at 300 K. Unlike 3D systems such 

as GaAs in Chapter 3, 2D materials allow for the entire BZ to be 

intuitively visualized through contour mapping. High symmetry points 

in the Brillouin zone are indicated by red dots in panel (a). Panels (a) 

through (f) in Figure 4.2 display the group velocities for modes 1 to 6, 

categorizing modes 1 to 3 as acoustic and modes 4 to 6 as optical.  

Figure 4.2 Cartography of the phonon group velocity for h-BN over all 

Brillouin zone at 300 K. Panels (a)-(f) depict the group velocities for 

modes 1 to 6. High symmetry points are marked with red dots in panel 

(a). 
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The results reveal that the phonon group velocities are distinctly non-

isotropic. Such anisotropy emphasizes the importance of employing a 

full-band description of the BZ rather than relying on a simplified 

isotropic analytical formula. In mode 3, which corresponds to the LA 

mode, we observe the highest group velocity near the Gamma point. 

This is consistent with the expected behavior of LA mode shown in 

Figure 4.1 (a). 

Similar to Figure 4.2 for h-BN, Figure 4.3 displays the group velocity 

distribution for graphene, mapped over the same velocity range for 0 

to 20 km/s. The overall patterns of group velocity distribution in 

graphene appear analogous to those in h-BN. But, the brighter colors 

in the acoustic modes from mode 1 to 3 for graphene indicate higher 

group velocities when compared to h-BN. 

Figure 4.4 and 4.5 illustrate the phonon group velocity distribution for 

MoS2 and WSe2, respectively, which, in contrast to h-BN and graphene, 

features a total of nine phonon modes due to its more complex 

structure. Thus, modes 1 through 3 are the acoustic phonon modes, 

while modes 4 through 9 represent the optical phonon modes. 

Figure 4.3 Cartography of the phonon group velocity for graphene over 

all Brillouin zone at 300 K. Panels (a)-(f) depict the group velocities for 

modes 1 to 6. 
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Reflecting their distinct vibrational properties, expected to lower group 

velocities when compared to the aforementioned 2D materials, a 

velocity range is adjusted to 0 to 5 km/s.  

As a result, both MoS2 and WSe2 exhibit reduced phonon group 

velocities, a consequence of the higher atomic masses of their 

constituent transition metal and chalcogenide atoms. Specifically, 

mode 3 (LA) near the Gamma point displays the highest group 

velocities in both materials. Across the Brillouin zone, modes 1 and 2 

of MoS2 show generally higher velocities than those in WSe2. 

In the optical region, encompassing modes 4 through 9, both materials 

demonstrate comparably low group velocities, suggesting a minor 

contribution from these modes to thermal transport compared to 

Figure 4.4 Cartography of the phonon group velocity for MoS2 over all 

Brillouin zone at 300 K. Panels (a)-(i) depict the group velocities for 

modes 1 to 9. 
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acoustic modes. However, a subtle distinction is observed in modes 8 

and 9, where MoS2 has more pronounced regions of higher velocity, 

inferring that WSe2 may possess the lowest thermal transport 

properties. By integrating these findings with the phonon scattering 

rates discussed in next page, the thermal conductivity of each material 

can be predicted with high accuracy. 

Figure 4.5 Cartography of the phonon group velocity for WSe2 over all 

Brillouin zone at 300 K. Panels (a)-(i) depict the group velocities for 

modes 1 to 9. 
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Figure 4.6 shows the cartography of phonon scattering rates, which are 

the sum of the contributions of normal, Umklapp, and isotope 

scattering mechanisms at each q-point across the entire Brillouin zone 

for h-BN at 300 K. As with Figure 4.2, the data is organized for modes 

1 to 6, with modes 1 to 3 represented as acoustic and modes 4 to 6 as 

optical. Due to the wide range of scattering rates, which span several 

orders of magnitude, a logarithmic scale is employed to map values 

across a spectrum ranging from 10-2 to 101 THz. This figure provides a 

clear visualization of the scattering rate's variation, offering insights 

into the dynamic phonon interactions within h-BN. 

The acoustic modes 1 to 3 in Figure 4.6 (a) to (c) exhibit markedly low 

scattering rates near the Gamma point, with this trend being most 

pronounced for mode 1. In mode 2, heightened phonon scatterings 

are displayed at the K points, while mode 3 is characterized by stronger 

scattering at the M points. Such localized scattering phenomena 

suggest that interactions at specific symmetry points in the BZ are 

more likely to disrupt phonon transport in these modes. Remarkably, 

Figure 4.6 Cartography of the phonon scattering rate for h-BN over all 

Brillouin zone at 300 K. Panels (a)-(f) depict the scattering rates for 

modes 1 to 6. High symmetry points are marked with red dots in panel 

(a). 
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modes 5 and 6, corresponding optical modes, show consistently high 

scattering rates throughout the BZ. This widespread scattering implies 

that these optical modes may be significantly impeded by interactions, 

leading to a diminished thermal transport property. 

In Figure 4.7, the phonon scattering rates at 300 K are illustrated for 

graphene across the BZ, using the same logarithmic scale range as 

used to h-BN. A comparison with the h-BN results reveals a universally 

lower scattering rate across all phonon modes in graphene. In 

particular, this is noteworthy in modes 5 and 6, where the scattering 

rates remain low, showing the exceptional characteristics of graphene. 

Composed solely of carbon atoms with sp² hybridization, these strong 

bonds are less susceptible to vibrational disruption, resulting in lower 

phonon scattering rates. Therefore, even though graphene exhibits 

phonon dispersion and group velocity profiles similar to those of h-

BN, these results are strongly correlated with the superior thermal 

conductivity of graphene. 

 

Figure 4.7 Cartography of the phonon scattering rate for graphene over 

all Brillouin zone at 300 K. Panels (a)-(f) depict the scattering rates for 

modes 1 to 6. 
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Figures 4.8 and 4.9 illustrate the phonon scattering rates for MoS2 and 

WSe2, respectively, including nine distinct phonon modes. For direct 

comparison, the identical logarithmic scale range as h-BN and 

graphene has been employed. Across all modes, MoS2 shows small 

scattering rates near the Gamma point in the acoustic modes 1 to 3, 

even less than in h-BN and graphene. Similarly, scattering rates in the 

optical modes are observed below 10 THz as shown in Figure 4.8 (d) 

to (i). However, considering lower group velocities of MoS2, its thermal 

conductivity properties are likely to be lower compared to h-BN and 

graphene. 

In the case of WSe2, the behavior diverges significantly from that of 

MoS2. Except for modes 4 and 5, WSe2 exhibits strong phonon 

scattering across the modes. Interestingly, mode 7 shows a significant 

scattering peak at the Gamma point. This could be due to the heavier 

Figure 4.8 Cartography of the phonon scattering rate for MoS2 over all 

Brillouin zone at 300 K. Panels (a)-(i) depict the scattering rates for 

modes 1 to 9. 
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atomic mass of Se compared to S in MoS2, which can lead to a higher 

degree of anharmonicity in the lattice vibrations and hence increased 

phonon interactions and scattering. Consequently, this substantial 

phonon scattering implies a reduced phonon lifetime, which could 

adversely affect the thermal conductivity of WSe2. The observed 

scattering behavior provides valuable insights into the intrinsic phonon 

scattering mechanisms at play within 2D materials. 

 

 

Figure 4.9 Cartography of the phonon scattering rate for WSe2 over all 

Brillouin zone at 300 K. Panels (a)-(i) depict the scattering rates for 

modes 1 to 9. 
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Figure 4.10 Average phonon scattering rates for (a) h-BN, (b) Graphene, 

(c) MoS2, and (d) WSe2. These rates, which include normal (red solid line), 

Umklapp (blue dashed line), and Isotope (black dotted line) processes, 

are plotted as functions of temperature, ranging from 0.1 to 1000 K. 

Data points from the work of A. Cepellotti et al. at 300 K are denoted by 

symbols [69]: circles for normal (N) processes, triangles for Umklapp (U) 

processes, and squares for isotope (Iso) scattering. 
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To further comprehensive analysis, we examine the average phonon 

scattering rates for h-BN, graphene, MoS2, and WSe2 over an extensive 

temperature range from 0.1 to 1000 K. The analysis distinguishes the 

phonon scattering processes into normal (N) and Umklapp (U) events, 

as well as to isotope scattering (Iso), with in-depth definitions and 

explanations provided in Section 2.1.3. The average scattering rate of 

each mechanisms is expressed as  

< 𝜆𝑖 > =  

∑ 𝑓𝐵𝐸,𝑠(𝑓𝐵𝐸,𝑠 + 1)
(ℏ𝜔𝑠)

2

𝑘𝐵𝑇2 𝜆𝑠
𝑖

𝑠

∑ 𝑓𝐵𝐸,𝑠(𝑓𝐵𝐸,𝑠 + 1)
(ℏ𝜔𝑠)2

𝑘𝐵𝑇2𝑠

(4.1) 

where 𝑖 refers to each scattering processes (N, U, Iso), and  𝑓𝐵𝐸,𝑠 is the 

Bose Einstein distribution function for a phonon in state 𝑠 . For 

phonon isotope scattering, natural isotopic concentrations are chosen: 

B (19.9% 10B, 80.1% 11B), N (99.634% 14N, 0.366% 15N), C (98.93% 12C, 

1.07% 13C), Mo (14.77% 92Mo, 9.23% 94Mo,15.9% 95Mo, 16.68% 96Mo, 

9.56% 97Mo, 24.19% 98Mo, 9.67% 100Mo), S (94.99% 32S, 0.75% 33S, 4.25% 
34S, 0.01% 36S), W (0.12% 180W, 26.5% 182W, 14.31% 183W, 30.64% 184W, 

28.43% 186W), and Se (0.89% 74Se, 9.37% 76Se, 7.63% 77Se, 23.77% 78Se, 

49.61% 80Se, 8.73% 82Se) [281]. 

Figure 4.10 shows the temperature dependence of the average 

phonon scattering rates for h-BN, graphene, MoS2, and WSe2, 

respectively. The normal scattering is represented by a red solid line, 

Umklapp scattering by a blue dashed line, and isotope scattering by a 

black dotted line. Except WSe2, comparative values at 300 K have been 

extracted from existing literature where analogous calculations were 

performed [69]. 

Across all examined materials, the phonon-phonon scattering 

mechanisms, corresponding normal and Umklapp events, increase 

with temperature because the increased vibrational energy by high 

temperature raises the likelihood of phonons interacting with one 

another. However, phonon-isotope scattering exhibits a slightly 

different temperature dependence since the isotopic composition 

remains constant with temperature, except at low temperatures where 

anharmonic effects are suppressed. 
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For h-BN in Figure 4.10 (a), a distinctive feature of 2D materials is 

highlighted that normal scattering dominates over Umklapp scattering 

at all temperatures. The reduced dimensionality amplifies the role of 

normal scattering, which enables phonons to largely conserve their 

momentum. This prominent behavior indeed has implications for 

phonon transport and its hydrodynamics behavior in 2D system [282]. 

In the hydrodynamic regime, phonons could propagate in collective 

wave-like motions, also referred to as ‘second sound’ [69,283]. 

Additionally, the substantial isotope mixture in B atoms in h-BN leads 

to strong phonon-isotope scattering that surpasses phonon-phonon 

scattering beyond 200 K, highlighting the importance of considering 

this effect in thermal transport simulations. 

In graphene, the dominance of normal processes over Umklapp 

processes is even more pronounced than in 2D h-BN, as shown in 

Figure 4.10 (b). The strong covalent bonds between carbon atoms in 

graphene are a major factor contributing to this dominance of normal 

processes. The flexural phonon modes are significant contributors to 

thermal transport due to its strong carbon bonding and highly 

symmetric structure, which in turn lead to enhanced normal scattering 

[71]. Regarding isotope scattering, although there are slight 

differences in the literature, its impact is relatively low in graphene, 

primarily attributed to the material's pure carbon composition. This 

results in remarkably high graphene's thermal conductivity, as 

phonons carry thermal energy more efficiently across the lattice with 

fewer interruptions. 

Figure 4.10 (c) displays the investigation of MoS2 showing a trend 

similar to that of h-BN and graphene, where normal scattering 

processes take precedence over Umklapp events. This tendency 

becomes more pronounced at temperatures exceeding ambient 

conditions. A noteworthy observation is that phonon-isotope 

scattering in MoS2 is comparable to phonon-phonon scattering at 300 

K. This can be attributed to the presence of various isotopes of the Mo 

atom. The data provided by A. Cepellotti et al. align precisely with 

these findings.  
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Contrary to the scattering behavior typically observed in other 2D 

materials, WSe2 exhibits a completely different pattern. In this material, 

there is no discernible dominance of normal scattering processes over 

Umklapp processes across the entire temperature range. This 

phenomenon may stem from the considerable atomic mass of both W 

and Se atoms compared to those in other materials. Umklapp 

processes in WSe2 are not suppressed to the extent they are in lighter 

2D materials, thus altering the balance between the two scattering 

mechanisms. This could be a consequence of increased anharmonicity 

by heavier atoms, thereby facilitating Umklapp scattering.  

Moreover, despite the substantial variety of isotopes in W and Se, 

WSe2 demonstrates relatively lower phonon-isotope scattering than 

MoS2. This indicates that phonon-isotope scattering is influenced not 

only by the natural abundance of isotopes but also by the mass 

variance among them. For instance, Mo atoms span a mass variance of 

up to 8 atomic mass units across their stable isotopes, while W isotopes, 

exhibiting a range in mass numbers from 180 to 186, may not 

introduce the same level of scattering. 

The research into the phonon scattering mechanisms within WSe2 at 

varying temperatures reveals a gap in our understanding, particularly 

regarding the temperature-dependent behavior of phonon 

interactions. These gaps underscore the necessity for targeted studies 

on the influence of thermal effects on phonon lifetimes and transport 

in heavier 2D materials. Such in-depth analysis could provide a robust 

theoretical framework for future research to explore the peculiarities 

of phonon dynamics in these materials. 

In summary, Figure 4.10 (a) to (d) elucidate the complex interplay 

between scattering mechanisms and temperature, underscoring the 

distinctiveness of 2D materials. It is crucial to note that these scattering 

rates represent average values, offering insights into the relative 

contributions of each scattering mechanism rather than serving as 

absolute measures. 
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4.1.2 Comparison with experimental data for 2D material thermal 

conductivities 

Figure 4.11 Thermal conductivities of (a) h-BN, (b) Graphene, (c) MoS2,  

and (d) WSe2 nanofilms as a function of device length. Data points 

include Monte Carlo  simulations (crosses), effective model (lines), and 

experimental results (triangles) [66,86,87,97,98,104,284,285] 
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In Section 4.1.1, we obtained the phonon properties of various 2D 

materials necessary for Monte Carlo (MC) simulations through DFT 

calculations. In this section, the accuracy of the DFT data is validated 

by examining the length-dependent thermal conductivity of h-BN, 

graphene, MoS2, and WSe2 nanofilms at room temperature. The results 

are also compared against experimental measurements and 

theoretical values from other references, as illustrated in Figure 4.11. 

For these analyses, we utilize the device type depicted in Figure 3.4 (a), 

which is a nanofilm in a cross-plane configuration (CPNF) in MC 

simulation. It's important to note that the unit cell volume of the 2D 

materials is normalized to a reference volume, typically the volume of 

a corresponding unit cell in the bulk crystal structure. The thickness in 

the perpendicular direction is chosen based on the experimental 

thickness of the corresponding bulk material, utilizing c/a ratios of 

1.317 for h-BN, 1.367 for graphene, 1.945 for MoS2, and 1.962 for WSe2 

[69,271]. The symbol 'c' refers to the interlayer spacing in bulk 

materials, with h-BN having an interlayer spacing of 3.298 Å , graphene 

with 3.333 Å , MoS2 with 6.201 Å , and WSe2 with 6.508 Å . These 

calculations exclude the vacuum space between periodic repetitions of 

the 2D slab. 

In Figure 4.11 (a), the MC results for h-BN, indicated by red crosses, 

show a trend converging towards the ballistic model (dotted line) for 

shorter device lengths where phonons are less likely to scatter, 

resulting in ballistic transport. As the device length increases, the 

calculated thermal conductivities approach the diffusive limit (dashed 

line), exhibiting asymptotic behavior. The effective model (solid line) 

aligns with the MC results across all device lengths, thereby 

demonstrating its applicability to 2D device systems as well. At a device 

length of 10 μm, the thermal conductivity values are in agreement with 

the experimental measurements for monolayer (triangle) [87] and 

bilayer (inverted triangle) h-BN [86], within the margin of error. 

In Figure 4.11 (b), a discrepancy between MC simulation results for 

graphene, depicted by blue crosses, and the experimental values 

represented by triangles is observed. At a device length of 500 nm, our 

MC result yields a thermal conductivity of 411 W/mK, whereas the 
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experimental result shows a much higher value of 981 ±  184 W/mK 

[66]. Even though the calculated thermal conductivity at the diffusive 

limit is 2603 W/mK, which agrees with the experimental result of 2600 

±  658 W/mK [284], it still diverges from the MC results for longer 

devices. This divergence can be attributed to the use of the 

implementation of the scattering using a relaxation time 

approximation (RTA), in which phonons return to equilibrium at an 

average rate  in solving the Boltzmann transport equation (BTE) within 

our MC simulations [188,206], as detailed in Section 2.2.1. 

As illustrated in Figure 4.10, normal processes are typically dominant 

over Umklapp processes in 2D materials, and this is particularly 

pronounced in graphene. The RTA assumes that each scattering events 

contribute to relaxation towards equilibrium, but N processes do not 

directly contribute to thermal resistance. Instead, they redistribute the 

out-of-equilibrium phonon population [69]. Therefore, the RTA usually 

does not capture this redistribution accurately. To overcome the 

limitations of the RTA, alternative methods such as the iterative 

solutions to the BTE or the implementation of Callaway’s model are 

often employed for such 2D systems [68,69,202]. 

For MoS2 nanofilms, despite concerns regarding the limitations of RTA 

in 2D systems, the MC simulation results (green crosses) agree 

perfectly with experimental data (triangle) [97]. With a nanofilm length 

of 10 μm, our result closely approaches the diffusive value of 112 

W/mK, displaying remarkable accuracy compared to the theoretical 

calculations of 108 W/mK (sky blue triangle) from other studies [98], as 

depicted in Figure 4.11 (c). Furthermore, in Figure 4.11 (d), the results 

for WSe2 (purple crosses) also match the experimental data (triangle) 

[285] within the margin of error. Similarly, the diffusive value of the 

theoretical limit calculated using our DFT data coincides almost 

perfectly with other theoretical calculations (orange triangle) from the 

literature [104]. 

Although the RTA may fall short, especially in graphene, where normal 

processes are extremely dominant, our model still demonstrates 

overall reliability, as shown by the close agreement with experimental 

measurements. The alignment of our long-device thermal conductivity 

results with theoretical predictions confirms the accuracy of calculated 
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DFT data, underscoring the robustness of our simulation methods. 

Consequently, our findings provide a trustworthy foundation for 

exploring heterostructures based on 2D materials in the next section. 



 

129 

4.2 LATERAL HETEROSTRUCTURE BASED ON 2D MATERIALS 

4.2.1 2D h-BN/Graphene lateral heterostructure 

4.2.1.1 Device geometry 

 

 

 

 

Figure 4.12 Sketch of the simulated h-BN/graphene lateral 

heterostructure. Red/blue faces for hot/cold thermostats with TH = 302 

K, TC = 298 K, respectively. Yellow zone indicates the DMM interface. 
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Figure 4.12 shows the investigated h-BN/graphene lateral 

heterostructure, illustrating the top view of the in-plane 

nanostructures. The red and blue regions indicate hot and cold 

thermostats set at 302 K and 298 K, respectively, positioned on 

opposite ends of the structure. Given their arrangement with the hot 

thermostat on the left and the cold one on the right, the thermal flux 

is naturally oriented to flow in the positive x-direction. The structures 

are assumed to extend infinitely in the y-direction by applying periodic 

boundary conditions, thereby eliminating edge effects from the 

analysis.  

The lengths of the h-BN and graphene regions are denoted as LL and 

LR, respectively, and their sum constitutes the total device length L. The 

central yellow zone represents the diffusive interface, which is situated 

at the central region of the structure by employing the diffuse 

mismatch model (DMM) [232,235]. Regardless of variations in the 

device length L, the defined DMM interface is consistently placed at 

the midpoint between the two materials (x = L/2) to facilitate the study 

of the interface thermal conductance. A finite rectangular mesh, 

consisting of cells of lengths no greater than 1 nm, is employed in our 

MC simulator along the x-axis for the numerical evaluation of the 

thermal characteristics of the devices. 
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4.2.1.2 Calculation of the interface thermal conductance 

In lateral heterostructures, measuring the temperature in each material 

region and quantifying the interface thermal conductance (ITC) at the 

junction between the two materials is important for developing 

devices with optimal performance and advancing the understanding 

of thermal phenomena. The ITC, which is computed by dividing the 

heat flux density by the difference in the temperatures on each side of 

the interface, reflects the efficiency of heat transfer from one material 

to another [239].  

As discussed in the Section 2.2.3, defining temperature within the 

simulation is critical for correctly determining the ITC. The standard 

Figure 4.13 Calculated temperature profiles of 𝑇 (black), 𝑇+ (red) and 

𝑇− (blue) for a length h-BN/graphene heterostructure with L = 100 nm. 

Red and blue diamonds show the temperature of the hot and cold  

thermostats, respectively. 
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temperature 𝑇 assuming an equilibrium state based on Bose-Einstein 

statistics may not be suitable for describing heat transfer in 

heterostructures. Therefore, we utilize the concept of directional 

temperature (𝑇+ and 𝑇−), defined from the energy density associated 

with the phonon sub-populations possessing positive and negative 

velocities, respectively. This approach enables us to compute 

accurately the ITC by capturing the anisotropic nature of heat flow 

within these structures [238,239]. 

Figure 4.13 displays the calculated temperature profiles of the 

standard temperature 𝑇 (black), as well as the directional temperatures 

𝑇+ (red) and 𝑇− (blue) in a 100 nm h-BN/graphene heterostructure, 

composed of 50 nm lengths of both h-BN and graphene. In the 

heterostructure depicted in Figure 4.12, the h-BN is in contact with the 

hot thermostat, while the graphene touches the cold thermostat.  

At each contact point, the standard temperature shows discrepancies 

with the hot and cold thermostats, represented by red and blue 

diamonds. However, the directional temperatures maintain continuity 

near the respective hot and cold thermostats. If there is no 

temperature bias, all temperatures would align ( 𝑇+ = 𝑇− =  𝑇 ) at 

equilibrium. At the interface, a distinct temperature drop is observed, 

indicating a significant thermal gradient. Depending on the selected 

temperature definitions, there are two different temperature drop at 

interface [239].  

∆𝑇std
𝐼 = 𝑇(𝑥 − 𝜖) − 𝑇(𝑥 + 𝜖) (4.2) 

∆𝑇local
𝐼 = 𝑇+(𝑥 − 𝜖) − 𝑇−(𝑥 + 𝜖) (4.3) 

where ϵ represents an infinitesimally short distance, for the purposes 

of numerical measurement, it is set to 2 Å.  

Thus, these two quantities lead to the different ITC values as depicted 

in Figure 4.14. Using the standard temperature difference ∆𝑇std
𝐼  (black 

crosses), the ITC results are consistently double those calculated using 

directional temperatures ∆𝑇local
𝐼  (purple crosses) across all device 

lengths. The results based  ∆𝑇local
𝐼  are well matched with analytical 

model [239] (dotted line) because of the advantage of directional 
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temperatures in capturing the behavior of phonons that actually 

interact with the interface. When compared with results from the non-

equilibrium Green’s function (NEGF) method [286] and molecular 

dynamics simulation [287], those results using the ∆𝑇std
𝐼  for the ITC 

calculation show similarly results far from the analytical model and our 

MC results employed ∆𝑇local
𝐼 . 

Previous studies have confirmed that MC simulations with directional 

temperatures accurately estimate the ITC in bulk materials such as 

silicon and germanium [240,241]. Our study extends this validation to 

Figure 4.14 Comparison of interface thermal conductance (ITC) 

calculated using the standard temperature difference (black crosses) and 

the directional temperatures (purple crosses) as a function of the device 

length. The analytical model is represented by the dotted line, while 

results from other studies employing NEGF [286] and MD [287] methods 

are indicated with triangles for comparison. 
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the ITC prediction between 2D materials, reinforcing the method's 

applicability in these novel structures. 

 

4.2.1.3 Evolution of phonon modal contribution near the interface 

To further investigate the phenomena occurring near the interface, we 

calculate the modal contribution of the each phonon modes to the 

total heat flux density along the x-axis in a 100 nm long h-

BN/graphene lateral heterostructure, as shown in Figure 4.15. The 

contributions of all modes at each position sum up to 100 percent, in 

line with the conservation of total heat flux. In both material regions, 

the contribution of optical modes is obviously small compared to 

acoustic modes. Remarkably, the ZA mode contributes over 40 % to 

Figure 4.15 Modal contributions of phonon modes to the total heat flux 

density in a 100 nm long h-BN/graphene heterostructure. 
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the heat flux density in graphene, playing a more significant role than 

in the h-BN area. This is because the low atomic mass and high 

strength of the carbon-carbon bonds allow for more pronounced 

flexural movements, leading to a larger contribution from ZA modes 

to thermal transport. 

A key point in this figure is that the phonon modes are significantly 

perturbed upon traversing the DMM interface, exhibiting a distinct 

curvature. This behavior indicates a strong non-equilibrium transport 

regime within a few nanometers of the interface. Consequently, the 

adoption of a standard temperature assuming equilibrium exhibits 

clear limitations due to the pronounced non-equilibrium region 

around the interface. Therefore, the adoption of directional 

temperatures instead of standard temperatures offers a more accurate 

representation of these non-equilibrium conditions, thus facilitating a 

precise calculation of the ITC for lateral heterostructures with 

interfaces. 
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4.2.1.4 Effect of diffusive interface between 2D materials compared to 
homogeneous 2D nanofilm 

Figure 4.16 presents the thermal conductivity for h-BN (red), graphene 

(blue) nanofilms, and the h-BN/graphene heterostructure (purple) as a 

function of device length. The data for h-BN and graphene nanofilms 

are extracted from the MC results, previously presented in Figure 4.11 

(a) and (b), respectively. This side-by-side comparison sheds light on 

the role of interfaces within the heterostructure and their effect on 

thermal transport. 

Figure 4.16 Comparison of thermal conductivity as a function of device 

length for h-BN nanofilms (red line), graphene nanofilms (blue line), and 

their combined h-BN/graphene heterostructure (purple line) at 300 K. 

The conductivities for h-BN and graphene are based on the MC results 

from Figure 4.11 (a) and (b). 
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The calculated results of the h-BN/Graphene lateral heterostructure 

exhibits an intriguing dependency on the device length. For device 

lengths below approximately 500 nm, the thermal conductivity of the 

heterostructure is reduced relative to that of homogeneous h-BN and 

graphene nanofilms, due to phonon scattering at the interface 

between the two materials. However, as the device length increases 

beyond 500 nm, the thermal conductivity of the heterostructure begins 

to surpass that of homogeneous h-BN nanofilm, while still remaining 

below the thermal conductivity of graphene. This indicates a 

diminishing influence of the interface on thermal resistance with 

increased length, allowing the inherently high thermal conductivity of 

graphene to progressively dominate within the heterostructure.  
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4.2.2 2D MoS2/WSe2 lateral heterostructure 

4.2.2.1 Device geometry 

Figure 4.17 illustrates a 2D MoS2/WSe2 lateral heterostructure, which 

closely mirrors the design of the 2D h-BN/graphene heterostructure 

depicted in Figure 4.12. To distinguish between the two different 

materials within this heterostructure, each atom is color-coded: Mo 

atoms are in green, S atoms in yellow, W atoms in purple, and Se atoms 

in gray. MoS2 is positioned on the left in contact with the hot 

thermostat and WSe2 is situated on the right adjoining the cold 

thermostat. Aside from this, the setup maintains the same conditions 

as the previously mentioned 2D h-BN/graphene heterostructure. 

Figure 4.17 Sketch of the simulated MoS2/WSe2 lateral heterostructure. 

Red/blue faces for hot/cold thermostats with TH = 302 K, TC = 298 K, 

respectively. Yellow zone indicates the DMM interface. 
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4.2.2.2 Calculation of the interface thermal conductance 

Similar to the analysis in Section 4.2.1, Figure 4.18 presents the 

interface thermal conductance (ITC) results calculated across various 

device lengths for a MoS2/WSe2 lateral heterostructure. ITC 

calculations based on standard temperature differences (black crosses) 

show excessive values and an unexpected length-dependent trend, 

deviating from analytical predictions (dashed line). This phenomenon 

is also reflected in results obtained using molecular dynamics (MD) 

methods (triangles) from other studies [126], which show an even more 

Figure 4.18 Comparison of interface thermal conductance (ITC) 

calculated using the standard temperature difference (black crosses) and 

the directional temperatures (purple crosses) as a function of the device 

length. For comparative purposes, the analytical mode and results from 

other studies employing MD method [126] are indicated with the dotted 

line and triangle, respectively. 
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pronounced length-dependence.  

On the other hand, directional temperature-based calculations (purple 

crosses) demonstrate length-independent ITC, in agreement with 

theoretical expectations. The work from Z. Liang et al. also highlighted 

that introducing an extremely rough interface leads to a size-

independent interface thermal resistance [288], which is analogous to 

our findings. The standard temperature oversimplifies the complex 

phonon interactions at the interface, whereas directional temperatures 

provide an advanced approach that captures the thermal properties in 

a non-equilibrium system, leading to more accurate ITC calculations. 

 

4.2.2.3  Unexpected length dependence on ITC 

To investigate the unexpected length dependence of the ITC 

calculated using the standard temperature, the temperature profiles 

are calculated for MoS2/WSe2 heterostructures of lengths 10 nm, 50 

nm, and 100 nm, as shown in Figure 4.19 (a), (b), and (c), respectively. 

As with Figure 4.13, the profiles include the standard temperature 𝑇 in 

black, alongside directional temperatures 𝑇+ in red and 𝑇− in blue.  

Figure 4.19 Temperature profiles of 𝑇 (black), 𝑇+ (red) and 𝑇− (blue) for 

MoS2/WSe2 heterostructures of varying lengths: (a) 10 nm, (b) 50 nm, 

and (c) 100 nm. Red and blue diamonds show the temperature of the 

hot and cold  thermostats, respectively. 
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In panel (a), the device with a length of 10 nm exhibits nearly flat 

temperature profiles which are attributed to phonons moving in a 

ballistic regime due to the very short length, allowing the temperature 

of the thermostat to be transmitted almost directly. As the device 

length increases, the internal temperature gradient becomes steeper, 

leading to a reduction in the temperature jumps (∆𝑇std
𝐼  and ∆𝑇local

𝐼 ) at 

the interface.  

With the extension of the device length, the curvatures of the standard 

temperature near the interface are notably observed, contrasting the 

more consistent profiles of the directional temperatures. This curvature 

indicates a deviation from equilibrium, particularly near the diffusive 

interface, where non-equilibrium conditions are expected to prevail. 

This leads the standard temperature, which assumes equilibrium, to 

exhibit this anomalous behavior. 

In a heterostructure, the diffusive interface between two materials, 

defined by the DMM, is significantly influenced by the lattice constants 

of these materials, affecting the efficiency of phonon transmission 

across the interface [235]. For instance, in the h-BN/graphene lateral 

heterostructure, the relatively low lattice mismatch of approximately 

2.7 % results in less pronounced effects on the ITC, not exhibiting 

significant length dependence when calculated using the standard 

temperature.  

However, in the MoS2/WSe2 heterostructure, the larger lattice 

mismatch of around 3.9 % leads to more substantial impacts on the 

ITC. This mismatch contributes to increased phonon scattering at the 

interface, manifesting as a notable length-dependent behavior in the 

ITC when calculated using standard temperature. In conclusion, a 

substantial mismatch can increase phonon scattering and lead to non-

equilibrium conditions, which can be more accurately captured by 

using directional temperatures instead of assuming a standard 

temperature across the interface. 
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Lastly, Figure 4.20 provides the modal contributions of various phonon 

modes within MoS2/WSe2 heterostructures with varying lengths of 10 

nm, 50 nm, and 100 nm to analyze the phenomenon occurring near 

this interface in more detail. Similar to the h-BN/graphene 

heterostructure in Figure 4.15, phonon modes exhibit significant 

perturbation when traversing the DMM interface in the MoS2/WSe2 

heterostructure.  

Regardless of the device length, the substantial contribution from the 

ZA mode is consistent due to their enhanced role in 2D structures. A 

noteworthy observation is the increasing curvature of the modal 

contributions as the length of the heterostructure expands. In panel (a), 

representing the length of 10 nm, the variations in modal contribution 

are relatively flat. In contrast, panel (c) for the 100 nm device exhibits 

much more pronounced curvature, notably near the interface. 

The enhanced curvature observed in longer heterostructures suggests 

the system is far from the equilibrium regime, particularly near the 

interface where non-equilibrium conditions are more pronounced. 

This trend agrees with the temperature profile analysis previously 

detailed in Figure 4.19. 

Figure 4.20 Modal contributions of phonon modes to the total heat flux 

density in MoS2/WSe2 heterostructures for device lengths of (a) 10 nm, 

(b) 50 nm, and (c) 100 nm. 
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4.3 SUMMARY 

This chapter presented an in-depth analysis of thermal transport in 2D 

materials (h-BN, graphene, MoS2, and WSe2) and their lateral 

heterostructures. In DFT calculations, the accuracy of the results is 

evidenced by the good agreement between calculated phonon 

dispersion and experimental data, avoiding the issue of unphysical 

negative frequencies. A significant advancement presented in the 

chapter is the detailed cartographic representation of phonon group 

velocities and scattering rates for 2D materials. It reveals distinct non-

isotropic characteristics, underscoring the importance of employing a 

full-band description of the Brillouin Zone. 

Through the analysis of average phonon scattering rates, we found 

that normal scattering dominates over Umklapp scattering at all 

temperatures for these 2D materials. Moreover, substantial isotope 

mixtures in h-BN and MoS2 result in strong phonon-isotope scattering 

comparable to phonon-phonon scattering at 300 K. The reliability of 

our simulation methodology is validated by calculating the thermal 

conductivity, which is closely aligned with experimental measurements. 

While slight discrepancies are observed in graphene, where normal 

processes are highly dominant, the overall accuracy is commendable. 

In the study of the lateral heterostructures, it is shown that the 

standard temperature, based on Bose-Einstein statistics, falls short in 

accurately describing heat transfer within these heterostructures. Since 

phonons are notably perturbed near the interface, where a strong non-

equilibrium transport regime is observed, the standard temperature 

fails to effectively capture the behavior of phonons at the interface. To 

address this, we introduced the concept of directional temperatures, 

which enable the precise computation of the ITC. Notably, results 

obtained using directional temperatures show a strong match with the 

analytical model and do not exhibit the length-dependent variations 

seen with standard temperature calculations. 

Overall, the results of Chapter 4 contribute to the fundamental 

understanding of thermal transport in 2D materials, particularly in 

lateral heterostructures, providing key insights for developing efficient 

thermal management strategies in nano-devices. 
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5 TRANSIENT THERMAL RESPONSE IN 100 NM 2D H-

BN/GRAPHENE HETEROSTRUCTURE  

Chapter 5 presents a comprehensive study of the transient thermal 

response in 100 nm 2D h-BN/graphene lateral heterostructures. 

Utilizing advanced Monte Carlo (MC) simulation based on ab-initio 

calculations for phonons, this study focuses on understanding the heat 

transfer mechanisms in transient regime with picoseconds (ps) time 

scale beyond the steady-state regime as discussed in Chapter 4. 

Section 5.1.1 shows positional mapping at various positions within the 

investigated heterostructure to analyze how transient thermal 

properties manifest spatially. It initially explores the unique material 

properties of h-BN and graphene relevant to transient thermal analysis, 

such as volumetric heat capacity and ballistic thermal conductance 

(5.1.2). Next, Section 5.2 discusses the changes in heat flux density and 

temperature over time (5.2.1), introduces a semi-analytical model for 

transient response based on directional temperatures (5.2.2), and then 

calculations of relaxation, delay, and rise times are provided to 

characterize the temporal response (5.2.3). Furthermore, the study 

presents the contributions of different phonon modes to the heat flux 

density (5.3.1) and quantifies mode-dependent thermal behaviors in 

detail (5.3.2). At last, Section 5.4 examines how interfaces within the 

heterostructures influence the transient thermal response by 

comparing homogeneous h-BN and graphene nanofilms without 

interface, thus revealing interface effects. This analysis provides 

valuable insights for understanding thermal dynamics in 

heterostructures, emphasizing the complex interplay between material 

properties and transient thermal processes. 
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5.1 INTRODUCTION 

5.1.1 Positional mapping in 100 nm h-BN/graphene heterostructure 

In Chapters 3 and 4, the analysis predominantly focused on the 

system's steady-state dynamics, reached when its response to thermal 

stimuli stabilizes and no further temporal changes are observed in its 

thermal properties. Determining this steady-state is pivotal as thermal 

properties such as thermal conductivity and interface thermal 

conductance are calculated in these conditions. However, as devices 

are miniaturized to the nanometer scale, power density increases, 

which can cause localized heating during operation [2,289]. This 

transient response between the initial behavior by an external bias and 

the steady-state can lead to rapid temperature changes [290]. Such a 

miniaturization results in important challenges for effective thermal 

management to prevent overheating and ensure device reliability. 

High-temperature fluctuations in nanoscale devices may induce device 

malfunction, which has driven research toward developing advanced 

thermal interfaces and cooling technologies [291–293]. Therefore, 

understanding the transient response is essential for accurate device 

performance predictions. 

This chapter explores the thermal transient response of the monolayer 

h-BN/graphene lateral heterostructure by measuring thermal 

properties at six different positions in 0.1 ps increments. Figure 5.1 

presents the 100 nm 2D h-BN/graphene heterostructure maintaining 

the same structural configuration illustrated in Figure 4.12. To closely 

replicate the transient high-temperature conditions encountered in 

operational devices, the cold thermostat is set at 300 K. The hot 

thermostat is then instantaneously switched from 300 K to 400 K at 

t=0 s. 

The investigation strategically targets regions adjacent to the 

thermostats, the central areas, and the interfaces of each material: 

three in the h-BN region (positions A to C) and three in the graphene 

region (positions D to F). Position A (x = 2 nm) is located at the extreme 

edge adjacent to the hot thermostat to examine thermal effects 

originating from the heat source within the device. Position B (25 nm) 

is centered within the h-BN section, allowing for observing the 
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material's intrinsic thermal transient response. Position C (48 nm) 

resides near the h-BN/graphene interface, providing insight into the 

interface effects. Similarly, positions D (52 nm), E (75 nm), and F (98 nm) 

offer a mirrored arrangement in the graphene region. This mapping 

facilitates a comprehensive spatial analysis of how transient thermal 

behavior manifests across the heterostructure. 

Moreover, the choice of the 100 nm length scale is particularly 

significant due to the non-trivial interplay between ballistic and 

diffusive transport regimes at this scale [294]. Investigating these 

regimes at the nanoscale not only offers valuable insights into their 

complicated thermal behaviors, but also guides the development of 

more effective thermal management strategies. 

Figure 5.1 Sketch of the simulated 100 nm h-BN/graphene lateral 

heterostructure with specific positions (A to F) marked for thermal 

transient analysis. Positions A, B, C, D, E, and F are located at 2, 25, 48, 

52, 75, and 98 nm, respectively, along the x-axis within the structure. 

Red/blue faces for hot/cold thermostats with TH = 400 K, TC = 300 K, 

respectively. Yellow zone indicates the DMM interface. 
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5.1.2 Key material properties in transient thermal analysis 

Understanding the intrinsic material characteristics of heat transfer and 

storage is crucial for studying transient thermal response. The first 

fundamental property in transient thermal analysis is the volumetric 

heat capacity 𝐶𝑉  since it is defined as the amount of heat energy 

required to raise the temperature of a unit volume of a material by 

dictating how a material reacts to temporal changes in heat [295]. The 

volumetric heat capacity can be calculated as follows: 

𝐶𝑉(𝑇) =
Ω

(2𝜋)3
∑ℏ𝜔𝑠

𝜕𝑓
𝐵𝐸,𝑠

𝜕𝑇
(𝜔𝑠, 𝑇)

𝑠

(5.1) 

where Ω  is the volume of the reciprocal space, ℏ𝜔𝑠  is the phonon 

energy in a state 𝑠, and 𝜕𝑓𝐵𝐸,𝑠

𝜕𝑇
 is the temperature derivative of the Bose 

Einstein distribution function at temperature 𝑇. 

Figure 5.2 shows the calculated volumetric heat capacity 𝐶𝑉 of (a) 2D 

h-BN and (b) graphene across temperatures ranging from 0.1 K to 

Figure 5.2 The calculated volumeteric heat capacity of (a) h-BN and (b)  

graphene at various temperatures. Black squares and circles present 

experimental data on bulk h-BN [296,297] and graphene [298]. 
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1000 K compared to experimental data [296–298]. The curves (in units 

of MJ/m³K) increase with temperature, representing values of 1.84 

MJ/m³K for h-BN and 1.71 MJ/m³K for graphene at 300 K. In Figure 5.2 

(a), a slight discrepancy at higher temperatures for h-BN is observed, 

which can be attributed to the experimental data being for bulk h-BN, 

not monolayer h-BN. The close match between the calculated curves 

and the experimental data points around room temperature 

emphasizes the accuracy of the  DFT-based material information for 

these two-dimensional materials. 

Despite the notable differences in thermal conductivities of h-BN and 

graphene, observed in Chapter 4, their volumetric heat capacities are 

quite similar and of the same order of magnitude. The heat capacity 

relies on the phonon density of states, which is influenced by the 

Figure 5.3 The calculated Ballistic thermal conductance of (a) h-

BN (red line) and (b) graphene (blue line) as a function of 

temperature. 
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atomic arrangement. Since both h-BN and graphene have identical 

two-dimensional honeycomb lattice structures, this accounts for their 

similar heat capacities. 

Like the volumetric heat capacity 𝐶𝑉, the ballistic thermal conductance 

𝐺𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐  is also an important material property in transient thermal 

analysis because it describes how quickly heat can be transferred 

within a material without phonon scattering [299]. This is particularly 

relevant in a system like the 100 nm h-BN/graphene lateral 

heterostructure, where the physical sizes are comparable to the mean 

free path of phonons facilitating ballistic transport. 

The ballistic thermal conductance is computed as [239]:   

𝐺𝑏𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 =
Ω

(2𝜋)3

1

2
∑ℏ𝜔𝑠|𝑣𝑠⃗⃗  ⃗ ∙ �⃗� |

𝜕𝑓𝐵𝐸,𝑠

𝜕𝑇
(𝜔𝑠, 𝑇)

𝑠

 (5.2) 

where |𝑣𝑠⃗⃗  ⃗ ∙ �⃗� |  is the magnitude of the group velocity along the 

transport direction. Note that this is size-independent, unlike the 

ballistic conductivity derived in equation 2.37 of Chapter 2. 

Figure 5.3 displays the temperature dependence of the ballistic 

thermal conductance for h-BN and graphene, represented by the red 

and blue lines respectively. At 300 K, the result of h-BN is 3.73 GW/m²K 

and that of graphene is 4.03 GW/m²K, with graphene exhibiting a 

higher value as anticipated. The discrepancy between the ballistic 

thermal conductance of these two materials becomes larger as the 

temperature rises.  

Building upon the two material properties defined for h-BN and 

graphene, we can calculate the characteristic time for homogeneous 

nanofilms using a lumped thermal capacity model [300], which is the 

simplest transient heat conduction approach. The characteristic time is 

calculated by dividing the volumetric heat capacity by the thermal 

conductance and then multiplying by a given length. For instance, the 

estimated characteristic time for heat to diffuse to a length of 98 nm, 

corresponding to position F in Figure 5.1, is 48.2 ps for h-BN and 41.6 

ps for graphene, respectively. These estimations will be compared with 

the results of numerical Monte Carlo simulations in the subsequent 
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Section 5.4. 

In the following section, we will examine the transient thermal 

response of the designed system in various aspects, where an 

understanding of the volumetric heat capacity and ballistic thermal 

conductance of each material will be instrumental in this analysis. 
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5.2 SPATIAL VARIATION OF TRANSIENT THERMAL RESPONSE 

5.2.1 Heat flux density and temperature evolution 

Figure 5.4 (a) displays the transient heat flux density at six selected 

positions (A to F) within a 100 nm h-BN/graphene lateral 

heterostructure captured from 0 to 200 ps calculated from our Monte 

Carlo (MC) simulation. At t=0, a thermal gradient of TH= 400 K and TC 

= 300 K is applied. It is shown that the system approaches a steady-

state within 200 ps, converging to a uniform value of approximately 

9.72×1010 W/m2 across all positions. 

However, the thermal transient response within tens of ps exhibits 

significant variation depending on the position in the device. At 

position A, closest to the hot thermostat, the initial heat flux density 

Figure 5.4 Transient (a) heat flux density and (b) temperature profiles at 

6 points in 100 nm h-BN/graphene lateral heterostructure, measured 

from 0 to 200 ps. The rainbow color grade intuitively represents the 

varying heat flux densities according to their respective positions : red 

for position A, orange for B, yellow for C, green for D, blue for E, and 

navy for F (see also Figure 5.1). 
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peaks instantaneously, displaying a magnitude almost four times 

greater than the steady-state value. This is consistent with the 

expected immediate response to high-temperature bias because a 

high thermal flux emitted by the hot thermostat with 400 K propagates 

ballistically in this region. The transient peak is also observed at 

position B, reaching twice the magnitude of the steady-state despite 

its moderate distance from the heat source. Conversely, at positions C 

and D near the interface between two materials, the peak in the heat 

flux density does not appears during the transient state. Beyond the 

interface, positions E and F initially show a delayed response and 

converge more slowly to the steady-state value than other locations. 

The extent of this delay and the rate of convergence will be 

quantitatively analyzed and presented with specific values in Section 

5.2.3. 

In Figure 5.4 (b), the temperature profiles for the designated positions 

illustrate the system's thermalization process over time. As observed 

in the results of heat flux density, the temperature reaches a steady-

state within 200 ps, indicating that it no longer undergoes significant 

changes with time. The rate of temperature rise and the subsequent 

maintenance of higher temperatures are directly proportional to the 

proximity to the hot thermostat. Thus, the highest temperatures are 

observed at position A, with progressively lower temperatures 

recorded towards position F. There is a pronounced temperature drop 

between positions C and D despite the short 4 nm distance, which is 

indicative of interfacial thermal resistance. 

Interestingly, while the sharp peaks are evident in the heat flux density 

responses near the hot thermostat, the temperature profiles show a 

more gradual increase. This observation can be explained even by the 

static Fourier description of heat conduction, in which the heat flux 

density is directly proportional to the temperature gradient. As 

positions become closer to the hot thermostat, the temperature 

initially exhibits a sharper increase, resulting in a steeper temperature 

gradient, leading to peaks in heat flux density. Additionally, this 

observation may highlight the limitations of standard temperature 

calculations, which assume equilibrium conditions based on the Bose-

Einstein statistics, as discussed in Chapter 4. Such an approach may not 

fully capture the rapid changes inherent in the transient state. 
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To further investigate the transient regime, Figure 5.5 shows the 

calculated directional temperatures, 𝑇+ in panel (a) and 𝑇− in panel (b), 

for the same positions. In Figure 5.5 (a), the red line corresponding to 

position A exhibits an immediate increase, analogous to the heat flux 

density results, swiftly approaching the hot thermostat's temperature 

of 400 K in a few ps. This immediate rise is explained by the definition 

of directional temperature 𝑇+, which considers phonons with positive 

velocity moving from the hot toward the cold thermostat [239]. The 

temperature at position F, in proximity to the cold thermostat, remains 

consistently close to the cold thermostat's temperature of 300 K 

throughout the measurement period, as depicted in Figure 5.5 (b). This 

consistency is due to the calculation of directional temperature 𝑇− 

based on phonons with negative velocity moving away from the cold 

thermostat. Therefore, directional temperatures appear to be more 

effective parameters for modeling the representation of the transient 

state, marked by rapid changes, compared to standard temperature 

measurements. 

Figure 5.5 Calculated directional temperature profiles of (a) 𝑇+ and (b) 

𝑇−  for a length h-BN/graphene heterostructure with L = 100 nm at 

positions A to F. 
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5.2.2 Semi-analytical model for transient response 

In Chapter 4, it was shown that the use of directional temperatures 

instead of the standard temperature is more consistent in dealing with 

the non-equilibrium transport regime. Now, we can propose the semi-

analytical (SA) model for the heat flux density in the transient regime 

at any position as the product of the ballistic thermal conductance of 

material and the difference of directional temperatures obtained from 

the MC simulation as follows [239,301]: 

𝑞(𝑥, 𝑡) =  𝐺𝐵𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐  × [𝑇+(𝑥, 𝑡) − 𝑇− (𝑥, 𝑡)] (5.3) 

Where 𝑞(𝑥, 𝑡) denotes the heat flux density at a given position 𝑥 and 

Figure 5.6 Heat flux density profiles at position A to F as a function of 

time for a 2D h-BN/graphene lateral heterostructure. The gray solid line 

represents a fit to the semi-analytical model (Equation 5.3). 
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time 𝑡. For position A, the value of 𝐺𝐵𝑎𝑙𝑙𝑖𝑠𝑡𝑖𝑐 at 400 K is employed to 

simulate the conditions near the hot thermostat, whereas for all other 

positions, the 300 K value is utilized. The ballistic conductance values 

for h-BN at positions A to C and for graphene at positions D to F are 

sourced from Figure 5.3, respectively. The temperature differences are 

calculated based on the results from Figure 5.5. 

Figure 5.6 illustrates the transient heat flux density at various positions 

across a 2D h-BN/graphene lateral heterostructure, with a time scale 

expanded up to 50 ps. The heat flux density values at each position are 

derived from the data presented in Figure 5.4 (a). The gray solid line 

represents the results of fitting using the semi-analytical model 

expressed by equation 5.3. Apart from a slight discrepancy at the peak 

in position A, the SA model effectively captures the rapid changes in 

heat flux density within the initial tens of ps. Moreover, it accurately 

reflects the transition of the system towards a steady-state over time.  

The established SA model, previously validated in literature with a 

time-independent form for its accuracy in simulating steady-state 

responses in silicon-based junctions and heterostructures [239,301], 

can be extended to reproduce the transient thermal behavior in 

particular in the case of 2D material-based heterostructures. This 

extension highlights the model's capability for analyzing temporal 

thermal phenomena in nanoscale devices beyond static conditions. 
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5.2.3 Calculation of relaxation, delay, and rise times 

To accurately evaluate the thermal transient response, a quantitative 

extraction at each position is crucial. Firstly, the relaxation time, which 

is the time required for the system to return near to its thermal steady-

state. At positions A and B, situated 2 nm and 25 nm from the hot 

thermostat, respectively, the observed peaks in the transient response 

are dominated by ballistic transport at these nanoscale distances, 

where phonons propagate without scattering. Over time, diffusive 

transport becomes increasingly influential, evidenced by the relaxation 

of heat flux and the gradual temperature stabilization, signifying the 

transition towards a steady-state.  

Figure 5.7 Extraction of relaxation times for positions A (2 nm) and B (25 

nm) from the hot thermostat, using exponential decay fitting (black 

lines) based on equation 5.4. Displayed are the results with relaxation 

times of 20.9 ps for position A and 23.2 ps for position B. 
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The thermal relaxation time of the heat flux density can be modeled 

by an exponential decay function [302], which characterizes how the 

system relaxes from the peak back to the steady-state: 

𝑞(𝑡) =  𝑞0 + 𝛥𝑞 ∙ exp(−𝑡/𝜏) (5.4) 

where 𝑞(𝑡) represents the heat flux density at time 𝑡, 𝑞0 is the steady-

state heat flux density, and 𝛥𝑞 is the initial difference between the peak 

heat flux density and 𝑞0. The constant 𝜏 indicates the relaxation time, 

which is the time constant for the decay process. Note that the fitting 

of the exponential decay to the heat flux density data is initiated at the 

time of the peak. 

Figure 5.7 presents the extraction of relaxation times at positions A and 

B using equation 5.4. The relaxation time extracted at position A is 20.9 

ps, marginally faster than the 23.2 ps observed at position B. A shorter 

relaxation time, as seen at position A, means a more expeditious return 

to thermal equilibrium facilitated by the ballistic transport of phonons 

that enables rapid thermal energy dissipation. In contrast, the more 

gradual relaxation at position B suggests a slower heat dissipation due 

to less scattering among phonons, allowing for a longer persistence of 

non-equilibrium conditions and a delayed return to thermal 

equilibrium. 

Now we extend our analysis to further characterize the dynamic 

thermal behavior by examining delay and rise times at all specified 

positions within the heterostructure. In this study, the delay time is 

defined as the time between initiating a thermal event and the onset 

of the rise in heat flux density, reaching 10 % of its maximum value. 

The rise time is measured from this 10 % threshold to the point where 

the heat flux density achieves 90 % of its maximum value. For positions 

A and B exhibiting pronounced peaks, delay and rise times are 

calculated with reference to the maximum point of the peak heat flux 

density rather than the steady-state value. For the remaining positions, 

C through F, where a distinct peak is not observed, we define the 

maximum based on the steady-state value of the heat flux density. This 

analysis allows us to capture the characteristic response of each 
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position within the thermal transient process, which can vary 

depending on the distance from the heat source and the material 

properties. 

Figure 5.8 shows the calculated (a) delay time and (b) rise time for heat 

flux density across positions A to F within a 100 nm h-BN/graphene 

lateral heterostructure. Panel (a) reveals that delay time increases 

linearly with the distance from the hot thermostat. A pronounced 

increase in delay time is observed between positions C and D, 

indicative of thermal resistance at the interface that impedes heat flow, 

thereby extending the delay time. Despite h-BN's lower thermal 

conductivity compared to graphene, the more gradual increase in 

delay times within the h-BN region indicates a significant role of 

ballistic transport at scales below 50 nm. After experiencing 

considerable scattering at the interface, delay time exhibits a further 

increase with greater distances. At position F, located 98 nm from the 

hot thermostat, the delay time is measured at 14.9 ps, highlighting that 

the thermal response can be significantly delayed as a function of 

distance from the heat source. 

Figure 5.8 The calculated (a) delay time and (b) rise time for heat flux 

density at positions A through F within a 100 nm h-BN/graphene 

heterostructure.  
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In Panel (b), the rise time also appears to increase with the distance 

from the hot thermostat, but the relationship is not linear. Positions A 

and B exhibit rise times within 4 ps, reaching the peak values very 

rapidly. In contrast, Position C necessitates a substantial duration to 

reach the steady-state value, diverging from the trend observed in 

delay times. Interestingly, positions D, E, and F in the graphene region 

show minimal variation in rise times, suggesting that graphene's 

superior thermal conductivity moderates the impact of distance on rise 

times. Therefore, rise time is influenced by both the distance from the 

heat source and the inherent material properties, demonstrating the 

complex nature of thermal behavior in h-BN/graphene heterostructure. 

In summary, the calculation of relaxation, delay, and rise times provides 

insights into the thermal transient dynamics and the efficiency of heat 

distribution of the heterostructure. The combined analysis of these 

timescales is instrumental in designing materials and devices to 

maintain performance and reliability. 
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5.3 PHONON MODE-DEPENDENT TRANSIENT RESPONSE 

5.3.1 Modal contribution in heat flux density 

In this section, we aim to investigate the thermal response of various 

phonon modes within a 100 nm h-BN/graphene lateral 

heterostructure. Figure 5.9 shows the transient heat flux density, 

segmented by phonon modes at each position. Since h-BN and 

graphene have six different phonon modes, the flexural acoustic (ZA) 

Figure 5.9 Phonon mode-dependent transient heat flux density in a 100-

nm h-BN/graphene heterostructure. Panels (a)-(c) represent the h-BN 

region and (d)-(f) correspond to the graphene region. The data are 

segmented by phonon modes, with the flexural acoustic (ZA) mode 

represented by red lines, the transverse acoustic (TA) mode by green 

lines, the longitudinal acoustic (LA) mode by blue lines, and the optical 

phonon modes by black lines. 
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mode is represented by the red line, the transverse acoustic (TA) by 

the green line, the longitudinal acoustic (LA) by the blue line, and the 

three optical modes are collectively denoted by the black line. 

Positions A through F correspond to panels (a) through (f), respectively, 

with panels (a) to (c) belonging to the h-BN region and panels (d) to (f) 

the graphene region.  

The summation of heat flux density across all phonon modes at each 

position is in accordance with the results presented in Figure 5.4 (a). 

Thus, the sum of all phonon modes converges to a uniform value in 

the steady-state. In the h-BN region represented by panels (a) to (c), 

the TA mode displays the highest contribution, followed by the LA and 

ZA modes in terms of contribution. Notably, the optical mode also 

contributes significantly to the transient response, exhibiting a 

pronounced peak at position A near the hot thermostat, comparable 

to that of the acoustic modes.  

Moving to the graphene region, depicted in panels (d) to (f), a clear 

dominance of the ZA mode is evident, indicative of the excellent 

flexural movements in graphene, leading to a larger contribution from 

ZA modes. Relative to the h-BN area, the contribution of optical modes 

in graphene is less, reflecting the acoustic modes' superior thermal 

characteristics in this material. These trends are consistent with the 

modal contributions previously demonstrated in Figure 4.15 for the 

same structure. Therefore, the impact of each mode is distinctly 

discernible in the transient state and continues into the steady-state. 
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5.3.2 Calculation of mode-dependent relaxation, delay, and rise times 

Table 1 The mode-dependent relaxation time at positions A and B 

[ps] ZA TA LA Optical 

Position A 22.7 20.4 19.8 20.5 

Position B 22.5 23.4 23.1 25.7 

 

 

Next, the relaxation time of each phonon mode at positions A and B is 

computed utilizing equation 5.4 from Section 5.2.2, with the results 

summarized in Table 1. The results reveal that the decay process from 

the transient peak to the thermal steady-state varies according to the 

phonon mode. At position A, the ZA mode exhibited the longest 

relaxation time of 22.7 ps, indicating the slowest response among the 

modes. At position B, there is an overall increase in relaxation times, 

especially for the optical mode, which jumped from 20.5 ps to 25.7 ps. 

Due to the significantly slower velocity of the optical modes compared 

to the acoustic modes, it can greatly influence the relaxation process 

at varying distances. Compared to the relaxation times of 20.9 ps for 

position A and 23.2 ps for position B in the total heat flux density, as 

shown in Figure 5.4, the relaxation times derived from the TA mode, 

which shows the largest contribution in h-BN, closely match these 

values at 20.4 ps for position A and 23.4 ps for position B, respectively. 

A closer inspection of the initial transient response in Figure 5.9 reveals 

variations across different phonon modes, even at the same position. 

Expanding upon the preliminary observations in Figure 5.8, Figure 5.10 

presents the calculated (a) delay time and (b) rise time for each phonon 

mode at respective positions. While the delay time increases linearly 

with distance from the hot thermostat, mirroring the trend observed 

in Figure 5.8 (a), the rate of this increase depends on the phonon mode. 

Within the h-BN region from position A to C, the ZA mode exhibits the 

most significant delay compared to other modes. Reflecting its rapid 

group velocity, the LA mode demonstrates the lowest delay. 

Upon crossing the interface into the graphene region, despite the 
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influence of the diffusive interface and the increasing distance, there is 

a notable reduction in the delay time of the ZA mode at position D, 

which underscores the remarkable thermal characteristics of 

graphene's ZA mode. Conversely, the optical mode responds relatively 

fast in the h-BN region, but experiences the most significant delay 

increase as distance extends, reaching a pinnacle in the highest delay 

time at position F.  

Figure 5.10 (b) shows that the rise times for modes at positions A and 

B are nearly indistinguishable by ballistic phonon transport. However, 

as approach the interface, the rise-time differences between modes 

become markedly apparent. The ZA mode in the h-BN region exhibits 

the longest rise time, even longer than that of the optical mode, while 

the ZA mode in graphene shows the smallest variance in rise time with 

increasing distance. The optical mode, significantly influenced by 

distance, displays a distinct pattern of growing rise time, with a notable 

surge between positions E and F. This suggests that the pronounced 

rise in time from E to F, as seen in Figure 5.8 (b), can likely be attributed 

to the optical mode. 

Figure 5.10 The calculated mode-dependent (a) delay time and (b) rise 

time for heat flux density at positions A through F within a 100 nm h-

BN/graphene heterostructure. 
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5.4 EFFECT OF THE INTERFACE ON TRANSIENT THERMAL RESPONSE  

Lastly, we investigate the impact of the interface on the transient 

thermal response by comparing homogeneous nanofilms of 2D h-BN 

and graphene with the h-BN/graphene heterostructure. The transient 

responses are measured under an identical temperature bias across 

homogeneous nanofilms with a uniform length of 100 nm. Then, delay 

and rise times are recorded at designated positions from A to F. 

Figure 5.11 presents (a) delay time and (b) rise time for the 

heterostructure, as well as homogeneous h-BN and graphene 

nanofilms, corresponding to the black, red, and blue lines, respectively. 

The results for the heterostructure are obtained from Figure 5.8 for 

comparison. In Figure 5.11 (a), the delay time exhibits an almost linear 

trend from the heat source. While graphene displays a slightly shorter 

delay time than h-BN, the difference is negligible. Since the 

heterostructure consists of h-BN material up to a distance of 50 nm, it 

maintains a consistent delay time with h-BN nanofilm. Starting from 

position D, the slope of delay time changes, indicating that the 

Figure 5.11 Comparative analysis of (a) delay time and (b) rise time for 

h-BN (red line) and graphene (blue line) nanofilms and h-BN/graphene 

heterostructure (black line). Data points A through F indicate specific 

positions. 
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interface causes further delay in the transient response. As the distance 

increases, the discrepancy in delay times becomes more pronounced, 

resulting in a twice difference at Position F. 

The rise times at positions A and B are consistent across different 

structures by ballistic transport as shown in Figure 5.11 (b). In general, 

graphene exhibits the quickest rise time, followed by h-BN and then 

the heterostructure as expected. Interestingly, despite being the same 

h-BN material at position C, the rise time in the heterostructure differs 

significantly compared to the homogeneous h-BN nanofilm, 

suggesting that the interface in the heterostructure notably impedes 

phonon diffusion in the transient regime. When moving from position 

C to D, the rise time in the h-BN and graphene nanofilms without an 

interface does not significantly change, unlike in the heterostructure. 

At position F, the rise time is about twice that of the graphene nanofilm 

compared to the heterostructure consisting of the same material at 

this position, which indicates a substantial overall effect of the interface. 

In summary, the rise time is influenced by a combination of factors, 

including the distance from the heat source, device structure, and 

material properties. 

Additionally, the accuracy of homogeneous nanofilms' calculated 

delay and rise times can be cross-verified by the characteristic time 

through a lumped thermal capacity model, as discussed in Section 

5.1.2. For h-BN and graphene nanofilms with a length of 98 nm, the 

characteristic times were 48.2 ps and 41.6 ps, respectively. These times 

are comparable to the combined delay and rise times, 𝑡𝑑 + 𝑡𝑟, of 58.7 

ps for h-BN and 41.4 ps for graphene nanofilms at position F (98 nm), 

providing a physical verification for the transient thermal analysis 

conducted. Note that using ballistic thermal conductance in these 

estimations allows for an inference about the extent of ballistic 

transport. The close alignment of characteristic time and 𝑡𝑑 + 𝑡𝑟  for 

graphene suggests a predominantly ballistic transport, while the 

discrepancy observed for h-BN indicates a mix of diffusive and ballistic 

transport in its transient response. 
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5.5 SUMMARY 

In Chapter 5, we have presented a detailed examination of the 

transient thermal response in 100 nm h-BN/graphene lateral 

heterostructure via Monte Carlo simulations. The study is motivated by 

the fact that transient temperature fluctuations can critically affect the 

functionality of nanometer-scaled devices. 

Firstly, we quantify the volumetric heat capacity for h-BN and graphene, 

showing the values of 1.84 MJ/m ³K and 1.71 MJ/m ³K at 300 K, 

respectively, comparing them with experimental values to ensure 

accuracy. It is also noted that graphene exhibits higher ballistic thermal 

conductance than h-BN at room temperature. Through positional 

mapping, the study analyzes transient thermal properties across 

various locations of the heterostructure, revealing that initial heat flux 

density is maximal almost instantaneously near the hot thermostat and 

that phonon trajectories are notably disturbed at interfaces in transient 

state. The semi-analytical model proposed offers a robust 

representation of the transient heat flux density based on directional 

temperatures, effectively capturing not only rapid initial changes, but 

also the system's transition towards the steady-state.  

By defining the relaxation, delay, and rise times, we characterized the 

dynamic thermal behavior, observing that these parameters are 

significantly affected by distance from the heat source and material 

properties. Our study also examined the transient heat flux density by 

phonon modes, noting the pronounced impact of TA and ZA modes 

in the h-BN and graphene regions, respectively. It is found that the 

interface's impact on the transient thermal response is considerable, 

presenting a substantial difference in the rise time within the 

heterostructure compared to homogeneous nanofilms. 

This research can provide critical insights into the thermal dynamics of 

nanoscale devices, highlighting the importance of transient response 

analysis and the essential role of device architecture in thermal 

management for device reliability. 
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6 CONCLUSION AND PERSPECTIVES  

In this thesis, we have advanced the understanding of phonon 

transport in nanostructures through a full-band Monte Carlo (MC) 

simulation. All material parameters such as phonon dispersions and 

scattering rates were calculated through ab-initio methods. This 

research extends our previous computational approach, initially 

focused on silicon, to encompass gallium arsenide (GaAs) and a variety 

of two-dimensional (2D) materials, thereby verifying the versatility and 

effectiveness of our simulation code across different material systems. 

Moreover, a unique aspect of this research lies in the precise 

calculation of phonon scattering mechanisms using density functional 

theory (DFT) and density functional perturbation theory (DFPT). 

The first Chapter introduced the historical context and state-of-the-art 

outcomes, including a thorough review of each material's thermal 

characteristics. We discussed the limitations of classical Fourier's law at 

the nanoscale highlighting its inadequacies for devices where phonon 

mean free paths are comparable to device dimensions. Against this 

backdrop, various simulation methods were explored for their 

strengths and weaknesses. Our choice to integrate DFT calculations 

into the MC algorithm approach enabled us to accurately and 

efficiently compute a broad spectrum of nanostructures. 

In Chapter 2, we established the theoretical basis of this thesis, 

detailing the ab-initio formalism and MC algorithm for device 

simulation. Using DFT and DFPT within the Quantum ESPRESSO suite, 

we examined the linear response of systems to small perturbations, 

enabling analysis of lattice dynamics. This foundation allowed for the 

detailed consideration of non-linear phonon interactions, 

distinguishing between normal and Umklapp processes and 

considering previously overlooked isotope scattering effects. Then, we 

detailed the methodology for the MC simulation algorithm to solve 

the Boltzmann transport equation (BTE) for phonons. Within the 

framework of the relaxation time approximation (RTA), our approach 

encompassed the complexities of phonon interactions, the presence 

of impurities, and the effects of structural boundaries across various 
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nanostructures. Furthermore, we elaborated on methods to accurately 

determine temperatures under non-equilibrium conditions. Our 

discussion extended to analytical models, providing a comparative 

approach to validate our numerical results. 

In the subsequent Chapter 3, we presented the outcomes of our 

investigations, focusing on the thermal characteristics of GaAs 

nanostructures. This study was initiated with the ab-initio based 

analysis to calculate phonon dispersions, group velocities, and 

scattering rates, inclusive of isotopic effects, across the first Brillouin 

zone for GaAs. When compared with experimental data, the thermal 

conductivity values obtained for bulk GaAs demonstrated a 

remarkable concordance at room temperature. This alignment with 

theoretical predictions and experimental observations underscores the 

validity and reliability of our computational approach in elucidating the 

thermal properties of GaAs materials. 

Building upon the material properties, we designed various 

nanostructures such as cross-plane nanofilms (CPNF), in-plane 

nanofilms (IPNF), rough nanowires (NW), and porous nanowires 

(Porous NW) depending on boundary conditions. Our simulations 

revealed that ultra-short films exhibit thermal conductivities that align 

with the ballistic transport regime. As nanofilm length increases, 

thermal conductivity transitions towards diffusive values, showing an 

asymptotic behavior. For CPNF with a 100 nm length, the Matthiessen 

model overestimated thermal conductivity by about 40 % compared 

to our numerical results. Conversely, the effective model, previously 

validated for silicon nanofilms, achieved remarkable accuracy. 

In structures shorter than 10 nm, where ballistic transport dominates, 

thermal transport properties were found to be almost identical across 

device types. However, for lengths of 10 µm, IPNF and NW experienced 

substantial reductions in thermal conductivity compared to CPNF, by 

41 % and 52 % respectively. The influence of device width was notably 

pronounced in IPNF and NW, especially at narrower widths due to 

rough boundary effects. Beyond certain dimensions, where the device 

width surpassed its length, the influence of rough boundaries 

diminished, and thermal conductivities across all device types 

converged. 
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We also investigated the transition between different transport 

regimes across temperatures ranging from 0.1 to 1000 K, focusing on 

the shifts between ballistic and diffusive modes as temperature 

changes. Utilizing the Knudsen number (KD), we characterized the 

extent of ballistic transport in the devices. For ultra-short devices with 

10 nm, KD values remained above 0.5 across the entire temperature 

spectrum, signifying a dominance of ballistic transport with minimal 

phonon scattering. In contrast, for devices extending to 10 µm, we 

observed a significant decrease in KD with increasing temperature, 

indicating a swift transition from ballistic to diffusive transport.  

In the analysis of the contributions of individual phonon modes to heat 

flux density, the longitudinal acoustic (LA) mode consistently played a 

significant role across all device types and lengths, attributed to its 

high group velocity. Notably, in devices as short as 10 nm, the 

contribution from optical modes surpassed 20 %, marking them as 

important factors in heat transport regardless of the device type. By 

calculating the accumulated thermal conductivity relative to the mean 

free paths (MFP) of each phonon mode, we revealed that optical 

modes make the highest contribution in the 10~20 nm MFP range. 

These findings underline the significant effect of device size on phonon 

mode contributions to thermal transport. 

Finally, we extended our analysis to consider the influence of 

nanopores within NW, simulating the potential for defects that could 

occur during the synthesis process. Our findings showed a marked 

degradation in thermal conductivity with increased porosity, observing 

a twofold decrease at 20 % porosity. Through this investigation, we 

gained a detailed understanding of the interplay between 

microstructural variations and their effects on the thermal properties. 

In Chapter 4, we studied the thermal properties of 2D materials and 

their lateral heterostructures, focusing on monolayer forms of 

hexagonal boron nitride (h-BN), graphene, molybdenum disulfide 

(MoS2), and tungsten diselenide (WSe2). Our study provided a detailed 

cartographic analysis of phonon group velocities and scattering rates 

across the entire Brillouin zone at 300 K, uncovering distinct non-

isotropic characteristics. We analyzed the average phonon scattering 

rates across a wide temperature spectrum. Our findings illustrated the 
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predominance of normal scattering processes, particularly in graphene. 

WSe2, however, presented a distinct pattern with no clear dominance 

of normal over Umklapp scattering, possibly due to the increased 

anharmonicity from heavier atoms that facilitate Umklapp processes. 

2D h-BN exhibited significant phonon-isotope scattering due to a 

substantial isotope mixture, underscoring the necessity of considering 

isotope effects in thermal transport simulations. 

Then, we explored the length-dependent thermal conductivity of h-BN, 

graphene, MoS2, and WSe2 nanofilms at room temperature. We found 

that at a device length of 10 μm, the thermal conductivity closely aligns 

with experimental measurements. However, a slight discrepancy was 

observed for graphene, likely due to the limitations of employing the 

RTA in scenarios where normal scattering processes predominate. 

Despite this, the overall consistency of our simulation results with 

experimental data underscores the model's reliability. 

In exploring lateral heterostructures, such as h-BN/graphene and 

MoS2/WSe2 combinations, we applied the diffuse mismatch model 

(DMM) to describe phonon transmission and reflection at the 

interfaces. To address the challenge of accurately evaluating 

temperature near the interface, we introduced the concept of 

directional temperature. This approach enabled us to capture the non-

equilibrium states near the interfaces more precisely than the standard 

temperature measurement. Our findings revealed the interface 

thermal conductance (ITC) value in lateral heterostructures, closely 

aligning with analytical model predictions. Based on the evolution of 

phonon modal contribution near the interface, a strong non-

equilibrium transport regime exists within a few nanometers of the 

interface. Therefore, we concluded that the introduction of directional 

temperature provided a more accurate representation of these 

conditions, enabling a precise calculation of ITC. 

Finally, in Chapter 5, we investigated the transient thermal responses 

of heterostructures, presenting an in-depth study of 100 nm 2D h-

BN/graphene lateral heterostructures. This study began with the 

calculation of crucial material parameters, such as volumetric heat 

capacity and ballistic thermal conductance. The precision of these 

calculations, evidenced by their close alignment with experimental 
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data around room temperature. We then subjected the 

heterostructures to transient high-temperature conditions, rapidly 

transitioning the hot thermostat from 300 K to 400 K at t=0 s while 

maintaining the cold thermostat at 300 K. Our observations indicated 

that the system reached a steady-state within 200 picoseconds. 

Notably, areas closest to the hot thermostat experienced an initial 

surge in heat flux density, peaking almost instantaneously to nearly 

four times the value observed at steady-state.  

Consistently with the research presented in previous chapters, we 

applied the concept of directional temperatures to more effectively 

model the rapid changes observed in the transient state. Our approach 

involved validating a semi-analytical (SA) model based on directional 

temperatures combined with the ballistic conductance of the materials. 

We demonstrated that the SA model, previously affirmed for its 

precision in steady-state simulations of silicon-based junctions and 

heterostructures, could be aptly extended to characterize the transient 

thermal dynamics in 2D material-based heterostructures. 

In this study, we quantified various response characteristics, including 

the relaxation time, rise time, and delay time. It was observed that 

delay time increases linearly with distance from the heat source. 

Additionally, we explored the thermal transient response of different 

phonon modes. Our findings indicated that the TA mode in the h-BN 

region offers the highest contribution to total heat flux. In contrast, the 

graphene region showcased a pronounced dominance of the ZA mode, 

highlighting its efficiency as a flexural mode in graphene. 

In concluding our study, we confirmed the significant impact of 

interfaces on the transient thermal response by comparing 

homogeneous nanofilms of 2D h-BN and graphene against the h-

BN/graphene heterostructure. Our investigations revealed that the 

presence of an interface significantly increases delay times following 

the interface, underscoring its role in further delaying the thermal 

response. Notably, as the distance from the interface increases, the 

discrepancy in delay times between the heterostructure and 

homogeneous nanofilms becomes increasingly evident, quantitatively 

demonstrating the substantial influence of interfaces on transient 

thermal behaviors. 
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The findings of this thesis not only contribute to our existing 

knowledge, but also uncover new questions and opportunities for 

future investigations. Particularly promising directions for future 

research include the improvement of the RTA framework and the 

exploration of van der Waals (vdW) heterostructures.  

First, traditional RTA models often oversimplify the scattering 

processes by assuming all phonon interactions contribute equally to 

relaxation. However, normal scattering processes conserve momentum 

and do not degrade the thermal current as much as Umklapp 

processes, which are resistive scatterings where momentum is not 

conserved. To overcome these limitations and enhance the precision 

of our models, Callaway's dual RTA model can be incorporated into 

our MC algorithm. This model addresses the strong normal scattering 

characteristics by treating the two scattering mechanisms 

independently, offering a more realistic description of thermal 

transport. Therefore, particularly in graphene, which has dominant 

normal scattering processes, it is expected to yield a closer match with 

experimental data without substantially increasing computational 

complexity.  

Another promising direction involves investigating vdW 

heterostructures, composed of vertically stacked layered materials 

held together by vdW forces. These structures pose unique challenges 

and opportunities for thermal transport studies. Van der Waals forces 

are crucial for the structural stability and physical properties of layered 

materials like bilayer graphene. However, the local density 

approximation (LDA) used in our DFT calculations may underestimate 

the interlayer binding energy and layer separation distances, leading 

to inaccuracies in predicting the material's structural, mechanical, and 

thermal properties. 

Therefore, incorporating vdW corrections is pivotal, as they account for 

the weak yet significant interactions characteristic of vdW materials. By 

enhancing DFT calculations with vdW corrections, we could model the 

physical behavior of layers in vdW materials more accurately. 

Nevertheless, calculating third-order derivatives of the energy with 

respect to atomic displacements, which is essential for understanding 

anharmonic phonon interactions in these systems, presents significant 
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computational challenges. Future work will require developing 

methodologies that can efficiently compute these quantities, thereby 

extending our ability to analyze thermal transport in vdW 

heterostructures with greater fidelity. 
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RESUME EN FRANÇAIS 

A.1 INTRODUCTION 

En faisant progresser notre compréhension du transport des phonons 

dans les nanostructures, cette thèse s'inspire de l'interaction complexe 

des phénomènes thermiques à l'échelle nanométrique, un domaine où 

les modèles traditionnels de transfert de chaleur rencontrent des 

limites importantes. À  mesure que les dispositifs diminuent jusqu'à 

l'échelle nanométrique, la gestion efficace de la chaleur devient 

primordiale, les dynamiques des phonons jouant un rôle clé dans la 

détermination des propriétés thermiques des matériaux semi-

conducteurs. 

Conformément à la tendance vers des dispositifs plus compacts et 

performants au-delà de la technologie conventionnelle basée sur le 

silicium, une augmentation de la recherche explorant des matériaux 

alternatifs tels que les composés et les matériaux bidimensionnels (2D) 

a été observée, chacun offrant des avantages distincts par rapport au 

silicium. Par exemple, l'arséniure de gallium (GaAs), caractérisé par une 

plus grande mobilité des électrons et une bande interdite directe, 

semble prometteur pour les dispositifs électroniques de nouvelle 

génération en raison de son adaptabilité pour des nanostructures 

telles que les nanofils et les superréseaux. De même, les matériaux 2D 

comme le graphène et le nitrure de bore hexagonal (h-BN), ainsi que 

les dichalcogénures de métaux de transition (TMDCs), y compris le 

disulfure de molybdène (MoS2) et le séléniure de tungstène (WSe2), 

ont attiré l'attention pour leurs propriétés électriques, thermiques et 

mécaniques exceptionnelles. Bien que la recherche en cours montre 

un potentiel pour de larges applications dans divers domaines, l'étude 

des propriétés de transport thermique dans ces matériaux a été 

relativement peu explorée. 

De plus, les hétérostructures composées de divers matériaux 2D se 

sont avérées particulièrement intrigantes en raison de leurs propriétés 

nouvelles qui vont au-delà de celles des composants individuels et de 

leur flexibilité pour l'ingénierie des dispositifs. Bien que des efforts 

expérimentaux aient permis de réussir à fabriquer des hétérostructures 
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aussi bien dans le plan que hors du plan en utilisant des interfaces de 

type van der Waals (vdW), mesurer avec précision leurs propriétés 

thermiques reste un défi. Notamment, l'évaluation expérimentale des 

propriétés thermiques dans les hétérostructures latérales (dans le plan) 

pose plus de difficultés que dans les hétérostructures de van der Waals. 

Ainsi, des techniques de simulation avancées sont devenues cruciales 

pour examiner les propriétés thermiques des hétérostructures dans le 

plan, offrant des informations détaillées sur les dynamiques des 

phonons et le transport thermique aux interfaces. 

Dans cette thèse, nous étudions le transport des phonons au sein de 

diverses nanostructures en utilisant des méthodes stochastiques de 

Monte Carlo. La précision des simulations est améliorée par l'utilisation 

d'une description complète des bandes de matériaux (approche « Full-

band ») dérivées des calculs ab-initio basés sur la théorie de la 

fonctionnelle de la densité (DFT) n’ayant pas recours à des paramètres 

empiriques. 

 

A.2 METHODOLOGIE 

A.2.1 Calculs ab-initio 

Dans le cadre de la DFT, l'équation de Kohn–Sham est résolue en 

utilisant la densité d'électrons à l'état fondamental pour déterminer 

l'énergie de la structure électronique. Alors que la DFT vise à décrire la 

structure électronique d'un système dans son état fondamental, la 

théorie de la perturbation fonctionnelle de densité (DFPT) étend ce 

concept à la réponse linéaire du système c’est-à-dire à de petites 

perturbations en déplaçant légèrement les atomes de leur position 

d'équilibre. Puisque le phonon est un mode quantifié de vibration 

prenant en compte des déformations dynamiques dans un solide 

cristallin, le DFPT constitue ainsi un outil puissant pour prédire la 

dynamique du réseau, ce qui est essentiel pour étudier les propriétés 

thermiques telles que la fréquence angulaire, la vitesse de groupe et 

leur interaction. Cette approche souligne la complexité des 

interactions de phonons, en mettant particulièrement en évidence 

l'influence significative de l'anharmonicité sur le transport thermique. 
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Tous ces calculs sont effectués à l'aide de la suite Quantum ESPRESSO. 

 

A.2.2 Monte Carlo simulation 

Par la suite, une méthode stochastique particulaire Monte Carlo (MC) 

pour résoudre l'équation de transport de Boltzmann (BTE) dans les 

simulations de transport de phonons a été introduite. L'utilisation de 

l'approximation du temps de relaxation permet de simuler le transport 

des phonons en tenant compte des interactions des phonons, des 

impuretés et des frontières structurelles au sein de diverses 

nanostructures. Notre analyse évalue de manière exhaustive ces 

mécanismes de dispersion des phonons sur un large spectre de 

températures, allant des températures cryogéniques 0,1 K jusqu’à 1000 

K. La transmission de phonons à travers l'interface entre différents 

matériaux est mise en œuvre à l'aide d'une version à bande complète 

du modèle DMM (Diffuse Mismatch Model) dans notre simulation MC. 

La température à chaque position dans la structure simulée doit être 

mise à jour en continu pour déterminer avec précision les propriétés 

thermiques. La pseudo-température standard 𝑇  est dérivée de la 

densité d'énergie des phonons à chaque position dans le dispositif 

simulé selon les statistiques d'équilibre de Bose-Einstein pour chaque 

matériau. Cependant, la définition standard de la température, qui 

suppose une condition d'équilibre, pourrait ne pas être appropriée 

pour calculer la conductance thermique à l'interface. Pour analyser de 

manière exhaustive la dynamique du transport de chaleur, les phonons 

peuvent être distingués en deux catégories selon leur direction de 

mouvement. Dans ce contexte, les températures directionnelles, 𝑇+ et 

𝑇− , sont introduites, correspondant respectivement aux sous-

populations de phonons avec des vitesses positives et négatives. Opter 

pour les températures directionnelles 𝑇+  et 𝑇−  plutôt que pour la 

pseudo-température standard 𝑇 offre une représentation plus précise 

des conditions de non-équilibre. 

Nous avons décrit l'algorithme de simulation Monte Carlo étape par 

étape, démontrant comment calculer des propriétés thermiques telles 

que la conductivité thermique et la conductance thermique à 
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l'interface. Des modèles analytiques sont également discutés pour 

établir un lien entre la compréhension théorique et la simulation 

informatique dans l'étude du transport des phonons dans les 

nanostructures. Cette base théorique et de simulation sera appliquée 

dans les chapitres suivants à des investigations détaillées du 

comportement des phonons dans des nanostructures à base de GaAs 

et de matériaux 2D. 

 

A.3 SIMULATION MONTE CARLO A BANDE COMPLETE DE 

NANOSTRUCTURES DE GAAS POUR LE TRANSPORT DES 

PHONONS BASE SUR DES METHODES AB-INITIO 

Dans ce chapitre, nous avons exploré les caractéristiques de transport 

thermique des nanostructures de GaAs via des simulations Monte 

Carlo. Les propriétés des matériaux dérivées de calcul ab initio du GaAs 

valident l'approche computationnelle par rapport aux données 

expérimentales et fournissent une base solide pour les simulations MC 

ultérieures. Cela renforce ainsi l'applicabilité de la DFT et de la DFPT 

pour l’étudedu transport des phonons.  

Grâce à la modélisation de nanostructures de GaAs avec la mise en 

œuvre de conditions aux limites, il est montré que la conductivité 

thermique dépend fortement des dimensions des dispositifs et de la 

température. Cette étude fournit également des éclaircissements sur 

la transition du régime de transport entre les régimes balistique et 

diffusif au moyen du nombre de Knudsen. 

La Figure A.1 montre que nos résultats Monte Carlo sont pertinents 

dans tous les régimes de transport de phonons, c'est-à-dire balistique, 

quasi-balistique et diffusif, sans utiliser de paramètres d'ajustement, 

offrant un outil robuste pour capturer des comportements thermiques 

complexes. 

Les contributions des modes de phonons au transport thermique 

permettent de révéler la contribution des modes optiques, en 

particulier dans les longueurs correspondant à leur libre parcours 

moyen, comme le montre la Figure A.2 (a) et (b). La section finale 



 

178 

aborde l'effet de dégradation des nanopores sur la conductivité 

thermique des nanofils de GaAs, en tenant compte des imperfections 

potentielles dans le processus de synthèse. Néanmoins, une simulation 

plus précise, incluant la complexité du processus de fabrication, reste 

un défi. Des investigations supplémentaires sont nécessaires pour 

capturer leurs subtilités de dispersion et de transport des phonons 

avec une plus grande précision. 

Tout au long de ce chapitre, les effets de la taille des dispositifs, des 

bords, et de la température sur la conductivité thermique ont été 

méticuleusement analysés, ce qui pourraient être largement utilisés 

pour explorer les propriétés thermiques de divers matériaux et de 

nanostructures afin d'optimiser les conceptions de nanostructures 

pour atteindre les propriétés de transport thermique souhaitées. 

 

Figure A.1 Conductivité thermique en fonction de la longueur pour des 

nanofilms de GaAs. 
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A.4 SIMULATION MONTE CARLO A BANDE COMPLETE DU 

TRANSPORT THERMIQUE A TRAVERS L'INTERFACE LATERALE 

ENTRE DES MATERIAUX 2D 

Ce chapitre présente une analyse approfondie du transport thermique 

dans les matériaux 2D (h-BN, graphène, MoS2 et WSe2) et de leurs 

hétérostructures latérales. Dans les calculs DFT, la précision des 

résultats est démontrée par le bon accord entre la dispersion de 

phonons calculée et les données expérimentales, évitant le problème 

des fréquences négatives non physiques. Une avancée significative 

présentée dans le chapitre est la représentation cartographique 

détaillée des vitesses de groupe des phonons et des taux de diffusion 

pour les matériaux 2D. Cela révèle des caractéristiques non 

isotropiques, soulignant l'importance d'utiliser une description à 

bande complète de la zone de Brillouin. 

Figure A.2 (a) Le libre parcours moyen des phonons (MFP) calculé en 

fonction de la fréquence et (b) la conductivité thermique cumulée par 

rapport au libre parcours moyen pour les modes de phonons individuels 

à 300 K. L'encart montre une vue agrandie de la conductivité  thermique 

cumulée pour les modes de phonons de libres parcours moyens de 0 à 

20 nm. 

 



 

180 

 

Figure A.3 Taux moyens de diffusion des phonons pour (a) h-BN, (b) 

Graphène, (c) MoS2, et (d) WSe2. Ces taux, qui incluent les processus 

normaux (ligne continue rouge), Umklapp (ligne pointillée bleue), et 

Isotopique (ligne pointillée noire), sont tracés en fonction de la 

température, allant de 0,1 à 1000 K. Les points de données provenant 

des travaux de A. Cepellotti et al. à 300 K sont indiqués par des symboles: 

cercles pour les processus normaux (N), triangles pour les processus 

Umklapp (U), et carrés pour la diffusion d'isotopes (Iso). 

 



 

181 

Grâce à l'analyse des taux moyens de diffusion des phonons, nous 

avons constaté que la diffusion normale domine sur la diffusion 

Umklapp à toutes les températures pour ces matériaux 2D, comme le 

montre la Figure A.3. De plus, des mélanges d'isotopes substantiels 

dans le h-BN et le MoS2 entraînent une forte diffusion phonon-isotope 

comparable à la diffusion phonon-phonon à 300 K. La fiabilité de notre 

méthodologie de simulation est validée par le calcul de la conductivité 

thermique, qui est étroitement alignée avec les mesures 

expérimentales. Bien que de légères divergences soient observées 

dans le graphène, où les processus normaux dominent largement, la 

Figure A.4 Comparaison de la conductance thermique à l'interface (ITC) 

calculée en utilisant la différence de température standard (croix noires) 

et les températures directionnelles (croix violettes) en fonction de la 

longueur du dispositif. Le modèle analytique est représenté par la ligne 

pointillée, tandis que les résultats d'autres études utilisant des méthodes 

NEGF et MD sont indiqués par des triangles pour comparaison. 
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précision globale est louable 

Dans l'étude des hétérostructures latérales, il est montré que la 

température standard, basée sur les statistiques de Bose-Einstein, est 

insuffisante pour décrire avec précision le transfert de chaleur dans ces 

hétérostructures. Étant donné que les phonons sont particulièrement 

perturbés près de l'interface, où un régime de transport fortement hors 

équilibre est observé, la température standard ne parvient pas à 

capturer efficacement le comportement des phonons à l'interface. 

Pour y remédier, nous avons introduit le concept de températures 

directionnelles, qui permettent le calcul précis de la conductance 

thermique à l'interface (ITC). Notamment, les résultats obtenus en 

utilisant les températures directionnelles montrent une forte 

concordance avec le modèle analytique et n'affichent pas les variations 

dépendantes de la longueur observées avec les calculs de température 

standard, comme le montre la Figure A.4. 

 

A.5 REPONSE THERMIQUE TRANSITOIRE DANS DES 

HETEROSTRUCTURES 2D H-BN/GRAPHENE DE 100 NM 

Enfin, nous avons présenté un examen détaillé de la réponse 

thermique transitoire dans des hétérostructures h-BN/graphène de 

100 nm via des simulations Monte Carlo. L'étude est motivée par le fait 

que les fluctuations de température transitoires peuvent affecter de 

manière critique la fonctionnalité des dispositifs à l'échelle 

nanométrique. 

L'étude analyse les propriétés thermiques transitoires à différents 

emplacements de l'hétérostructure, révélant que la densité du flux de 

chaleur initial est maximale près du thermostat chaud et que les 

trajectoires des phonons sont notablement perturbées aux interfaces 

durant le transitoire. 

La Figure A.5 montre que le modèle semi-analytique proposé offre une 

représentation robuste de la densité du flux de chaleur transitoire 

basée sur les températures directionnelles, capturant efficacement non 
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seulement les changements initiaux rapides, mais aussi la transition du 

système vers l'état stationnaire. 

En définissant les temps de relaxation, de retard et de montée, nous 

avons caractérisé le comportement thermique dynamique, observant 

que ces paramètres sont significativement affectés par la distance à la 

source de chaleur et les propriétés des matériaux. Notre étude a 

également examiné la densité du flux de chaleur transitoire par modes 

de phonons, notant l'impact prononcé des modes TA et ZA dans les 

régions de h-BN et de graphène, respectivement. Il est trouvé que 

l'impact de l'interface sur la réponse thermique transitoire est 

considérable, présentant une différence substantielle dans le temps de 

montée au sein de l'hétérostructure par rapport aux nanofilms 

homogènes. 

Figure A.5 Profils de densité du flux de chaleur aux positions A à F en 

fonction du temps pour une hétérostructure latérale 2D h-BN/graphène. 

La ligne grise continue représente un modèle semi-analytique. 
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Cette recherche peut fournir des informations critiques sur la 

dynamique thermique des dispositifs à l'échelle nanométrique, 

soulignant l'importance de l'analyse de la réponse transitoire et le rô le 

essentiel de l'architecture des dispositifs dans la gestion thermique 

pour la fiabilité des dispositifs. 

 

A.6 CONCLUSION 

Dans cette thèse, nous avons fait avancer la compréhension du 

transport des phonons dans les nanostructures grâce à une simulation 

Monte Carlo à bandes complètes. Tous les paramètres des matériaux, 

tels que les dispersions de phonons et les taux de dispersion, ont été 

calculés par des méthodes ab-initio. Cette recherche étend notre 

approche computationnelle précédente, initialement centrée sur le 

silicium, pour englober le GaAs et une variété de matériaux 2D, 

vérifiant ainsi la polyvalence et l'efficacité de notre code de simulation 

à travers différents systèmes de matériaux. De plus, un aspect unique 

de cette recherche réside dans le calcul précis des mécanismes de 

dispersion des phonons utilisant la DFT et la DFPT. 

Nous avons conçu des nanofilms transversaux (CPNF), des nanofilms 

dans le plan (IPNF) et des nanofils (NW), notant la transition du 

transport balistique au transport diffusif avec des tailles de 

nanostructures diverses. Dans l'étude des propriétés thermiques des 

matériaux 2D, les résultats ont souligné que les processus de 

dispersion normaux sont prédominants, en particulier dans le 

graphène. Nous avons introduit le concept de températures 

directionnelles pour répondre aux limites de la mesure de température 

standard, en particulier près des interfaces dans les hétérostructures 

latérales. Cette innovation a facilité des calculs plus précis de la 

conductance thermique à l'interface. Nos simulations ont démontré 

que le comportement thermique transitoire différait significativement 

en fonction de la position et des contributions des modes. La réponse 

transitoire dans les structures avec interfaces a connu des retards 

notables, confirmant l'impact des interfaces sur le transport thermique. 
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