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Titre : Combiner Inférence Basée sur Simulation et Modélisation Hiérarchique : Applications en

Neurosciences

Mots clés : Inférence Variationelle, Neuroscience, Apprentissage Machine, Modélisation Baye-
sienne Hiérarchique, Inférence Basée sur Simulation

Résumé : La neuroimagerie étudie l'architec-
ture et le fonctionnement du cerveau a l'aide
de la résonance magnétique (IRM). Pour com-
prendre le signal complexe observé, les neu-
roscientifiques émettent des hypothéses sous
la forme de modeéles explicatifs, régis par des
parametres interprétables. Cette these étu-
die I'inférence statistique : deviner quels para-
meétres auraient pu produire le signal a travers
le modéle.

L'inférence en neuroimagerie est complexi-
fiée par au moins trois obstacles : une grande
dimensionnalité, une grande incertitude et la
structure hiérarchique des données. Pour s'at-
taquer a ce régime, nous utlisons l'inférence va-
riationnelle (VI), une méthode basée sur l'opti-
misation.

Plus précisément, nous combinons l'infé-

rence variationnelle stochastique structurée et
les flux de normalisation (NF) pour conce-
voir des familles variationnelles expressives et
adaptées a la large dimensionnalité. Nous ap-
pliquons ces techniques a I''RM de diffusion
et 'IRM fonctionnelle, sur des taches telles
que la parcellation individuelle, lI'inférence de
la microstructure et I'estimation du couplage
directionnel. Via ces applications, nous sou-
lignons linteraction entre les divergences de
Kullback-Leibler (KL) forward et reverse comme
outils complémentaires pour l'inférence. Nous
démontrons également les capacité de linfé-
rence variationelle automatique (AVl) comme
meéthode d'inférence robuste et adaptée a la
large dimensionnalité, apte a relever les défis
de la modélisation en neuroscience.

Title : Bridging Simulation-based Inference and Hierarchical Modeling : Applications in Neuros-

cience

Keywords : Variational Inference, Neuroscience, Machine Learning, Hierarchical Bayesian Mode-

ling, Simulation-Based Inference

Abstract Neuroimaging investigates the
brain’s architecture and function using magne-
tic resonance (MRI). To make sense of the com-
plex observed signal, Neuroscientists posit ex-
planatory models, governed by interpretable
parameters. This thesis tackles statistical infe-
rence : guessing which parameters could have
yielded the signal through the model.

Inference in Neuroimaging is complexified
by at least three hurdles : a large dimensio-
nality, a large uncertainty, and the hierarchcial
structure of data. We look into variational infe-
rence (VI) as an optimization-based method to
tackle this regime.

Specifically, we combine structured sto-
chastic VI and normalizing flows (NFs) to design
expressive yet scalable variational families. We
apply those techniques in diffusion and func-
tional MR, on tasks including individual parcel-
lation, microstructure inference and directio-
nal coupling estimation. Through these appli-
cations, we underline the interplay between the
forward and reverse Kullback-Leibler (KL) diver-
gences as complementary tools for inference.
We also demonstrate the ability of automatic
VI (AVI) as a reliable and scalable inference me-
thod to tackle the challenges of model-driven
Neuroscience.




Synthese détaillée en francais

Cette these s’intéresse a la cartographie cérébrale a partir de données d’imagerie par
résonance magnétique (IRM). En partant des images IRM du cerveau, on cherche
a deviner quelle est la composition cellulaire de ses tissus, ou bien quelles régions
du cortex sont connectées les unes aux autres pour assurer ses fonctions cognitives.
Pour ce faire, on s’appuie sur des modéles explicatifs simples, dont on essaie d’inférer
les parametres a partir du signal magnétique. Cependant, en expliquant simplement
un signal complexe, on crée de I'incertitude: plusieurs jeux de parameétres pourraient
expliquer le signal observé. Cette thése s’appuie sur l'inférence statistique pour
deviner I'ensemble des parametres explicatifs possibles pour générer un signal
donné, et leur probabilités respectives, sous la forme de distributions de parametres.
L’organisation de la thése est la suivante:

1. La partie I replace la thése dans son contexte général. On présente d’abord
les applications cibles en Neuroscience, en particulier deux modalités d’'IRM
utilisées dans les travaux présentés. L’IRM fonctionnelle mesure les variations
de I'oxygénation du sang, un proxy de l'activité neuronale. L'IRM de diffusion
mesure la diffusion de 'eau dans les tissus, afin d’en inférer la composition
cellulaire. On présente ensuite la modélisation hiérarchique Bayésienne, qui
permet de construire les modeles paramétriques avec lesquels on va chercher
a expliquer le signal IRM. Enfin, on présente les méthodes statistiques qui
permettent d’inférer les parameétres de ces modeles explicatifs. En particulier,
cette these étudie I'inférence variationnelle (VI), qui traite les problemes
inverses comme des problemes d’optimisation.

2. La partie II présente des technologies d’inférence statistique modernes, que
cette thése cherche a mettre a profit. La premiére technologie est 'inférence
basée sur simulation (SBI). La SBI emploie de tres expressifs approximateurs
de distribution: les flots normalisants. Ces flots, puissants en faible dimen-
sionnalité, peuvent servir de substitut aux distributions implicitement définies
par un simulateur. Mais les flots normalisants ne sont pas utilisables dans le
contexte de large dimensionnalité de la neuroscience. La seconde technologie
est 'inférence variationnelle structurée et/ou stochastique (SVI). Elle recouvre
des techniques d’optimisation qui permettent de traiter de larges problemes
en exploitant leur structure répétée. L'objectif de cette thése est de combiner
les outils de la SBI avec ceux de la SVI pour traiter des problemes inverse en
Neuroimagerie, a la fois trés larges, et dont la complexité nécessite une grande
expressivité.



3. La partie III met en avant les contributions de la these. Y sont d’abord présen-
tées des avancées méthodologiques permettant le réemploi de flots normal-
isants a travers la structure répétée de modeles hiérarchiques. Ces technologies
sont ensuite appliquées a trois problemes ouverts en neuroscience. D’abord, la
cartographie fonctionnelle individualisée du cerveau, localisant des fonctions
majeures comme la vision ou le contréle moteur. Ensuite, la cartographie
tissulaire du cerveau a partir d’IRM de diffusion. Enfin, 'étude de la connec-
tivité fonctionnelle du cerveau, ou comment identifier des réseaux de régions

interconnectées participant aux des fonctions cognitives.

4. La partie IV fait office d’ouverture. Elle souligne les perspectives de recherche
suggérées par cette thése et ses connexions avec la modélisation générative.

La conclusion de cette thése met en avant ses contributions vers une neuroscience
interprétable et computationnellement efficace, via la modélisation paramétrique.



I believe that scientific knowledge
has fractal properties, that no matter
how much we learn, whatever is left,
however small it may seem, is just as
infinitely complex as the whole was
to start with.

— Isaac Asimov
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Introduction






The human brain is arguably one of the most challenging substrates of modern
science. A circuitry of neurons is connected to form macroscopic tissues. From
the electrophysiological activity of those cells, emerge primary functions, memory
and behavior (Stangor and Walinga, 2014). How to make sense of this immensely
complex system? Should we start at the biological basis, and investigate tracks
of axons connecting distributed brain regions (F. Zhang et al., 2022)? Or should
we rather investigate processes closer to cognition, for instance: where do groups
of neurons activate when performing certain mental tasks (Poldrack et al., 2011)?
Whatever the lens used, unveiling the brain’s inner workings requires observing
it in vivo, processing and producing information. However, measuring the brain
non-invasively is a challenge on its own.

Thus we must rely on complex measurements of a complex object.

In this thesis, we attempt to make sense of this complexity via modeling (Koller and
Friedman, 2009). Yet, providing simple explanations for complicated phenomena
creates uncertainty: possibly several model parameters could yield the observed
signal. We look into statistical inference as a way to capture, quantify, and ultimately
reduce this uncertainty (Bishop, 2006; Koller and Friedman, 2009; Gelman, Carlin,
et al., 2004).

In the rest of this introduction, we present the general organization of this disserta-
tion.

Partl Chapter 1 introduces two non-invasive Neuroimaging techniques: functional
magnetic resonance imaging (fMRI) and diffusion magnetic resonance imaging
(dMRI). fMRI is a proxy to the brain’s neuronal activity (Poldrack et al., 2011), and
dMRI to its cellular composition (Bihan and Iima, 2015). The two techniques do not
measure directly the brain’s microarchitecture or function, but the magnetic signal
that results from it. To make sense of this complex signal, Neuroscientists oftentimes
posit explanatory models, governed by a few latent parameters (Thomas Yeo et al.,
2011; Kong, J. Li, et al., 2019; Novikov et al., 2019). The goal of this thesis is to
guess which parameters could have yielded the observed signal through the model.
This objective is called statistical inference (Bishop, 2006; Koller and Friedman,
2009; Gelman, Carlin, et al., 2004).

Chapter 2 dives deeper into the explanatory models’ definition. We show how pa-
rameters and signals can be linked via nested distributions, possibly across multiple
measurements and subjects. Those interpretable distributions are called hierarchi-
cal Bayesian models (HBMs) (Koller and Friedman, 2009). Chapter 3 describes



M og

SIGNAL : MODEL : PARAMETERS
: Modified : Individual
fMRI : MS-HBM : parcellations
L SM Microstrucure
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5 GM tissue segmentation
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: Thesis organization We organize our thesis around the tryptic signal/model/pa-

rameters. Neuroimaging signals are described in Chapter 1, models in Chapter 2,
and inference methods to go from the signal to the model parameters in Chap-
ters 3 to 6. This thesis presents three applications, each one an instance of the
signal/model/parameters tryptic. Chapter 7 uses fMRI signal, a variation of the
multi-session HBM (Kong, J. Li, et al., 2019), and recovers individual parcellations.
Chapter 8 uses dMRI signal, a combination of the SM (Novikov et al., 2019) with
a GM, and recovers microstructure parameters adjoined to a tissue segmentation
(Jelescu, Palombo, et al., 2020). Chapter 9 uses fMRI signal, the MDS model (Ryali
et al., 2011), and recovers directional coupling matrices.



in greater detail statistical inference to tackle those models. We introduce various
techniques to go from an observed signal to a distribution of latent parameters. In
particular, we present variational inference (VI), an optimization-based method
(David M. Blei et al., 2017). This thesis investigates the ability of VI to automatically
tackle large-scale, hierarchical Neuroimaging problems.

Partll Chapters 4 and 5 present modern trends in inference. Chapter 4 introduces
universal density approximators: normalizing flows (NFs) (Papamakarios, Nal-
isnick, et al., 2019). Using datasets of signal/parameter pairs, NFs can reliably
approximate nearly any distribution, with immense potential in inference (Papa-
makarios and Murray, 2016; Cranmer et al., 2020). Yet NFs do not scale to the large
dimensionality of our Neuroimaging problems. Chapter 5 introduces techniques in
VI to tackle the large-scale. The key insight is to reflect the model’s structure into
parsimonious parameterizations and stochastic training schemes (Matthew D Hoff-
man and David M Blei, 2015; Ambrogioni, Lin, et al., 2021; Matthew D. Hoffman,
David M. Blei, et al., 2013). This thesis’ goal is to leverage the combined advantages
of those modern techniques.

Part Il Chapter 6 presents methodological contributions. By aggregating NFs
into a causal structure, we show that we can increase VI's expressivity without
compromising its scalability (Rouillard and Wassermann, 2022; Rouillard, Bris,
et al., 2023). We then apply these techniques to a variety of Neuroscience problems.
In Chapter 7, we map the individual brains of a thousand subjects, using fMRI
scans (Kong, J. Li, et al., 2019). We segment the brain into macroscopic parcels,
associating every point in the cortex with cognitive functions such as vision or motor
control. In Chapter 4, we tackle microstructure estimation: inferring the cellular
composition of the brain from a dMRI scan (Jallais and Palombo, 2023). To reduce
the uncertainty in this estimation, we design composite models, combining learned
density approximators with a hierarchical structure (Glockler et al., 2022; Powell
et al., 2021). In Chapter 9, we go back to fMRI to estimate directional coupling
across the full brain (Ryali et al., 2011; Frassle, Lomakina, et al., 2017). In doing so,
we unveil the individual links connecting distributed brain regions, building up the
networks from which brain function emerges.

Finally, Part IV discusses open questions in inference, leading to this thesis’ conclu-
sion.

A graphical summary of the thesis organization is visible in Figure 1.



Across our applications, we investigate the applicability of general VI methods
to tackle large-scale, complex problems. By removing the need for pen-and-
paper derivations, while ensuring the reliability and scalability of inference, we
push towards a simplification of the research cycle (Ambrogioni, Lin, et al., 2021;
Ambrogioni, Silvestri, et al., 2021). In the future, could model-driven Neuroscience
be as simple as hypothesizing a HBM to explain the observed data, while automatic
inference would yield the model’s interpretable parameters?



Part |

Background






1.1

Neuroscience and
Neuroimaging

This chapter provides some background information on Neuroimaging. We start
with a general motivation for non-invasive measurements of the human brain. We
then introduce two imaging techniques used in our applications: fMRI and dMRI.
We finish by motivating the methods developed in this thesis.

Non-invasive measurements: study the in-vivo brain

How to study the human brain?

Though earliest studies of the brain anatomy can be traced back to ancient Egypt
—around 1600 BC, through the Edwin Smith papyrus— the theory of the func-
tional specialization of the brain emerged in the 19th century. Franz Joseph Gall
(1758-1828) proposed the association between the brain and the mind, further
hypothesizing that specific mental faculties could be associated with specific brain re-
gions. Famous autopsies supported this theory. For instance, Paul Broca (1824-1880)
dissected the brain of an aphasic patient, Victor Leborgne, and discovered the area
associated with speech production. Though highly informative in localizing function
inside the brain, those "ablation studies" were obviously of limited reproducibility.

Another more modern example is histology. Staining microscopic slices of tissues
to observe those under a microscope is a gold standard for characterizing brain
microstructure. Yet, histology studies can only be performed post-mortem. Another
limitation is that cell bodies can shrink through the processing of the tissue slices
and do not necessarily reflect the microscopic structure of the in-vivo brain (Amunts
et al., 2020; Howard et al., 2022).

It is thus essential to investigate the in-vivo brain in a non-invasive manner.

To study the brain non-invasively, one can measure the signal resulting from
its electrical and metabolic activity, a field broadly described as Neuroimaging.
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Electroencephalography (EEG), for instance, measures the brain’s spontaneous elec-
trical activity through postsynaptic neuron potentials. This thesis focuses on another
imaging technique: magnetic resonance imaging (MRI). MRI uses strong magnetic
fields to investigate brain anatomy, function and microstructure through diverse
acquisition sequences. This thesis focuses on fMRI and dMRI in our applications,
which we will introduce in the following two sections.

Functional MRI (fMRI): a proxy to neural activity

The first Neuroimaging modality we focus on is functional magnetic resonance
imaging (fMRI) (Ogawa and T.-M. Lee, 1990; Poldrack et al., 2011). fMRI aims
at measuring the activity of neurons inside the brain. When neurons activate —
propagating action potentials— they require glucose. This leads to an increased
blood flow towards regions of high neuronal activity. This increased inflow, in turn,
leads to a higher concentration of oxygenated hemoglobin in the active regions. This
locally changes the magnetic properties of the blood. This so-called blood-oxygen-
level dependent (BOLD) contrast can be measured via MRI (Ogawa and T.-M. Lee,
1990).

We mention a few trends in fMRI research to put this thesis in perspective. First,
fMRI is not a direct measure of neural activity but rather an indirect proxy. We
measure the delayed variation in oxygen concentration resulting from neural activity.
In mathematical terms, a widespread hypothesis models the observed fMRI time
series as the convolution of some underlying neuronal activity by the hemodynamic
response function (HRF) —visible in Figure 1.1 (Poldrack et al., 2011; Ryali et al.,
2011). Moreover, this HRF can vary across different brain regions, meaning that the
underlying neuronal activity is —to a certain extent— unknown (Devonshire et al.,
2012; Handwerker et al., 2004; Taylor et al., 2018). In Chapter 9, we’ll try to go
beyond this uncertainty to investigate the actual neural activity in the brain.

Another trend in fMRI is the mapping of the human brain through parcellations.
Many criteria can group different brain areas into "parcels" of distinct connectivity,
microarchitecture, topography and function (Simon B. Eickhoff et al., 2018b). The
resulting parcellations are of a dual interest. First, parcels constitute intermediate
specialized units that can be integrated into larger-scale networks, leading to a
hierarchical organization of brain function (Van Den Heuvel and Pol, 2010). Second,
parcellations reduce the dimensionality of brain signals through meaningful com-
ponents (Dadi et al., 2020). From a statistical standpoint, this allows for instance

Chapter 1 Neuroscience and Neuroimaging
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Fig. 1.1.: Hemodynamic Response Function (HRF) Glucose consumption at time 0 will
lead to a complex response that spans over dozens of seconds. The concentration
in oxygenated hemoglobin quickly rises to a peak before stabilizing to its original
value. The canonical HRF is represented in dotted black. Two examples of HRF
—corresponding to two different regions in the brain— are represented in color.
Both HRFs differ from the canonical HRF in their "time-to-peak" or with the
presence of an "initial dip" before the peak. Those differences can affect the
measured precedence of the underlying activations. If the BOLD peak for one
region happens before the other, is it because the region activated sooner or
because its HRF has a smaller time-to-peak?

experimenters to detect contrasts in the brain without being hampered by conser-
vative multiple comparison corrections. In this thesis, we focus on the parcellation
emerging from functional connectivity (Van Den Heuvel and Pol, 2010).

A first point of note in connectivity-based parcellations is their variability across
individuals. Even after mapping the different anatomies of two subjects, they could
still differ in the localization of precise brain functions. Those differences bode
the question of the existence of one "universal" brain map (Simon B. Eickhoff et
al., 2018b). From a more practical standpoint, precisely mapping the brain of a
given individual has medical applications. In the context of brain tumor removal,
localizing precise brain functions from an fMRI scan could help select areas that
would minimally impact a subject’s recovery after a brain resection (Mandonnet,
2011). We endeavor to obtain such individual parcellations in Chapter 7.

Another point of note in brain connectivity lies in its very definition. A dominant
standard in the fMRI community is using correlation to define brain connectivity.
The underlying assumption is that if two areas have correlated signals, they should
be connected at some level and partake in the same brain functions. Correlation
has a massive advantage in its simplicity, both to compute and to interpret. Yet
correlation lacks the finer granularity needed to unveil the individual role of parcels

1.2 Functional MRI (fMRI): a proxy to neural activity
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as part of larger networks. If two parcels, A and B, have correlated signals, is it
because A activates B? Or because B activates A? Or because yet another region, C,
activates both A and B? Many methods attempt to refine the notion of connectivity
into so-called "causal" or "effective" connections (Ryali et al., 2011; K. J. Friston
et al., 2003). We study in greater depth this problem in Chapter 9.

Diffusion MRI (dMRI): a proxy to brain
microstructure

The second Neuroimaging modality we focus on is dMRI (Bihan and Iima, 2015).
dMRI is a key modality for biological tissue structure imaging. Applied to the brain,
dMRI helps quantify neuron soma sizes or their axon orientation (see Figure 1.2).
To do so, dMRI quantifies how water molecules diffuse in a tissue. By controlling
the direction and strength of the magnetic field, dMRI can assess how easily water
can diffuse in a given direction, at a given scale. When their movement is not
impeded by any obstacle, the diffusion of water molecules is isotropic. In contrast, in
tissues, this movement is blocked by cell membranes and other molecules crowding
the environment —which is denoted by the local diffusivity. By quantifying the
deviation from free diffusion, dMRI informs about the local (micro)structure of
biological tissues. For instance, inside neurons, water can only diffuse parallel to
the axons. One application of dMRI is thus tractography, which investigates the
white matter bundles connecting different brain parts (F. Zhang et al., 2022). This
thesis focuses on another application of dMRI: microstructure estimation, which
investigates the statistical cellular composition of brain voxels (Alexander et al.,
2019; Jelescu, Palombo, et al., 2020).

We mention a few trends in microstructure estimation research to put this thesis in
perspective. Similar to fMRI, dMRI is only a —very— indirect proxy of its target
of interest: microstructure. To guess which microstructure could have produced
the observed water diffusion, neuroscientists first hypothesize biophysical models of
tissue. Some models are realistic and necessitate to then simulate water diffusion
in the synthetic tissue (for instance via Monte Carlo) (Callaghan et al., 2020;
Ginsburger et al., 2019). Other models are simpler geometrical approximations
that do not require to simulate water diffusion. Those biophysical models first
approximate neurons through tubes, balls, and different compartments of different
diffusivities (Hui Zhang et al., 2012; Novikov et al., 2019; Palombo et al., 2020).
Second, they compute the magnetic signal resulting from the diffusion of water

Chapter 1 Neuroscience and Neuroimaging



Terminal buttons
(form junctions
with other cells)

Cell body Dendrites
(soma) (receive messages .
from other cells) Dendrites
(from another
ﬂ neuron)
Axon /\

(passes messages away
from the cell body to
other neurons, muscles,
or glands)

Action potential

(electrical signal

traveling down Myelin sheath

the axon) (covers the axon of some
neurons and helps speed
neural impulses)

Fig. 1.2.: Neurons Schematic representation of the different compartments of a neuron.

Some dMRI models simplify those compartments through simple geometric shapes
(Hui Zhang et al., 2012; Novikov et al., 2019; Palombo et al., 2020). The soma
can be approximated via a ball, the axon via a straight tube, etc... Figure adapted
from Stangor and Walinga (2014).

1.3 Diffusion MRI (dMRI): a proxy to brain microstructure
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inside those simple geometries. This produces a "forward" model that must then be
fitted on the observed signal to go in the "backward" direction: from the signal to
the ball sizes and tube orientations.

At its core, dMRI has to deal with strong uncertainty. Through the "forward" model,
different geometries can produce the same magnetic signal. If water diffusion is
impeded in a given direction, is it due to many orthogonal cell membranes or
because many metabolites reduce the diffusivity? The more complex the model
—for instance, adding more compartments— the more difficult it becomes to identify
its parameters. Uncertainty is further amplified by the low spatial resolution of
dMRI. dMRI typically measures the magnetic signal coming from 1mme-large voxels
(volumetric pixels). Such large volumes are ill-adapted to measuring microscopic
physical phenomena, which can create degeneracies when inverting biophysical
models (Jelescu, Palombo, et al., 2020). A first trend in dMRI research lies in
developing models that are good approximations of the microstructure while being
governed by parameters easily identifiable from the signal (Hui Zhang et al., 2012;
Novikov et al., 2019; Palombo et al., 2020).

Yet, no matter the model’s simplicity, parameters can never be perfectly identified.
One reason for this is the noise that corrupts the observed signal. This is especially
true in clinical setups with weaker MRI fields and less controlled experimental
conditions. As a result, another trend in dMRI research does not output single
parameter estimates, but distributions (Jallais, Rodrigues, et al., 2021; Jallais and
Palombo, 2023; Powell et al., 2021). Distributions encapsulate multiple possible
explanatory microstructures, along with their respective probabilities. This can
provide experimenters insights about parameter estimates robustness and reliability,
which is crucial for interpreting the results.

In Chapter 8, we endeavor to identify microstructure model parameters and reduce
their estimation uncertainty.

Major hurdles in Neuroimaging: uncertainty and
large scale

In this section, we mention a few hurdles in Neuroimaging that motivate this thesis.
Our goal is not to make an exhaustive list but to provide some context.

Throughout Sections 1.2 and 1.3, we touched upon one major hurdle in Neuroimag-
ing: uncertainty. The human brain’s connectivity, microarchitecture and function

Chapter 1 Neuroscience and Neuroimaging



are immensely complex. To make sense of the observed MRI signal, Neuroscientists
posit explanatory models. Those models are governed by a few interpretable pa-
rameters. This "forward" relationship —from the parameters to the signal— can
be complex, random at its very core, and corrupted by noise. Thus, going in the
"backward" direction —from the signal to the parameters— is even more complex.
Many a method can output a possible set of parameters to explain the observed
signal. But could other, equally explanatory sets of parameters also exist? The first
objective of this thesis is the development of methods that can capture this
uncertainty.

Another hurdle in Neuroimaging lies in the massive dimensionality it entails. The
MRI signal is typically measured across hundreds of thousands of voxels —volumetric
pixels. The voxel-wise signal itself can be high-dimensional. In fMRI, voxel times
series can span over a thousand timesteps. In dMRI, hundreds of magnetic field
directions and strengths are collected at each voxel. This means that a single
brain measurement contains dozens of millions of values. The second objective
of this thesis is the development of methods that can tackle this massive
dimensionality.

A third focus of this thesis is intertwined with the two aforementioned hurdles:
hierarchical modeling. To gain statistical power, and capture population trends, data
in Neuroimaging is collected across dozens or even hundreds of subjects (Van Essen
et al., 2012; Sudlow et al., 2015). By combining the information across subjects, we
can reduce the uncertainty in a given subject’s parameters. At the same time, those
population studies further multiply the already massive dimensionality. Hierarchical
modeling thus constitutes both a blessing and a curse. The third objective of this
thesis is to develop methods capable of hierarchical modeling.

The tryptic parameters/model/signal lies at the core of this thesis. Each of our
applications will be an instantiation of this trypticc. How can we infer all the
possible parameters susceptible to generating the observed, massive MRI signal
through the hypothesized hierarchical model?

1.4 Major hurdles in Neuroimaging: uncertainty and large scale
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Hierarchical modeling:
combining the information

In Section 1.4, we described how neuroscientists posit explanatory models to
investigate the human brain. This chapter opens the box of those models. We first
introduce hierarchical Bayesian modeling as a way to link the observed signal to
hypothesized latent parameters. Next, we review how this type of modeling is
applied in medicine and Neuroimaging. This section illustrates basic principles of
inference detailed more formally in Chapter 3

Hierarchical Bayesian Modeling (HBM)

Random Variables and distributions

How to represent unknown latent parameters?

One representation that innately incorporates the notion of uncertainty is random
variable (RV)s. This thesis focuses on statistical inference over RVs through the
Bayesian framework (Gelman, Carlin, et al., 2004; Bishop, 2006; Koller and Fried-
man, 2009). A more detailed treatment of the Bayesian theory (including Bayes
theorem) will be given in Section 3.1.

As a running example, consider measuring the weight of salmons inside a river. Each
salmon 7 has an unknown weight denoted #53m°". Let us assume we have little
information about the distribution of salmon weights in the world. Our prior for
each salmon’s weight is thus modeled as an uninformative uniform distribution with
a large support. We assume that the weight of each salmon i follows this distribution,

which is denoted:

Vi=1.N Hfalmon ~ u(wmiru wmax) (21)

Wmax — Wmin > 1
such a distribution encapsulates a —potentially infinite— set of values for a RV,
along with the probability associated with each value. See Figure 2.1 for a complex

example of distribution.
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Fig. 2.1.: Example 1D distribution The distribution of one one-dimensional parameter 6.
In this continuous case, § can take any value between -4 and 7. The probability
of falling into a given interval can be computed by integrating the probability
density. This distribution is rather complex. It features two modes, centered on
-1 and 2, corresponding to high probability regions. It also features some long
tail spanning from 4 to 7, where the density does not vanish completely.

For scientific purposes, we wish to know the value of #53™°", But due to budget

cuts, all we have access to is a rusty scale. This scale measures the weight of the

2

2 e~ We can denote this measured weight X $almon,

salmon with a large known error o
Xalmon follows the conditional distribution:

Vi=1.N X;almonwgalmon ~ N(glsalmon 02 ) (2.2)

» Yscale

that is to say, the measured weight is equal to the true weight, plus some random

white noise.

To use the terminology from Section 1.4, the true salmon weight is the parameter
we wish to retrieve. The measured weight is the observed signal. Finally, the model
is the joint distribution between the parameters and the signal:

P(Xisalmon’efalmon) _ P(Xisalmonw;‘almon) % P(stalmon) (23)

Joint

where P(653m°n) corresponds to Equation (2.1), and P(X$2Imon|gsalmon) corresponds
to Equation (2.2). The Bayesian terminology in Equation (2.3) will be detailed
more thoroughly in Section 3.1. This model P can be represented using the directed
acyclic graph (DAG) in Figure 2.2 (Koller and Friedman, 2009).

Chapter 2 Hierarchical modeling: combining the information
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esalmon

Fig. 2.2.: Salmon example graphical model Random Variables are represented using
nodes. Conditional dependency is represented via directed edges. Observed RVs
—the signal— are represented as grayed nodes. White nodes correspond to the
inferred parameters.

Observing the noisy Xfalmon, we cannot infer elsalmon unequivocally. In this simple
Gaussian case, we can mathematically derive the distribution of potential #32Imon
values, given the measured weight:

Vi=1.N 92a1m0n|X2:§almon ~ N(Mpost,ia Ugost)

Hpost,i = Xisalrnon (2.4)

2

= Ogcale

2
Opost =~

In Bayesian terms, the distribution described in Equation (2.4) is called the posterior,
the distribution of the parameters given the signal.

The precision Up_ont in this posterior is roughly equal to the rusty scale’s precision,
which is low. As a result, we have little information about each salmon’s weight. In
the next section, we show how hierarchical modeling can increase this precision.

Hierarchical models and plates

How to infer salmon weights with greater precision?

One way is to combine the information across salmons. Salmon specialists argue that
salmon weights tend to be geographically homogeneous. Taking into account this
information, we can define a new hierarchical prior to replace the prior described in
Equation (2.1):

grver i (Wmin, Wmax)
Vi=1.N lealmonwriver ~ N(eriver’ U?iver) (2.5)
Vi—=1.N Xisalmonwzsalmon ~ N(efalm0n7 Uszcale)

In this new prior, salmons’ weights are concentrated around a mean river weight.
This implies that salmons’ weights are not considered independent anymore. In
particular, observing one salmon’s weight is informative about another salmon’s,
since both weights are perturbations of the same river mean weight.

2.1 Hierarchical Bayesian Modeling (HBM)
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Fig. 2.3.: Salmon example hierarchical graphical model On top, we represent a graph
template, with the corresponding ground graph at the bottom. The plate N
symbolizes many repeated RVs instantiating the RV templates. In this case, as
many salmon’s weights §52™°" as there are salmons in the river.

Switching to a hierarchical setup, we significantly increase the number of RVs in the
model (as many RVs as salmons). Such large models can be compactly represented
via plate-enriched directed acyclic graph (DAG) templates, as in Figure 2.3 (Koller
and Friedman, 2009). The resulting graphical models feature RV templates that
symbolize multiple similar ground RVs. As an example, the RV template g52lmon
in Figure 2.3 represents a generic salmon’s weight, of which there are as many
instances as the cardinality of the plate. The plate structure also denotes that
the multiple ground RVs corresponding to the same RV template are conditionally
independent and identically distributed (i.i.d) That is to say, all the salmon’s weights
are independent given the river’s mean weight. In addition, all the salmon’s weights
follow the same Gaussian distribution described in Equation (2.5).
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Because we have changed the prior for #%3™°"  the posterior is also affected:

. salmon | y~salmon 2
Vi=1.N 6 | X ~ N (thier __post,is Uhier_post)

N 1
~ 2 Hriver XZS aimon
Hhier post,i = Ohier _post( D) + 2 )
river Oscale

1 & (2.6)

~ salmon

Hriver = 77 Z X;
N “

i=1
o2 oo
ier_post — _—2 -2
river + Tscale
We can compare this posterior to the one in Equation (2.4):
. - rer =2 -2 -2
* We have added the river’s mean precision to the scale’s: o 1. < Opver + Tcaler

In doing so, we significantly increased the precision at which we can infer each
salmon’s weight;

* At the same time, we bias each salmon’s weight towards the river’s empyrical
mean [iqver- This means that the inferred salmon weight no longer solely
depends on the measured signal, but also on some prior hypothesis —that
salmon’s weights should be similar inside the river.

This example illustrates the bias versus variance trade-off at the core of the Bayesian
prior design. We reduced the uncertainty in the posterior (the variance) at the cost
of a now-biased result. In Section 3.1 we detail more this trade-off.

In the next section, we move on from our simple salmon example to medical and
neuroscientific examples.

Hierarchical modeling in medicine and
neuroscience

In this section, we review instances of hierarchical modeling in medicine and
neuroimaging. We then delineate the type of modeling and inference we perform.
This section thus positions our methods in the Neuroscience literature.

2.2 Hierarchical modeling in medicine and neuroscience
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Hierarchical modeling in medicine and neuroimaging

Hierarchical modeling has a long history in medical research (Gelman and Hill,
2006; McGlothlin and Viele, 2018). The latter is typically interested in recovering
treatment effects over subjects. Scientists perform group-level analyses to test
differences between randomized populations. Applied over larger groups, so-called
population studies gain statistical power to overcome spurious findings (Fayaz et al.,
2016). General statistical frameworks to perform such analysis include analysis of
variance (ANOVA), or multilevel regression models (Gelman and Hill, 2006). Those
frameworks are similar to Bayesian hierarchical modeling, considering multiple
subjects and measurements per subjects as plates —as described in Section 2.1.2.

Hierarchical modeling is also almost systematic in Neuroimaging research. In
particular, a broad standard in fMRI is the use of generalized linear models (GLMs)
to measure contrasts between experimental conditions (Poldrack et al., 2011). For
instance: which regions in the brain are more active when seeing a human face
versus a scrambled image? Those contrasts are collected at the subject level —via
so-called first-level models. To test for statistical significance, the contrasts are then
aggregated at the group level —via second-level models. Similar to medical research,
such analysis can be performed at very large scales, leading to population studies
(Towsley et al., 2011; Sudlow et al., 2015).

Interpreting data hierarchically is thus ubiquitous in our application field. This
bodes the question: what are the specificities of the applications enabled by our
methods? In Section 2.2.2, we provide some context under the lens of statistics. In
Section 2.2.3, we focus on the modeling aspect.

Frequentist and Bayesian statistics: the right tool for each job

Taking a step back from the examples described in the section above, we can
(roughly) formalize a standard frequentist hypothesis testing framework. First,
features are collected at the subject level, independently. Second, in a posthoc
analysis, features are aggregated using some statistical test, controlling statistics such
as the false discovery rate (FDR), or the p-value.

In what ways does our Bayesian hierarchical estimation framework differ?

The first difference is at the feature collection level. Frequentist methods often-
times resort to maximum likelihood (ML) estimators, which provide unbiased point
estimates for the parameters. This means that the obtained parameters O are a
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single value maximizing P(X|©). In contrast, we obtain full parameter posterior
distributions —which are computationally much more difficult to achieve. One
advantage of posterior distributions is that they incorporate a notion of statistical
confidence at the subject level.

A second difference is at the feature aggregation level. Frequentist methods rely
on features being collected independently to perform statistical tests. In contrast,
hierarchical modeling breaks this independence. As in our salmon example in
Section 2.1.2, subject-level features will be less noisy, but will typically be biased
towards each other.

A third difference lies in the type of statistics used. Frequentist methods often
focus on p-values as a measure of hypothesis acceptability. P-values can be harder
to interpret for non-statistician audiences. For instance, lower p-values do not
necessarily imply a larger effect size. Nor can p-values be interpreted directly as
hypothesis probabilities. In contrast, we focus on group-level effect estimation, using
actual posterior densities. Posterior distributions have been argued as easier to
interpret for non-statistician audiences (Kruschke and Liddell, 2018).

Compared to frequentist hypothesis testing, this thesis thus focuses on a delineated
class of problems:

Parameter estimation applications, where significant noise is expected
at the subject level. First, this noise can be quantified and interpreted
via distributions. Second, this noise can be reduced by sharing the
information across local features, at the cost of statistically entangling
the latter.

As an opening, we sustain the growing opinion that frequentist and Bayesian view-
points shouldn’t be opposed, but rather combined (Bzdok and Yeo, 2017). In par-
ticular, the difference between the frequentist hypothesis testing and the Bayesian
hierarchical estimation frameworks is not clear-cut.

For instance, on the feature collection side: when adding regularization over a
frequentist optimization, one implicitly injects priors. The only difference with the
Bayesian maximum a posteriori (MAP) viewpoint is that the latter is explicit and
conceptualizes those priors as distributions. Conversely, using weakly informative
priors brings Bayesian estimation closer to the ML framework.

Similarly, there is a range of estimates spanning between point estimates and full
distributions, including Empyrical Bayes or MAP-II estimation (Murphy, 2012). On

2.2 Hierarchical modeling in medicine and neuroscience
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the statistics side, frequentist methods are amenable to estimation with uncertainty —
via ML estimates with confidence intervals (Kruschke and Liddell, 2018). Conversely,
the Bayesian framework is amenable to hypothesis testing via Bayes factors and
model comparison (Kruschke and Liddell, 2018). A whole continuum of methods
thus combines to a diverse degree the frequentist and Bayesian viewpoints, and the
appropriate method should be selected for each considered problem.

To conclude, as far as the Neuroscience community is concerned, we can cite the
opinion paper from Bzdok and Yeo (2017):

As a general tendency, the more one adheres to frequentist instead of
Bayesian ideology, the less computationally expensive and the less tech-
nically involved are the statistical analyses. It is a widespread opinion
that Bayesian models do not scale well to the data-rich setting, although
there is currently insufficient work on the behavior of Bayesian methods in
high-dimensional input data. [...] In sum, the scalability of model estima-
tion in the data-rich scenario is calibrated between frequentist numerical

optimization and Bayesian numerical integration.

Through this thesis, we strive to enable the transparency and richness of the
Bayesian viewpoint in such "data-rich settings". By repurposing the "frequentist
optimization" methods into a "Bayesian integrative" framework, we further bridge
the gap between both viewpoints. The scalability of our methods will be detailed in
greater length in Chapter 3.

Hierarchical Bayesian Models as generative, non-parametric,
large-scale models

The previous section focused on the statistical aspect of our method: Bayesian
estimation with uncertainty. In this section, we review modeling aspects: what are
the types of models enabled by our methods?

To offer some context from the Neuroimaging community, we briefly review high-
lights from the Bzdok and Yeo (2017) opinion paper. Bzdok and Yeo (2017) explore
the question:

How will the unprecedented data richness shape data analysis practices
[inside the Neuroscience community]?

They encourage a shift towards:
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* non-parametric models, defined as adaptive models where "the number of
parameters increases explicitly or implicitly with the number of available data
points". Those are opposed to parametric models with a fixed number of
parameters, prone to under-fitting in data-rich scenarios;

* generative models, that explicitly model the distribution of the signal P(X)
using some interpretable, hidden representation of the brain. Those are
opposed to discriminative models, that only model the distribution of some
target variable y (e.g. a cognitive score) conditional to the signal: P(y|X).

* methods reconciling Bayesian interpretability and frequentist computational
efficiency;

* out-of-sample generalization as statistics in data-rich, high-dimensional set-
tings. Those are opposed to p-values and other in-sample estimates more
adapted to small samples and parametric settings. On that point, the authors
actually argue for the combination of both statistics, depending on the context.

In the next paragraphs, we analyze the fit of HBMs to this taxonomy.

Non-parametric models Under the most restrictive definition of non-parametric
models, HBMs are parametric models. That is to say, HBMs do assume certain
(conditional) distributions form for the signal and the latent parameters (e.g. Gaus-
sians). Thus, HBMs are prone to model misspecification and to underfitting the
observed signal. Nonetheless, by nesting parametric models, HBMs gain in ex-
pressivity and can eventually fit adequately the observed signal. As an example,
consider Gaussian mixtures with non-parametric variance, which combine simple
building blocks to represent multi-modal, heavy-tailed distributions (see Section 3.4
for a definition of those terms). In a similar vein, HBMs can jointly model and
marginalize hyper-parameters such as the number of components in an independent
component analysis (ICA), clusters in a clustering, or topics in an author-topic
model (Goodfellow et al., 2016; Rosen-Zvi et al., 2010). Plate-enriched HBMs
can also dynamically adapt their number of parameters with the available data,
by distinguishing population from subject-level parameters. HBMs can thus adapt
their internal representations dynamically as more and more data becomes avail-
able. As such HBMs are —according to Bzdok and Yeo (2017)’s definition—
non-parametric models.

2.2 Hierarchical modeling in medicine and neuroscience
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Generative models By design, HBMs link latent parameters with the observed
signal via a joint distribution and aim at interpreting the observed data. HBMs are
thus a good fit with the definition from Bzdok and Yeo (2017). HBMs can also be
used as generative models able to generate synthetic signals similar to biological
signals. Indeed, after inference, latent parameters posteriors are "fitted" to the
observed data, and synthetic samples can be drawn from the posterior predictive
distribution. HBMs thus are interpretable generative models.

As detailed in Section 2.2.2, our methods combine Bayesian modeling and frequentist
optimization. Finally, in our applications, we use out-of-sample generalizations as a
main validation strategy.

In conclusion, our approach follows closely the recommendations from Bzdok and
Yeo (2017):

We focus on models hierarchically nesting parametric distributions
to augment their expressivity. Via plates, those models can dynamically
adapt their number of parameters with the amount of available data.
Through inference, those models learn the distribution of the observed
signal, and link it to interpretable latent parameters.

As an opening, we acknowledge that different researchers than Bzdok and Yeo (2017)
could have drastically different opinions over the future of Neuroscience methods.
In particular, fully non-parametric, deep neural network (DNN)s approaches have
shown impressive performance over the past decades (Eickenberg et al., 2017;
Jang et al., 2017; Plis et al., 2014). Those approaches completely bypass the
model specification needed for HBMs, approach big data simply via a massive
parameterization, and often thwart the trade-offs of traditional statistics (Goodfellow
et al., 2016). As a counterpoint, Efron and Hastie (2021) argue that DNNs are ill-
suited for parameter estimation since they do not ensure the unicity of their trained
weights, nor incorporate confidence intervals.

In contrast to purely non-parametric DNN approaches, this thesis applies tools
from the machine learning community to modernize traditional Bayesian mod-
eling.

Chapter 2 Hierarchical modeling: combining the information
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Statistical inference: dealing
with uncertainty

In Chapter 2, we described the models posited by Neuroscientists to explain the
observed brain signal. This chapter abstracts back model specification and describes
inference: how to guess which parameters generated the signal through the model.
We focus on statistical inference as a framework to tackle the uncertainty hurdle
described in Section 1.4. We start with a general definition of Bayesian inference.
We then describe methods to perform approximate inference in practice. Next, we
present VI, the statistical inference method we focus on. We finish by presenting
some practical obstacles for inference, which serve as additional motivations for this
thesis.

The Bayesian inference formalism

In Section 1.4, we introduced the tryptic parameters/model/signal. Guessing the
model’s parameters susceptible to generating the signal can be broadly described
as statistical inference. As presented in Section 2.1.1, this thesis frames statistical

inference using the Bayesian formalism (Bishop, 2006; Gelman, Carlin, et al., 2004).

In this section, we more formally generalize the salmon weights example from
Chapter 2.

We denote model parameters using the symbol ©. The observed signal is denoted
using the letter X. This thesis focuses on the case of continuous RVs. We explicitly
mention parts of the thesis that relate to discrete RVs. Probability distributions are
denoted using the uppercase letters P or (), and their densities using the lowercase
letters p or q. We consider interchangeably a model and the joint distribution it
defines over parameters and signal: P(X, O).

In the context of inference, the Bayesian theory can be summarized as:

"My new assumption about the values of the parameters is the combina-
tion of my prior assumptions and the evidence that has been presented
to me".
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Formally, the model incorporates some prior distribution for its parameters: P(O).
Along with this prior, the model defines the likelihood of the signal given the
parameters: P(X|©). The model can be fully described by the joint distribution:
P(X,0) = P(X|0) x P(O). Inference aims at finding the distribution of the
parameters given the signal, called the posterior distribution. Using Baye’s theorem,
the posterior can be decomposed as:

Likelihood
—
P(X|6) x P(©)
P(O|X) = ) (3.1)

Evidence

We can further detail each factor in the above equation.

The likelihood P(X|©) is the statistical link between the parameters and the signal.
In this thesis, we will both consider cases in which this distribution is explicit or im-
plicit. The explicit scenario corresponds to a modeling choice from the experimenter:
for instance, X can be hypothesized as the realization of a normal distribution
whose mean and variance depend on the parameters ©: X|0 ~ N (u(0),0(0)).
The implicit scenario will be further detailed in Chapter 4, and corresponds to cases
where we can sample from P(X|0©) via a simulator, but do not have access to an
exact formula for the likelihood.

The prior P(©) encapsulates the assumptions of the experimenter about the values
of © before even seeing the observed data. This includes the experimenter’s domain
knowledge, informed by years of research on the topic. The prior is the central
tool in Bayesian theory to deal with the bias/variance trade-off (Bishop, 2006). A
strong prior —high density over small support— can reduce the uncertainty in the
parameter estimation: the posterior precision will typically add the prior’s precision
to the precision due to the evidence (as in our salmon example in Section 2.1.2). In
doing so, the inferred solutions are biased towards the solutions assumed a priori
(independent of the evidence brought by the data). On the contrary, a weak prior
—low density over a large support— will only consider the evidence due to the data
at the cost of a larger uncertainty. In Chapter 8, we engineer meaningful priors to
reduce the variance of the posterior P(6|X).

The evidence P(X) is, sadly, unknown for most non-trivial models P. To compute
P(X), one would need to marginalize the likelihood over all the possible latent
parameter values:

P(X) = / /@ P(X|0)P(0)d0 (3.2)

Chapter 3 Statistical inference: dealing with uncertainty
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Marginalization in the evidence amounts to considering an infinite number of
parameter configurations. For each parameter configuration, we can compute the
probability of the observed signal. Integrating over all configurations provides
a single term —the evidence— that translates how likely the observed signal is
according to the model P. Expect in simple —called conjugate— cases in which
the above integral can be analytically computed, the evidence is unknown. As the
number of parameters composing © increases, even estimating P(X) via Monte
Carlo becomes infeasible. With P(X) unknown, P(©|X) can only be evaluated up
to a normalization constant —preventing the use of Bayes theorem "as is" to perform
inference.

The intractability of the evidence is the central computational problem of the
Bayesian theory. In the following sections, we illustrate how this hurdle can be
circumvented.

Approximate inference and Markov Chain Monte
Carlo (MCMC)

In this section, we give a brief overview of methods allowing to perform inference in
practice. A simplified illustration of the available methods is given in Figure 3.1.

In its most general form, the inference problem is highly complex. Koller and
Friedman (2009) illustrate the non-deterministic polynomial-time (NP)-hard com-
plexity of the exact inference problem. They show that even approximate inference
—computing probabilities up to an € error— is also NP-hard! In practice, the structure
of the hypothesized model —and the associated factorization of P(X, ©)— is critical
to performing inference effectively. In low-dimensional cases, factorizing P permits
local operations on "factors" composing the full distribution. This avoids needing
to treat the entire joint distribution P(X,©) at once. Exploiting the conditional
independence structure of P thus gives a basis for exact inference methods: variable
elimination or clique-trees (Koller and Friedman, 2009). Sadly, those algorithms’
computational and memory complexity is roughly exponential in the number of RVs
composing © (a more accurate diagnostic based on the treewidth of P can be found
in Koller and Friedman (2009)). This renders exact inference methods infeasible for
many real-life problems.

3.2 Approximate inference and Markov Chain Monte Carlo (MCMC)
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STATISTICAL INFERENCE

Exact inference
variable elimination,
clique trees,

Approximate inference

\ MCMC

Fig. 3.1.: Simplified Venn diagram of statistical inference This thesis focuses on varia-
tional inference (VI), which is an instance of approximate inference. Approximate
inference is needed to tackle many real-world inference problems, due notably to
their size (number of RVs).

Computational constraints thus drive the need for approximate inference methods.
Given the dimensionality of our target applications —illustrated in Section 1.4—
this thesis focuses on approximate inference.

The first well-studied family of approximate inference methods is Markov chain
Monte Carlo (MCMC) (Andrieu et al., 2003). MCMC infers through sampling a
Markov chain whose equilibrium distribution is the posterior distribution P(0|X).
To set P(O]X) as its equilibrium, MCMC relies on posterior ratios, which circumvents
the intractability of the evidence introduced in Section 3.1:

P(@proposal|X) P(X’@proposal) % P(@proposal) XM

P(@current| X' - P(X|@current) 5 p(@current) XM (3.3)

where ©°UTeMt js the current state of the chain, and ©P™P°? is proposed by a kernel
as the next state of the chain. The chain’s probability of jumping to @P™P°s2! depends
on this ratio, which ensures it samples from P(©|X ). MCMC has the advantage of
sampling from the true posterior asymptotically, if sufficiently many samples are
drawn from the chain. Though it does not provide an explicit posterior, in a sense,
MCMC is not so much an "approximate" method. MCMC research is, to this day, a
flourishing field of research (Andrieu et al., 2003).

We mention a few MCMC research trends linked to this thesis. At the core of MCMC
is the design of efficient kernels that propose the following sample in the chain. A first

Chapter 3 Statistical inference: dealing with uncertainty
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improvement over random walk kernels is the integration of Hamiltonian dynamics
through Hamiltonian Monte Carlo (HMC) (Duane et al., 1987). This allows for
"longer jumps" between states, meaning that successive samples are less correlated,
and fewer samples are needed to approximate P(©|X). Recently, Matthew D.
Hoffman, Sountsov, et al. (2019) combined HMC with the reparametrization trick
—which we will detail in greater length in Section 3.3.4— to yield even more
efficient kernels. This research is interesting in combining elements from two
fields, generative modeling —a focus of this thesis— and MCMC. We believe such
combinations will be more and more fruitful in the future, breaking barriers between
sometimes hermetic research fields.

Another interesting trend in MCMC research is the emergence of sequential Monte
Carlo (SMC) (Moral et al., 2007). SMC uses importance (re)-sampling to evolve a
population of particles into a target distribution —for instance, P(©|X). Contrary
to traditional MCMC, SMC can leverage the parallelization capabilities of modern
graphics processing unit (GPU)-accelerated software. This unified framework paves
the way for GPU-accelerated hybrid methods.

In terms of limitations, MCMC is a sampling-based method. As such, MCMC can
struggle in high-dimensional scenarios: this can be seen as an instance of the curse
of dimensionality (Donoho, 2000). In general, compared to variational methods,
MCMC is considered slower and more computationally intensive (David M. Blei
et al., 2017). Given the large dimensionality of our target applications, we thus focus
on another branch of approximate inference: variational inference (VI) (presented
in Section 3.3). Yet, we underline that our omission of MCMC methods stems
from a lack of time rather than a partisan mindset, and we propose in Section 10.1
some combinations between MCMC and VI. We believe in the potential of such
combinations to bridge the asymptotic exactness of MCMC with the computational
efficiency of VI.

Variational Inference (VI): an optimization take on
approximate inference

This section details the branch of approximate inference we focus on: variational
inference (VI). We start with a general definition that introduces the concept of a
variational family. Next, we define inference amortization, a key concept in this thesis.
We then expand on different types of losses that can be used to train variational
densities. We finish with practical considerations regarding VI's implementation.

3.3 Variational Inference (VI): an optimization take on approximate
inference
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We voluntarily present a modern, machine learning-oriented take on VI. Note that
this section is not meant to be exhaustive, as modern trends of VI will also be
presented in Chapter 5.

The variational family and the approximation gap

VI frames inference as an optimization problem.

VI starts by defining a variational family, denoted Q, of distributions over the parame-
ters ©. Then, VI finds inside Q the distribution Q(©) closest to the target distribution
P(©]X). How we measure the closeness of () to its target will determine the loss
minimized during optimization. We detail different usable losses in Section 3.3.3.

The optimized weights parameterize the different distributions inside the variational
family. For instance, a simple variational family corresponds to parametric Gaussians
Q = {N(u,0?);u € R0 € RT*}. Using this example family, VI would reduce to
finding the values for the mean and variance that would yield the Gaussian closest
to P(©|X). In general, VI amounts to the following equation:

Q={Q(6;¢);¢ € Dom(¢)}

¢* = argmin Div(Q(©; ¢)|[P(0]|X))
#€bom(¢)

3.4)

where Dom(¢) denotes the domain of the weights ¢, and Div denotes a divergence
between distributions, null if and only if Q(0;¢) = P(©|X).

An important caveat about VI is that, after the optimization, VI does not necessarily
yield P(©|X). VI yields the distribution best approximating P(©|X) inside the
variational family. A trivial example of VI’s failure is if one tries to fit the multimodal
distribution in Figure 3.4 (top) using a simple Gaussian (bottom right). The actual
form of the distribution is very far from a Gaussian: no matter how effective the
optimization, the resulting approximation will always be poor. This asymptotic
limit on VI performance has been coined the approximation gap by Cremer et al.
(2018).

The crux of VI can be understood from Figure 3.2. We must design a variational
family Q as expressive as possible to minimize the approximation gap. In Figure 3.2,
this amounts to making the O-cloud larger and larger so that it covers P(©|X). Yet,
the most expressive variational families are not necessarily the most amenable to
optimization. In Figure 3.2, the red optimization arrow can be so convoluted that
the optimal solution Q* is never found in a reasonable time (Bottou and Bousquet,
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P(6]X)

Approximation ga
Qo)) P o

Optimization A

Fig. 3.2.: Variational Inference (VI) The Q-cloud represents the variational family, inside
which we optimize to find the distribution Q(O; ¢*) closest to P(0|X). VI opti-
mizes the weight ¢ from an initial value ¢" to the optimal values ¢*. The ability of
Q* to approximate its target well depends on the expressivity of Q, as measured
by the approximation gap.

2007). Finding expressive yet computationally effective variational families is thus
an active research area (Weilbach et al., 2020; Titsias and Ruiz, 2019; Ambrogioni,
Silvestri, et al., 2021). In this thesis, we strive to strike a particular balance between
expressivity, computational efficiency, and scalability to large dimensions.

Inference amortization, and the amortization gap

Here, we define inference amortization, a key concept in this thesis.

As explained in Section 3.3.1, VI searches for the distribution @) that best approxi-
mates the posterior of © for a given observed value X, for the signal X. Denoting
the corresponding optimized weights ¢, yields the approximation: Q(©;¢g) ~
P(©]X = Xp). When presented with a new data point X;, optimization has to be
performed again to search for the weights ¢, such that Q(0; ¢1) ~ P(0|X = X;).
Focusing on a given value of the signal is the default paradigm of inference. For
instance, MCMC —described in Section 3.2— needs to run a new chain when
presented with a new value for the signal.

Instead of inferring "from scratch", sample amortized VI (C. Zhang et al., 2019;
Cremer et al., 2018) regresses the weights ¢ using an encoder f of the observed
signal X: ¢(©;¢ = f(X;)) ~ p(©|X = X;). The cost of learning the encoder
weights is amortized since inference over any new signal X; requires no additional
optimization. To underline that we now learn the posterior of © for any value of X,
we denote the amortized variational family Q(©|X) instead of the non-amortized

Q(6).

3.3 Variational Inference (VI): an optimization take on approximate
inference
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P(6]X = X1)

Approximation gap

Amortization gap

Q(6; f(X1)

Q(0; f(X2) P(B|X = X»)

Q amortized

Fig. 3.3.: The amortization gap (Cremer et al., 2018) On top of finding the optimal
weights ¢ and ¢, corresponding to the signals X; and X;, amortized inference
requires to learn an encoder f such that ¢ = f(X;) and ¢ = f(X3). This
both computationally complicates inference and reduces the expressivity of the
amortized family Q*™°rzed _duye to the limited expressivity of the encoder f.

Amortization can massively speed up inference in high-dimensional contexts. For
instance, consider microstructure estimation as described in Section 1.3. Running
inference from scratch on hundreds of thousands of voxels can take a massive time.
In contrast, it is much faster to train an amortized estimator once and reuse it on
every voxel by feeding its signal to the encoder (Jallais and Palombo, 2023).

Yet, if amortization is attractive from a computational point of view, it also compli-
cates inference.

From a theoretical point of view, amortization can reduce the expressivity of the
variational family, introducing on top of the approximation gap an amortization
gap (Cremer et al., 2018). Indeed, in addition to finding the optimal weights ¢,
and ¢, corresponding to the signals Xy and X;, amortization requires learning an
encoder that perfectly maps Xg — ¢¢ and X; — ¢1. Our experiments in Chapter 6
illustrate this amortization gap, which becomes more apparent as the complexity of
the model P (and thus its posterior) increases. We illustrate the amortization gap in
Figure 3.3.

We'll repurpose the concept of amortization in Chapter 6 to improve inference’s
computational efficiency.

Chapter 3 Statistical inference: dealing with uncertainty



3.3.3 Distribution divergences as optimization losses

This section details how the closeness of Q(©) to P(©|X) can be measured in
practice. This closeness plays the role of a minimized loss during optimization.

The most prominent way to measure closeness is based on the Kullback Leibler
divergence (KL), which takes its roots in information theory. Considering two
distributions P; and P, the KL divergence from P, to P, is defined as:

KL(Py||P2) = Ep, [1og pl}
b2 (3.5)

= / p1(z) x log pi(®) dx
TEX p2(z)
Where X' denotes the space over which P, and P, are defined. An important feature
of the KL is that it is not symmetric: KL(P;||P;) # KL(P||P1) —that is why the
KL is called a divergence and not a distance. From a computational perspective,
this asymmetry is important. To compute KL(P;||P;) using Monte Carlo —using
discrete samples to evaluate the integral in Equation (3.5)— requires sampling from
Py and evaluating p;. In contrast, it requires only evaluating p,. This difference has
important consequences in terms of implementation, as detailed in Section 3.3.4.

Since the KL is asymmetric, in the context of VI it yields two different losses.

The reverse KL divergence (r-KL) The r-KL corresponds to computing the diver-
gence from P(0|X) to Q(O):

Dive k1 (Q(O)|P(O]X)) = KL(Q(O)[|P(6]X))

_ 4(©) (3.6)
= e [log p(e\XJ
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In the context of inference, the r-KL cannot be computed because we do not know
the posterior P(©|X) and cannot evaluate its density. However, rewriting the r-KL

yields a usable loss:

KL(Q(O)[|P(©]X)) = Eq {log p(© (T)) )]

Eq [log ¢(©) —log p(©|X)]

Eq [log ¢(©) — log p(0, X)] + Eq [log p(X)]

= Eq [log ¢(©) — log p(©, X)] + log p(X)
(@)
(©,

3.7)

x —ELBO(Q

ELBO(Q) = Eq [logp(©, X) — log ¢(0)]
log P(X) = KL(Q(©)||P(6]X)) + ELBO(Q)

Evidence Lower bound

Equation (3.7) reveals the evidence lower bound (ELBO) term. As the last line
in Equation (3.7) underlines, since the KL term is always positive, the ELBO is
always lower than the evidence term log P(X) (hence its name). Contrary to the
KL, the ELBO only depends on computable terms: the variational and joint densities.
Maximizing the ELBO is equivalent to minimizing the KL since the evidence term,
though of unknown value, is fixed with respect to @ (it only depends on P).

The ELBO is the historical centerpiece of VI (David M. Blei et al., 2017). It combines

multiple advantages:

* computing the ELBO using Monte Carlo is cheap, only requiring sampling from
the variational distribution and evaluating the variational and joint densities;

» comparing different variational distributions () —possibly from different varia-
tional families— over the same model P, differences in ELBO directly translate

differences in KL divergence;

* provided perfect approximation, KL(Q(©)||P(©]|X)) = 0 and ELBO(Q) =
log P(X), meaning the ELBO provides an efficient estimator for the evidence,
usable in contexts such as Bayesian model comparison (Gelman, Carlin, et al.,

2004).

Nonetheless, the r-KL has notable drawbacks that will be detailed in Section 3.4.
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The forward KL divergence (f-KL) Opposite to the r-KL, the f-KL corresponds to
computing the divergence from Q(©) to P(0]X):

Divekr (Q(0)[|P(6]X)) = KL(P(0]X)[|Q(0))
p(GIX)] (38)
(©)

= Ep(ex) |log
In this form, the f-KL. cannot be evaluated, because we do not know the posterior
P(0|X) and cannot evaluate its density nor sample from it. Contrary to the r-KL,
no rewriting allows using the f-KL in the non-amortized context.

However, switching to the amortized setup —described in Section 3.3.2— we can
sample from the joint distribution P(X, ©). Since we now learn the posterior of ©
for any value of X, we can replace Q(O) by Q(0|X). The following amortized {-KL
can be evaluated:

DiviRy (Q(O]X)[|P(O]X)) = Ep(x)

Epox) |log

o |

=Ep(x) [Ep(@pc [log p(©, X) — log p(X) — logq(G\X)ﬂ
=Epx) [EP(®|X [log p(©, X) — log ¢(O]X)] —IOgP(X)}
x Ep(x @) logp(©, X) —log q(O]X)]

ox Ep(x,e) [—1ogq(©|X)]

(3.9)
amortization thus yields a computable loss, yet comes at a cost as explained in
Section 3.3.2. Strategies to mitigate that cost are presented in Sections 4.2.2
and 10.1.

Marginal inference Contrary to the r-KL, the f-KL is easily amenable to marginalizing
unwanted parameters. Splitting the parameters © = @8t J @°ther it is possible
to focus solely on the inference over ©% by defining a variational distribution
Q(O"E: ¢) and training over the loss:

DivERE QO X)| [P0 X)) ox Ey gruss goir-p(x,0) [~ 108 a( O] X))
(3.10)
In practice, the variational distribution now targets the marginal posterior of ©*'8¢t,
integrating over all the possible realizations of ©°™¢". In some cases, ©°¢" corre-
sponds to high-dimensional intermediate states (e.g. in Chapter 9 a latent time
series) while ©™8¢t are low-dimensional parameters (the noise level in the series).
Using the f-KL then bypasses the large dimensionality of the problem, to focus

inference on the key parameters only. We exploit this feature in Chapters 8 and 9.

3.3 Variational Inference (VI): an optimization take on approximate
inference
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Alternative divergences This thesis primarily focuses on the r-KL and f-KL. As
an opening, we mention a few other distribution divergences that can be used to
measure the closeness of Q(©) to P(©]X). Those divergences can be used instead
of the KL as an optimization loss.

Note: This sub-section is more mathematically involved and refers to terms defined
in Section 3.4.

A generalization of the KL is Rényi’s a-divergences (Y. Li and Turner, 2016), which
enables a smooth interpolation from the ELBO to the log-likelihood. Different
values for « yield the KL divergence, or divergences proportional to the Hellinger
or x2. Typically, larger o values encourage mass-covering properties —useful in
multi-modal contexts— but can create instability when Q(©) is much different
from P(O|X). As a consequence, a-adaptive methods have also been developed
(Dilin Wang et al., 2018). Divergences can also be defined using the more general
framework of Csiszar f-divergences (Ali and Silvey, 1966). In doing so, closeness with
the objective function can be measured using the Jensen-Shanon or total variation
divergences. Different ways to compare distributions can also be envisioned. For
example, Ambrogioni, Gliclii, Giicliitiirk, et al. (2018) propose a loss based on
the Wasserstein distance. Recently, Modi et al. (2023) propose score matching
—matching the gradients of the log density between (©) and P(©|X).

The usage of alternatives to the KL was mostly omitted during this thesis. Nonethe-
less, we argue there is potential in integrating divergences adapted to the inference
problem at hand as part of automatic variational inference (AVI) (Ranganath et al.,
2013).

VI in the machine learning era

Here, we describe how VI can be implemented in practice, leveraging modern
software and hardware.

Historically, VI required mathematical mastery. Starting from the model P and the
variational family Q, an optimization routine had to be derived using pen and paper.
That is to say, a set of equations to update the weights of the variational family at each
optimization step. This approach is similar in spirit to the expectation maximization
(EM) algorithm (Bishop, 2006). To derive tractable equations, statisticians often
resorted to conjugate distributions. This means that the choice of variational family
and the ability to solve the optimization were intertwined. This mathematical
legwork remains computationally attractive where applicable (Thomas Yeo et al.,
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Fig. 3.4.: Illustration of the r-KL and f-KL behavior (Bishop, 2006) On top, a bi-modal
target distribution. On the left, a reverse Kullback Leibler divergence (r-KL)-fitted
Gaussian approximation. The r-KL is mode-seeking. Even a more expressive family
than parametric Gaussians wouldn’t necessarily cover the full target. On the right,
a forward Kullback Leibler divergence (f-KL)-fitted Gaussian approximation. The
f-KL is moment-matching and enforces a coverage of the full target’s support. A
more expressive family than parametric Gaussians would better match the target.
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2011; Kong, J. Li, et al., 2019; Dao et al., 2021). However, it creates substantial
barriers to entry for novice experimenters.

In contrast, this thesis focuses on automatic differentiation variational inference
(ADVI) (Kucukelbir et al., 2016; Ranganath et al., 2013). Implementing P and Q)
using automatic differentiation software allows propagating Div(Q(O; ¢)||P(0|X))
—the loss— back to the weights ¢ of the variational family (Dillon et al., 2017;
Bingham et al., 2019). Contrary to the manual derivations above, ADVI does not
constrain the experimenter in the choice of model or variational family and requires
little mathematical mastery.

What’s more, implementing VI using automatic differentiation software leverages
the powerful tools developed in the machine learning community:

* optimizers and schedulers to update the variational family weights (Diederik P.
Kingma and Ba, 2015);

¢ neural network architectures that can be intertwined with stochastic functions
(Bishop et al., 1995);

* GPU acceleration, which can massively speed up parallel computation.

In the rest of this section, we mention some implementation details at the core of
modern probabilistic software.

Monte Carlo integration The losses in Equations (3.7) and (3.9) include expecta-
tions over distributions —respectively over Q(0) and P(X, ©). Calculating analyti-
cally the corresponding integrals is, in practice, computationally infeasible. Instead,
we can rely on the Monte Carlo unbiased estimator:

Ep, [f(2)] = f(@)p1(x)dx

TEX

1
=N Z f(w3)

T4 NPl

(3.11)

Replacing the integral with a mean renders losses computationally tractable. As the
number of samples N from P; increases, the estimator’s variance decreases: the
mean value is a more faithful estimate of the integral. In machine learning, this
is linked to mini-batching. The f(x;) can also be estimated independently, which
means that Monte Carlo integration is amenable to GPU parallelization.
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Application to f-KL Applying Monte Carlo integration renders the f-KL loss computa-
tionally tractable:

1
o) =5 > —loga(O:f(Xi,0)) (3.12)
X;,0;~P(X,0)
where we assume that the density ¢ is differentiable with respect to ¢. Using Monte

Carlo integration for the f-KL leads to the following steps:

1. sample from the joint distribution p(X, ©), which is amenable to the implicit
setup as described in Chapter 4;

2. for each sample, feed the value of X to the encoder of the amortized Q(©|X);
3. conditioned by X, maximize the density ¢ over the value of ©

This framework is similar to the supervised learning setup in machine learning:
training over an i.i.d dataset, we feed to a (probabilistic) regressor a feature (X;)
and maximize a density over a target (0;).

Application to r-KL Applying Monte Carlo integration yields:

1

L) == > logq(©i;¢) —logp(X,0;) (3.13)

0;~Q(0;¢)

where we assume that the densities p and ¢ are differentiable with respect to ¢.
Using Monte Carlo integration for the r-KL leads to the following steps:

1. sample from the variational distribution Q(©; ¢);

2. for each sample, evaluate both the variational density ¢ over © and the joint
density p between © and the observed signal X;

3. maximize the ELBO.

However, directly differentiating through those steps is not possible for subtle
reasons. In the f-KL case, the expectation was taken over P(X, ©), a distribution
that does not depend on the weights ¢ of the variational family. In contrast, in the
r-KL, the expectation is taken with respect to Q(0; ¢). As differentiation through an
expectation is not well-defined, an additional implementation detail is necessary for
ADVI to work.

3.3 Variational Inference (VI): an optimization take on approximate
inference
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The reparameterization trick How to differentiate through an expectation over a
parametric distribution? A broadly used solution to this problem is the reparame-
terization of Q(©; ¢). Instead of a parametric distribution, we can rewrite () as a
parametric transformation of a fixed distribution. As an example, in the Gaussian
case:

O~ N(u,o) < O=p+ocU with U~ N(0,1) (3.14)

a parametric Gaussian can be rewritten as a parametric affine transformation of a
standard Gaussian. Many standard distributions are amenable to such a rewriting.
In Section 4.1, we introduce a class of transformations called normalizing flows
(NFs) that leverage reparameterization to produce powerful density approximators
(Papamakarios, Nalisnick, et al., 2019).

To compute an expectation over a parametric distribution, we can leverage the
reparameterization trick:

O~QO;¢) < O0=T(U;¢p) where U~ Py
0

W(T(U;«p))}

Applying this to the r-KL, we can reparameterize () to differentiate through Equa-

0 (3.15)

%EQ(Q;@ [f(©)] =Ep, )

tion (3.13) —both through the sampling and density evaluation.

Differentiation without reparameterization The reparametrization trick is often suf-
ficient to implement ADVI. Yet, in some cases, () cannot be fully reparameterized,
and alternative strategies are required. A typical scenario where the reparameteriza-
tion trick is not applicable is the presence of discrete RVs in ©. In detail, it is possible
to differentiate through the evaluation of the probability of discrete RVs. However, it
is impossible to differentiate through their sampling. We present three strategies to
circumvent this issue.

Any RV: REINFORCE gradient estimation Computing the expectation can be done
using the log-derivative trick:

55 Eaen 1(0:0) = Eqe [ 55/(0:0) + 1@) - loga(@0)]  3.16)

Using this trick, the density ¢ needs to be differentiable, but not the sampling from
(). This makes the REINFORCE estimator usable for a broad class of distributions,
including discrete distributions. However, the REINFORCE estimator has a large
variance, making it computationally impractical. Learnable control variates can help
reduce this variance (Tucker et al., 2017; R. Liu et al., 2019).

Chapter 3 Statistical inference: dealing with uncertainty



Discrete RVs: continuous reparameterization Another solution to treat discrete RVs
is to approximate those through continuous distributions. This can be done using
the Gumbell-Softmax trick (Grathwohl et al., 2018). Note that at high temperatures,
this approximation is imperfect and introduces a bias compared to the discrete case.
Annealing from high to low temperatures can lead the approximation from a more
numerically stable to a more exact regime. We apply this solution in Chapter 7.

Discrete RVs: enumeration Treating discrete RVs can also be done efficiently via
enumeration. To prevent marginalization over an exponentially large number of
worlds, variable elimination has been recently revisited on tensors by Aitchison
(2019) and Obermeyer et al. (2019). We use this solution in Chapter 8.

Software implementation This section presented a list of essential building blocks
to implement ADVI. Via Monte Carlo integration, reparameterization, and automatic
differentiation, any variational family Q can be used to infer over any model P, in a
fast and scalable way. We conclude this presentation by mentioning two software
packages that we extensively used:

* Tensorflow probability (TFP) is a probabilistic library based on top of
Tensorflow (Dillon et al., 2017; Martin Abadi et al., 2015). TFP is a relatively
low-level application programming interface (API) that provides much control
to the user. We found TFP particularly useful to prototype complex variational
families. But in high dimensional cases, we often struggled with numerical
instability.

* Pyro is built on top of Pytorch (Bingham et al., 2019; Paszke et al., 2019).
Pyro specializes in stochastic variational inference (SVI) —which we present
in Section 5.2.2. Pyro provides high-level APIs, making it easier to use for
beginners. However, this level of automation also makes Pyro harder to
customize. Pyro also provides powerful state-of-the-art optimization routines,
making it computationally attractive in high-dimensional cases.

We would generally encourage users interested in SVI to use the Pyro library. We
also underline that both libraries implement other probabilistic methods, including
MCMC, SMC, or importance sampling.

3.3 Variational Inference (VI): an optimization take on approximate
inference
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Hurdles in statistical inference

This short section reviews a few common obstacles to inference encountered during
this thesis and serves as a counterpoint to Section 1.4. Modeling in Neuroimaging
requires dealing with both uncertainty and high dimensionality. As we have shown
so far, statistical inference can deal with uncertainty. But, as detailed below, high
dimensionality in itself complicates inference. From a technical standpoint, the
hurdles detailed here serve as additional motivations for this thesis.

Distribution complexity: multi-modality and heavy tails

A common hurdle in inference is the complex shape of the unknown posterior
distribution. Consider Figure 2.1 as the posterior distribution that inference should
retrieve. It presents two complex features: multi-modality and heavy tails, which we
define below, and illustrate in Figure 3.5.

Multi-modality and mode collapse Multi-modality corresponds to different regions
in the O©-space that may explain the observed signal X. For example, consider
microstructure estimation described in Section 1.3. If the observed water diffusion
in a given direction is low, is it because of a low diffusivity? Or because the
direction is orthogonal to the direction of the neuron axons? Unlikely parameter
configurations may separate those highly-explanatory regions. This creates distinct
distribution modes, separated by low-density regions.

To explain why multi-modality may impede inference, recall that inference methods
usually explore the parameter space locally,. MCMC runs a Markov Chain where the
next proposed state is a perturbation near the current state. Conversely, VI smoothly
interpolates distributions between its start and end points during optimization.
Because of this locally exploratory behavior, inference methods may get "stuck” in one
high-explanatory region. Consequently, inference methods may ignore alternative
—potentially equally explanatory— modes. This behavior is coined mode collapse,
and is illustrated in Figure 3.5 (left).

Mode collapse using MC methods Using MCMC, a standard diagnostic to detect multi-
modality is running multiple chains separately. The experimenter can then assess the
mixing of the chains: chains stuck in different modes would not mix. In the same
vein, ensembling multiple chains can help tackle multi-modality (Foreman-Mackey

Chapter 3 Statistical inference: dealing with uncertainty
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Fig. 3.5.: Pitfalls in inference On the left: an illustration of mode collapse. The variational
approximation focuses on the distribution mode on the right and ignores the left
one. On the right: variance under-estimation. The variational approximation
ignores the low-density tails surrounding the distribution mode. As a result, it
underestimates the uncertainty in the true distribution.

et al., 2013). SMC is another promising method in that direction since it is akin to
running multiple importance-resampled "chains" in parallel.

Mode collapse using VI The r-KL —described in Section 3.3.3— is notably mode-
seeking (David M. Blei et al., 2017). This feature is both a blessing and a curse: the
r-KL provides quick convergence but is prone to getting stuck in one posterior mode.
In contrast, the f-KL "forces" the variational density to consider all the modes in the
distribution and prevents mode collapse. To understand why this is the case, we
reproduce here the expression of both divergences:

Div, k1 (Q(O)||P(6]X)) = Eq |log q@w
PO (3.17)
DivekL(Q(0)||P(0]X)) = Epe|x) |log p((;)g)()}

both divergences evaluate the difference between the log densities ¢ and p. In
the r-KL. however, this difference is integrated over the support of the variational
distribution. If @) does not cover some modes of P, the difference will not be
evaluated on that mode. In contrast, the f-KL integrates the same difference over
the support of the target distribution P. This forces () to consider all of the modes
in P —as illustrated in Figure 3.4.

Heavy tails and variance under-estimation Distribution tails correspond to the low-
density regions surrounding the high-density modes. Due to mechanisms similar
to mode collapse, inference methods tend to ignore distribution tails, focusing on

3.4 Hurdles in statistical inference
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highly explanatory regions. Yet those tails may be "heavy", meaning that the density
slowly decreases away from the modes, creating a "flat" distribution. As a result,
inference methods ignoring those heavy tails may (significantly) underestimate the
posterior variance —as illustrated in Figure 3.5 (right). Due to its mode-seeking
properties, variance underestimation is a known issue with r-KL (David M. Blei et al.,
2017; Giordano et al., 2015; B. Wang and Titterington, 2005). Training with the
f-KL can help prevent variance under-estimation.

High dimensionality

Here we briefly mention high dimensionality as a major hurdle with inference.
Chapter 5 provides a more detailed treatment in the context of VI.

To illustrate the issue with dimensionality, we can draw a parallel between inference
and generative modeling (Bond-Taylor et al., 2022). Inference is akin to estimating
an unknown distribution: the posterior. To learn P(©|X), statistical methods use
samples in the O-space via Monte Carlo. In MCMC, the samples are the states from
the Markov Chain. In SMC, the samples are the particles. In VI, using the f-KL, we
draw the samples from the joint P(X,©). Using the r-KL, we draw samples from
the variational Q(©; ¢).

To estimate correctly a density from samples, a rule of thumb would be to have
at least one sample in each e-hypersphere in the hypercube of the distribution’s
support. As the dimensionality of the space augments, the volume of those spheres
vanishes exponentially. Thus, exponentially many samples are required to estimate
the density correctly —as per the curse of dimensionality (Donoho, 2000). Without
special attention, this makes high dimensional density estimation ill-posed.

High dimensionality also creates hurtful synergies with other hurdles. For instance,
consider mode collapse and log-density-based losses (such as the r-KL). Imagine
that the target distribution is bi-modal, but the variational distribution focuses on
one single mode. In terms of log density, this mistake corresponds numerically
to a log(2) = 0.3 error. In high-dimensional contexts, the number of dimensions
roughly multiplies log-based losses, which easily reach thousands of units. On top of
this, Monte Carlo estimators also get noisier as the dimensionality increases, with
a variance reaching hundreds of units. All in all, the numerical cost of dropping a
mode may get numerically buried.

Chapter 3 Statistical inference: dealing with uncertainty
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Fig. 3.6.: Automatic variational inference (AVI) On the left: a manual and lengthy
research cycle. Time and effort are spent not only on the problem definition but
also on its resolution. On the right: AVI automates the variational family design
and the inference loop. This reduces methodological barriers to entry and speeds
up the research cycle.

Technical mastery and automatic inference

As this thesis pursues translational research, we underline one element often omitted
in statistics: the skillset of the experimenter.

Consider ourselves neuroscientists wanting to identify a latent parameter from an
observed MRI signal. First, we need to link the latent parameter to the signal
via a model P. This represents the first methodological skill set: Bayesian model
specification. Second, we need to select an inference method, with various con-
siderations. What is the dimensionality of the problem? Do we expect a complex
posterior? This represents a second methodological skill set: statistical inference.
Choosing VI as our inference method, next we need to choose a variational family Q.
Do we expect multiple modes and/or heavy tails, or can we default to Gaussians?
What statistical dependencies do we want to model inside ©? This represents a
third methodological skill set: variational family design. Lastly, we need to fit the
variational family over the signal. As detailed in Section 3.3.4, this step used to
require involved mathematical derivations. Pen and paper can be avoided by relying
on automatic differentiation, but using the latter requires altogether different skills.
How to implement a training loop on GPU? Which optimizers should we use? How
can we stabilize the training? This represents a fourth methodological skill set:
optimization and machine learning.

3.4 Hurdles in statistical inference
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In this thesis, we explore potential simplifications of this research loop, as illustrated
in Figure 3.6. Similar to the Neurolang approach, we strive to design automatic
inference methods (Zanitti et al., 2022). Following that design, the experimenter
would focus on the problem definition, while the problem resolution would be
automated. An example of this design is query languages such as structured query
language (SQL): a user asks a question to an existing database, but does not specify
how that question should be computationally answered. Can a similar design be
envisioned for statistical inference?

In VI, automatic variational inference (AVI) pursues the automatic derivation of
the variational family Q from the model P (Kucukelbir et al., 2016; Ambrogioni, Lin,
et al., 2021; Ambrogioni, Silvestri, et al., 2021). Separately, the Machine Learning
community has designed many wrappers with different levels of abstraction: see
AutoML (Hutter et al., 2019), Skorch (Tietz et al., 2017) or Keras (Chollet et al.,
2015). Combining those elements, end-to-end APIs could be designed and statistical
inference would only require Bayesian modeling skills from the experimenter.

Under this automation angle, this thesis studies two questions. First, what is the
applicability of VI to solve complex, hierarchical and high-dimensional Neu-
roimaging problems? And in particular, can expressive yet scalable variational
families be automatically derived from the model?

Chapter 3 Statistical inference: dealing with uncertainty



Part conclusion

This first part (Part I) presented general background information motivating this
thesis. We tackle inference in Neuroimaging: finding the parameters susceptible
to yield the observed MRI signal through an experimenter-specified HBM. This
task is complexified by the massive dimensionality inherent to Neuroscience. To
perform inference, our methodology of choice is variational inference (VI), based on
optimization. We leverage machine learning techniques to modernize traditional
hierarchical modeling. Our objective is to design expressive variational families
that would scale well to high-dimensional, hierarchical problems. In the next part
(Part II), we review modern trends in inference, linked to machine learning, that
we’ll exploit throughout our contributions (Part III).
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Simulation-based
inference (SBI)

This chapter reviews a modern trend in inference dubbed simulation-based inference
(SBI) by Cranmer et al. (2020). Specifically, we focus on the training of surrogate
densities when the link between the parameters and the signal is only implicitly
defined by a simulator. We start by presenting normalizing flows (NFs), a family of
powerful density approximators. We then move on to their application in likelihood-
free inference. We finish with some opening on the fruitful combination of these
techniques with VI.

Normalizing flows (NFs): powerful density
approximators

This section introduces NFs, a family of density approximators recently developed in
the machine learning community (Rezende and Mohamed, 2015). Our objective is to
underline the potential of the technology and to provide some basics to understand
the rest of this thesis. We refer interested readers to the review from Papamakarios,
Nalisnick, et al. (2019).

General definition

NFs leverage the reparameterization trick we presented in Section 3.3.4. The term
"normalizing" comes from their reparametrization of a Gaussian distribution:

V =T(U; ) where U ~ N(0,1) )
pv(V) = pu(U) x |det Jp(U;g)|"  where U=T"(V;¢) '

[Base density

Push-forward density
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Jr designates the Jacobian of the transformation 7', the matrix of its partial deriva-

tives:
oIy oTy
ouy " 09Up
JrU)=| + . (4.2)
JTp oTp
oU o 9Up

where D denotes the dimensionality of the space over which both densities are
defined. In Equation (4.1), T is a diffeomorphism: an invertible function that
maps the U-manifold to the V-manifold, such that both T and its inverse 7!
are continuously differentiable. This means that every point in the U-manifold is
smoothly "pushed" into a single point in the V-manifold, and vice-versa. As a result,
the density py (V') at a point V' is equal to the density of the corresponding point
in the U-manifold, divided by the change of volume | det J7(U; ¢)| induced by the
transformation 7. By contracting and expanding the space R”, T can mold the
simple distribution A/(0, 1) into a possibly very complex distribution, such as the
distribution of human faces (Durk P Kingma and Dhariwal, 2018)!

The novelty of NFs does not come from new theory, but from the class of transfor-
mations 7. A first insight is the development of efficient transforms 7" whose change
of volume can be easily computed. We give such an example of transformation in
Section 4.1.2. A second insight comes from the composability of transforms:

T=Tyo...0Ty
T =T 0. T (4.3)
det JT(U) = det JTN(TNfl o... OTl(U)) X ...x det JTI(U)

Stacking even moderately expressive elementary transforms 7; can yield a very
expressive transform 7', whose change of volume can be easily computed from the
elementary changes of volume. This same principle makes the expressivity of neural
networks, which can approximate nearly any function by stacking multiple simple
layers (Bishop et al., 1995). This composability is the origin of the term "flow":
a simple distribution progressively "flows" into a complex one through successive
transformations —as illustrated in Figure 4.1. Similar to fluid mechanics, the

streamlines induced by 7" cannot cross, ensuring its invertibility.

Chapter 4 Simulation-based inference (SBI)



Fig. 4.1.: Ilustration of a NF The simple Gaussian distribution (left) flows into a complex
distribution (right) through 4 successive steps. Figure adapted from Papamakarios,
Nalisnick, et al. (2019).

4.1.2 An example NF: the masked autoregressive flow (MAF)

This section introduces masked autoregressive flows (MAFs), a family of NF we use
during this thesis (Papamakarios, Pavlakou, et al., 2017). It also exemplifies the
design principles that have driven some of the recent fast development of NFs.

Following the taxonomy from Papamakarios, Nalisnick, et al. (2019), MAFs are
finite-composition, affine autoregressive flows.

The term autoregressive relates to the possible decomposition of any density as the
product of conditional densities:

Wi
Vi=1:
Vb 4.4)
D
pv(V) =[] pv(VilV<i)
=1

where V_; denotes the values for all the dimensions of V' up to i. Autoregressive
flows exploit this insight to produce expressive invertible transformations:

V =T(U)
7(U1;0)

7(Usa; ha(Uy)) (4.5)
7(Up; hp (U1, ...,Up—1))

Where 7 denotes a unary invertible transform, whose parameters h; at dimension i
are regressed from the values of U up to i. This autoregressive pattern facilitates the
inversion of the transformation 7':

4.1 Normalizing flows (NFs): powerful density approximators
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* to go from U to V, all the 7-transformations parameters h; can be computed
in parallel;

* to go from V to U, one can iteratively compute U; = 7= 1(V4;0), then Uy =
Tﬁl(Vg; h2(U1)>, upto Up = Tﬁl(VD; hD(Ul, vy UD—I))-

In addition, the autoregressive structure facilitates the computation of the change of
volume of T

| det Jp (U \_H\ Uz,h (Ux))| (4.6)

The term affine relates to the implementation of the unary transform 7:
T(Ui; hi(U<i)) = ai(U<i) x Ui + Bi(U<i) where  h; = (a, 5;) 4.7

Importantly, because the parameters («, 3) are regressed from U, the transformation
T is not an affine transform —it is only "locally" affine. Furthermore, («, ) can be
complex functions of U, typically implemented using neural networks. Using affine
transformation further facilitates the computation of the change of volume:

D
|det Jp(U)] = [] lai(Ui)] (4.8)

Finally, the term masked comes from the implementation of the regressors for the
parameters («,3). In the MAF architecture, those are computed using a single
pass of a multi-layer perceptron (MLP). To ensure an autoregressive structure, a
triangular binary mask is applied over the weights of this network. The weights ¢ of
the transform 7" are the weights of this neural network.

The architecture of MAFs gives several insights about NFs’s computational effi-
ciency:

* First, the time complexity of NFs depends on the "direction" in which they
are applied. To go from U to V, all the parameters h; can be computed using
a single pass of a neural network, in a time O(1). However, to go from V
to U, the h; are computed recursively, meaning that the computation time
becomes O(D). Attention thus has to be paid when using autoregressive flows
in practice.

* Second, the parameterization of the flow scales poorly with the dimensionality
D of the manifold it is applied on. In the case of the MAF, this parameterization
corresponds to the weights of an MLP, which scale in O(D?).

Chapter 4 Simulation-based inference (SBI)
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In Section 5.1.1, we explain how those tradeoffs negatively affect the scale-up of
NFs to large dimensions.

Using normalizing flows (NFs) as conditional density
approximators

In Section 4.1.1, we showed how NFs, by stacking multiple transformations, yield
powerful density approximators. In the context of inference, we encounter con-
ditional distributions, that depend on the realization of other RVs. For instance,
in the context of amortized inference —described in Section 3.3.2— we condition
the distribution of the parameters © based on the value of the signal X. In HBMs,
distributions are conditioned by the realization of parent RVs in the graph.

NFs are easily amenable to model such conditional distributions. To condition the
distribution of some reparameterized RV V' on the value of some other RV W, it
suffices to parameterize the transform 7" using the value of W:

V ~ Py (VW)

I 4.9)
V=T({U;W,$¢) where U~ N(0,1)

To parameterize T based on W, we typically pass the value of W to an encoder. This
encoder can be a neural network, with inductive biases adapted to W’s geometry,
such as a convolutional neural network (CNN) (Bishop et al., 1995). This thesis
refers to the output of this encoder as an encoding. In Chapter 6, we exploit the
couple encoding/conditional density approximator to design scalable variational
families.

As an example, conditioning in a MAF can be done at the level of the masked MLP
—taking the notations from Section 4.1.2:

T(Uis hi(U<i)) = (Ui, W) x U + Bi(U<i, W) (4.10)

where the value of W is simply concatenated on top of the value of U at the input of
the MLP.

4.1 Normalizing flows (NFs): powerful density approximators
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Inference using distribution surrogates

This section describes the use of NFs in the context of likelihood-free inference. We
start with a general definition of simulation-based inference (SBI). We then move
on to the type of SBI we focus on: inference using density surrogates.

On a technical note, implementations of the algorithms listed in this section are
provided by the Python sbi library (Tejero-Cantero et al., 2020).

Simulation-based inference (SBI): a general definition

In Section 3.1, we introduced statistical inference: determining the parameters
O susceptible to generating the signal X through a model. This statistical model
defines a joint distribution P(X, ©). For traditional inference methods to work, the
joint density p of this model needs to be evaluated. For instance in MCMC, the joint
density is used to compute posterior ratios —see Section 3.2. Conversely, in VI, the
joint density is evaluated as part of computing the ELBO —see Section 3.3. As the
model P is typically specified by the experimenter, its density is in general readily
available. But what happens if it is not?

A typical scenario where the density is not available is in the presence of a simulator.
Constructed based on decades of research, those simulators take as input parameters
©, and output a realistic signal X (for instance in physics, genetics, and dMRI Justin
et al., 2019; Beaumont et al., 2002; Ianus et al., 2017). Producing this synthetic
signal may involve non-deterministic control flow, non-differentiable operations, and
even external pieces of software. This effectively makes the simulator a black box
which only implicitly defines a joint distribution, from which it is possible to sample,
but whose density we cannot evaluate. Thus, though ubiquitous in science, those
simulators are not suited for traditional inference (Cranmer et al., 2020). The field
of SBI aims at performing inference in this challenging context.

Following the taxonomy from Cranmer et al. (2020), SBI methods can be broadly
decomposed into two groups.

The first type of method integrates the simulator directly into the inference loop.
This includes methods that iteratively draw samples from the simulator and compare
those to the observed signal, progressively refining confidence intervals (Rubin,
1984). Other methods leverage probabilistic and differentiable programming to
(partially) open the black box of the simulator and improve their sample efficiency
(Baydin et al., 2019; Dillon et al., 2017; Bingham et al., 2019). Tracing back the
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Fig. 4.2.: Flowcharts for neural likelihood estimation (NLE) (right) and neural poste-
rior estimation (NPE) (right) Both methods rely on a synthetic dataset to learn
a surrogate distribution. Active learning corresponds to the sequential methods
described in Section 4.2.2. Figure adapted from Cranmer et al. (2020).

observed signal progressively to the latent parameters, those methods provide deeper
insights into the mechanisms leading to the observed data. However, those methods
cannot be amortized, and are likely to suffer in high-dimensional scenarios.

This thesis thus focuses on the second type of SBI methods: the usage of surrogate
models. Using samples (0, X) from the simulator, neural networks can approx-
imate either the likelihood P(X|O), the posterior P(0|X), or likelihood ratios
P(X|©1)/P(X|02) (Papamakarios, Sterratt, et al., 2019; Lueckmann et al., 2017;
Mohamed and Lakshminarayanan, 2016). Once trained, those surrogates can be
plugged into traditional inference methods. As an example, likelihood ratios can be
used as part of MCMC. The next section focuses on the other two possibilities: the
learning of a surrogate posterior or likelihood distribution.

Neural posterior estimation (NPE) and neural likelihood
estimation (NLE)

This section puts together elements presented in Section 3.3 and Section 4.1 to yield
neural posterior estimation (NPE) (Papamakarios and Murray, 2016; Greenberg
et al., 2019) and neural likelihood estimation (NLE) (Papamakarios, Sterratt, et al.,
2019). Both methods use a synthetic dataset of couples {(X*, ©%)}, where X’ is the

4.2 Inference using distribution surrogates
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output of the simulator run with parameters ©. Similar to the supervised machine
learning setup, methods use either X or © as an input, and maximize a probability
over the other term:

* in the case of NPE, the density over © is maximized, conditioned by X. This
amounts to minimizing the amortized f-KL between the variational distribu-
tion Q(O|X;¢) and the posterior P(©|X). This is the setup we described in
Section 3.3.3;

* in the case of NLE, the density over X is maximized, conditioned by ©. Papa-
makarios, Sterratt, et al. (2019) show this amounts to minimizing the amor-
tized KL between the variational distribution Q(X|©;¢) and the likelihood
P(X|0©):

Divigr? (Q(X[0)[|P(X]0)) o< Ep(x,e) [ log ¢(X[O)] (4.11)

Those methods rely on expressive NFs as variational distributions ). As a result, pro-
vided sufficiently many couples {(X* ©%)}, NPE and NLE can approximate perfectly
the distribution implicitly defined by the simulator. Both methods are illustrated in
Figure 4.2.

Comparing both methods, NLE learns the likelihood and thus is less dependent on
the choice of the prior P(0©). This allows for more flexibility, for instance, to plug
NLE into a frequentist inference, or to change the prior during inference (Cranmer
et al., 2020). As a drawback, NLE relies on a companion inference method —such
as MCMC or VI— to derive the posterior P(©|X) using the learned likelihood. In
contrast, NPE directly learns the posterior. As further detailed in Section 5.1.1,
NFs struggle when applied over a large-dimensional space. In some cases, the
dimensionality of © can be much smaller than the dimensionality of X, and NPE
should be preferred (and vice-versa). More subtly, Papamakarios, Sterratt, et al.
(2019) underline that the likelihood P(X|O) can sometimes be a much "simpler"
distribution than the posterior P(0©|X). In this case, NLE should be preferred... at
the cost of moving the burden of inference to the companion inference method.
All in all, experimenters should try out which method yields better results on their
inference problem, as permitted by the sbi library (Tejero-Cantero et al., 2020).

A major feature of surrogate-based SBI methods is that they are by default amor-
tized. As explained in Section 3.3.2, amortization complicates inference. NPE and
NLE can thus suffer from poor sample efficiency. To circumvent this issue, sequential
variants have been developed (Papamakarios, Sterratt, et al., 2019; Papamakarios
and Murray, 2016; Greenberg et al., 2019). Sequential methods specialize over the

Chapter 4 Simulation-based inference (SBI)



4.3

small part of the space containing a given signal X, and the associated posterior
P(B|X = Xp). A fully amortized approximate proposal distribution is first learned
—either a surrogate likelihood or posterior. The latter is used to get a rough estimate
of the posterior P(©|X = Xg). New samples ©° are sampled from this approximate
posterior, and fed to the simulator to yield the corresponding X*. The new "posterior
predictive" X* are more similar to the true observed signal X, than if the © were
sampled from the prior. It is thus more relevant to train over those samples for
inference over Xy. A more specialized proposal distribution can then be learned
using this new augmented dataset, and so on. After a few simulation rounds, the
rough proposal distribution is refined into a good local approximation of its target
—either the likelihood or the posterior. Sequential methods are an instance of active
learning (Cranmer et al., 2020). They constitute a trade-off: the approximation for
the signal of interest is improved at the cost of true amortization (over the entirety
of the ©-space).

"Vl is biased": revisiting a statistician’s idiom

Through this chapter, we have reviewed some recent advances developed by the SBI
community. This short opinion section underlines the potential of those techniques
in the context of VI.

As oftentimes heard during conferences and workshops, a main drawback of VI is
that it is biased. This argument is used for instance to put forward the comparative
advantages of MCMC. Indeed, MCMC has asymptotic guarantees: provided suffi-
ciently long runs, MCMC ensures to sample from the true posterior —see Section 3.2.
VI does not benefit from such guarantees and is in fact doubly biased. The first bias
comes from the approximation gap described in Section 3.3.1. After convergence,
VI yields the best approximation to the posterior inside the variational family. In
practice, misspecifying the variational family can be disastrous. This puts onto the
experimenter the additional burden of choosing an appropriate variational family
—as already hinted to in Section 3.4. A second bias comes from the prominent usage
of the r-KL as training loss. Even if the variational family could capture the true
posterior, training using the r-KL can lead to mode collapse and variance underesti-
mation —as explained in Section 3.4. As a result, even using an expressive family
does not guarantee convergence to the true posterior.

The techniques described in this section offer a counterpoint to this bias issue.

4.3 "Vlis biased": revisiting a statistician’s idiom
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First, NFs asymptotically nullify the approximation gap. As an example, Durk P
Kingma and Dhariwal (2018) have applied the Glow NF architecture to model
distributions as complex as human faces. Used as variational distributions, NFs
could approximate virtually any posterior. Second, as described in Section 3.4,
training using the f-KL prevents degenerate behaviors such as mode collapse or
variance under-estimation. Leveraging those techniques, traditional drawbacks of VI
could thus be completely circumvented.

From a methodological point of view, this thesis attempts to leverage the advan-
tages of NFs and the f-KL in the context of large-scale VI. What is the applicability
of SBI methods in the explicit-likelihood context? How to use those techniques at
scale?

Chapter 4 Simulation-based inference (SBI)
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5.1.1

Large-scale inference

This chapter dives deeper into large-scale inference, a hurdle we introduced in
Section 3.4. We first underline the shortcomings in a high dimension of the promising
methods introduced in Chapter 4. We expand on the necessity to exploit the causal
structure of the model for efficient inference. Finally, we introduce methods in VI
that allow exploiting this structure.

Shortcomings of SBI in high dimensions

Chapter 4 presented two promising techniques in the context of inference. The first
is NFs. Much like neural networks are universal function approximators (Bishop
et al., 1995), NFs are universal density approximators. The second technique is the
use of the f-KL as training loss. Contrary to the r-KL, the f-KL does not incur a biased
approximation of the target distribution. This section reviews the applicability of
both techniques in high dimensions.

Shortcomings of NFs: the necessity to exploit structure in
inference

In Section 4.1.2, we presented the MAF as an example of NF architecture. Consider
the usage of a MAF as a variational distribution @ to fit the posterior over a space of
dimension D >> 1. In terms of time complexity, training using the r-KL necessitates
both sampling from @ and evaluating its density. As shown in Section 4.1.2, this
operation has a O(D) complexity. In terms of parameterization, the number of
weights scales with O(D?).

Note: training using the f-KL would only have a O(1) time complexity, but the f-KL
has shortcomings of its own described in the next section.
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As presented in Section 1.4, applications in Neuroscience can reach the dimensional-
ity of the thousands or millions. Applying NFs over this dimensionality is therefore
out of the question.

Making a parallel with machine learning, this result is not a surprise. A key ingredient
in machine learning’s success is exploiting data’s geometry through adapted
inductive biases (Bishop et al., 1995). For instance, applying a MLP over the
entirety of a hundred thousand-pixel image is computationally infeasible. In contrast,
it is much more efficient to exploit an image’s translation invariance through a
parsimoniously parameterized CNN. Similarly, applying a NF over the entirety of an
image is wasteful, and successful applications of NFs over images have resorted to
convolutional structure, or custom multi-scale architectures (Durk P Kingma and
Dhariwal, 2018; Dinh et al., 2016). The architecture of NFs is thus "too general" to
tackle the large-scale effectively.

How to meaningfully reduce the generality of NFs?

The generality of NFs is twofold. The first generality lies in the arbitrary shapes of the
densities that can be modeled. This includes multiple modes, heavy tails, or complex
geometries such as cross-shaped or banana-shaped distributions (Papamakarios,
Nalisnick, et al., 2019). This is an important property to conserve. The second
generality is in the arbitrary conditional dependencies modeled across the individual
RVs that compose the D-space. As detailed in Section 4.1.2, autoregressive flows
model arbitrary distributions as a succession of conditional distributions. Roughly,
using permutations of the D-space, NFs "test out" all the possible conditional de-
pendencies across dimensions in D (Papamakarios, Nalisnick, et al., 2019). Yet, in
HBMs, a lot of individual RVs are (conditionally) independent, and it is wasteful
to consider the corresponding dependencies as part of inference. Said differently,
the causal structure of HBMs is a strong geometry that should be reflected
in inductive biases. This same insight inspired exact inference methods such as
variable elimination —as presented in Section 3.2.

Note: The distinction between a distribution’s complex shape and the dependencies
it entails is simplistic. Often, the difference between the two is not clear-cut. For
instance, a 2D banana distribution’s complex shape has more to do with a strong
dependency between the two 1D RVs that compose it. The architectures proposed in
Chapter 6 rather revolve around separating RVs into different "blocks", modeling the
full dependencies inside blocks, but only a few across blocks.
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The graphical causal structure can be injected in a NF via masking, as done by
Wehenkel and Louppe (2021) or Weilbach et al. (2020). In Chapter 6, we aggregate
flows in a graphical structure, which is an equivalent formulation, but opens the
possibility for stochastic training, as detailed in Section 5.2.2. In essence, we
decouple NFs ability to model arbitrary distribution shapes from their ability
to model arbitrary conditional dependencies, keeping the former, and adapting
the latter to the large scale.

Shortcomings of the f-KL: amortization and ease of
optimization

Sections 3.3.3 and 4.2.2 already expanded upon the first shortcoming of the f-KL:
the need for amortization. The fact that amortization complicates inference is a
major issue of the f-KL, especially in the already challenging context of large-scale
inference.

Another issue of the f-KL is the harder optimization it can entail. This thesis gen-
erally puts forward the comparative reliability of the f-KL. compared to the r-KL.
Yet, considering both divergences in the amortized setup, the f-KL is not always
unequivocally more desirable than the r-KL. To our surprise, though the formulation
of both amortized divergences is dual, we encountered in this thesis examples where
their computational efficiency wildly differed (see Section 6.4). Our interpretation
is that the "unforgiving" nature of the f-KL. —described in Section 3.4— can in
practice complicate optimization by forcing the variational family to consider the
entirety of the support of its target at once. In contrast, the more locally exploratory
behavior of the r-KL can lead to a smoother optimization. Another failure mode
of the f-KL is mixture models (also mentioned in Section 6.4). Considering all the
possible permutations of the components of a mixture into multi-modal posteriors
is in practice wasteful —as per the so-called label switching problem (Jasra et al.,
2005). In this context, mode collapse could be considered a desirable property.

The f-KL should thus not be applied indiscriminately over the entirety of the ©
parameter space at once. In Chapters 8 and 9, we rather leverage the f-KL over
key sets of low-dimensional parameters, to disseminate its advantages into a r-KL
training.

5.1 Shortcomings of SBI in high dimensions
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In Section 5.1.1, we described how NFs, though powerful density approximators,
could fail when applied over high-dimensional structured HBMs. In this section,
we review how the VI community tackles inference over such models. We consider
separately the treatment of conditional dependencies and the training over subparts
of the full model. Throughout this section, we slightly redefine terms from the
literature into a taxonomy we feel more apt to describe the trade-offs available to
experimenters.

Conditional dependencies modeled in the variational family

This section uses as a running example the salmon example described in Sec-
tion 2.1.2. We lay out the graph corresponding to Figure 2.3 in Figure 5.1 (left).
On the right of the figure, from top to bottom, we detail in chronological order the
dependency schemes used in VI.

Mean-field dependency scheme (MF) The simplest dependency scheme is to con-
sider every RV in the graph independently. This corresponds to the graph on the top
right in Figure 5.1. The MF was originally used to facilitate pen and paper inference,
allowing for dedicated optimization routines (David M. Blei et al., 2017). In this
thesis, we use a "blockwise" definition for the MF. MF denotes the independence
across RVs (the nodes in the graph), but not necessarily inside RVs (inside a given
node). This means that we still model the conditional dependencies across the
different dimensions that constitute a given RV. Though computationally attractive,
the MF increases the approximation gap, and can result in biased inference —as
described in Section 3.3.1.

Structured VI Starting from the MF, experimenters can choose to model arbitrary
dependencies across RVs in the graph. As an example, the dependencies from the
model P can be replicated in the variational family Q, as in the middle graph in
Figure 5.1. This design was originally proposed by Matthew D Hoffman and David M
Blei (2015), under the name structured VI (Ambrogioni, Lin, et al., 2021). In this
thesis, structured VI refers to the injection of a meaningful causal structure
in the variational family, not necessarily the model’s structure. As an example,
Ambrogioni, Silvestri, et al. (2021) add to the model’s causal structure a "backward"
dependency scheme, reversing the model’s connections. Another example is the work
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Fig. 5.1.: Model and variational dependency structure On the left, we represent the
ground graph corresponding to the salmon example in Section 2.1.2. On the
right, we show 3 possible dependency schemes modeled in the variational family.
From top to bottom, no dependencies (mean-field); the same dependencies as
the prior; all the possible dependencies. The last option is the most expressive,
but the most computationally costly.
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from Webb et al. (2018), who model only the necessary and sufficient dependencies.
As a rule of thumb, modeling more dependencies in Q generally increases its
expressivity, at the cost of a reduced computational efficiency.

Full dependencies At the other end of the spectrum from the MF, the experimenter
can choose to model every possible dependency across RVs. In practice, this can
be achieved via an autoregressive structure, as described in Section 4.1.2 and
illustrated in the bottom graph from Figure 5.1. This is the design principle of NFs, as
detailed in Section 5.1.1. Modeling all the possible dependencies ensures a minimal
approximation gap. But this generality can seriously affect the computational
efficiency of Q, resulting in worse results in practice (Ambrogioni, Lin, et al., 2021;
Ambrogioni, Silvestri, et al., 2021).

Choosing which dependencies to model in Q, and deriving those automatically
from the model’s graph, is an integral part of automatic variational inference (AVI)
—as described in Section 3.4. The other main design choice is the shapes of the
parametric densities for each RV in the graph. Introducing a trade-off between
expressivity and computational efficiency, structured VI is a key ingredient to
scale inference up to large dimensions.

Training over a subsample of the model’s graph

In Section 5.2.1 we showed how the graphical structure could be leveraged to
adapt the variational family’s parameterization. In some cases, however, even a
parsimoniously parameterized family cannot be trained over the full model due to its
sheer size. In Neuroimaging examples, evaluating gradients to update the weights
of a family spanning over hundreds of thousands of voxels requires massive memory
and compute. To control the computational resources necessary for inference, one
would need to train over only a subset of those voxels at a time. Matthew D.
Hoffman, David M. Blei, et al. (2013) originally introduced this design under the
name stochastic variational inference (SVI).

To take a concrete example, consider the salmon example illustrated in Figure 5.1.
Training using the r-KL, and using a MF variational family, we minimize:

—ELBO(¢) = EQNQ[ logp(griver) — log qwriver; ¢river)

& salmon | griver salmon, ;salmon (5 1 )
+>log (652N 0™VT) — log q(657™"; 5™
=1
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Fig. 5.2.: Stochastic variational inference (SVI): At each optimization step ¢, we can train
over a random subset of the model’s graph. As an example, training only over a
single salmon in the river. We update the river mean parameters based on this
salmon’s observed weight. In expectation, cycling through all the salmons, this
stochastic training yields the same result as observing all the salmons at once.

salmon salmon salmon

where we split the variational weights ¢ associated with each RV. At each opti-
mization step ¢, we can randomly select a single salmon choice[t], as illustrated in
Figure 5.2.

Selecting a random salmon, we can minimize the stochastic loss (Matthew D. Hoff-
man, David M. Blei, et al., 2013):

o ELBOStO(¢) [t] — E@NQ[Ing(ariver) . log q(eriver; (briver)

, (5.2)
+3 % (log p(Ghoneety 07" — o8 a(OZhoieety; Phonein)))]

where we compute the density over only a third of the #%8m°n RVs, and only update
the corresponding weights. This means that we can control the amount of compute
and memory required at each optimization step.

5.2 Leveraging causal structure in VI
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Critically, Matthew D. Hoffman, David M. Blei, et al. (2013) show that training over
random subsets of the graph yields the same result as training over the full graph.
Mathematically, this amounts to showing that:

IEchoice[t} [ELBOStO(¢)[t]] = ELBO(¢) (5.3)

meaning that the expectation of the stochastic loss over random RV subsets is equal
to the "full" loss. This result is not tied to the MF approximation. Matthew D Hoffman
and David M Blei (2015) generalize this result to variational families replicating the
prior’s dependencies —as in the middle example in Figure 5.1. In Chapter 6, we
apply the same idea to arbitrary plate-enriched graphs.

Stochastic training is commonplace in machine learning. As an example, in su-
pervised learning, networks are trained over minibatches taken inside a dataset
(Bishop et al., 1995). The same idea can be applied in SVI, considering several
salmons at once. An important difference is that in machine learning, stochastic
training is performed across i.i.d data points. In contrast, the RVs in SVI are only
conditionally i.i.d. There is thus more to the result in Equation (5.3) than meets
the eye. Importantly, the result from Equation (5.3) would not generalize to any
subset of RVs in the graph. For instance, one could not "ignore" #"¢" during a
stochastic training step. Stochastic training is only possible across a model’s plates
—see Section 2.1.2 for a definition. This means that the model’s causal structure is
exploited to yield a stochastic training scheme. In essence, this is similar to deriving
the variational dependencies based on the model’s graph in Section 5.2.1.

Chapter 5 Large-scale inference



Part conclusion

This part reviewed modern trends in inference. In Chapter 4, we put forward NFs and
the f-KL as promising methods to circumvent VI’s inherent bias. Yet, those methods
are poorly suited to large-scale inference. In Chapter 5, we reviewed methods in
VI to tackle this regime. The key idea is that a model’s causal structure is a strong
geometry that must be exploited to handle large-scale inference computationally.
In Part III, we combine all these techniques to tackle the hierarchical inference
problems described in Part I.
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Contributions






6.1

Methodological contributions:
expressive and scalable
structured automatic VI

This chapter condenses our machine learning contributions. We leverage the methods
from Part II in large-scale hierarchical problems. We voluntarily present a unified
framework for both publications: ADAVI (Rouillard and Wassermann, 2022) and
PAVI (Rouillard, Bris, et al., 2023). We specify where applicable the individual
contributions of both papers.

We first present an architecture leveraging the expressivity of NFs into structured VI.

We then present the fruitful combination of this design with SVI.

Leveraging NFs into structured VI

In Section 4.1.3, we presented NFs as powerful conditional density approximators.
Specifically, we put forward the encoding/conditional density estimator couple.

In this design:

* an expressive NF is amortized across data samples. The flow’s role is to
approximate a possibly complex distribution, based on an encoding of the
observed signal,

* a lightweight encoding summarizes the statistics of the observed signal. This
encoding is usually the low-dimensional output of an encoder applied to the
possibly high-dimensional signal.

This section leverages this architecture in the context of structured VI.

Contributions in this section relate both to the automatic dual amortized variational
inference (ADAVI) and plate amortized variational inference (PAVI) publications.
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Template 7 Full model M

P1

o o @ @ @
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Fig. 6.1.: Generic plate-enriched HBM template The template 7 (left) can be grounded
into the full model M (right). We aim to perform inference over M. Yet, M can
feature large cardinalities. As an example, instead of 6, o, ..., 01 2, M can feature
01,0, ---, 61,1000 —corresponding to a thousand different subjects. This can make
inference over M computationally intractable.

Background notations: HBM templates

This section formalizes the notations associated with the plate-enriched DAG pre-
sented in Section 2.1.2. We denote as 7 those templates. 7 feature RV templates
that symbolize multiple similar ground RVs. For instance, in Section 2.1.2, #salmon
denotes a generic salmon’s weight. In this section, we refer to the abstract template
illustrated in Figure 6.1. T refers here to a generic population study, with a popula-
tion parameter 6, several subject parameters 6;, and several observations for each
subject X. Similar to our salmon example, we will imagine that the parameters and
signal represent inferred and observed weights.

We denote the template 7’s vertices, corresponding to RV templates, as X —the
observed signal— and © = {6,},—1.; —the inferred parameters. We denote 7’s
plates as {P,},—0..p, and the plates 6, belongs to as Plates(6;). I and P respectively
denote the number of latent RV templates and plates in 7, which are in general not
equal. In the toy example from Figure 6.1, there are two latent RV templates: #; and
65, respectively the subject and population mean weights. 7 also features two plates
P1, Po, which respectively denote subjects in the population and the measurements
per subject. Graphically, we can see that Plates(6;) = (), whereas Plates(61) = {P1}
and Plates(X) = {Po, P1}.

By instantiating the repeated structures symbolized by the plates P in 7, we obtain a
heavier graph representation: the HBM M. This instantiation is visible in Figure 6.1,
where we go from the template 7 (left) to the model M (right). To go from one
representation to the other, 7 is grounded into M given some plate cardinalities
{Card(Pp) }p=0..p (Koller and Friedman, 2009). Card(P) represents the number of
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elements in the plate P, for instance the number of subjects in the study. Going from
T to M, a RV template 0; is instantiated into multiple ground RVs {6; ,, } ,—o..n, With
the same parametric form, where N; = J[pcpiates(s;) Card(P). In Figure 6.1, the
RV template 6 is grounded into the ground RVs 6, o, 61 1, 61 2. There are as many
ground RVs X; as the product of the number of groups on the study Card(P;) times
the number of subjects per group Card(Py).

We denote as 7(6;,) the (potentially empty) set of parents of the RV 6, ,, in the
ground graph corresponding to the model M. =(6;,,) are the RVs whose value
condition the distribution of 6; ,,. For instance, in Figure 6.1, a measured weight
—the child RV— is a perturbation of the subject’s weight —the parent RV. This is
denoted as 7(Xo) = {01 0}.

The full model M is associated with the density p. In p, the plate structure indicates
that a RV template 6; is associated to a conditional density p; shared across all
ground RV 6); ,,:

logp(©, X) = log p(X|0©) + log p(©)

Ny I N, 6.1)
= > logpx (za|m(n)) + YD log pi(0in|m(0in))
n=0

i=1n=0

where 7(6; ,,) is the (potentially empty) set of parents of the RV 6, ,,, which condition
its distribution. We denote with a e x index all variables related to the observed RVs
X.

Exploiting the factorization visible in Equation (6.1), our goal is to obtain a varia-
tional distribution ()(©) usable to approximate the unknown posterior P(0|X) for
the target model M.

Plate amortization: leveraging the encoding/NF couple in
structured VI

Full variational family Here we define an AVI scheme to derive automatically the
variational distribution @ corresponding to the full model M.

6.1 Leveraging NFs into structured VI
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To implement () we use trainable NFs, denoted as F —see Section 4.1 for a for-
mal definition. To every ground RV 6, ,, we associate the learnable flow F;,, to
approximate its posterior distribution:

I N;
log q(©) = log Gi.n(0in)
; RX;; (6.2)

ei,n = Jin (ul,n)

where g¢; ,, is the push-forward density of the RV u;,, through the flow F;, —as
visible in Figure 6.2. Our contributions differ in the distribution of the RV u; ,,:

* in ADAVI (Rouillard and Wassermann, 2022):
i ~ N(0, 1) (6.3)

This implies that ADAVI follows the blockwise MF approximation described
in Section 5.2.1. Full dependencies are modeled within a RV §; ,, (across its
dimensions) but no dependencies are modeled across different RVs 6); ,,.

* in PAVI (Rouillard, Bris, et al., 2023):

PAVI uses a more expressive structured VI dependency scheme, which repli-
cates the prior dependencies. In particular, the flow ; ,, does not push forward
a Gaussian, but a conditional prior distribution. This cascading scheme was
first introduced by Ambrogioni, Silvestri, et al. (2021).

Plate amortization Here we introduce plate amortization: sharing the parameteri-
zation of density estimators across a model’s plates. We leverage the encoding/NF
couple inside the plate structure of the model. Plate amortization reduces the num-
ber of weights in a variational family as the cardinality of the inference problem
augments. In Section 6.2.2, we show that plate amortization also results in faster
inference.

In Section 3.3.2, we presented inference amortization: regressing the variational
weights ¢ using an encoder f of the observed signal X:

Q(B;¢ = f(Xi)) ~ P(6]X = X;) (6.5)

Chapter 6 Methodological contributions: expressive and scalable structured
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We exploit the concept of amortization but apply it at a different granularity, leading
to our notion of plate amortization.

Similar to amortizing across the different data samples X, we amortize across
the different ground RVs {6; , },—0..n, corresponding to the same RV template 6;.
Instead of casting every flow F; ,,, defined in Equation (6.2), as a separate, fully-
parameterized flow, we will share some parameters across the F; ,,. To the template
0;, we associate a conditional flow F;( - ; ¢;, ) with weights ¢, shared across all
the {6; » }n=0..n,. The flow F;, associated with a given ground RV 6; ,, will be an
instance of this conditional flow, conditioned by an encoding E; ,,:

Fin =Fi(-;0i,Ein) yielding ¢ n = Gin(0in; di, Ein) (6.6)

)

The distributions @); , thus have 2 sets of weights, ¢; and E; ,,, creating a parame-
terization trade-off. Concentrating all of (); ,’s parameterization into ¢; results in
all the ground RVs 6, ,, having the same posterior distribution. On the contrary, con-
centrating all of (); ,’s parameterization into E; ,, allows the 6; ,, to have completely
different posterior distributions. But in a large cardinality setting, this freedom
results in a massive number of weights, proportional to the number of ground RVs
times the encoding size. This double parameterization is therefore efficient when
the majority of the weights of Q; ,, is concentrated into ¢;.

Using NFs F;, the burden of approximating the correct parametric form for the
posterior is placed onto ¢;, while the E;,, encode lightweight summary statistics
specific to each 6;,. For instance, F; could learn to model a Gaussian mixture
distribution, while the E;,, would encode the location and variance of each mode
for each ground RV. Encodings E; ,, allow to individualize for 6, ,, only the strictly
necessary information necessary to approximate 6; ,,’s posterior.

The automatic derivation of the variational family Q from the model P is detailed in
Algorithm 1. Algorithm 1 integrates different schemes to derive the encodings E; ,,,
that are described in Section 6.2.3 and Algorithm 2.

Summary This section defined @, the variational distribution to approximate the
full model M’s posterior. () features plate amortization, which helps maintain a
tractable number of weights as the cardinality of M augments. The next section
introduces a stochastic scheme to train Q.

6.1 Leveraging NFs into structured VI
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Algorithm 1: ADAVI and PAVI architecture build

Input:
Model density:
log p(©, X) = 305 log px (wnm(2n)) + Xy S0ig 10g pi(6in |7 (6in))
Choice of variational family type: ADAVI, PAVI-F or PAVI-E
Output:
L Variational family Q

Algorithm:
Construct the conditional density approximator architecture:
fori=1..I do
Construct conditional flow F;
Define conditional posterior distributions 6; ,, = F;(u;n; Ei )
if ADAVI variational family type then
| Select u;,, ~ N(0, 1)
else if PAVI-F or PAVI-E variational family type then
L Select Ui ™~ B(Uz,nh"(ez,n))

Combine the ¢, ,, into the conditional variational density:
log ¢(©) = 21—y Sy 108 ¢in(0n)

Construct the encodings E; ,:

if ADAVI or PAVI-E variational family type then

Following Section 6.2.3 and Algorithm 2, construct a hierarchical encoder
f

Define the encodings E = f(X)

The variational family Q is the combination of the conditional density ¢
and the encoder f

Ise if PAVI-F variational family type then

Consruct full encoding arrays {E; = [E; ], Ni}izl., 1 following
Section 6.2.3 and Algorithm 2

The variational family Q is the combination of the conditional density ¢
and the full encoding arrays {E;};—1. s

)
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6.2 Combining plate amortization with SVI to speed up

6.2.1

inference

Section 6.1.2 combined NFs with structured VI, the first tool from VI to tackle large-
scale HBMs. In this section, we leverage the second tool presented in Chapter 5: SVI.
This addition is the main increment from ADAVI to PAVI. Interestingly, combining
shared parameterization and stochastic training does not simply result in adding
the advantages of both, but also speeds up inference. Hence, PAVI is not simply a
stochastically-trained ADAVI, but rather the non-trivial synergies emerging from that
design.

Contributions in this section relate to the PAVI publication (Rouillard, Bris, et al.,
2023).

Note: This section features multiple Implementation details paragraphs. Those
paragraphs can be skipped: they are not required to understand the rest of the
thesis.

Generic structured stochastic training scheme

Our goal is to train the variational distribution Q(©), defined in Equation (6.2), to
approximate the posterior P(0|X). @ corresponds to the full model M. M typically
features large plate cardinalities Card(P) —with multiple subjects and measures per
subject. As an example, in Chapter 7 we study a population of 1,000 subjects, each
associated with 2 measurement sessions across 60,000 vertices. M thus features
too many ground RVs, making it computationally intractable We will therefore train
@ stochastically, over smaller subsets of RVs at a time. In this section, we interpret
stochastic training as the training over a reduced model M".

Instead of inferring directly over M, we train over a smaller replica of M. To this
end, we instantiate the template 7 into a second HBM M?°, the reduced model, of
tractable plate cardinalities Card*(P) < Card(P). M" has the same template as
M, meaning the same dependency structure and the same parametric form for its
distributions. The only difference lies in M"s smaller cardinalities, resulting in
fewer ground RVs, as visible in Figure 6.2.

At each optimization step ¢, we randomly choose inside M paths of reduced cardi-
nality, as visible in Figure 6.2. Selecting paths is equivalent to selecting from X a
subset X*[t], and from © a subset ©[t]. For a given 6,, we denote as B;[t] the batch
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Fig. 6.2.: Structured stochastic training The full model M features large plate cardinali-
ties. This makes inference over M computationally intractable. To circumvent
this issue, we train over M stochastically. To this end, we instantiate M’s tem-
plate (first item) into a smaller replica: the reduced model M" (second item).
Following the AVI framework, we derive the reduced distribution Q* (third item)
directly from M-*. The reduced distribution Q* features 2 conditional normalizing
flows F; and F; respectively associated to the RV templates §; and 6. During the
stochastic training (fourth item), Q* is instantiated over different branchings of
the full model M —highlighted in blue. The branchings have M"s cardinalities
and change at each stochastic training step ¢t. The branching determines the
encodings E conditioning the flows F —as symbolized by the letters A, B, C—
and the observed data slice —as symbolized by the letters D, E.
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of selected ground RVs, of size N}. Bx|[t] equivalently denotes the batch of selected
observed RVs, of size N%. The reduced model M?" is associated to the density over
the observed RVs X*[t] and latent RVs ©Ft]:

logp (Xt[] = 7zlong xn|77 xn +Z Zlogpz zn’ﬂ' zn))
X neBx[t] Z neB;t]

(6.7)
where the factor N/N* emulates the observation of as many ground RVs as in M by
repeating the RVs from M* (Matthew D. Hoffman, David M. Blei, et al., 2013).

We apply the same reduction to the variational distribution Q:

1qu (H)t Z Zlog%n zn"’r zn)) (68)

i/ neB;|t]

and to the ELBO loss used at step t:
ELBO[t] = Eer~qr [log p*(X*[1], ©°[t]) — log ¢"(E"[¢]) (6.9)

This scheme can be viewed as the instantiation of M" over batches of M’s ground
RVs. This training is analogous to SVI (Matthew D. Hoffman, David M. Blei, et
al., 2013) —presented in Section 5.2.2— generalized with multiple hierarchies,
dependencies in the posterior, and mini-batches of RVs.

Implementation details: plate branchings In practice, we cannot randomly select
arbitrary batches of ground RVs B;[t] for the RV templates 6;. Those batches have to
be coherent with one another: they have to respect the conditional dependencies
of the original model M. As an example, if a ground RV is selected as part of M",
then its parent RVs needs to be selected as well. To ensure this, during the stochastic
training we do not sample RVs directly but plates:

1. For every plate P,, we sample without replacement Card®(P,) indices amongst
the Card(P,) possible indices.

2. Then, for every RV template 6¢,, we select the ground RVs 6; ,, corresponding to
the sampled indices for the plates Plates(6;).

3. The selected ground RVs 6, ,, constitute the set ©[t] of parameters appearing
in Equation (6.8). The same procedure yields the observed RV subset X"*[¢]
and the data slice X"[t].
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For instance, in the toy example from Figure 6.2, X5 will be chosen if and only if the
index 1 is selected as part of sub-sampling P; and the index 0 is selected as part of
sub-sampling Py. Less formally, this is equivalent to going middle, then left in the
full graph representing M. This stochastic choice is illustrated in Figure 6.2 at t = 1
where X, corresponds to the node E.

Stochastic training and shared learning

Here we detail how our shared parameterization, detailed in Section 6.1.2, combined
with our stochastic training scheme, results in faster inference.

In SVI (Matthew D. Hoffman, David M. Blei, et al., 2013), every 6, ,, corresponding
to the same template 6; is associated with individual weights. Those weights are
trained only when the algorithm visits 6; ,,, that is to say, at step t when n € B;[t]. As
plates become larger, this event becomes rare. If 6; ,, is furthermore associated with
a highly-parameterized density estimator —such as a NF— many optimization steps
are required for ¢; ,, to converge. The combination of those two items leads to slow
training and makes inference impractical in contexts such as Neuroimaging, which
can feature millions of RVs. With plate amortization, we aim to unlock inference in
those large regimes by reducing the training time.

Instead of treating the ground RVs 6; ,, independently, we share the learning across
plates. Due to the problem’s plate structure, we consider the inference over the
9; n as different instances of a common density estimation task. In PAVI, a large
part of the parameterization of the estimators g; ,,(0; n; ¢:, E; ) is mutualized via the
plate-wide-shared weights ¢;. This means that most of the weights of the flows F; ,,,
concentrated in ¢;, are trained at every optimization step across all the selected
batches B;[t]. This results in drastically faster convergence compared to SVI, as
illustrated in Section 6.3.2.

Encoding schemes

PAVI shares the parameterization and learning of density estimators across an HBM’s
plates. In practice the distributions g; ,(0;n; ¢:, Ei») from Equation (6.6) with
different n only differ through the value of the encodings E;,,. In the next two
sections, we detail two schemes to derive those encodings.
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PAVI free encoding scheme (PAVI-F)

In our core implementation, E;, are free weights. We define encoding arrays with
the cardinality of the full model M, one array E; = [E; ,,],—0..n, Per template §;. This
means that an additional ground RV —for instance, adding a subject in a population
study— requires an additional encoding vector. The associated increment in the total
number of weights is much lighter than adding a fully parameterized normalizing
flow, as would be the case in the non-plate-amortized regime.

The PAVI-F scheme cannot be sample amortized: when presented with an unseen
X, though ¢; can be kept as an efficient warm start, the optimal values for the
encodings E; ,, have to be searched again.

During training, the encodings E, ,, corresponding to n € B;[t| are sliced from the
arrays E; and are optimized for along with ¢;. In the toy example from Figure 6.2,
att = 0, B1[0] = {1,2} and the trained encodings are {E; ;,Ei2}, and at ¢ = 1
Bi[1] = {0,1} and we train {E; o, E;1}.

Implementation details: plate levels and encoding tensors In practice, we have
some amount of sharing across the encodings E;. Instead of defining separate
encodings for every RV template, we define encodings for every plate level. A plate
level is a combination of plates with at least one parameter RV template 6; belonging
to it:

PlateLevels = {(Py..P;) = Plates(6;) }s,co (6.10)

For every plate level, we construct a large encoding array with the cardinalities of
the full model M:

Encodings = { (Pk . Pl) = RCard(Pk) x-xCard(P)xD } (Pr..Pi)ePlateLevels

E; = Encodings(Plates(6;))

(6.11)

Where D is an encoding size that we kept constant to de-clutter the notation but can
vary between plate levels. The encodings for a given ground RV 6, ,, then correspond
to an element from the encoding array E;.

PAVI deep set encoder encoding scheme (PAVI-E) and ADAVI

The parameterization of PAVI-F scales lightly but linearly with Card(P). Though
lighter than the non-plate-amortized case, this scaling could still become unafford-
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able in large population studies. We thus propose an alternate scheme, PAVI-E, with
a parameterization independent of plate cardinalities.

In this more experimental scheme, free encodings are replaced by an encoder f
with weights 1 applied to the observed signal: E = f(X;7). As encoder f we use a
deep-set architecture (Zaheer et al., 2018; J. Lee et al., 2019a; Agrawal and Domke,
2021). Due to the plate structure, the observed X features multiple permutation
invariances —across data points corresponding to i.i.d. RVs. Deep sets are attention
architectures that can model generic permutation invariant functions. As such, they
constitute a natural design choice to incorporate the problem’s invariances.

The PAVI-E scheme allows for sample amortization across different data samples
Xo, X1, ..., as described in Section 3.3.2. Sample amortization actually does not
imply any change in the PAVI-E architecture: an encoder f is used whether the
variational family is sample-amortized or not.

During training, shared learning is further amplified as all the architecture’s weights
—¢; and n— are trained at every step ¢. To collect the encodings to plug into ¢*, we
build up on a property of f: set size generalization (Zaheer et al., 2018). Instead
of encoding the full-sized data X, f is applied to the slice X*[¢]. This amounts to
aggregating summary statistics across a subset of the observed data instead of the
full data (J. Lee et al., 2019a; Agrawal and Domke, 2021). The PAVI-E scheme
has an even greater potential in the sample amortized context: we train a sample
amortized family over the lightweight model M" and use it "for free" to infer over
the heavyweight model M.

Disctinction between ADAVI and PAVI-E In terms of encoding scheme, PAVI-E is a
generalization of the ADAVI architecture (Rouillard and Wassermann, 2022). In
detail, the difference between ADAVI and the PAVI-E architecture is threefold:

* ADAVI is limited to pyramidal models. In the ADAVI paper (Rouillard and
Wassermann, 2022), we define pyramidal models as plate-enriched models
with a single "stack" of plates (no colliding plates) and a single observed RV
X at the "bottom" of the pyramid. Figure 6.1 illustrates an example of a
pyramidal model. In contrast, PAVI-E is generalized to arbitrary plate-enriched
models (with possibly multiple observed RVs).

* As detailed in Section 6.1.2, ADAVI implements a blockwise MF dependency
scheme. In contrast, PAVI-E follows a more expressive cascading dependency
scheme (Ambrogioni, Lin, et al., 2021; Ambrogioni, Silvestri, et al., 2021).
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* ADAVI is limited to the sample-amortized regime, whereas PAVI-E also imple-
ments a non-sample-amortized variant.

Implementation details: backward plate dependency structure Here we detail the
design of the encoder f( - ,7n) applied to the observed data X. As in Section 6.2.3,
the role of the encoder is to produce one encoding per plate level. We start with
a dependency structure for the plate levels (the symbol = denotes parents in a
graph):

V(P,..Py) € PlateLevels ,

V(P...P4) € PlateLevels , (6.12)

(Pa-Py) € w((Pee-Pa)) € 39 aventt )i/ 07 € T(63)

note that this dependency structure is in the backward direction: a plate level will
be the parent of another plate level if the former contains a RV who has a child
in the latter. We therefore obtain a plate level dependency structure that reverts
the conditional dependency structure of the graph template 7. To avoid redundant
paths in this dependency structure, we take the maximum branching of the obtained
graph.

Given the plate level dependency structure, we will recursively construct the encod-
ings, starting from the observed data:

Vo € X with Plates(z) = (Pq..Pp) :

(6.13)
Encodings(Plates(z)) = p(x) € REd(Pa)x..xCard(Py)xD

where x is the observed data for the RV z, and p is a simple encoder that processes
every observed ground RV’s value independently through an identical MLP. Then,
until we have exhausted all plate levels, we process existing encodings to produce
new encodings:

Encodings((P...Py)) = g(Encodings(m(P,..Py))) € REd(Pe)x..xCard(Pa)xD
(6.14)
where g is the composition of attention-based deep-set networks called set transform-
ers (J. Lee et al., 2019b; Zaheer et al., 2018). For every plate P present in the parent
plate level but absent in the child plate level, g will compute summary statistics
across that plate, effectively contracting the corresponding batch dimensionality in
the parent encoding (Rouillard and Wassermann, 2022).
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In the case of multiple observed RVs, we run this "backward pass" independently for
each observed data —with one encoder per observed RV. We then concatenate the
resulting encodings corresponding to the same plate level.

Implementation details: encoding schemes

Encoding schemes are summarized in Algorithm 2.

Algorithm 2: Implementation details ADAVI and PAVI encoding schemes

Input:

Plate-enriched graph template 7 with:

- RV templates {6;};=1.1

- Plates {P,}p=0..P

Choice of variational family type: ADAVI, PAVI-F or PAVI-E

Output:

if ADAVI or PAVI-E variational family type then
| Hierarchcial encoder f(e;n)

else if PAVI-F variational family type then
L Full encoding arrays {E;};—1. s

Algorithm:
Collect the plate levels: PlateLevels = {(Py..P;) = Plates(6;) }o,co
if ADAVI or PAVI-E variational family type then
Construct a backward plate level dependency graph:
(Pa-Po) € 7((Per-Pa)) © 207 st )= pr /05 € 7(63)
Prune the plate level dependency graph, taking its maximum branching
for £ = (P...P;) € PlateLevels do
Recursively construct Encodings(£) = gz (Encodings(7(L£)))
gr is a deep-set encoder contracting the plate(s) that belong to £ and
not to 7(£)
By construction with £ = (P...Py),
Encodings(ﬁ) c RCard(Pe)x..xCard(Pa)x D

The encoder f(e;n) is the hierarchical combination of the g, encoders

Ise if PAVI-F variational family type then
for £ = (P...P;) € PlateLevels do
Construct a full encoding tensor
L Encodings((Pc..Pd)) ¢ RCard(Pe)x..xCard(Pa)x D

)

Associate RV templates to plate-level encodings:
fori=1..1do
L Set E; = Encodings(Plates(6;))

88 Chapter 6 Methodological contributions: expressive and scalable structured
automatic VI



6.2.4

Training and inference algorithms

Training Algorithm 3 summarizes PAVI’s stochastic training. At each training step,
a random branching is selected inside the full model. The branching determines
the observed signal slice, the selected latent RVs and the associated encodings. The
reduced ELBO is then evaluated, and its gradient is propagated to the variational
family’s weights.

Note: In the case of ADAVI, there is no stochasticity in the training. Training
ADAVI amounts to approximating the ELBO via Monte Carlo and backpropagating
its gradient to the conditional flows and encoder weights.

Inference Algorithm 4 summarizes inference with PAVI or ADAVI. Instead of
collecting encodings over a subset of the model’s graph, full encodings are collected,
and fed to the conditional density estimators.

Stochastic training and bias

A key consideration is a potential bias introduced by the stochastic training scheme.
When training stochastically over a variational family O, we want to converge to the
same solution Q* as if we trained over the entirety of Q. In this section, we show
that the PAVI-F scheme is unbiased. In contrast, the PAVI-E scheme is theoretically
biased —though we seldom noticed any negative impact of that bias in practice.

Note: here the term bias refers to the stochastic training scheme. A different form
of bias consists in the limited expressivity of the variational family @ which may
not contain the true posterior P(6©|X ). We refer to this other bias as the variational
family’s approximation gap, as introduced in Section 3.3.1.

We first formalize the plate sampling strategy described in Section 6.2.1. To every
plate P we associate the RV Ip corresponding to the Card"(P)-sized set of indices
sampled without replacement from the Card(P) possible index values. As an ex-
ample, with a plate P with Card(P) = 4 and Card*(P) = 2, {0,2} or {2,3} can be
2 different samples from Ip. At a given optimization step ¢, we sample indepen-
dently from the RVs {Ip,},—o.p. This defines the batches B;[t] in Equations (6.7)
and (6.8).
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Algorithm 3: PAVI stochastic training

Input:
Untrained variational distribution @
Choice of encoding scheme: PAVI-F or PAVI-E
Reduced plate cardinalities {Card"(P,)}p=0..p
Number of training steps T'

Output:
L Trained variational distribution ()

Algorithm:

fort=1..T do

Sample plate indices with cardinalities { Card*(P,)},—o..p following
Section 6.2.1

Based on the plate branchings select:

- the ground observed RV batches Bx[t| which yield the observed signal
slice X*[t]

- the latent RV batches and encodings:

fori=1..Ido

Collect the ground RV batch {B;[t]}i—1. 1 which yield 6}[t]

Collect the encodings:

if PAVI-F encoding scheme then

Collect encodings E; ,, by slicing from the arrays E; the elements
n € B; [t]
else if PAVI-E encoding scheme then
| Compute encodings as E = f(X[t]; 7)

Assemble the reduced model density: log p*(X*[t], ©F[t]) as in
Equation (6.7)
Assemble the reduced variational density: log ¢*(©*[t]) as in
Equation (6.8)
Approximate the reduced ELBO via Monte Carlo:
ELBO'[t] = Eor~qr [log p*(X*[t], ©7[t]) — log ¢"(©°[t])]
Back-propagate the reduced ELBO gradient
Update the conditional flow weights {¢;}i=1.1
if PAVI-F encoding scheme then
‘ Update encodings {E;  }i=1.1,neB;
else if PAVI-E encoding scheme then
L Update encoder weights
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Algorithm 4: ADAVI and PAVI inference
Input:
Trained variational distribution
Observed data X
Choice of variational family type: ADAVI, PAVI-F or PAVI-E

Output:
L Approximate posterior distribution Q(0) ~ P(0|X = X)

Algorithm:
Collect the encodings for the full observed signal:
if ADAVI or PAVI-E variational family type then
Compute encodings as E = f(X;n)
In the case of PAVI-E, this leverages set size generalization as detailed in
Section 6.2.3
else if PAVI-F variational family type then
| Collect full encoding arrays {E;}i—1..s

Assemble the full variational density:
log ¢(©) = Yo1_1 Y020 108 4in (03 6is Ein)

To check the unbiasedness of our stochastic training, we need to show that:
Efp, ---Ern, [ELBO'[t]] = ELBO (6.15)

Where:
ELBO = Eg~q [log p(X, ©) — log ¢(0)] (6.16)

And ELBO'[t] is defined in Equation (6.9). In that expression, ¢ and p have sym-
metrical roles. As the ELBO amounts to the difference between the logarithms of
densities p and ¢, we can prove the equality in Equation (6.15) if we prove that the
expectation of each reduced distribution is equal to the corresponding full distribu-
tion. To prove the equality in Equation (6.15), a sufficient condition is therefore to
prove that:

Erp, ---Eip, [log g*(0°[t])] = Ep,, [log ¢"(O°[t])] = log ¢(©) (6.17)

where to de-clutter the notations we denote the expectation over the collection of
RVs {Ipp }p:()“p as E[P.

Consider a given ground RV 6, ,, corresponding to the RV template #; and to the
plates Plates(¢;). At a given stochastic step ¢, 6; , will be chosen if and only if its
corresponding branching is chosen. Recall that when sampling equiprobably without
replacement a set of k& elements from a population of n elements, a given element
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will be present in the set with probability k£/n. We can apply this reasoning to the
choice of branching corresponding to a given ground RV. For instance, in Figure 6.2,
X5 will be chosen if and only if the index 1 is selected as part of sub-sampling P;
and the index 0 is selected as part of sub-sampling Py. As Card*(P;) = 2 indices are
chosen inside the plate P; of full cardinality 3, and Card‘(Pp) = 1 indices are chosen
inside the plate Py of full cardinality 2, X5 is therefore chosen with probability
2/3 x 1/2. More formally, for a ground RV 6; ,, we have:

Card*(P
Yn=0.N; : P(O;n €Bilt]) = ] Card((m)
PePlates(6;) (6.18)
N .
A

Applying this reasoning to every RV template 6;, we have that:

; _
N;
]EIP [log qf(Gf[tm = Z Nt]E Z log qZ,n(Hl,n’F(017n)):|
i=1 | neB;t]
I N [ N;
- Z ﬁ Z Les,[ log Qin(Oin|m(0in)) (6.19)
=11 | n=0
I N;
N;
- Z ﬁ Z [ neB;[t] log q; n((9 (Qi,n); b, Ei,n)}

where we exploited the fact that the expectation of the sum of RVs is the sum
of the expectations, even in the case of dependent RVs. The term 1,¢p, X
1og Gin(0in|m(0in); @i, Ei ) is the product of 2 RVs —related to the stochastic choice
of plate indices:

* the RV 1,,¢p, is an indicator that ¢; ,’s branching has been chosen via the
stochastic sampling of plate indices. By construction, this RV depends only on
the indices of the plates P € Plates(6;).

¢ the RV log ¢; n(0in|m(0in); ¢i, Eir,) depends on E;,, whose construction de-
pends on the encoding scheme:

- In the PAVI-F scheme, E, ,, is a constant.

- In the PAVI-E scheme, E;, results of the application of an encoder to
the observed data of a subset of 6;,’s descendants. By construction,
this subset will only depend on the indices of plates containing 6;’s
descendants, but not containing ¢;. The value of E;,, therefore only
depends on the indices of plates P ¢ Plates(6;)
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As an example of this reasoning, consider the model M illustrated in Figure 6.2. We
can evaluate both terms for the ground RV 6, , in the PAVI-E scheme:

* Tyep, [y depends on whether the index 2 is chosen as part of sub-sampling the
plate Py, and therefore only depends on the RV I, . In this case, the associated
probability is 2/3;

* to evaluate log q; 2(612]02,0; #1,E1,2), the value of E; o will result from the
application of the encoder f over the value of either X, or X5. This choice
depends on whether the index 0 or 1 is chosen as part of sub-sampling the
plate Py. Therefore, the value of the term log ¢; 2 only depends on the RV Ip,.

In summary, in both PAVI-F and PAVI-E, the terms 1,,cp, (1] and log g; », (6 n|7(6in); ¢i,
depend on the sampled indices of disjoint sets of plates, and are therefore inde-
pendent. This means that the expectation of their product can be rewritten as the
product of their expectations:

s
I
—
3
Il
=)

I N;
N; &
1, Doz (O[] = 3 Nt 3" By [Locs,iy] Eip D05 8 (Bs(81))
i=1""% n=0
I N;
Ny Yo N
= Zﬁ FZEIP [log% TL( zn‘ﬂ—< zn))] (620)
N;

I
.MN

.
Il
—
3
Il
=)

]Elp [log Qi,n(ei,n |7T(‘9i,n); Ez,n)]

This equality can be further simplified in the PAVI-F case —proving its unbiasedness—
but not in the PAVI-E case, as detailed in the sections below.

Unbiasedness of the PAVI-F scheme

In the PAVI-F scheme, detailed in Section 6.2.3, the encodings E; ,, are constants
with respect to the branching choice, therefore we have:

I N;

Elp [logq @t ZZEI’P IOgQZn zn’ﬂ'( zn) Ez,n)]
i=1n=0

I N; (6.21)
Zlog%n Zn‘ﬂ-( zn) Eim)

=1 n=0

=logq(0©)
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which proves Equation (6.17) and Equation (6.15). In the above example of 6; »
in M, in the PAVI-F scheme the expression Ez,, [1og ¢; n (i n|7(6in); ¢i, Ei )] can be
evaluated into log q172(9172]6270; ¢1, E172).

Equation (6.21) demonstrates that the PAVI-F scheme is unbiased: training over
stochastically chosen sub-graphs for Q) is in expectation equal to training over the
full graph of Q.

Approximations in the PAVI-E scheme

In the PAVI-E scheme, detailed in Section 6.2.2, the encodings E;,, are computed
from the observed data X. Specifically, considering the ground RV 6, ,,, we have
E;n = f(X},[t]) where X} [t] corresponds to the observed data of a subset of
0; ,’s descendants. Depending on the chosen branching downstream of 6, ,,, the
value of E;, can therefore vary. This means we cannot further simplify Equa-
tion (6.20): the terms log ¢; ,,(6;
RVs Ip. In the above example of #; » in M, in the PAVI-E scheme the expression

7(0in); Ein) are not constants with respect to the
Er, [1og gin(0in|m(0in); ¢i, Ein)] can be evaluated into:

1
5(10g q1,2(01,202,0; 91, f(X4)) + log q1,2(01,2]02,0; 1, f(X5)))

How could the PAVI-E scheme be made unbiased? Specifically, by making the value
of E; , independent of the choice of downstream branching. A possibility would
be to parameterize E;, as an average —an expectation— over all the possible
sub-branchings downstream of 0; ,,. Yet, in practical cases, the cardinalities of the
reduced model are much inferior to the ones of the full model: Card*(P) < Card(P).
This means that numerous Card®(P)-sized subsets can be chosen inside the Card(P)
possible descendants. In order to average over all those subset choices to compute
E; », numerous encoding calculations would be required at each stochastic training
step. For large-scale cases, we deemed this possibility impractical. Other possibilities
could exist, revolving around the problem of aggregating collections of stochastic
estimators into one general estimator —in an unbiased and efficient manner. To our
knowledge, this is a complex and still open research question, whose advancement
could much benefit our applications.

Practical approximation for the PAVI-E scheme In practice, we compute the encod-
ing E; ,, based on the single downstream branching corresponding to the sampling
of the RVs Ip». Compared to the previous paragraph, this amounts to estimating the
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6.3.1

expectation of E; ,, —over all downstream branchings— using a single one of those
branchings. Note that, even if this encoding estimate was unbiased, log ¢; , would
remain a highly non-linear function of E; ,,. As a consequence, we need to rely on
the approximation:

Elp {IOg Qi,n(eim‘ﬂ'(ei,n); ¢i7 f(x;,n[t]))} = 10g din (0i,n|7r(9i,n); ¢i7 f(xz,n)) (622)

which can theoretically introduce some bias in our gradients. The approximation
Equation (6.22) can be interpreted as follows: "the expectation of the density of 6; ,,
when collecting summary statistics over a stochastic subset of 6; ,,’s descendants is
approximately equal to the density of 6; , when collecting summary statistics over
the entirety of 6, ,,’s descendants". Another interpretation is that the distribution
associated with the summary of the full data can be approximated by annealing the
distributions associated with summaries of subsets of this data.

In practice, our approximation did not yield significantly worse performance for
the PAVI-E scheme over the generative models we tested. At the same time, com-
puting the encodings over a single branching allows the computation of all the E; ,
encodings in a single lightweight pass over the data X'[¢]. This simple solution thus
provided a substantial increase in training speed with seldom noticeable bias. Yet, we
do not bar the existence of pathological generative HBMs where this approximation
would become coarse. Experimenters should bear in mind this possibility when
using the PAVI-E scheme. In practice, using the PAVI-F scheme as a sanity check over
synthetic, toy-dimension implementations of the considered generative models is
a good way to validate the PAVI-E scheme —before moving on to the real problem
instantiating the same generative model with a larger dimensionality.

Experimental results

This section condenses essential results presented as part of our methodological
contributions. Other results and discussion points are listed and explained in the
next section.

lllustration of the approximation gap

This subsection is an adaptation from experiment 3.2 in the ADAVI paper.

6.3 Experimental results
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Tab. 6.1.: Effect of the approximation gap Differences in ELBO directly translate dif-
ferences in r-KL to the ground truth posterior —see Section 3.3.3. NF-based
methods (CF and ADAVI) get closer to the ground truth posterior than a less
expressive density approximator (a Gaussian). Performance is averaged over 20
generative model samples, 20 random seeds per sample.

Type Method ELBO (higher is better)

Fixed parametric form  Gaussian MF -21.0 (4 0.2)

NF-based CF -175(£0.1)
ADAVI (ours) -17.6 (£ 0.3)

This toy experiment illustrates the approximation gap. It puts forward the interest
in using expressive density approximators such as NFs. We pitch three example
methods on a voluntarily non-canonical model:

D=2
a ~ Gamma(1p,0.5p) (6.23)
¥n=1.10 by|a ~ Laplace(a,0.3p)

We place ourselves in a setup where the posterior distribution of a given an observed
value from b has no known parametric form. In particular, the posterior is not of
the same parametric form as the prior. Such an example is called non-conjugate
(Gelman, Carlin, et al., 2004).

We compare our method ADAVI to two baselines:

* Gaussian MF fits a Gaussian distribution with parametric mean and variance
over the posterior;

* Cascading Flows (CF) (Ambrogioni, Silvestri, et al., 2021) is a non-plate-
amortized structured VI architecture. CF pushes the prior P into the posterior
Q using Highway Flows. CF follows a cascading dependency structure comple-
mented by a backward auxiliary coupling. CF thus is an expressive structured
baseline that does not pay particular attention to scalability.

Results are visible in Table 6.1. NF-based methods do not require the experimenter
to specify a given parametric form for the posterior —such as a Gaussian. In doing so,
they avoid variational family misspecification. Leveraging flows as part of automatic,
structured VI, is an important step towards unbiased VI.
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Plate amortization speeds up convergence during stochastic
training

This subsection adapts experiment 5.1 from the PAVI paper. This experiment illus-
trates how plate amortization results in faster training.

We use the Gaussian random effects (GRE) model, described in the following equa-
tions:

2,0 ~N(0p,03)

an =1.. Card(Pl) 91,711 ‘92,0 ~ ./\/(92,0, O‘%)

Vng = 1..Card(Py) Vny = 1..Card(Py) Xoymol0ny  ~N(O1ny,02)
(6.24)
Here we set D = 8, Card(P;) = 100 and Card"(P;) = 2. In this experiment, we
set Card’(P;) <« Card(P;). This emulates a regime in which SVI is slow because
only a small fraction —of size Card®(P;)— of a large parameter space —of size
Card(P;)— gets optimized at a given stochastic training step. We compare our
PAVI architecture to a baseline with the same architecture, trained stochastically
with SVI (Matthew D. Hoffman, David M. Blei, et al., 2013), but without plate
amortization. The only difference is that ground RVs 6;,, are associated in the
baseline to individual fully-parameterized flows F; ,, instead of sharing the same

conditional flow F;, as described in Section 6.1.2.

Figure 6.3 displays the evolution of the ELBO across training steps for the baseline
and with free encoding PAVI-F and deep-set encoders PAVI-E. Both plate-amortized
methods reach asymptotic ELBO equal to the non-plate-amortized baseline’s but
with orders of magnitudes faster convergence and more numerical stability. This
stems from the individual flows F;,, in the baseline only being trained when the
stochastic algorithm visits the corresponding 6; ,,. In contrast, our shared flow F; is
updated at every optimization step in PAVI. Intuitively, the PAVI-E scheme should
converge faster than PAVI-F by sharing the training not only of the conditional
flows but also of the encoder across the different optimization steps. However, the
computation required to derive the encodings from the observed data results in
longer optimization steps and slower inference, as illustrated in Section 6.3.3.

Designing scalable variational families

This subsection reproduces experiment 5.3 from the PAVI paper.

6.3 Experimental results

97



5000 - o
O 4
8
2 -5000 1
0
2 -10000
K=y
<
Q -15000 -
@ SVI baseline
o (not plate amortized)
20000 —— PAVI-F (plate amortized)
- —— PAVI-E (plate amortized)
--- Asymptotic ELBO
—-25000 . T .
103 104 10°
Steps

Fig. 6.3.: Plate amortization increases convergence speed We plot the ELBO (higher is
better) as a function of the optimization steps (log-scale) for our methods PAVI-F
(in green) and PAVI-E (in blue) versus a non-plate-amortized baseline (in purple).
Due to plate amortization, our method converges ten to a hundred times faster
to the same asymptotic ELBO as its non-plate-amortized counterpart. Standard
deviation across 20 samples, 5 random seeds per sample is displayed as a shaded
area. A dashed line denotes the asymptotic closed-form performance, constructed
using Gaussian distributions centered on the empirical group and population means.
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Here, we put in perspective the gains from plate amortization when scaling up an
inference problem’s cardinality. We consider the GRE model in Equation (6.24)
with D = 2 and augment the plate cardinalities (Card(P;), Card*(P1)) : (2,1) —
(20,5) — (200,20). In doing so, we augment the number of parameters © : 6 —
42 — 402.

Baselines We compare our PAVI and ADAVI architecture against two state-of-the-
art AVI baselines.

* Cascading Flows (CF) (Ambrogioni, Silvestri, et al., 2021) is described in
Section 6.3.1;

* Unbiased Implicit VI (UIVI) (Titsias and Ruiz, 2019) is an unstructured
implicit VI architecture. UIVI infers over the full parameter space ©, without
any SVI-amenable factorization —contrary to CF, ADAVI, and PAVI. To do so,
UIVI reparameterizes a base distribution with a stochastic transform. UIVI does
not explicitly define a density ¢ and relies on optimization steps intertwined
with MCMC runs. UIVI thus consists of a non-structured VI baseline that does
not pay particular attention to scalability to a large parameter space This
means that UIVI could not be applied above a certain cardinality due to its
impossibility to be stochastically trained.

For all architectures, we indicate with the suffix (sa) sample amortization, as defined
in Section 3.3.2.

As the cardinality of the problem augments, Figure 6.4 shows how PAVI and ADAVI
maintain a state-of-the-art inference quality while being more computationally
attractive.

Parameterization In terms of parameterization, both ADAVI and PAVI-E provide
a heavyweight but constant parameterization as the cardinality Card(P;) of the
problem augments. This is due to both methods’ usage of an encoder of the observed
data, which makes their parameterization independent of the problem’s cardinality.
Comparatively, both CF and PAVI-F’s parameterization scale linearly with Card(P;),
but with a drastically lighter augmentation for PAVI-F. The difference can be
explained by the additional weights each architecture requires for an additional
ground RV. CF requires an additional fully parameterized normalizing flow, whereas
PAVI-F only requires an additional lightweight encoding vector. In detail, PAVI-F’s
parameterization due to the plate-wide-shared ¢, represents a constant =~ 2k weights,
while the part due to the encodings E; ,, grows linearly from 16 to 160 to 1.6k weights.

6.3 Experimental results
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UIVI’s parameterization scales quadratically with the size of the parameter space ©.
This is due to UIVI’s usage of a neural network to regress the weights of a transform
applied to a base distribution with the size of ©. As the cardinality augments, UIVI’s
quadratic weight scaling would be limiting before CF and PAVI-F’s linear scaling,
which would be limiting before ADAVI and PAVI-E’s constant scaling.

Memory Regarding computational budget, PAVI’s stochastic training allows for
controlled GPU memory during optimization. This removes the need for a larger
memory as the cardinality of the problem augments, a hardware constraint that can
become unaffordable at very large cardinalities. CF could be trained stochastically
to remove this memory constraint but, without plate amortization, would suffer
from slower inference, as illustrated in Section 6.3.2. In contrast, UIVI could not be
trained stochastically, as it infers over the full parameter space © at once instead of
factorizing it. As a result, UIVI would be ultimately limited by memory to infer over
larger problems.

Speed Regarding convergence speed, PAVI benefits from plate amortization to
have orders of magnitude faster convergence compared to structured VI baselines
CF and ADAVI. This means that a stochastically-trained architecture (PAVI) trains
faster than non-stochastic baselines (CF, ADAVI) This result is opposite to the result
we would have obtained without plate amortization since SVI slows down inference.
For UIVI, as the cardinality augments, training amounts to evaluating a neural
network with increasingly larger layers. GPU training time is thus constant, but
this property would not translate to larger problems as the GPU memory would
become insufficient. Plate amortization is particularly significant for the PAVI-E(sa)
scheme, in which a sample-amortized variational family is trained over a dataset of
reduced cardinality yet performs "for free" inference over an HBM of large cardinality.
Maintaining Card®(P;) constant while Card(P;) augments allows for a constant
parameterization and training time as the cardinality of the problem augments. This
property is not limited to any maximum cardinality, contrary to UIVI. This is a novel
result with strong future potential. The effect of plate amortization is particularly
noticeable at Card(P;) = 200 between the PAVI-E(sa) and CF(sa) architectures,
where PAVI performs sample-amortized inference with 10x fewer weights and 100 x
lower training time.

Scaling even higher the cardinality of the problem —Card(7P;) = 2000 for instance—
renders ADAVI, CF and UIVI computationally intractable In contrast, PAVI maintains
a light memory footprint and a short training time.
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Fig. 6.4.: PAVI and ADAVI scale favorably as the cardinality of the target model aug-

ments Baselines are compared in each panel, with the suffix (sa) indicating sample
amortization —as defined in Section 3.3.2. Our architecture PAVI is displayed
on the right of each panel, and ADAVI on the left. We augment the cardinality
Card(P;) of the GRE model, which is described in Equation (6.24). While doing
so, we compare three different metrics. In the first panel: inference quality, as
measured by the ELBO. An asymptotic closed-form ELBO is displayed using a
dark blue dash. None of the presented state-of-the-art architecture’s performance
degrades as the cardinality of the problem augments. In the second panel: parame-
terization, comparing the number of trainable weights of each architecture. PAVI
—similar to ADAVI- displays a constant number of weights as the cardinality of
the problem increases —or almost constant for PAVI-F. Third panel: GPU training
time. Benefiting from learning across plates, PAVI has a short and almost constant
training time as the cardinality of the problem augments. At Card(P;) = 200, CF,
UIVL, and ADAVI required large GPU memory, a constraint absent from PAVI due
to its stochastic training.
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This thesis reviewed essential theoretical and experimental results. Here we quickly

review some additional points:
e ADAVI (Rouillard and Wassermann, 2022):

— Section 3.4: comparative experiment on a Gaussian mixture (GM) ex-

periment ADAVI is compared to a variety of methods, including the struc-
tured VI baseline cascading flows (Ambrogioni, Silvestri, et al., 2021),
a SBI baseline (S)NPE-C (Greenberg et al., 2019), and a r-KL-trained
NF baseline (Rezende and Mohamed, 2015). In this challenging setup
—that involves the label switching issue (Jasra et al., 2005)— we show
the comparative advantage of non-amortized over amortized baselines;
of r-KL-trained baselines over f-KL-trained baselines; and of structured
VI baselines over unstructured baselines. In particular, ADAVI yields the
best performance amongst amortized baselines.

— Supplemental B.3: discussion on the relevance of likelihood-free

methods (trained using the f-KL) in the presence of a likelihood
There is a general belief in the community that likelihood-free methods
are not intended to be as competitive as likelihood-based methods in the
presence of a likelihood (Cranmer et al., 2020). The ADAVI paper pro-
vides quantitative results to nourish this debate. Though likelihood-free
methods generally scale poorly to high dimensions, they are dramatically
faster to train and can perform on par with r-KL baselines on some exam-
ples (such as the GRE). Depending on the problem at hand, it is therefore
not straightforward to systematically disregard likelihood-free methods.

e PAVI (Rouillard, Bris, et al., 2023):

- Section 5.2: impact of the encodings E; ;, on the approximation gap
—see Section 6.1.2 for a definition. We put forward the role of the E; ,, as
ground RV’s summary statistics. As the encoding size augments, so does
the asymptotic performance of PAVI until reaching the dimensionality
of the posterior’s sufficient statistics, after which performance plateaus.
Encoding size allows for a clear trade-off between memory and inference

quality.

— Supplemental A.4: discussion on the gaps introduced by plate amorti-
zation, which affects the variational family’s expressivity. We show that in
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theory plate amortization introduces a plate amortization gap, cumulative
with the sample amortization gap and the approximation gap described in
Sections 3.3.1 and 3.3.2. In practice, however, plate amortization can sta-
bilize inference and yield higher ELBO compared to non-plate-amortized
variants. We interpret this as a result of a simplified optimization problem
—with fewer parameters to optimize for, and mini-batching effects across
different ground RVs.

Supplemental B.3: impact on training speed of the reduced model
cardinalities Card*(P). Those define the "minibatch size" of paths taken
inside the full model. We show that PAVI-F’s and PAVI-E’s asymptotic
performance does not depend on the reduced model cardinalities. This
confirms the unbiasedness of the stochastic training discussed in Sec-
tion 6.2.3. We also show that PAVI-F converges faster as the reduced
model cardinalities get closer to the full cardinalities. In contrast, PAVI-E’s
training speed is constant with respect to the reduced model cardinali-
ties. This illustrates PAVI-E’s potential for constant parameterization and
training time as the cardinality of the problem augments.

Supplemental B.4: comparative experiments on a variety of HBMs
We compare PAVI-F and PAVI-E to cascading flows (Ambrogioni, Silvestri,
et al., 2021), UIVI (Titsias and Ruiz, 2019) and ADAVI (Rouillard and
Wassermann, 2022) as described in Sections 6.3.1 and 6.3.3. As HBMs,
we compare over a GM model; a model featuring the aggregation of
higher-order summary statistics; and over a smaller version of our parcel-
lation model (P) model used in Chapter 7 —described in Equation (7.1).
Across this large panel, we show the superior performance of PAVI-F, both
in terms of asymptotic ELBO and convergence speed.

6.4 Other results and discussion points
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This chapter summarized our methodological contributions:

We leverage NFs as expressive conditional density estimators inside structured
VL. In particular, we propose the systematic use of NFs amortized across plates.

We adjoin to those NFs schemes to replicate the causal structure of the model
into encodings.

The obtained architecture yields expressive yet parsimoniously parameterized
variational families, adapted to the large scale.

We propose algorithms to derive those architectures automatically from the
model.

We propose stochastic training schemes for those architectures, to control the
compute in addition to the parameterization.

Combined with plate amortization, this training scheme yields faster conver-
gence, effectively unlocking large-scale inference in a reasonable time.

The following chapters apply those methodologies to different large-scale Neu-
roimaging hierarchical inference problems.

Chapter 6 Methodological contributions: expressive and scalable structured
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Application: individual
parcellation of the human
cortex

This chapter tackles parcellation over fMRI data, as presented in Section 1.2. The
goal is to map the human cortex into parcels of distinct functional connectivity
(Simon B. Eickhoff et al., 2018b). Functional connectivity corresponds to patterns
of coactivation with the rest of the brain (Van Den Heuvel and Pol, 2010). The
resulting networks of connected regions divide the brain into major units associated
with dedicated cognitive functions (such as vision or motor control).

This application is complicated by a massive dimensionality (the signal contains
several billion measures) and by a large variability across individuals: the same
functions are not located in the same regions from one subject to another. We
demonstrate the ability of VI to tackle such large-scale problems, aggregating the
individual maps of a thousand individuals. We also show the ability of HBMs to act
as transferrable representations, allowing to stabilize parcellations across different
datasets.

Note on contributions: In this work, I have mostly focused on modeling and in-
ference, obtaining the parcellations in Section 7.3.1. Cognition prediction in Sec-
tion 7.3.2 has been jointly performed with another PhD student, Alexandre Le Bris.
Regarding transfer learning in Section 7.3.3, I took on a middle-author role (theory,
discussions, no experiments), with Alexandre assuming first authorship. Transfer
learning is presented as an extension of the methodologies developed in this thesis.
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Application context

Neuroimaging-based parcellations

Brain cartography has a long history (Simon B Eickhoff et al., 2018a). The earliest
attempts to map the human brain were based on ex-vivo investigation of its micro-
and macrostructure. Abrupt changes in markers such as the thickness of cortical
layers were used to detect boundaries separating distinct areas (K. Brodmann and
M. Brodmann, 1909). Interestingly, this anatomical segregation of the brain does not
exactly correlate with its functional organization (Simon B. Eickhoff et al., 2018b).
As a result, in the past decades, research has accumulated on in-vivo parcellations
based on Neuroimaging (Simon B. Eickhoff et al., 2018b). This work focuses on
imaging-based parcellations, specifically using fMRI.

A major hypothesis organizes brain function following two overarching principles
(Tononi et al., 1994). One is the segregation of information into specialized regions.
The other is the integration of information through large-scale networks. Both
principles correspond to different functional granularities, that are reflected into
maps with different numbers of parcels. Fine-granularity parcellations include
hundreds, up to a thousand very specific parcels (Dadi et al., 2020; Schaefer et
al., 2018; Fan et al., 2016). In contrast, this work investigates coarse-granularity
parcellations, containing dozens of integrative networks (Thomas Yeo et al., 2011;
Kong, J. Li, et al., 2019; Power et al., 2011). A prominent example is the parcellation
from Thomas Yeo et al. (2011), who subdivided the brain into 7 networks, as
illustrated in Figure 7.1. The goal of those parcellations is to highlight distributed
systems of (sometimes disconnected) brain areas.

Following the taxonomy from Simon B. Eickhoff et al. (2018b), parcellations can
be broadly separated into two groups. On the one hand are parcellations based
on local architecture or function, which are often combined with border detection
algorithms. By design, those parcelations yield spatially contiguous parcels. On the
other hand are parcellations based on global fingerprints, associated with clustering
algorithms grouping brain regions potentially distant in space (Churchland and
Sejnowski, 1988). This work belongs to the latter category. Each point in the cortex
is associated with a vector describing its connectivity with the entirety of the brain
(Van Den Heuvel and Pol, 2010). Points with a similar fingerprint are then grouped
into networks. To compute this connectivity fingerprint, resting-state fMRI is used
(Van Den Heuvel and Pol, 2010; J. Bijsterbosch et al., 2017; Poldrack et al., 2011).
This is in opposition to task fMRI data, in which subjects perform given certain
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7-Network Parcellation (N=1000)

] Purple (Visual)

. Blue (Somatomotor)
[ Green (Dorsal Attention)
O violet (Ventral Attention)
[] cream (Limbic)

[ orange (Frontoparietal)
ERed (Default)

Fig. 7.1.: Yeo 7 functional networks (Thomas Yeo et al., 2011) The human cortex is
subdivided into 7 networks: regions that co-activate when the brain is at rest.
Those networks can be broadly associated with cognitive functions, such as vision
or motor control. Figure adapted from Thomas Yeo et al. (2011)
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cognitive activities (reading, remembering previous items, etc...). Using data from
rest, the goal is to investigate the "default" organization of the brain, which can be
modulated as part of performing cognitive tasks.

Thomas Yeo et al. (2011) averaged data across a thousand individuals (Van Essen
et al., 2012), yielding two parcellations into 7 and 17 networks considered as a
reference in Neuroimaging (Simon B. Eickhoff et al., 2018b). At a later stage, Kong,
J. Li, et al. (2019) performed a similar analysis to obtain individual parcellations.
Interestingly, they showed that the subject’s topography —the localization of the
networks on their cortex— was predictive of the subject’s cognition and behavior
(as measured via test scores) (J. D. Bijsterbosch et al., 2018). One goal of this work
is to reproduce such an analysis: to obtain individual parcellations and test their
predictive power over cognition.

From a methodological standpoint, both parcellations (Thomas Yeo et al., 2011;
Kong, J. Li, et al., 2019) are based on a HBM associated with an EM algorithm.
This creates a strong link between these works and the VI methods studied in this
thesis. In particular, EM algorithms are very close to the pen-and-paper deriva-
tions described in Section 3.3.4. EM requires to manually derive an HBM-specific
optimization routine that converges to optimal parameter estimates. This creates
a methodological barrier to entry for experimenters to produce similar analyses.
What’s more, should the HBM modeling the observed signal change, a new routine
would need to be designed. Finally, not every HBM would yield a simple-to-derive
closed-form routine, which reduces modeling possibilities. In contrast, we demon-
strate the ability of AVI (a general method) to tackle HBMs similar to the ones
from Kong, J. Li, et al. (2019). This way, we hope to reduce the barriers to entry
for experimenters who are not methodological experts.

Transfer Learning in fMRI

Transfer learning is a general concept in machine learning, which amounts to
learning signal representations on a source task/dataset, and leveraging those
representations on a target task/dataset (Weiss et al., 2016). In the MRI context,
the source domain typically features abundant, high-quality labeled data: e.g. a
large annotated dataset of general-purpose images such as ImageNet (Deng et al.,
2009). In contrast, the target domain contains scarcer, sometimes noisier medical
images, such as anatomical MRI T1/T2 scans used to detect dementia symptoms
(Ardalan and Subbian, 2022; Valverde et al., 2021; Stangor and Walinga, 2014). In
this context, the transferred representations are low-level visual features common
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to all images: geometrical shapes and patterns. To conserve those representations,
the first layers of a neural network are "frozen" —that is to say, not re-trained. On
top of those, a trainable neural network is plugged and trained using data from
the target domain (medical images), on the target task (e.g. dementia detection,
or segmentation). Leveraging the general-purpose representations from the high-
quality source domain, the neural network can achieve good performance on the
target task even in the absence of a large target dataset.

In this work, we apply transfer learning to fMRI data, on parcellation and behav-
ioral/cognitive score prediction tasks (Gao et al., 2019; Hejia Zhang et al., 2018).
The long-term objective is to design methods capable of learning on a large, qual-
itative dataset of healthy subjects (e.g. the HCP (Van Essen et al., 2012)), and to
transfer learned representations over a smaller, noisier clinical dataset (Mandonnet,
2011). In this context, the task would typically be the same across the source and
target domains, but we expect an important distribution shift when moving from
research to clinical data (Weiss et al., 2016). As an intermediate objective, we study
here the transfer across different subject groups in the HCP dataset. (Van Essen
et al., 2012; Hejia Zhang et al., 2018).

From a methodological standpoint, our objective is also to explore the intersection
between transfer learning and hierarchical Bayesian modeling (Weiss et al.,
2016; Suder et al., 2023). On the one hand, Bayesian inference over a source
domain recovers latent parameter posterior distributions —see Section 3.1. Those
distributions can be used as priors to perform inference over a target domain. The
Bayesian formalism is thus naturally amenable to transfer learning. On the other
hand, we also leverage parametric neural networks in our variational family —see
Section 6.1.2. Those source-domain-trained networks can be re-used to infer over
the target domain, which constitutes another instance of transfer learning. In this
work, we explore combinations of both instances of transfer learning —Bayesian-
centric and machine learning-centric— bridging a syntactic gap across communities
(Suder et al., 2023).

Individual parcellation of the human cortex through
hierarchical modeling and AVI

This section describes our methodology to tackle individual-level parcellation:

1. Preprocessing to compute vertex-level connectivity fingerprints;

7.2 Individual parcellation of the human cortex through hierarchical
modeling and AVI
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2. Hierarchical modeling, inspired from the work of Kong, J. Li, et al. (2019),
along with the inference method;

The main insight is that we tried to keep each step as minimal and principled as
possible. In particular, we show the applicability of a general method (AVI) to infer
effectively and automatically over large-scale, hierarchical models.

Preprocessing: extracting vertex-level connectivity fingerprints

We use data from the HCP dataset (Van Essen et al., 2012). We randomly select a
cohort of S = 1,000 subjects from this dataset, each subject is associated with T = 2
resting-state fMRI sessions. Each session consists of 15 minutes-long volume time
series. We minimally pre-process the signal using the nilearn library (Abraham
et al., 2014) (high-variance confounds removal, detrending, band-pass filtering and
spatial smoothing).

For every subject, we extract the surface BOLD signal of N = 59,412 vertices across
the whole cortex. We compare this signal with the extracted signal of D = 64
dictionary of functional modes (DiFuMo) components: a dictionary of brain spatial
maps allowing for an effective fMRI dimensionality reduction (Dadi et al., 2020).
Specifically, we compute the one-to-one Pearson’s correlation coefficient of every
vertex with every DiFuMo component. The resulting connectome, with S subjects,
T sessions, N vertices and a connectivity signal with D dimensions, is of shape
(S x T x N x D). We project this data —correlation coefficients lying in |—1; 1[— in

an unbounded space using an inverse sigmoid function.

The total signal XPopulation ¢ RSxTXNxD js of massive dimensionality: 7.6 billion

measures. How to perform inference in this large-scale context?

Modeling and inference: high-dimensional mixture with
hierarchical vertex labeling

This chapter features two variants of HBM —illustrated in Figure 7.2— inspired by
the work of Kong, J. Li, et al. (2019). Both models amount to a GM clustering over
brain vertices, using a mixture of either subject-level or population-level components.
We also apply in both models a spatial regularization that encourages vertices to
have the same label across subjects.
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Parcellation-hierarchical model (P) We hypothesize that every vertex in the cortex
belongs to either one of L = 7 functional networks. Each network [ corresponds to
the connectivity fingerprint p;, represented as the correlation of the BOLD signal
with the signal from the D = 64 DiFuMo components.

At the population level, for a vertex n we denote as logits, € R the probability logits
to belong to each network /. Each subject s is associated with the logits logits, ,,,
which are a perturbation of the population logits. This creates a regularization across
subjects: a vertex n is encouraged to have the same label across all subjects. The
variable ~; controls the inter-subject spatial variability across all subjects, for the

network /.

For every subject s, session ¢, and vertex n, we denote as X ,, the observed connec-
tivity. This connectivity is modeled via a mixture model: X, , is a perturbation of
the connectivity fingerprint y; of the network corresponding to its label label, ,,. &,
controls the variability between X, and the mixture component fiapel, ,,

The resulting model (P) model is summarized as:

S,T,N,D,L = 1000, 2, 59412, 64, 7

vi=1.L:  p ~N(0p,6p)

vi=1.L: logk; ~ (GL, TL)
vn=1.N : logits, ~ N (0z,67)
vi=1.L: logy ~N(0p,1p) (7.1)
vzt X logits, ,[logits,,, [vi]i=1.. ~ N (logits,,, [v1...7L])
Ji=i-% 0 labels, , [logits, ,, ~ Categorical(logits, ,,)
gjglii © o Xetmllli=1..Ls [Kili=1..0, 1abels n ~ N (ftiabel, . » Klabels, )

The model contains 4 plates: the network plate of cardinality L (that we did not
exploit in our implementation), the subject plate of cardinality S, the session plate of
cardinality 7" and the vertex plate of cardinality N.

Parcellation and connectivity-hierarchical model (P&C) This variant slightly mod-
ifies the (P) model by adding another differentiation across subjects. In addition
to having specific parcellations, subjects are associated with specific connectivity
fingerprints 5. X, is no longer a mixture of the population components /1, but
of the subject-specific components ;.

7.2 |Individual parcellation of the human cortex through hierarchical
modeling and AVI
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The resulting model (P&C) model is summarized as:

S, T,N,D,L = 1000,2,59412, 64, 7
Vi=1..L : My ~ N(ﬁD, 6D)

Vi=1..L : log €] ~ N(OL, lL)

V= sl e~ N (s )
vi=1.L: logk; ~N(0p,11)

(0L,61) 72

(

vi=1.L: logy ~N(0z,11)

vn=1..N : logits, ~ N

Ji=tX o logits, ,|logits,,, [vi]i=1..L ~ N (logits,,, [1...7L])
Ji=1-% o labels , |logits, ,, ~ Categorical(logits, ,,)

Vs=
VVEZ X tnllits)i=1..0, [Ki)i=1.., 1abels n ~ N (s label, . » Klabels, )

il
>Nt

Across both models, our goal is to recover the posterior distribution of the networks’
fingerprints ;. and the labels label given the observed connectome described in
Section 7.2.1. To this end, we use a variant of the PAVI-F scheme —described
in Section 6.2.3. Every RV is associated with a plate-amortized NF, except the
second-order parameters ¢;, k;, I, associated with MAP regressors. To allow for the
optimization over the discrete label, , RV, we used the Gumbell-Softmax trick as
described in Section 3.3.4 (Grathwohl et al., 2018).

Applications in large-scale fMRI

Fullcortex parcellation over 1,000 subjects from the HCP (P
model)

In a first experiment, we demonstrate the ability of AVI to tackle a large-scale
Neuroimaging inference problem. We apply the hierarchical inference method
described in Section 7.2 over the connectivity from S = 1, 000 subjects from the HCP
(Van Essen et al., 2012). This represents a signal containing 7.6 billion measures.
For each of the N = 59,412 vertices of every subject, we infer a probabilistic label to
belong to one of the L = 7 functional networks. This amounts to inferring over 400
million latent parameters.

Results are visible in Figure 7.3. Using PAVI, in under 5 hours of GPU time, we
recover a smooth population parcellation that replicates some of the major networks

Chapter 7 Application: individual parcellation of the human cortex
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Fig. 7.2.: Parcellation (P) and (P&C) HBMs Models are composed of two parts. On the
left, we represent the connectivity fingerprints . associated with the mixture
components. On the right, we represent the parcellations denoting where each
network is expressed on the cortex. In the (P) model in Equation (7.1), only
the parcellation part is hierarchical —via the subject-specific logits. In the (P&C)
model in Equation (7.2), subjects are also associated with individual connectivity
fingerprints.
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from Figure 7.1. Subject parcellations are noisier perturbations of this population
map.

There is a large uncertainty in the labeling of a given vertex —based solely on
T = 2 resting-state connectivity fingerprints. To represent this uncertainty, we
display a probabilistic parcellation: incertain labeling is associated with bland colors,
while certain labeling is associated with vivid color. This probabilistic parcellation
underlines the richness of the Bayesian framework, which features an interpretable

notion of uncertainty.

Out-of-sample cognition and behavior prediction based on the
probabilistic parcellation (P model)

This experiment tests out the predictive power of individual parcellations on behavior
and cognition. Can the general location of function inside the brain inform us about
the cognitive ability of a subject?

Method We reproduce the methodology from Kong, J. Li, et al. (2019). After
inference, we use as feature the subject-specific parcellation logits and perform a
cross-validation across subjects to predict out-of-sample cognitive and behavioral
scores. We start from the logits, ,, associated with each subject. We use PCA (33%
explained variance) followed by a linear regression to predict each of the 13 cognitive
scores. We report the test performance on the test fold averaged across the 13
cognitive measures. This process is reproduced 100 times. The reported scores
are the triple average across folds, measures, and repetition, while the standard
deviation is computed across the 100 repetitions only.

Results Table 7.1 shows our prediction performance, on par with the state-of-the-
art (Kong, J. Li, et al., 2019; Calhoun and Adali, 2012; E. M. Gordon et al., 2017,
Danhong Wang et al., 2015). This demonstrates that our parcellations —recovered
using minimal preprocessing, and a principled AVI methodology—- are relevant to

cognition.

Stronger baseline To put our results in perspective, Kong, Q. Yang, et al. (2021)
recently extended the work from Kong, J. Li, et al. (2019). Authors notably illustrated
the positive impact of individual parcellations over the extraction of functional
connectomes (as defined in Chapter 9). On a behavioral scores prediction task,

Chapter 7 Application: individual parcellation of the human cortex



Fig. 7.3.: Probabilistic full cortex parcellation For a cohort of 1,000 subjects, 2 of which
are represented here (in the bottom 2 lines) we cluster 60,000 cortex vertices
according to their connectivity with the rest of the brain. We show the obtained
probabilistic parcellations. Each color in the parcellation corresponds to one of
7 functional network (Thomas Yeo et al., 2011). Networks represent groups of
neurons that co-activate in the brain and can be associated with certain cognitive
functions, such as vision or motor control. Through our method, we recover
each subject’s parcellation (at the bottom), which are i.i.d. perturbations of
the population’s parcellation (at the top). Our method also models uncertainty:

Population

Subject 100206

Subject 101006

coloring represents the dominant label for each vertex and the level of white
increases with the uncertainty in the labeling.

7.3 Applications in large-scale fMRI
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Tab. 7.1.: Individual probabilistic parcellation predicts a subject’s cognition and be-
havior We can use the subject parcellations as features for a cognitive score
prediction task. The table shows the mean predictive accuracy across 13 cog-
nitive measures, including memory, pronunciation, processing speed or spatial
orientation. The baseline methods scores are reproduced from Kong, J. Li, et al.
(2019)’s implementation. Our method produces individual maps that are predic-
tive of the subject’s cognitive ability. Reported accuracy is the correlation of the
predicted scores with the true score. Performance is averaged over 1,000 subjects in
our method, versus only 881 in the implementation from Kong, J. Li, et al. (2019).
This can in part explain our higher performance, as per the learning curve featured
in Section 7.3.3

Accuracy for
13 cognitive measures
Method (Higher is better)

MS-HBM 0.1321 (£0.0053)

from Kong, J. Li, et al. (2019)
YeoBackProject 0.1057 (£0.0060)

from Calhoun and Adali (2012)
Gordon2017 0.0545 (4-0.0062)

from E. M. Gordon et al. (2017)
Wang2015 0.1202 (+0.0054)

from Danhong Wang et al. (2015)
Ours (PAVI) 0.1645 (£0.0047)

authors reported a correlation of 18% over a cohort of 1,200 subjects from the HCP
(as opposed to 1,000 in our case), and a set of 36 measures (as opposed to 13 in
our case) (Van Essen et al., 2012). Kong, Q. Yang, et al. (2021) thus constitutes a
stronger baseline than the results presented in Table 7.1 (but a weaker baseline than
our coupling-based results from Figure 9.12).

7.3.3 Extension: Bayesian transfer learning yields more informative
parcellation in the small-sample regime (P&C model)

In this extension, we consider transfer learning across different subject groups in
the HCP as a way to stabilize cognitive scores prediction. We consider successive
inference over two subject sets:

* a large training set, containing 750 subjects. Over this set, inference is per-

formed "from scratch".
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* a smaller test set, containing up to 200 subjects. Optionally, we transfer
representations from the training set to help with inference.

Method To evaluate the effect of transfer learning, we consider three experimental
setups:

1. No transfer learning We transfer no representation from the training to the
test subject sets. We use a random initialization for the variational family
weights —the PAVI-Fs flows and encodings as described in Sections 6.1.2
and 6.2.3. We then perform inference using the same weak priors that were
used for the training set;

2. Machine learning warm start we use the trained population-level variational
family weights as an initialization. We then perform inference using the same
weak priors that were used for the training set;

3. Warm start + Bayesian posterior predictive transfer we use the trained
population-level variational family weights as an initialization. In addition,
we use the training set posteriors (of the non-subject-specific RVs) as priors to
infer over the subject test set. This corresponds to the RVs y, ¢, x;, logits,,, v
described in Equation (7.2).

Results and discussion From a theoretical point of view, only the Bayesian transfer
(in step 3) is supposed to improve inference. The machine learning warm start is a
better initialization for the r-KL optimization problem —as described in Section 3.3.3.
But the warm start does not modify the optimized ELBO loss, nor the theoretical
minimum of this loss —that depends solely on the HBM, the observed signal, and
the variational family. In contrast, by modifying the priors in the HBM, the Bayesian

transfer modifies the loss minimum by injecting some precision from the training set.

Results are visible in Figure 7.4. The machine learning warm start (step 2) appears
as an effective strategy, while the effect of the Bayesian transfer (step 3) is only
marginal. Those results are the opposite of what theory would have predicted! This
suggests that in the small sample regime, parcellation is a complex optimization
problem, whose loss minimum is (statistically) not reached. We interpret the
warm start as a practical simplification of optimization, which helps with downstream
task performance. In contrast, the added value of the Bayesian transfer is more
theoretical, and its effect appears marginal.

Those results motivate the development of robust inference methods, as further

discussed in Section 10.4.

7.3 Applications in large-scale fMRI
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Fig. 7.4.: Effect of transfer learning on cognitive scores prediction The setups 1, 2 and

3 described in Section 7.3.3 are respectively represented in blue, red and yellow.
The blue line shows a logarithmic learning curve: training over larger subject
groups, we improve out-of-sample cognitive scores prediction. To plot the blue
line, only information from the validation set subjects is considered. In contrast,
on the red and yellow lines, information is transferred from a training set of 750
subjects. This results in higher prediction performance at equal validation set
size. The machine learning warm start (from blue to red) significantly improves
cognitive scores prediction. In contrast, the Bayesian transfer (red to yellow) only
marginally improves performance. Performance averaged across 10 population
bootstraps (with a full population size represented on the x-axis.) Shaded areas
represent 95% confidence intervals. Cognitive scores performance is computed
following the same steps as in Section 7.3.2.
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7.3.4 Preliminary: robustifying individual parcellations (P&C model)

In this section, we showcase more recent results from our ongoing work on par-
cellations. This rich application setting allows us to test out methods to robustify
inference at scale. In particular, compared to Section 7.3.1, we test out:

* Augmenting the number of parcels to L = 17, the number of sessions to 7" = 4,
and the dimensionality of the connectivity fingerprints to D = 128;

» Using simplified amortized variational distributions, including Gaussian ap-
proximations;

* Using a KL annealing schedule, transitioning from a ML to an ELBO loss
(Krishnan et al., 2017);

* Regularizing inference through the encodings E’s structure (see Sections 6.1.2
and 6.2.3). In the original PAVI-F design, we associate every (subject,vertex)
pair to an individual encoding, resulting in a full-rank encoding tensor E¥*V
—with o (S x V) parameters. In contrast, here we combine subject-specific
encodings E° with vertex-specific encodings E", resulting in a low-rank en-
coding tensor E5*Y = E® ® EY —with o (S + N) parameters. This encoding
scheme is lighter in memory and favors smoother parcellations across subjects.

Figure 7.5 illustrates two example individual parcellations. Both subdivide the cortex
in a similar way to the 17 networks illustrated in Figure 7.6 (Thomas Yeo et al.,
2011).

7.3 Applications in large-scale fMRI
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Individual O Individual 0
(lateral - left) (medial - left)

Individual 0

Individual 0
(lateral - right)

(medial - right)

Individual 1

Individual 1
(lateral - left)

Individual 1
(medial - left)

Individual 1
(lateral - right)

(medial - right)

Fig. 7.5.: Stabilized individual hard parcellations Thanks to various improvements de-
scribed in Section 7.3.4, we obtain more spatially stable individual parcellations.

Fractionations are similar to the ones reported by Thomas Yeo et al. (2011), as
visible in Figure 7.6.

7.4 Summary of contributions

This chapter summarized our contributions in fMRI-based parcellation:

* We illustrate the applicability of AVI to large-scale Neuroimaging problems.
Compared to pen-and-paper EM algorithms, AVI:

1. requires little technical mastery,

2. does not limit the choice of HBM,

3. could potentially reduce technical barriers to entry for experimenters.

* We design original HBMs, taking as a basis the work from Kong, J. Li, et al.
(2019). We propose models that incorporate a spatial regularization across
subjects, jointly obtaining individual and population-level parcellations.

* We map the brain of a thousand individuals via probabilistic full-cortex par-
cellations. Those parcellations naturally incorporate a notion of uncertainty,
leveraging the richness of the Bayesian probabilistic framework.
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17-Network Parcellation (N=1000)

Fig. 7.6.: Yeo 17 functional networks (Thomas Yeo et al., 2011) Compared to the
parcellation in 7 networks in Figure 7.1, the cortex is sub-divided into finer

parcels. We use this parcellation as a reference for Figure 7.5 Figure adapted from
Thomas Yeo et al. (2011).
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* We demonstrate the predictive power of those parcellations over cognition

and behavior, obtaining scores relevant to the state-of-the-art (Kong, Q. Yang,
et al., 2021)

* We pave the way for transfer learning as a means to stabilize individual
parcellations in potentially degraded datasets.

122 Chapter 7 Application: individual parcellation of the human cortex



8.1

Application: reducing
uncertainty in tissue
microstructure estimation via
hierarchical modeling

This work tackles tissue microstructure estimation, an application of dMRI presented
in Section 1.3. The goal is to infer the statistical cellular composition of brain voxels
from a dMRI signal. As introduced in Section 1.3, this application suffers from large
uncertainty. In this chapter, we combine SBI with hierarchical modeling to reduce
this uncertainty. We inject a distribution surrogate inside a HBM and infer over this
composite model using the methods from Chapter 6. By combining the information
across multiple voxels in the brain, we can infer the parameters in each voxel with
greater precision.

First, we present in detail tissue microstructure estimation. We then present the
hierarchical modeling and inference method we use to tackle this task. Finally, we
present some results, notably in epileptic lesion segmentation.

Tissue microstructure estimation

This section presents in greater detail tissue microstructure estimation, which we
introduced in Section 1.3. Microstructure estimation relies on dMRI, which measures
the diffusion of water molecules inside tissues (Alexander et al., 2019; Jelescu,
Palombo, et al., 2020). This diffusion can be impeded by two elements:

* cellular membranes, which separate the different cells in brain tissue from
the extracellular space. In this application, we model those membranes as
impermeable (Jelescu, Skowronski, et al., 2022);

* other molecules, proteins and large metabolites, which crowd the space inside
and outside cells. This is summarized via the space’s diffusivity, denoted using
the letter D with unit um?/s.
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To simplify this complex phenomenon, and link it to interpretable parameters,
various microstructure models have been posited by experts (Hui Zhang et al., 2012;
Novikov et al., 2019; Palombo et al., 2020). This work focuses on one such model,
the standard model (SM) (Novikov et al., 2019), which has been designed for
white matter and simplifies tissues into two compartments:

1. linear fibers, representing a fraction f of the total signal in a voxel. Inside
those fibers, it is assumed that water can only diffuse parallel to their direction,
with a diffusivity D,. This amounts to modeling fibers as sticks. A fiber
segment (composed of multiple fibers) is oriented in a given direction. A voxel
features multiple segments, whose directions can be more or less aligned, as
measured by the orientation dispersion index (ODI);

2. the extracellular space, representing a fraction 1 — f of the total signal in a
voxel. Outside the cells, water can diffuse both parallel and perpendicular to
the fibers, with two distinct diffusivities D, and D, .

The SM is illustrated in Figure 8.1.

In summary, we infer 5 parameters in each voxel n = 1..N, collectively denoted as
5.
V% € R°:

* the neurite fraction f;

* the intra-neurite diffusivity D,;

* the ODI;

* the parallel diffusivity within the extra-neurite space D,;

* the perpendicular diffusivity within the extra-neurite space D, .
To infer those parameters, we observe the dMRI signal X'°* ¢ R” coming from
each voxel. This signal is composed of D measures, one measure per magnetic field
direction and intensity —where the intensity is called the b-value (Le Bihan and

Breton, 1985).

How to infer the tissue microstructure parameters §V°* € RV*5 from the observed
signal XVOX Xsubject e RNXD?

Chapter 8 Application: reducing uncertainty in tissue microstructure estima-
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8.2.1

Fig. 8.1.: The standard model (SM) in dMRI microstructure estimation Tissues are
approximated into two compartments —fibers and the extracellular space— in
which water can diffuse with diffusivity D. The ODI is linked to the orientation
distribution function P. Figure reproduced from Novikov et al. (2019)

Hierarchical ;-GUIDE: combining SBI, hierarchical
modeling and PAVI

Our method is composed of three successive steps:

1. A SBI phase, where we learn a surrogate to the voxel-independent microstruc-
ture parameters posterior (Section 8.2.1);

2. A hierarchical modeling phase, where we inject this distribution surrogate
inside a hierarchical model to reduce the microstructure parameter uncertainty
using a meaningful prior (Section 8.2.2);

3. An inference phase, where we leverage PAVI to infer effectively over the
composite model (Section 8.2.3).

1-GUIDE: learning an independent-case posterior surrogate

To learn the statistical link between the microstructure parameters and the observed
dMRI signal, we rely on a simulator (Ianus et al., 2017). This simulator takes as
input voxel parameters 6y°%, simulates simplified geometrical fibers, and computes
a noisy synthetic signal XY°* using analytical formulas (which is possible because
of the hypothesized simplified geometry). We used Rician noise, with a signal-to-
noise ratio (SNR) of 50. Repeating this simulation procedure, using a uniform prior
defined on physically plausible ranges for the 6Y°*, we obtain a synthetic dataset
{6Y0%, X¥oX},_y .

8.2 Hierarchical ;-GUIDE: combining SBI, hierarchical modeling and
PAVI
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Fig. 8.2.: Microstructure estimation graphs On the left, we illustrate the voxel-
independent graph corresponding to the posterior surrogate learning in Sec-
tion 8.2.1. On the right, we illustrate the latent mixture graph corresponding to
the hierarchical modeling in Section 8.2.2. In both graphs, the yellow edge from
6V°* to XV°* symbolizes a learned surrogate distribution.

Using this synthetic dataset, we learn a surrogate to the posterior distribution
P (67°%| X}°%). Ppq is indexed "ind" to mark that this posterior corresponds to the
case when voxels are considered as independent (as opposed to dependent through
a hierarchical prior as in Section 8.2.2). This independent case is illustrated by the
graph on the left in Figure 8.2. To learn P;4(6y°*|X°*), we use NPE —as described
in Section 4.2.2 (Papamakarios and Murray, 2016). We combine an encoder with
a MAF to learn a sample amortized posterior surrogate (Papamakarios, Pavlakou,
et al., 2017).

Using this surrogate on the subject data, we obtain an independent-case posterior:
Pipa (07| XVoxX = Xsubiect) - This methodology has been dubbed ;-GUIDE by Jal-
lais and Palombo (2023) (this work is a continuation of u-GUIDE). The u-GUIDE
posterior combines two elements:

1. for each voxel n, an encoding EM™ = f(X,,) resulting from the application an
encoder f to the voxel’s dMRI signal X,,;

2. a trained NF Find(e; ¢ind EiN) that approximates the conditional posterior
distribution of a voxel’s parameters given that voxel’s signal’s encoding.

We use this independent-case posterior as a baseline, but also as an initialization for
PAVI, as detailed in Section 8.2.3. Due to voxels being considered independently,
this posterior features a large variance. Our goal is to reduce that variance.

Chapter 8 Application: reducing uncertainty in tissue microstructure estima-
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8.2.2 Switching to a hierarchical mixture prior

To reduce the uncertainty in the voxel-wise estimates, we switch from an independent
prior to a hierarchical prior (Powell et al., 2021; Orton et al., 2014). In doing so,
we remove the assumption of independence across voxels, by injecting the original
hypothesis/bias:

"It is unlikely that voxels feature wildly different tissue microstructures
across the brain, that would span over the entirety of the ©-space.
Most likely, only a few microstructure configurations exist in the brain,
corresponding to canonical tissue types such as gray matter, white matter,
or the ventricles. Each voxel can be associated with one of those sub-
types, and its microstructure is likely similar to the other voxels of
that sub-type."

To implement that hypothesis, we use a hierarchical mixture prior. We refer to the
different tissue types as "parcels", because their spatial localization will partition the
brain into different macroscopic tissues.

We group the brain voxels into L parcels of similar microstructure. Each parcel
| = 1..L is associated with the average parameters 6] . The microstructure 6}
of each voxel n = 1..N is assumed to be a perturbation of the parcel parameters it
belongs to, with variability oP?". We denote [7°* the label of the voxel n, that is to
say, the parcel it belongs to. We denote logits,** the probability logits corresponding
to [Y°*. We can summarize the new HBM B, (X VX, 00X [VOX logits ¥, OP¥¢) with

n

the following equations:

Vi=1..L 0P ~ U(Ormin, Omax)
Vn =1.N logits'®™ ~ N'(0r,,0.5)
Vn =1.N [7°%|logits,’* ~ Categorical(logits, ™) (8.1)
Vn=1.N OO Y= 1, [ ~ N(Ohes ofor )
Vn=1.N XKV~ P(XVOK|9VOX)

where U (O min, Omax) is @ uniform prior over physically-possible microstructure pa-
rameters. (0, 0.5;) translates into an equiprobable possibility of a voxel to belong
to each parcel. ¢P?€ is a hyper-parameter to more or less strongly uniformize
voxel distributions inside each parcel. P(XV°¥|V°*) corresponds to the likelihood
implicitly learned in Section 8.2.1. Critically, P(X°*|#V°*) does not depend on the
choice of prior for §°* —as put forward in Section 4.2.2. We clarify this point in
Section 8.2.3.

8.2 Hierarchical u-GUIDE: combining SBI, hierarchical modeling and 127
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The resulting composite HBM —injecting a learned surrogate inside an explicit
model— in Equation (8.1) is illustrated in Figure 8.2 (right) (Glockler et al., 2022).

Technical notes on modeling:

* A non-parametric setting could be used to derive the number of parcels L from
the data. For now, we default to a conservative dozen parcels, with only a few
significantly expressed through the tissue.

* A non-parametric setting could also be used for oP?, to derive the level of
variability inside parcels from the data. Implementing this however resulted in
a mode collapse for o, and variance underestimation for P2, As a result, we
chose to keep 0P as a user-defined constant, setting the value from synthetic
experiments with known ground truth.

Inferring over the HBM in Equation (8.1), we jointly perform two tasks:
1. learn a parcellation of the brain tissue, by inferring the labels [V°%;

2. reduce the uncertainty in each voxel’s microstructure estimation 6V°* by
sharing the information across voxels in the same parcel.

as illustrated in Figure 8.3. Having switched the prior, we infer the new hierarchical
posterior: By (6V0%, 19X logits"™*, 9P| XVOX),  Combining hierarchical modeling
with ;-GUIDE, we dub our method hierarchical ;-GUIDE (Rouillard, Wassermann,
et al., 2024).

Note: the same methodology could be applied to a different hierarchical prior, to
implement a different hypothesis/bias. As an example, consider a Markov random
field that would smooth the posterior distributions of neighboring voxels.

Inference using PAVI

Variational family architecture As described in Algorithm 5, we use a modified MF
version of the PAVI-F design described in Sections 6.1.2 and 6.2.3:

* the posterior for the ¥°% and ¢7* with | = 1..L are approximated via a
combination of a plate-amortized NFs and encodings;

VOX

* we infer the parcellation logits,,

using parametric Gaussians, enumerating
over the discrete labels [J°* —as described in Section 3.3.4.

Chapter 8 Application: reducing uncertainty in tissue microstructure estima-
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UGUIDE Hierarchical Modelling Hierarchical uGUIDE

Fig. 8.3.: Hierarchical u-GUIDE working principle ;-GUIDE (left) corresponds to the
application of NPE to the microstructure inference problem (Jallais and Palombo,
2023; Papamakarios and Murray, 2016). u-GUIDE yields voxel-independent
posteriors, with a large variance (bottom). We combine u-GUIDE with a hier-
archical prior (middle), grouping voxels into parcels of similar microstructure.
Using this meaningful prior, the resulting hierarchical ;-GUIDE (right) reduces
microstructure parameter uncertainty.

8.2 Hierarchical u-GUIDE: combining SBI, hierarchical modeling and 129
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Algorithm 5: Hierarchical-u-GUIDE variational family initialization

Input:
Number of voxels N
Number of parcels L
Trained independent-case conditional flow Fd(e; ¢"d, EINd)
foreachn =1..N
L Trained independent-case signal encoding E;‘;d = f(Xp)

Output:

Initial hierarchical-case voxel conditional flow FV*(e; V% E[*¥)
foreachn =1..N

L Initial hierarchical-case voxel encoding EY**

.. . -, VOX
Initial voxel logits logits,,

Initial parcel conditional flow FP€(e; P3¢ EBI)
foreach ! =1..L
| Initial parcel encoding E}**

Algorithm:
Initialize FV°* with the same architecture as "4 and set ¢V°* = ¢ind
forn=1..N do
Initialize EY°* = EI™
Define the independent-case voxel parameter posterior Q"¢(6'°%) as the
push-forward distribution of the flow Fd(e; ¢ind, EIN)

Compute the voxel parameter expected value: Y% = % Zgﬁ ~qind %%

Run a GM EM algorithm over the {@X"X}HZL_ ~ to obtain the initial labels
{leX’EM}n:L.N

forn=1..N do
| Initialize logits,’ as the one-hot of [;*%EM

Initialize FP with the same architecture as 74 and set $P2¢ = ¢ind
for/=1..L do
L Initialize the parcel’s encoding to the mean of the voxels’ encodings that

it EPAC _ 1 VOX
belong toit: E;" = Ea— 2 voxel n with 1rox¥—; En
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Fig. 8.4.: Illustration of the Hierarchical-;-GUIDE optimization Evolution of the mean,
uncertainty (relative standard deviation), and parcellation during training on
a slice of a participant with epilepsy. Hierarchical-u-GUIDE starts from the
independent posterior distributions estimated using ;-GUIDE and progressively
regularises those into distributions with reduced uncertainty. Contrary to spatial
smoothing, neighboring voxels are not averaged together, which maintains the
sharpness of the parameter maps and highlights lesions while preserving tissue
heterogeneity.

Strong independent-case initialization In practice, given the complexity of this
inference problem, a random initialization of the variational family’s weights fails.
Instead, we use a principled scheme that initializes hierarchical posteriors to
their independent-case counterparts. In Section 8.2.1, we put forward that p-
GUIDE outputs both encodings E" and a trained NF F"d(e; ¢i" E) We use
those as part of our initialization, as described in Algorithm 5. This initialization
scheme puts forward the interplay between PAVI and the encoding/conditional
density estimator couple described in Section 4.1.3. At time ¢ = 0, the hierarchical
posteriors are equal to the independent-case posterior, before being progressively
regularized by the hierarchical prior. This is illustrated in Figure 8.4.

8.2 Hierarchical ;-GUIDE: combining SBI, hierarchical modeling and
PAVI

" Segmented
.4+ lesion
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Optimization In Equation (8.1) we construct a composite model that includes
P(XVX|9V°%). Yet in Section 8.2.1, we don’t learn this likelihood directly but the
posterior P4 (6Y°*| XV°%). To go from one to the other, we rely on Baye’s theorem
—defined in Section 3.1. The likelihood does not depend on the prior, so the same
likelihood term can be used across the independent and hierarchical models:

.Pind(XVOX, QVOX) — P(XVOX|0VOX) X Pind(HVOX)
= Pina (07| XV%¥) X Pipa(XV%¥) (8.2)
= log p(X"¥|67%) = log pina (67| X %) + log pina (X ) — log pina (67°%)

where:
* 10g pina (X¥°¥) does not depend on §"°%;

* log ping(07°*) corresponds to a uniform prior, so is a constant with respect to
QVOX.

As a result, injecting this rewriting in the ELBO yields:

ELBO = Eq {log Phier( XX, 0V @miXture) — log q(6"°, @mixture)}
= EQ {1ng(Xvox‘9VOX) + logphier(evox’ Gmixture) —log q(gvox7 @mixture)}

o EQ [log pind(9V0X|XVOX) + log phier(evox’ @mixture) . 10g q(9V0X7 @mixture)}
(8.3)
were @MIXUIe — (JVOX JogitsVOX PArc) abstracts the mixture-related parameters. Dur-
ing optimization, the independent-case, uniform-prior posterior can thus be used in
lieu of the likelihood. Using this modified loss instead of the original ELBO, we can
train the variational family using the r-KL.

Note: Even if the prior used in Section 8.2.1 is not uniform, its density —which
is not a constant anymore— can be injected in Equation (8.3). This amounts to
importance-resampling the model prior, using the log ratio of the hierarchical and
independent-case priors.

Chapter 8 Application: reducing uncertainty in tissue microstructure estima-
tion via hierarchical modeling



8.3

8.3.1

8.3.2

8.3.3

Results: joint tissue parcellation and
reduced-uncertainty inference

Synthetic experiment validation

First, we validate our method on a synthetic example where we know the ground
truth parameters. We start from realistic white matter configurations #"°* (Coelho
et al., 2022). We simulate corresponding synthetic signals XV°* using the same
procedure as in Section 8.2.1. Results are visible in Figure 8.5, where injecting a
meaningful structure helps recover the ground truth with greater precision.

Application to a healthy subject

Next, we apply our method to the signal coming from a healthy subject. Results are
visible in Figure 8.6. The parcellation partitions the tissue into meaningful clusters:
grey matter, white matter, ventricles, and thick fiber bundles.

Application to a subject with epilepsy

Finally, we apply our method to the signal coming from a subject with epilepsy.
Results are visible in Figure 8.7. The epileptic lesion (in the left hemisphere) is
segmented via the parcellation.

8.3 Results: joint tissue parcellation and reduced-uncertainty
inference
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Fig. 8.5.: Experiment over a synthetic tissue composed of four distinct realistic sub-
types This experiment simulates a synthetic tissue composed of four square
parcels. As visible on the left, each parcel is associated with a distinct realistic
white matter tissue configuration (Coelho et al., 2022). We aim at recovering the
ground truth parameters (on the left). Both methods ;-GUIDE and hierarchical-y-
GUIDE output a full posterior distribution for the voxel parameters. In the middle,
we report the posterior means, uncertainty —the posterior standard deviation—
and error compared to the ground truth. On the right, we report 3 exemplar
voxel’s posterior distributions. Hierarchical ;,-GUIDE reduces the uncertainty and
error of the estimates and provides a parcellation of the tissue.
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Fig. 8.6.: Application on a healthy subject Parametric maps of a healthy participant using

u-GUIDE and hierarchical y-GUIDE (L=8 parcels). We report the mean and
uncertainty of the estimates, although full posterior distributions are estimated in
each voxel. Uncertainty is reduced using hierarchical y-GUIDE and a meaningful
parcellation is recovered.

8.3 Results: joint tissue parcellation and reduced-uncertainty
inference
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7.:

Application to a subject with epilepsy Parametric maps of a participant with
epilepsy using p-GUIDE and hierarchical y-GUIDE (L=8 parcels). The lesion is
clearly segmented in the obtained parcellation. hierarchical y-GUIDE preserves

tissue heterogeneity.

tion via hierarchical modeling
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8.4 Summary of contributions

This chapter summarized our contributions in dMRI-based tissue microstructure

estimation (Rouillard, Wassermann, et al., 2024):

Uncertainty is considered a major challenge in microstructure estimation
(Alexander et al., 2019; Jelescu, Palombo, et al., 2020). We reduce this
uncertainty by injecting meaningful biases in the form of hierarchical pri-
ors. Compared to the work from Powell et al. (2021), we do not rely on
an initial segmentation of brain tissues to average distribution across large
compartments such as the white and gray matter. In contrast, we infer a tissue
segmentation from the data, by jointly parcellating voxels and estimating their
microstructure.

We propose the first "global" biophysical-model-based microstructure parcel-
lation scheme (using the global vs local taxonomy from Simon B. Eickhoff
et al. (2018b)). To this end, we design an original latent GM HBM, clustering
distributions rather than observed data points.

We design novel architectures injecting a learned distribution surrogate inside
a HBM. While Glockler et al. (2022) concomitantly combined VI with NLE,
we leverage NPE in hierarchical modeling. Specifically, we propose to plate-
amortize f-KL-trained distributions inside composite HBMs, inferred upon
using the r-KL.

We derive original initialization schemes, illustrating the interplay between
PAVI and NPE. Specifically, we propose to learn hierarchical posteriors as a
perturbation of their independent counterpart.

We illustrate the potential of our method in tissue lesion segmentation.
We design a general method that could be applied to:

- different microstructure models (Hui Zhang et al., 2012; Novikov et al.,
2019; Palombo et al., 2020)

— different priors implementing different hypothesis

— multi-subject, multi-scans hierarchical setups.

8.4 Summary of contributions
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9.1

Application: reliable
large-scale directional
coupling estimation in fMRI

This work tackles functional connectivity, as introduced in Section 1.2. The goal is to
investigate the connections linking regions in the brain when performing different
cognitive tasks. As introduced in Section 1.2, this task is complexified by several
factors: the confounding by the BOLD response; the confounding by unobserved
regions; and the limitations of correlation as a measure of connectivity. We tackle
all three problems via a method that marginalizes the HRFs, scales up to the full
brain, and infers the directional coupling between regions. From a methodological
standpoint, we avoid mode collapse in this complex inference task by injecting a
f-KL plate-amortized estimator inside a scalable r-KL inference.

First, we provide some context on functional connectivity. We then present the
hierarchical modeling and inference method we use to tackle this task. Finally, we
present some results, including full-brain coupling experiments.

Functional connectivity, and directional coupling
estimation

One of the prime goals of fMRI is the investigation of brain function. That is to say,
the association of given brain regions (e.g. the occipital lobe, at the "back" of the
brain) with given cognitive functions (in this case, vision) —see Figure 7.1 for an
illustration. Historically, this association between anatomy and function has been
investigated using task fMRI contrasts (Poldrack et al., 2011; K. J. Friston, 2009).
Individual region activations are measured during a certain activity (e.g. looking at
human faces) and compared to a baseline condition (at rest). A significant difference
across the conditions indicates the association of a given brain region with a cognitive
task. A different viewpoint is to consider different brain regions not individually,
but through their connections as part of larger networks (Van Den Heuvel and Pol,
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Fig. 9.1.: Various coupling scenarios 1- Region A activates region B, which activates
region C. All three regions have correlated time series. 2- Region C (unobserved)
activates both A and B. Because C is not observed, this could be confounded as a
coupling between A and B.

2010). Those networks would be dynamically mobilized during cognitive tasks,
leading to a hierarchy of brain function (Simon B. Eickhoff et al., 2018b). In this
"connectivity" viewpoint, the focus is moved from the regions themselves (the nodes
in a graph) to their connections (the edges).

But how to define those connections?

The most straightforward tool to investigate connectivity is correlation (Van Den
Heuvel and Pol, 2010; Varoquaux and Craddock, 2013). If different brain regions
—even located in different parts of the cortex— have correlated time series, we can
assume they are connected at some level, and partake in the same brain functions.
Correlation —which we use in Chapter 7— has thus been the historical tool in the
Neuroscience community to construct connectomes. Yet, correlation is lacking in
several ways. First, correlation is a symmetrical metric: the correlation between
regions A and B is the same as between B and A. In contrast, it would be informative
to know which region, A or B, activates the other sequentially. Second, correlation
is not informative about the finer role of regions as part of correlated networks.
Consider the situation 1 (left) in Figure 9.1. In the presence of a A — C — B
network, all three regions will have correlated signals, as would be the case in a
C — A — B network. Thus correlation lacks the granularity that would help
unveil precise region functions.

As a result, Neuroscientists have looked into refining connections into so-called
"causal" or "effective" links (Roebroeck et al., 2005; K. J. Friston et al., 2003;
Valdes-Sosa et al., 2011). For instance, Granger causal analysis (GCA) investigates
directional coupling using information theory (Roebroeck et al., 2005). Another
example is dynamic causal modeling (DCM) which relies on Bayesian modeling and
inference (K. J. Friston et al., 2003). Though those metrics yield the finer granularity

Chapter 9 Application: reliable large-scale directional coupling estimation in
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that correlation lacks, they are significantly harder to compute and suffer from at
least two issues.

First, due to their computational complexity, causal methods are usually applied
to a dozen or so pre-selected regions. This biases the investigation towards the
existing knowledge of experimenters —unforeseen regions would be completely
missed by such an analysis. What’s more, investigating the connections only between
pre-selected regions is sensitive to the confounding from unobserved regions —as
illustrated in Figure 9.1 2 (right). Activation from an unobserved region could be
mistaken as a coupling between the observed regions. A brute-force solution to
this problem is to observe the entirety of the brain at once. This limits the risk
of confounds and allows for a more data-driven approach to discovering region
function. Because of the significant computation they entitle, full-brain analysis has
only been recently investigated (Frissle, Lomakina, et al., 2017; Arab et al., 2023).
As an example, regression dynamical causal modeling (r-DCM) recently revisited
DCM to improve its scalability (Fréssle, Lomakina, et al., 2017). In this work, we
develop a method capable of full brain directional coupling estimation.

The second limitation of causal methods is the confounding by the hemodynamic
response function (HRF) (Rangaprakash, Barry, et al., 2023; Rangaprakash, G.-R.
Wu, et al., 2018). fMRI does not measure directly regional activity, but a delayed
blood oxygenation response —as illustrated in Figure 1.1. The HRF can vary across
brain regions (Devonshire et al., 2012; Handwerker et al., 2004; Taylor et al.,
2018). Different delays in the hemodynamic response can thus be mistaken as the
precedence of the underlying neuronal signal, which may for instance significantly
confound GCA (Deshpande et al., 2010). In this work, we specifically look into
the marginalization of the uncertainty in the HRF, and its effect on directional
coupling estimation.

The next section describes our method in greater detail.

9.1 Functional connectivity, and directional coupling estimation
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MDSI using hybrid variational Bayes (MDSI-h-VB):
reliable large-scale estimation of directional
coupling

The multivariate dynamical system (MDS) model

Our goal is to infer the coupling between different brain regions. To this end, we
describe in this section the multivariate dynamical system (MDS) model (Ryali
et al., 2011). We hypothesize that the observed BOLD signal is generated by the
convolution of some latent activation by the HRF. We assume this coupling between
regions to be linear and at the latent activation level. In the next paragraphs, we
explain our modeling from the observed BOLD signals down to the latent coupled
activations.

Notations We denote scalars using lowercase symbols: = € R. We denote cardinali-
ties, such as the number of brain regions, using sans serif uppercase letters: M € N.
We denote vectors using lowercase bold symbols: € RT. We denote matrices and
tensors using uppercase bold symbols: X € RM*T, Indexing denotes the selection
of an element inside a tensor: x,, € R denotes the mth element for the matrix
X € RM*T, We denote the realization of a random variable using a typewriter font:
Y=Y

BOLD response We denote as M the number of regions. y,, € RT denotes the
BOLD time series for the region m, where T denotes the temporal duration of the
signal. We model y,, as the convolution of some latent activation by the HRF.
x,, € RT denotes the latent activation. The HRF is assumed to be region-specific:
the region m is associated with the HRF h,,, € RK of temporal duration K. We obtain
Ym as:
Ymlt] = (hm * @p)[t] + 1
n~N(0,ry) (9.1)

r=[r ... v eR™
where [t] denotes the time indexing, and n ~ N(0,r) denotes some BOLD-level

white Gaussian noise that we assume to be independent and of different amplitude

across regions.

Chapter 9 Application: reliable large-scale directional coupling estimation in
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We model the region-specific HRF h,,, as a linear combination of the canonical HRF
vector and its time derivative (Glover, 1999), both of temporal duration K:

B = cos(au,) x hrf + sin(ay,) x hrf
am € |—m/4, /4] (9.2)
hrf, hrf € R¥

where following Steffener et al. (2010), the HRF coefficients are parameterized on
the unit circle. This means that the HRF for a region m is entirely described by the
angle a,,. When «,,, = 0, the HRF is equal to the canonical HRF, while positive or
negative values induce differences in the response’s time-to-peak, the presence of an
initial dip, and the response’s amplitude. The range |- /4, 7/4[ simulates the time-
to-peak variability observed in the human HRF (Taylor et al., 2018). We model the
hemodynamic response as independent across regions. Considering all the regions at
once, we respectively denote Y, X € RM*T and H € RM*K the concatenated BOLD
signals, activations, and HRFs. Vectorizing the convolution operation across regions,
we can write y[t] = (H % X)[t] + n.

Latent activation dynamics In the MDS, the latent activations X are subject to
the coupling between different regions. We assume this coupling to be linear and
parameterized by a coupling matrix A. The evolution of the latent signal follows the
linear Gaussian state-space model:

x[t+ 1] = Aft] x z[t] + €
e ~N(0,q) 9.3)
qge R+M

where € denotes some latent white Gaussian noise that we assume to be independent
and of different amplitude across regions. We hypothesize that the coupling matrix
A[t] varies through time, depending on the experimental condition —amongst C
possible conditions:
Ac ]RC XMxM
ce{l,...,QT (9.4
Alt] = Ac[t} e RMxM

The matrix A, representing the coupling for all the conditions, is our analysis’s main
quantity of interest. A positive coefficient a. ,, , denotes a positive coupling from
the region m to the region n under condition c. If the region m is active at time [¢]
(with a positive value for the activation z,,[t]), then the region n will be more active

9.2 MDSI using hybrid variational Bayes (MDSI-h-VB): reliable
large-scale estimation of directional coupling
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Fig. 9.2.: The MDS model. The latent signal « follows a linear Gaussian state-space
model governed by the coupling matrix A. The coupling matrix depends on the
experimental condition, denoted by the vector ¢. The observed BOLD signal y
results from the convolution of the latent signal with the region-specific HRF,
described by the angle «,,. ¢,, and r,,, denote region-specific noise levels.

at time [t + 1]. Note that this coupling is directed: a positive coupling from m to n
does not imply the converse, as for a correlation analysis (Van Den Heuvel and Pol,
2010; Varoquaux and Craddock, 2013).

Summary We can summarize the MDS model using the set of equations:

Y =[y[1] ... y[T]]
ylt] = (H«X)[t] +n
n~N(,r)
cos(aq) sin(aq)
nEl | [Eﬂ 9.5)
cos(apm)  sin(am)
X=[z[l] ... z[T]]
x[t+ 1] = Aft] x z[t] + €
e~ N(0,q)
Alt] = Ay

where our main goal is to infer the coupling matrix A from the observed BOLD
signal Y. A graphical representation of the MDS model is visible in Figure 9.2.
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9.2.2 Problem statement: directional coupling inference from the
BOLD signal

Given the MDS model described in Equation (9.5), the observed BOLD signal Y
and experimental conditions ¢, we aim to infer the parameters susceptible to gen-
erating Y. The MDS model described in Equation (9.5) is associated with the joint
distribution P, which factorizes as:

P(Y,c,X,A,q,7,H) = P(Y|X,r,H)
x P(X|e, A, q) (9.6)
P

x P(e)P(A)P(r)P(q)P(H)

where P(c) is a uniform categorical prior, P(A) is a sparsity-inducing Laplace
prior, P(H) corresponds to a uniform prior over the angle o between the bounds
|—7/4,7/4[, and P(q) and P(r) are log-normal priors. P(X|c, A, q) and P(Y|X,r, H)
correspond to the Normal distributions described in Equation (9.5).

Following the Bayesian inference formalism, we search for the posterior distribution
of the coupling matrix: P(A|Y,c). P(A|Y,c) denotes a distribution because there
are several sources of uncertainty in the problem, and therefore A cannot be inferred
unequivocally. In particular, the noise levels at the BOLD level » and latent level
q are unknown. In addition, the HRF H for the different regions is also unknown.
When estimating the latent signal X and the coupling matrix A, we want to ensure
that the uncertainty in all the other parameters is properly marginalized. That is to
say, we do not want to underestimate the uncertainty when inferring the parameters
of interest A.

In detail, our method focuses on the proper marginalization of the HRF H. Each
combination of different HRFs for the brain regions yields —via de-convolution—
a different set of latent signals X. In turn, each different set of latent signals
yields a different estimate for the coupling matrix A. Theoretically, the Bayesian
framework allows weighting all those scenarios by their likelihood of generating
the observed BOLD signal Y. This results in a single posterior distribution P(A|Y, c)
that integrates all the sources of uncertainty in the problem.

However, in practice, inference methods may fail to recover the true posterior
P(AlY,c), resulting in uncertainty underestimation and biased estimation. This is
due to the mode collapse problem described in Section 3.4. In particular, without
special attention, inference methods focus on specific HRFs and the associated
underlying signals. As a consequence, those methods "miss" entire parts of the

9.2 MDSI using hybrid variational Bayes (MDSI-h-VB): reliable 145
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A solution space. Critically, while inference methods may fail to recover the true
uncertainty in P(A|Y,c), they still output the distribution corresponding to the
mode they are stuck into. This can be a misleading result: recovering a probabilistic
output, experimenters may assume that all the uncertainty in the problem has
been captured. Yet, in practice, off-the-shelf methods may only recover part of the
problem’s uncertainty. In the context of the MDS generative model —described in
Equation (9.5)— mode collapse can result in over-inflated statistical confidence
when inferring the connections between regions, and even in spurious connections
discovery. In this work, we propose an inference method to marginalize the
uncertainty in the HRF H and the noise levels q and r properly when inferring
the latent signal X and the coupling matrix A.

Hybrid Variational Bayes: leveraging a plate-amortized
f-KL-trained estimator to prevent mode collapse in a scalable
r-KL inference

In this section, we describe our hybrid variational Bayes method (h-VB) to tackle the
multi-modality in inference. The term hybrid refers to separating the parameters
(g,7,H, X, A) into two groups treated using different inference methods. Specifically,
as described below, we use a r-KL gradient-based VI loss for the coupling and
latent signal parameters as they correspond to a well-behaved unimodal conditional
optimization problem. On the other hand, we use a forward amortized VI (FAVI) loss
(Ambrogioni, Gii¢lii, Berezutskaya, et al., 2019) for the noise and HRF parameters
since their posterior distribution is often highly multi-modal. This results in a
hybrid approach that combines the efficiency and scalability of r-KL VI for large-scale
inference of large coupling matrices with the robustness of FAVI on a smaller set of
key (hyper-)parameters.

Composite variational family We optimize the variational distribution @ to ap-
proximate the unknown posterior P(q,r,H, X, A|Y,c). We factorize () into two
distributions:

Q(qa r, Ha Xv A7 d)) = QHP(qv T, H, ¢HP) X QP(Xa A|q, r, Ha d)P) (97)

where Qup denotes our hyper-parameter estimator, and (Qp our parameter estimator.
Per our "hybrid" method, both factors are trained using different losses, as explained
in the next two sections.

Chapter 9 Application: reliable large-scale directional coupling estimation in
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Hyper-parameter (HP) estimation Our main goal when training Qup is to avoid
mode collapse, the phenomenon described in Section 3.4. We consider the different
regions as independent inference problems and factorize Qup as:

QHP(Q7 r, H|Y =Y, ¢HP) = H Qregion(Qma T'm, Om; f(ym§ d)HP)) (9.8)
m=1..M

where Qegion approximates a location’s noise levels and HRF given a realization of
the region’s observable signal y. To approximate Qegion, we use the NPE approach
described in Section 4.2.2. A MAF approximates the distribution of («, ¢, ), condi-
tioned by an encoding of the observed region’s observable signal f(y,,). As encoder
f, we use a time convolutional neural network.

We train Qregion to minimize the amortized f-KL loss, that is to say, to maximize the
probability of (¢, 7, ) given y:

Girp = min Lip"
(9.9
= Iélégl Eq,r.o.y~P [~ 108 Gregion(q, 7 ; f(y; ¢np))]

where the expectation E, ;. o y~, denotes the training over a large synthetic dataset
sampled from the MDS model described in Section 9.2.1. The training of Qegion iS
amortized, which means that once trained, Qregion can estimate the hyper-parameters
of any brain region by feeding the region’s BOLD signal y to the encoder f. We can
then reuse Qregion across symmetrical inference problems inside the MDS generative
model, leveraging plate amortization as defined in Section 6.1.2.

In the next paragraph, we feed to this amortized estimator the observed signal
yobserved " yegylting in a posterior of g, r, H for that particular signal. By training over
a sizeable synthetic dataset and using the f-KL loss, we avoid mode collapse for Qup
and, consequently, for Qp as detailed below.

Parameter (P) estimation Our main goal when training Qp is inference speed and
scalability. This is due to the large dimensionality of X and A, which scale badly with

9.2 MDSI using hybrid variational Bayes (MDSI-h-VB): reliable
large-scale estimation of directional coupling
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the number of regions and time points in our experiments. We use the r-KL loss to
ensure this scalability. We maximize the ELBO under the variational distribution:

¢p = min LF
op
:mlnE s ,HN logp(Y7 Ca X, A)q,/", H)
op q;’ANSPI’{p oo
—log gp(X,A|q,r, H; ¢p)
—log qup (g, , H|Y = yobserved)

where the estimator Qup —described in the previous paragraph— evaluated on
the true observed signal Y°P¢™ved js ysed as the variational posterior for the hyper-
parameters q, r, H. Qup(q, r, H) is not re-trained during this second phase to prevent
mode collapse.

Theoretically, if the HRF H and the noise levels g and r» were known, X can be in-
ferred via Wiener de-convolution. In turn, given the latent signals, A can be inferred
in closed form via Bayesian linear regression. Informed by those considerations, we
choose a Gaussian variational family to approximate the exact X and A posterior
distributions. To scale our method to hundreds of regions, we do not model the
covariance between the different coefficients of A, hence the covariance matrix
for the posterior of A is modeled as diagonal. To obtain the mean and variance
of the Gaussian approximations, we considered either regressing those from the
value of the hyper-parameters H, q, r, or keeping those as free parameters. In the
a € |—m/4, /4] regime, those two parameterizations yielded identical results on nu-
merous synthetic experiments. As a result, in the interest of simplicity, we used free
parameters in our default implementation. The only exception lies in the synthetic
experiment Section 9.3.1, where we increased the range of « to |—7/2, 7/2[ to more
clearly illustrate border cases where mode collapse yields biased inference.

Summary Our hybrid variational Bayes method can be summarized as follows:

1. We separate our latent parameters into two groups: the hyper-parameters
which are susceptible to mode collapse (q, r, H), and the parameters which
are high-dimensional (X, A);

2. First, we train an amortized estimator for the hyper-parameters g, r, H. We
use the f-KL loss, which prevents mode collapse. The amortized estimator can
further be re-used across the different brain regions, using plate amortization
(Rouillard, Bris, et al., 2023);

Chapter 9 Application: reliable large-scale directional coupling estimation in
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9.3.1

q,r,H X,A

Hyper-Parameters (HP) Parameters (P)

N\
° - multi-modal ' |- Gaussian given HP
Generative - low-dimensional . |- high-dimensional
model - hard inference . |- fast inference
J i \\

Large f-KL HP
synthetic amortized Dl : i
estimator [ ]
dataset 1

training
r-KL B
training E> estimator

J B
Observed Marginalization over HP
BOLD =—> no mode collapse
signal

Fig. 9.3.: Hybrid inference scheme We separate our latent parameters into the hyper-
parameters (HP) on the left and the parameters (P) on the right. We train an
amortized HP-estimator using f-KL to prevent mode collapse. We plug the trained
HP estimator into a scalable r-KL inference to infer the parameters. Marginalizing
over the multi-modal HP posterior, we prevent mode collapse for the parameters,
including the coupling matrix A. The term hybrid comes from combining different
losses for different latent parameter groups.

3. Second, we train another estimator for the parameters X, A. We use the
r-KL loss for fast convergence while using the pre-trained hyper-parameter
estimator, which prevents mode collapse.

a graphical depiction of our method is visible in Figure 9.3. Combining the ad-
vantages of both losses, MDSI-h-VB allows us to infer the coupling matrix A from
a high-dimensional observable signal Y in minutes while ensuring proper hyper-
parameters marginalization, as exemplified in our experiments.

Results: from synthetic results to full-brain
directional coupling estimation

Synthetic example: avoiding mode collapse

The goal of this synthetic experiment is to illustrate our methodological claims.
MDSI-h-VB avoids mode collapse —the phenomenon described in Section 3.4— via
the separate f-KL training of the HP estimator, as described in Section 9.2.3. In
practice, this helps us recover the true uncertainty in the inference of the coupling

9.3 Results: from synthetic results to full-brain directional coupling
estimation
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matrix A —described in Section 9.2.1. We show that, on the contrary, an off-the-shelf
inference method underestimates the uncertainty in the coupling matrix A.

Data In this experiment, we use a synthetic sample from the MDSI generative
model —described in Section 9.2.1. This means that the ground truth HRF H,
variances levels g, » and coupling A are known. We compare two inference methods
that are fed with the synthetic BOLD signal Y.

Baseline As a baseline for comparison, we use a variational Bayes method. Con-
trary to MDSI-h-VB, the entirety of the parameters —including H, g, — are inferred
using the r-KL loss. As a result, the baseline focuses on certain HRFs only and misses
part of the solution space for A. The baseline uses a Gaussian approximation for A
and X (similar to MDSI-h-VB). The baseline approximates the posterior for » and g
using log-normal distributions. The baseline approximates the posterior for « using
a Normal distribution soft clipped to the range |7 /2; 7/2[ (using a rescaled sigmoid
function).

Hyper-Parameter inference: HRF and variance levels Figure 9.4 displays the («, g, )
posterior distributions of MDSI-h-VB and the baseline. The baseline’s posterior col-
lapses to a small fraction of the posterior’s support, thereby missing the ground

truth parameters. On the contrary, MDSI-h-VB correctly recovers the entirety of the

solution space. Note that, without strong priors on the underlying signal X, inferring

the HRF H from the BOLD signal Y is ill-posed (Taylor et al., 2018). As a result, the

support of MDSI-h-VB’s « posterior is very large.

Parameter inference: coupling matrix Figure 9.5 displays the A posterior distribu-
tions of MDSI-h-VB and the baseline. Since the baseline ignored most of the HRF
H solution space, it features peaked posteriors on spurious coupling values. This
means that the baseline outputs biased results with strong statistical confidence.
On the contrary, MDSI-h-VB correctly considers all the different HRF scenarios that
could have generated the BOLD signal Y. As an example, consider the only non-null
coupling in this synthetic example: a strong negative coupling from region 1 to
region 2. Placing the threshold of the existence of a coupling at a 0.1 value, the
baseline outputs a 1% chance of a positive coupling and a 0% chance of a negative
coupling (the ground truth). On the contrary, MDSI-h-VB outputs a 46% chance for
a positive coupling and a 30% chance for a negative coupling (the ground truth).
MDSI-h-VB helps the experimenter determine that, though a coupling is likely to

Chapter 9 Application: reliable large-scale directional coupling estimation in
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Fig. 9.4.: Mode collapse synthetic example: HRF and noise levels inference We display
the posterior distributions of the hyper-parameters —as described in Section 9.2.1.
Each line corresponds to a different region and each column to a different pa-
rameter: o (which conditions the HRF H) and the variance levels g and . An
off-the-shelf inference method (in orange) features mode collapse, outputing
peaked distributions on a subset of the solution space —as described in Sec-
tion 3.4. On the contrary, MDSI-h-VB (in blue) recovers the full support of the
posterior distribution. As a sanity check, we see that the ground truth parameters
(dashed lines) fall within the MDSI-h-VB’s posterior but are missed by the base-
line.
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Going to region 1 Going to region 0

Going to region 2
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Matrix A (state space transition)
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[ h-VB (ours)
VI baseline
Ground truth
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Fig. 9.5.: Mode collapse synthetic example: coupling inference We display the posterior

distributions of the coupling matrix A —as described in Section 9.2.1. The matrix
A is a 3 x 3 matrix, containing the coupling from every region (columns) to
every region (lines). As shown in Figure 9.4, the baseline (in orange) features
mode collapse and misses some of the solution space for the HRFs H. As a
result, the baseline outputs a very narrow posterior for A, focusing on specific
posterior modes. This is particularly visible for inferring the coupling coefficient
from region 1 to region 2 (bottom center plot). MDSI-h-VB (in blue) recovers a
bi-modal distribution, whereas the baseline collapses in only the positive mode,
thereby missing the correct negative coupling (dashed line). In a downstream
analysis, the baseline would spuriously output the existence of a weak positive
coupling 1 — 2 with strong confidence. In contrast, MDSI-h-VB would also output
the possibility of a negative 1 — 2 coupling and show that inferring the sign of
the 1 — 2 coupling remains inconclusive.

Chapter 9 Application: reliable large-scale directional coupling estimation in
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exist between the 2 regions, inferring its sign is inconclusive.

In this experiment, we showed that off-the-shelf inference methods, though featuring
a probabilistic output, can lead to over-estimated statistical confidence and spurious
results. MDSI-h-VB, on the contrary, recovers the true uncertainty in the problem
and can lead to more nuanced and richer conclusions.

Mode collapse in practice: effect on ground truth coupling
coverage

This experiment validates statistically the effect of mode collapse illustrated in
Section 9.3.1.

Data We generate a synthetic dataset using the MDS model —described in Sec-
tion 9.2.1. We generate 20 random networks with 5 regions, each network associated
with a different sparse coupling matrix. Non-diagonal elements of A have a 70%
chance to be null, 20% to be 0.2, and a 10% chance to be —0.2. For each network,
we simulate 10 "subjects", corresponding to independent runs of the MDS model
with the same coupling matrix.

Baseline We use the same r-KL baseline as described in Section 9.3.1. In addition,
we compare to r-DCM, a recent scalable extension of DCM (Fréssle, Lomakina, et al.,
2017; Frassle and Stephan, 2022). r-DCM uses a similar linear-coupling modeling
as in the MDS model described in Equation (9.5). To invert its model, r-DCM
uses Fourier analysis and Bayesian linear regression. One major difference with
MDSI-h-VB is that r-DCM does not take into account HRF variability, and assumes
that every region is associated with the default HRF. Mis-specification of the HRF
is identified by Frassle, Lomakina, et al. (2017) as one of their method’s main
limitations.

Metric We leverage the probabilistic output of the compared methods. Once
the posterior is fitted, we compute the log density over the off-diagonal coupling
coefficients. This metric translates if the ground truth is statistically contained in the
posterior distribution.

9.3 Results: from synthetic results to full-brain directional coupling
estimation
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Fig. 9.6.: Effect of mode collapse on ground truth coupling posterior coverage We

report the posterior log density over the off-diagonal ground truth coupling
coefficient values. MDSI-h-VB (left) has a superior coverage of the ground truth.
Baselines (middle and right) yield biased estimation, which results statistically in
lower ground truth coverage. r-DCM (right) does not consider HRF variability,
and hypothesizes the default HRF for every region. Yet, the HRF does vary across
regions in this synthetic dataset. This results in biased r-DCM coupling estimation.
Misspecification of the HRF is identified by Frassle, Lomakina, et al. (2017) as
one of their method’s main limitations. However, naively integrating the HRF
variability also results in biased results, this time because of mode collapse,
as illustrated with the r-KL baseline (middle). Due to mode collapse, the r-KL
baseline misses parts of the true posterior’s support and (statistically) the ground
truth coupling value. Performance is averaged over 10 independent runs over the
same coupling matrix, across 20 networks. We report the log density over the ground
truth A off-diagonal coefficients (ignoring self-coupling).
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MDSI-h-VB recovers the ground truth coupling more reliably Results are visible in
Figure 9.6. By taking into account HRF variability, yet avoiding mode collapse,
MDSI-h-VB covers the full support of the posterior for the coupling matrix A. This
posterior thus contains the ground truth coupling value. In contrast, the baselines
feature more peaked posteriors that tend to "miss" the ground truth —as illustrated
in Figure 9.5. The baseline’s posterior density over the ground truth is thus lower
than for MDSI-h-VB.

This experiment shows that off-the-shelf inference can statistically miss the ground
truth. Our hybrid method prevents this degenerate behavior.

Application on a neurophysiological synthetic dataset:
connection detection

The goal of this experiment is to validate our method on samples coming from a
different generative model than the MDS. The ground truth coupling is binary:
either there is a positive coupling between regions, or there is no coupling (the
strength of the coupling does not vary). As a result, we test our method in terms of
the accuracy of connection detection.

Data We use synthetic data sampled using a neurophysiological process (Sanchez-
Romero et al., 2018). Underlying neural dynamics are simulated using the linear
differential equation 0z/0t = oAz + Cu, where A denotes the ground-truth con-
nectivity. To simulate resting-state data, the u input was modeled using a Poisson
process for each of the regions. The neuronal signals z were then passed through
the Balloon-Windkessel model (K. J. Friston, 2009) to obtain simulated BOLD data.
The networks 1-9 feature small-scale synthetic graphs, which vary widely in their
density and number of cycles. The SmallDegree and FullDegree networks consist of
two larger graphs extracted from the macaque connectome.

Baseline We compare ourselves to a state-of-the-art directional coupling estimation
method: regression dynamical causal modeling (r-DCM) introduced in Section 9.3.2
(Frassle, Lomakina, et al., 2017; Fréssle and Stephan, 2022). r-DCM has been
designed with scalability in mind, to be applied in the context of full-brain analysis.

9.3 Results: from synthetic results to full-brain directional coupling
estimation
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Tab. 9.1.: Physiological synthetic model: connection detection area under the curve
(AUC) We use the inferred off-diagonal coupling matrix A mean coefficient as
data. We compute the t-score of the data across subjects and feed the score to
a binary classifier. We report the AUC of the classifier. Note that this dataset
does not feature any variability in the HRF. This implies that the performance of
MDSI-h-VB is competitive with the one of r-DCM even in the default HRF case,
where MDSI-h-VB’s marginalization of the HRF is an over-parametrization.

Network | Number of nodes MDSI-h-VB AUC (ours) r-DCM AUC

1|5 0.82 0.92

215 0.79 0.92

3|5 0.95 0.88

4|10 0.94 0.83

5|5 0.91 0.70

6|8 0.93 0.88

716 0.82 0.72

8|8 0.89 0.78

919 0.82 0.87
SmallDegree | 28 0.92 0.76
FullDegree | 91 0.90 0.89

mean 0.88 (£0.05) 0.83 (£0.08)

Method For each method, network and subject, we infer the mean value of the
coupling matrix A posterior. For each coefficient, we then compute a t-score across
subjects. We then feed that score to a binary logistic regression classifier. We report
the area under the curve (AUC) of the classifier.

MDSI-h-VB connection detection accuracy is maintained as the number of nodes
augments Table 9.1 reports the connection detection AUC of MDSI-h-VB as the
number of nodes in the network augments. Both the SMallDegree and FullDegree
cases feature several dozen nodes. In addition, their ground truth connections are
based on axonal connectivity derived from tracer injection studies (Sanchez-Romero
et al., 2018). As a result, the FullDegree setup is a good proxy for the performance of
MDSI-h-VB on a full brain analysis as in Sections 9.3.4 and 9.3.5. In this challenging
setup, MDSI-h-VB maintains an AUC of 0.90.

Full-brain directional coupling estimation in human working
memory

This section scales up our method to the full brain. We consider a dataset of 737
subjects from the HCP (Van Essen et al., 2012). Subjects perform around 5 minutes-

Chapter 9 Application: reliable large-scale directional coupling estimation in
fMRI



long working memory tasks, that test their ability to temporarily memorize events.
Presented with a series of pictures, subjects need to determine whether the current
picture matches the first picture in the series (0-back task) or the picture 2 items
before (2-back task). There thus are C = 3 experimental conditions (baseline, 0-back
task, and 2-back task).

To study directional coupling, a previous instance of MDS identification (MDSI)
extracted the data from 11 pre-determined regions (Cai, Ryali, et al., 2021). Those
working-memory-associated regions were determined using prior expert knowledge.
In particular, Cai, Ryali, et al. (2021) underlined the driving role of the right anterior
insula (r-Al) as a causal outflow hub during working memory loads (Cai, T. Chen,
et al., 2016; A. C. Chen et al., 2013). A limitation of this analysis is the restriction to
pre-selected regions:

* important unobserved regions could be missed;

* potentially, those unobserved regions could drive the activity of the observed
regions, and confound the results;

* the pathways through which the r-Al modulates the activity of other regions
cannot be investigated.

In this work, we tackle these issues by reproducing the analysis from Cai, Ryali, et al.
(2021) on the full brain. To this end, we use a brain parcellation: the Brainnetome
(Fan et al., 2016) —see Chapter 7 for a definition of parcellation. The Brainnetome
divides the brain into 246 regions. We extract the time series of those parcels
and apply the MDSI-h-VB. This represents a coupling matrix of around 60,000
coefficients, which we can robustly estimate thanks to the scalability of MDSI-h-VB,
as exposed in Section 9.2.2.

Full-brain estimation confirms the driving role of the r-Al in a data-driven
manner

To assess the driving role of regions in working memory, we compute each region’s

directed outflow (Cai, Ryali, et al., 2021).

9.3 Results: from synthetic results to full-brain directional coupling
estimation
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Fig. 9.7.: Full-brain directed outflow outlines the r-Al as a driving hub in working
memory On the left: 2-back directed outflow analysis on 11 pre-selected regions.
We use the same expert-selected regions as in Cai, Ryali, et al. (2021). On the
right: 2-back full-brain directed outflow. The r-Al is hypothesized to be a driving
region in the 11-regions analysis (blue rectangle). The full-brain analysis confirms
this analysis: the r-Al (blue arrow) appears as a hot spot of the directed outflow.
Error bars in the 11 regions case represent the standard error across subjects. Only
the mean outflow is represented in the full brain case.

Method We define the directed outflow for a region m as the sum of the outwards
coefficients minus the sum of the inwards coefficients:

Ve=1.CV¥my =1.M: directed outflow,,, = Gcmpm, — P Geamymo
mao=1..Mmao#mi; ma=1..Mma#m,

(9.11)
where the a denote the coupling values from the A matrix. The directed outflow
quantifies whether a region activates the rest of the brain more strongly than the
rest of the brain activates it. For every subject, we compute the directed outflow:

1. in the 11 regions case, using the same data as Cai, Ryali, et al. (2021);

2. in the 246 regions case.

Results Figure 9.7 displays the directed outflow obtained in both region decom-

positions. The full-brain analysis confirms the findings of the pre-selected regions
analysis, in a data-driven manner, while mitigating the risk of confounds.
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Fig. 9.8.: Task classification using directional coupling and correlation Confusion ma-
trices for task classification (baseline, 0-back or 2-back). Directional coupling (on
the left) appears more task-specific than correlation (on the right). Performance
averaged across a 10-fold population bootstraps. We report the average confusion

across folds, the average accuracy, and the standard deviation of the accuracy across
folds.

Directional coupling exhibits higher task-specificity compared to correlation

We predict which experimental condition the subjects undergo (baseline, 0-back, or
2-back) using the connectivity as feature. Can we predict which activity a subject is
doing based on the patterns of connectivity in the brain?

Method To compute a task classification accuracy, we use the matrices A. as
features and the associated conditions c as labels. We perform a group K-fold cross-
validation using separate subjects in the training and validation sets. We report
the mean classification confusion across 10 splits (each time leaving around 73
subjects out). As classifier, we use a logistic regression with L2 regularization. As
baseline, we reproduce the same analysis, instead using the correlation instead of
the directional coupling as feature. For each subject, considering the time series of
each Brainnetome region m = 1..M during each condition ¢ = 1..C, we computed a
C x M x M Pearson correlation matrix. This baseline feature matrix has the same
dimensionality as our coupling matrix A.

Results Figure 9.8 reports the classification confusion using the coupling and
the correlation as feature. Directional coupling appears more task-specific, allow-
ing to almost perfectly predict the experimental condition out-of-sample subjects
undergo.

9.3 Results: from synthetic results to full-brain directional coupling
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Directional coupling estimation is noisier than correlation, leading to lower
inter-session stability

We test out the stability of the subject-level directional coupling across different
measurement sessions. The directional coupling is computed at a latent level (not
directly at the BOLD level). This creates an uncertainty in its estimation. How much
does this uncertainty affect the stability of the recovered coefficients compared to a
simpler measure computed at the BOLD level (the correlation)?

Method Following Frissle and Stephan (2022), we implement the intraclass cor-
relation coefficient (ICC)(3,1) type. The ICC(3, 1) quantifies the ratio between
the within-subject variability across the two sessions (¢,,) and the between-subject
variability (03). For a given condition ¢ and coupling coefficient from region m; to

mao.
O‘2 —0‘2
Ve=1.C VYmi=1.M Vmy=1M my#mi: ICCem,m, =32
oy +oy
(9.12)

In the ICC analysis, we ignore the diagonal of the coupling matrix A (self-coupling).
As a baseline, we reproduce the same analysis using instead the Pearson correlation

as input.

Results and discussion Figure 9.9 shows the lower inter-session stability of the
directional coupling compared to the correlation. This is an expected result: partial
correlation is harder to estimate than standard correlation (Van Den Heuvel and Pol,
2010; Varoquaux and Craddock, 2013). We interpret this as further motivation for
hierarchical modeling: estimating coupling in multi-session, multi-subject models
could help overcome noise in the estimation.

Directional coupling analysis unveils activation pathways in working
memory

In this section, we underline the ability of directional coupling to recover directed
functional pathways. We tackle the example illustrated in Figure 9.1 (left). In the
case of an A — C' — B network, all three regions will have a correlated signal
and be identified as parts of the same network. But correlation doesn’t inform us
about who activates whom inside this network. In contrast, we show here that the
directional coupling unveils such activation pathways.

Chapter 9 Application: reliable large-scale directional coupling estimation in
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Fig. 9.9.: Intraclass correlation coefficient (ICC) using directional coupling and cor-
relation On the top: inter-session stability using the coupling as feature. On
the bottom, inter-session stability using the correlation. The directional coupling
is akin to a partial correlation and is more technically involved to derive. This
results in noisier estimates and lower inter-session stability. ICC computed across
2 measurement sessions, for 737 subjects. We report the ICC distribution across the
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60,000 coupling/correlation coefficients.
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Method We consider the A € R?46%246 coupling matrix as a matrix of direct con-
nections. A" = A x A represents the matrix of pairwise region couplings after
one "hop" through other regions (we set the diagonal of A to zero to remove the
effect of delayed direct coupling). We construct a filtered coupling matrix APGAI
keeping only the pairs of regions with a stronger indirect connection than their direct

counterpart:
apo --- QoM
A=
LaMmo --- GM M
. ind ind 7
a070 . e aO’M
Alnd — A X A — S .. . E

aind aind (9'13)
L¥*M,0 - M,M
r ind,filt ind,filt
a070 .« .. aO,M

Aind,ﬁlt — : . :

ind,filt ind,filt
Lam 6 c g
— _ . ind,filt __ ind )
Vm; =1.M Vmp=1.M: Uy’ my = Omy my X ﬂa%dl,m2>>am1,m2

where the condition of > a,,, m, is measured via a t-test over the subjects.

To interpret the ARGt ¢ R246x246 matrix we aggregate it over the Yeo 7 functional
networks (Thomas Yeo et al., 2011). To do so, we consider a source region m;i, and
a target network /\ftarget. We compute the sum of the indirect coupling from m; to
Niarget S Y, ¢ Nasget a%ﬁl:‘;‘;lfz. We compare this total indirect coupling to the indirect
coupling from m; to other networks. By decomposing A™ = A x A, we can also
compute the proportion of the indirect coupling of m; to Marger that passes through

each possible mediating network NVpediator-

Results Figure 9.10 illustrates the indirect coupling analysis over a constitutive
region of the r-Al: the dorsal agranular insula. The analysis reveals an indirect
influence of the r-Al over the default mode network, mediated by the frontoparietal
network. This result reinforces the hypothesis that the r-Al acts as a "network switch"
in working memory, as suggested by its role in stop signal, Flanker, and oddball tasks
(Cai, T. Chen, et al., 2016; A. C. Chen et al., 2013).
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Fig. 9.10.: The r-Al drives the default mode network through the frontoparietal net-
work We average the 2-back directional coupling coefficients across major
networks (Thomas Yeo et al., 2011). We then perform a betweenness analy-
sis, testing for networks with an indirect coupling —"hopping" through other
regions— stronger than a direct coupling. This analysis confirms a strong influ-
ence of the r-Al over the default mode network, mediated by the frontoparietal
network (Cai, Ryali, et al., 2021). The directional coupling unveils complex
functional pathways that would be missed using the correlation.

9.3.5 Full-brain directional coupling estimation in human resting
state

While Section 9.3.4 investigated human working memory, this section studies resting
state fMRI —as introduced in Chapter 7. By targeting the resting state, we investigate
the "default" functional organization of the brain, which can be modulated as part
of various tasks (Simon B. Eickhoff et al., 2018b). To this end, we consider time
series from 1,089 subjects from the HCP (Van Essen et al., 2012). Each time series is
15 minutes long, during which subjects are at rest, and do not perform any specific
activity —so there is only a single condition C = 1. We apply MDSI-h-VB to these
time series, unveiling the baseline directional coupling of the human brain.

Directional coupling opens the box of known functional networks

In this exploratory section, we shed some light on directional coupling’s potential
for parcellation —the target application from Chapter 7. From the coupling matrix,
we aggregate parcels into macroscopic networks and put forward the similarity with
correlation-based networks. This suggests that directional coupling complements
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Directional coupling
Parcellation
L=7

Yeo 7
Parcellation
L=7

Fig. 9.11.: Directional coupling confirms known functional networks, while unveiling
the finer role of regions as part of those networks On top: functional networks
obtained by hierarchically clustering the directional coupling matrix. On the
bottom: Yeo 7 networks (Thomas Yeo et al., 2011). Directional coupling yields
similar major networks, with main differences located on the temporal lobes and
in the frontoparietal network (in yellow). Both clusterings over the Brainnetome
parcels have a Fowlkes-Maslow score of 0.47. Using directional coupling, it is
possible to unveil the precise role of sub-regions as part of those macroscopic
networks. Note: the directional coupling networks also have strong similarities
with the population parcellation from Figure 7.3.
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existing knowledge about the functional organization of the brain. We recover known
integrative structures while uncovering the finer roles of sub-regions constituting
those structures.

Method We first compute a directed, weighted adjacency matrix A using the cou-
pling as input:
A x max(0,A) (9.14)

Where we ignore negative coupling, as negative correlation is typically ignored in
functional connectivity (Van Den Heuvel and Pol, 2010; Varoquaux and Craddock,
2013). We cluster the Brainnetome parcels hierarchically using a Louvain algorithm
(Dugué and Perez, 2015). This agglomerative clustering yields a dendrogram, allow-
ing us to group parcels in any number of disjoint clusters from 1 (all components
grouped) to 246 (1 component per cluster).

Results Inspired by Thomas Yeo et al. (2011), we parcel the brain into 7 directional-
coupling-based networks. Results are visible in Figure 9.11. Directed coupling yields
a macroscopic functional organization close to the one based on correlation. At the
same time, directed coupling allows to "open the box" of those networks, and to
investigate the precise function of their constitutive sub-regions.

Resting-state directional coupling yields superior cognition/behavior
prediction compared to correlation

This experiment tests out the predictive power of directional coupling on behavior
and cognition. Can functional connectivity inform us about the cognitive ability of a
subject?

Method We perform a 20-fold cross-validation across subjects. We use a ridge re-
gression, predicting the scores of held-out subjects (54 subjects). As in Section 7.3.2,
we report the correlation of the predicted score with the true score. We repeat
this process 10 times and report the distribution (across repetitions) of the average
performance (across folds).

Results Results are visible in Figure 9.12. Directional coupling yields significantly
better cognitive/behavioral scores prediction. This suggests that the coupling is a
richer description of an individual subject’s functional connectivity.

9.3 Results: from synthetic results to full-brain directional coupling
estimation
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Fig. 9.12.: Directional coupling yields superior cognitive/behavioral scores prediction
We predict the cognitive/behavioral scores of held-out subjects, either using the
directional coupling or the correlation as feature. We use compare over the same
reference 13 scores as in Table 7.1. Correlation yields a similar performance
(0.16) as the baselines in Table 7.1 (Kong, J. Li, et al., 2019; Kong, Q. Yang,
et al., 2021; Calhoun and Adali, 2012; E. M. Gordon et al., 2017; Danhong
Wang et al., 2015; Rouillard, Bris, et al., 2023). In contrast, directional coupling
yields a +0.9 increased correlation. Reported accuracy is the correlation of the
predicted scores with the true score. Performance averaged across 10 independent
20-fold cross-validations. We report the distribution of the performance across the
independent cross-validations. Statistical confidence is measured via t-tests with
Bonferroni correction.
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9.4 Summary of contributions

This chapter summarized our contributions in fMRI-based directional coupling
estimation:

* We design a novel hybrid inference scheme for the MDS model: MDSI-h-VB.
We inject a plate-amortized, f-KL-trained estimator inside a r-KL-trained vari-
ational family as a means to prevent mode collapse. In doing so, we prop-
erly marginalize the uncertainty in the HRF when estimating the directional
coupling across regions. The uncertainty in the HRF is considered a major
challenge in the community (Handwerker et al., 2004; Rangaprakash, Barry,
et al., 2023; Rangaprakash, G.-R. W, et al., 2018).

* We demonstrate the robustness of MDSI-h-VB against baselines, in a variety
of synthetic scenarios. Critically, we show that our method reliably captures
the ground truth coupling value and that its accuracy does not degrade when
applied to hundreds of regions.

* Leveraging modern GPU-accelerated ADVI, we scale up MDSI to the full brain
(full-brain causal modeling was already introduced by Fréassle, Lomakina, et
al. (2017)). Compared to the estimation over a dozen pre-selected regions,
full-brain analysis:

1. does not risk ignoring important unknown regions,
2. does not incur confounding by unobserved regions.

* Using a full-brain analysis, we confirm the driving role of the r-Al in working
memory, in a data-driven manner. We also uncover novel activation pathways,
showing the influence of the r-Al over the default mode network mediated by
the frontoparietal network.

* Compared to correlation, we demonstrate the superior predictive power of
directional coupling in:

1. task classification,
2. cognitive/behavioral scores prediction.

In that regard, we obtain state-of-the-art out-of-sample cognition prediction
(to the best of our knowledge, using functional connectivity as a feature).
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* We illustrate the ability of directional coupling to recover known functional
networks in the brain. At the same time, we allow to open the box of those
networks, to unveil the finer coupling between regions with a correlated signal.
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Part conclusion

This part reviewed our contributions.

Chapter 6 presented our methodological inputs. We designed variational families
that are both expressive (to minimize the approximation gap) and scalable (to tackle
large-scale inference). To this end, we leverage the NF/encoding couple at the core
of SBI into structured, stochastic VI. We then applied this methodology to three Neu-
roimaging problems, each a different instantiation of the parameters/model/signal

tryptic.

In Chapter 7, we applied a multi-hierarchy GM (the model) over functional con-
nectomes (the signal) to yield individual parcellations (the parameters). For this
application, we trained a PAVI variational family using the r-KL, illustrating the
applicability of AVI over a complex, large-scale problem. We obtained individual
probabilistic parcellations and demonstrated their predictive power over cognition.

In Chapter 8, we applied a combination of the SM with a latent GM (the model) over
dMRI (the signal) to estimate microstructure (the parameters). In this application,
we went one step further in leveraging the interplay between PAVI and SBI. We used
NPE to build a composite model, plugging an explicit prior on top of a surrogate to
the implicit distribution defined by a simulator. We then utilized the f-KL-learned,
single-voxel NF/encoding couple as a powerful initialization for the full-brain vari-
ational family. Next, we trained this variational family using the scalable r-KL. In
doing so, we reduced the uncertainty in microstructure estimation by injecting a
meaningful hypothesis.

In Chapter 9, we applied the MDS (the model) over fMRI time series (the signal) to
estimate the directional coupling matrix (the parameters). In this application, we
repurposed the tools from SBI to make inference more reliable. Even in the presence
of an explicit HBM, we used NPE over a set of key hyperparameters. We then
plate amortized this f-KL-trained estimator inside a scalable, r-KL-trained variational
family. This prevented mode collapse in the coupling estimation, illustrating the
usefulness of the f-KL beyond implicit distribution learning. Our hybrid inference
method allowed us to both robustify and scale up MDSI to the full brain. We
uncovered novel functional pathways and demonstrated the relevance of directional
coupling over cognition.
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Throughout our applications, we combined tools from SBI, hierarchical modeling
and VI. In doing so, we built hybrid inference methods, constructing composite
HBMs P and variational families Q. In the next and final part, we discuss some
challenges that we encountered across our different applications.
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Part IV

Open questions






10.1

Discussion: large-scale
hierarchical Bayesian
inference

In this short chapter, we take a look back at some of the challenges encountered
during this thesis. Our goal is to provide a general discussion on the methods to
tackle those hurdles. We build up this way to this thesis’ conclusion.

Leveraging the f-KL in large-scale AVI

In Chapter 9, we illustrated a failure mode of the r-KL. Due to mode collapse,
a VI baseline misses entire parts of the solution space (in this case, the coupling
matrix), resulting in variance under-estimation and in biased results —as illustrated
in Figure 9.5. Taking a step back from the directional coupling application, our

methodology to tackle this issue is to:
1. Identify the set of key parameters responsible for this mode collapse;
2. Train a f-KL. amortized estimator to infer those key hyper-parameters;
3. Inject this estimator into a scalable r-KL scheme.

Critically, the second step was possible because the key parameters (the HRF and
noise levels) were low-dimensional —or rather, we made some independence as-
sumption (across regions) to bring ourselves to this low-dimensional case.

Though generalizable to other situations, this method requires significant domain
knowledge. The key parameters need to be identified, as well as the associated
repeated structure —such as the independence across regions. As a consequence, our
methodology does not natively fit with automatic variational inference (AVI).

What avenues exist to benefit from the f-KL in a more systematic fashion?
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Enrich the model declaration In Section 3.4.3, we sketched the contours of AVI
APIs that would simply require declaring the inference problem —while its resolution
would be automated. One possibility to leverage the f-KL. would be for the experi-
menter to "flag" the problematical parameters as part of declaring the model. Such
parameters are not necessarily complicated to guess: as an example, second-order
moments are typically more troublesome to infer than first-order moments (Bishop,
2006). Then, systematically leveraging the model’s plate structure would yield a
reduced parameter space over which to train using the r-KL, while sampling the
model itself would yield a synthetic dataset —providing all the ingredients necessary
to reproduce the steps from Chapter 9.

Hybridising MCMC and VI in hierarchical models Another interesting avenue of re-
search is "hybrid" inference methods combining MCMC and VI (Matthew D. Hoffman,
Sountsov, et al., 2019; Grenioux et al., 2023). As already introduced in Section 3.2,
those methods rely on a Markov chain providing samples to train a variational family
using the f-KL. The variational family itself is used as part of an efficient kernel to
explore the parameter space. However, to our knowledge, those methods have only
ever been used on the entirety of the parameter space at once, and scale poorly with
the dimensionality of ©.

Could similar methods be envisioned in large-scale, hierarchical cases?

One sketch would be to combine SVI with Gibbs sampling (Andrieu et al., 2003).
Both methods rely on inferring only over sub-parts of the parameter space at once.
In this scheme, every ground RV would be associated with its own Markov chain,
updated as part of Gibbs sampling. In addition, every ground RV would also be
associated with a conditional density estimator —the NF-based ¢; ,, described in
Section 6.1.2. This density estimator could be trained using the f-KL, using samples
from the Markov chain. Conversely, the NF-based estimator could be used as part of
a kernel to propose the next sample of the ground RV’s Markov chain.

Note: This training scheme is compatible with the r-KL training described in Sec-
tion 6.2.1. Both could be combined as part of a symmetrical KL training.

Leveraging sequential methods In Section 4.2.2, we introduced the sequential
variant of NPE (Papamakarios and Murray, 2016; Greenberg et al., 2019). The core
idea is to only locally amortize a f-KL-trained estimator. We could leverage those
techniques in the context of HBMs. An amortized PAVI-E family (see Section 6.2.3)

Chapter 10 Discussion: large-scale hierarchical Bayesian inference



10.2

could be sequentially trained, using a combination of both the f-KL. —using samples
from the (conditional) model— and the r-KL.

A first open question is the computational efficiency of this sequential scheme. As
pointed out in Section 3.3.2, amortization can impede inference in large dimensions.
It is unclear whether the addition of the r-KL loss improves the training’s sample
efficiency. Another open question is how exactly to use the model to generate new
"posterior predictive" samples —as described in Section 4.2.2. Contrary to the black
box simulators in SBI, in the case of a HBM, the entirety of the parameter space is
both inferred upon and represented using (conditional) distributions. In this context,
what does it mean to "sample new synthetic signal from the simulator"? Which RVs
should be considered fixed? Which RVs should be resampled?

Leveraging Bayesian theory in downstream analysis

Through this thesis, we strive to obtain full probability distributions for latent
parameters and to reduce uncertainty via hierarchical modeling. Yet we do not
fully exploit the richness of these elements. This section reviews some avenues for
improvement of our work to shed light on practices in the community.

Held-out data validation and hierarchical modeling How to assess statistical confi-
dence over results? Historically, this issue has been addressed through frequentist
null hypothesis testing or Bayesian information criteria (Kruschke and Liddell, 2018).
Those methods have in common that they consider the entirety of the available
data at once. Yet, traditionally "good" in-sample measures such as low p-values
can be misleading in data-rich, high-dimensional settings (Bzdok and Yeo, 2017;
Efron and Hastie, 2021). In particular, models that provide a good explanation
of the observed data will not necessarily provide good generalization over unseen
data. Such out-of-sample generalization has become the de-facto standard in the
machine learning community (Efron and Hastie, 2021; Bishop, 2006). One hurdle
encountered during this thesis is the apparent gap between classical modeling —tied
to classical statistical confidence evaluation— and out-of-sample generalization.

In particular, consider inference using a hierarchical model covering the entirety of
the available data X™"UX"2! as a way to extract subject-specific features ©Tainy@val,
Training, in a second step, a machine learning model over ©" and validating over
©"a induces leakage. Indeed, due to the hierarchical structure, the subject features

10.2 Leveraging Bayesian theory in downstream analysis
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are not i.i.d: ©¥2! has been used as part of computing ©", How to circumvent this
issue?

X" and once over X3, train a

One solution is to infer twice: once over the
machine learning model over %" and evaluate it over ©¥2. Yet, in doing so, the
features @3 —extracted over a smaller number of subjects— will be significantly

noisier than O, This can lead to poor generalization performance.

In Chapter 7, we started experimenting with ways to improve out-of-sample gen-
eralization. By transferring the X™"fitted parameter posterior as a prior to infer
over X" we leverage the "learning" over the training data to reduce the noise in
the validation features. This method builds upon the parallel between inference and
machine learning (Jospin et al., 2022; Bishop, 2006). Using this analogy, "training"
consists both in obtaining a prior for feature inference, and in fitting a machine
learning model over the train-set features. We argue that similar methods could
drastically improve performance in applications such as directional coupling esti-
mation —described in Chapter 9. In Chapter 9, we eventually did not leverage
hierarchical modeling due to the difficulty in developing downstream task validation.
This underlines gaps in methodology and avenues for research: how to rapidly repeat

inference over data bootstraps?

Probabilistic output and downstream tasks In this thesis, we derive full parameter
probability distributions: P(0|X). Yet, in our downstream analysis, we oftentimes
"reduce" those distributions into point estimates. For instance in Chapter 9, we use
the coupling matrix posterior mean —see Sections 9.3.4 and 9.3.5. In Chapter 8, we
display the microstructure parameter posterior mean in Figures 8.6 and 8.7. The
reason for resorting to point estimates is that downstream tasks —be it hypothesis
testing or the fitting of machine learning models— use points as inputs, not distribu-
tions. Does comparing to the existing literature —using broadly accepted metrics—
require cutting down the richness of probabilistic outputs?

One counterpoint to that view is that full probability distributions offer the possibility
to derive post-hoc a variety of point estimates, with different statistical properties.
Where traditional optimization would usually target a ML or MAP estimate, the
full distribution offers the possibility to compute the minimum mean square error
(MMSE) estimator E(©|X). In addition, second-order statistics such as the standard
deviation can also be computed from the posterior, to inform on the uncertainty
of point estimates —as illustrated in Figure 8.5. Finally, integrating distributions
allows computing probabilities: taking Chapter 9 as an example, we could report the
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probability of a positive coupling from a region A to another region B. Even reduced
to point statistics, full distributions are thus worth deriving.

Note on PAVI encodings: As an opening, in Section 10.3, we underline the interaction
in PAVI between the variational family Q and the signal encodings E;,, (see Sec-
tion 6.1.2). The encodings act as summary statistics, embedding all the information
relevant to the inference over e.g. a given subject. Instead of using distribution
statistics, could those encodings be used as input features for a machine-learning
model?

Beyond point estimates, could better ways to leverage the posterior P(©|X) be ex-
plored? As an example, given the subject "data" (3", P(Q|X = Xsubect)) 'where
y denotes some covariate like the age, we could sample repeatedly from P(©|X =
Xsubjecty to generate multiple data points {(ysubiect, @iubjea), .., (ysublect. @S]\l,lbjea)}.
Would the training of a machine learning model f over this "augmented" dataset —
marginalizing over the feature posterior— yield interesting regularization? Similarly,
we could marginalize prediction over the posterior to yield integrated estimators:

E@NP(@|X:XSHbjeCt) [f(@)} .

More generally, we argue there is an interest in bridging the gap in the community’s
practices between full Bayesian inference and downstream task validation.

Model selection and Bayes factor Another improvement in our analysis would be
the addition of Bayesian model selection (Gelman, Carlin, et al., 2004; Kruschke
and Liddell, 2018; K. J. Friston, 2009). Any model P(X, ©), fitted over a data X,
will yield a posterior P(©|X = X). This does not mean that the model P is a good
representation of the data X. To validate P, our methodology of choice has been to
correlate the model parameters © with some external covariates y —as an example
cognitive scores in Chapters 7 and 9. The underlying assumption is that if © is
predictive of y —which was not considered during the model fit— then © contains
some meaningful biological signal, making P a "good" model.

A complementary analysis is the systematic comparison of different models P, ..., Py
over the same data X. To compare two models P; and P», one can rely on the Bayes
factor:

B(P1/Ps) = :i)

X

(X =X)

_ Pr(P[X) | Pr(Py) (10.1)
~ Pr(P2fX) " Pr(P)

S

where Pr denotes a probability. The Bayes factor 5 quantifies the change from the
prior model odds Pr(P;)/Pr(P,) to the posterior model odds Pr(P;|X)/Pr(P:|X)

10.2 Leveraging Bayesian theory in downstream analysis

177



10.3

178

due to observing the data. Said differently, 5 denotes how much the observed data
X weighs in favor of a model P; versus another model P in the light of the evidence
both models provide for X. If the models P, and P, translate different hypotheses
over the data X, the Bayes factor provides a way to perform Bayesian hypothesis
testing (Kruschke and Liddell, 2018).

Consider directional coupling estimation in Chapter 9 as an example. P; could be
the MDS model —described in Section 9.2.1— while P, would be a similar model,
but forcing the coupling matrix A to be diagonal —no coupling across different
regions. B would then quantify how much evidence there is in favor of a non-null
coupling across regions.

To compute B, we need to compute both model evidences P; (X = X) and P»(X =
X). In theory, this would require marginalizing over the entirety of their respective
parameter spaces —which, as Section 3.1 underlines, is usually infeasible. However,
VI provides a solution for this problem. Provided that the variational distribution
matches the true posterior, the evidence lower bound (ELBO) approximately equals
the model evidence. Computing the Bayes factor could thus be a byproduct of
VI's optimization. As an alternative in the case where P; and P, share the same
parameter support, K. Friston et al. (2018) propose to fit once a model using a
non-informative prior P;(©), and to integrate the prior ratio P;(0)/P»(0) over the
resulting posterior P3(0|X = X). This allows estimating the evidence ratio between
P, and Ps.

This thesis focused on out-of-sample generalization as a validation strategy. Bayesian
model selection appears as a computationally feasible addition that would further
bridge the gap with traditional statistics.

HBMs as parametric generative models

This thesis concentrated on the inference of the posterior distribution P(©|X). A
byproduct of inference is the learning of the distribution of the observed signal.
After inference, one can draw latent parameters © from the posterior, and use those
to generate a new synthetic signal X. This corresponds to sampling the posterior
predictive distribution:

P(X,0|Xoservedy — p(X|0) x P(Q]X = Xobserved) (10.2)
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HBMs are thus generative models, that can learn from observed data, and generate
new data (Bond-Taylor et al., 2022), with a few perks and caveats:

* HBMs are parametric models. Though their number of parameters can adapt
to the quantity of available data, HBMs rely on experimenters specifying
distributions. This property is both a blessing and a curse:

— parametric models can suffer from model misspecification. Making a paral-
lel with the approximation gap described in Section 3.3.1, the parametric
distribution P(X) is limited in its expressivity, and can more or less
closely match the true distribution of the observed data X. As a result,
HBMs fall far from the non-parametric state-of-the-art when it comes to
generating good copies of existing data (Bond-Taylor et al., 2022)

— on the other hand, HBMs are interpretable models, that link the observed
signal to meaningful parameters. As an example consider microstructure
estimation in Chapter 8, which extracts a tissue parcellation. In Chapter 9,
sampling from the MDS model would yield time series far away from
realistic fMRI data. But, per se, a perfect generative model of fMRI time
series would bring us no closer to understanding cognition (Bzdok and
Yeo, 2017). Understanding the prediction of fitted neural network models
is, in fact, a thriving research topic (Linardatos et al., 2020).

* HBMs are explicit distributions: they yield a density over a given signal X. As
such, HBMs are amenable to applications such as outlier detection (Hodge
and Austin, 2004). What’s more, explicit distributions can be trained using
a variety of effective methods, including the f-KL. and the r-KL. In contrast,
implicit-distribution models (such as generative adversarial networks (GANSs))
must rely on more complex strategies (e.g. adversarial training) because they
cannot simply maximize their density over the observed data (Bond-Taylor
et al., 2022).

* HBMs are transparent hypotheses. Training arbitrary models using optimization
involves many —sometimes subtle— regularizations. In contrast, a HBM
encapsulates all the hypotheses made by the experimenter. An HBM defines
a unique theoretical posterior, that is then approximated via inference. Due
to their graphical structure, HBMs notably make transparent assumptions
about the dependencies between parameters. We argue that transparency is
an interesting property in a field where reproducibility has been pointed as
a collective challenge (Botvinik-Nezer et al., 2020). As a counter-point, one
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could argue that the burden of reproducibility in Bayesian modeling is moved
onto the inference method itself. We see this as further motivation for AVI.

Note on model misspecification: The issue with model misspecification goes beyond
the ability of HBMs as generative models. When applied over some signal X that is
not distributed according to P(X ) —that is, most of the time— inference is not well
mathematically defined (Box, 1976). In extreme cases, model misspecification can
yield non-sensical results. As an illustration, consider Figure 3.4 (right). Fitting a
bimodal target distribution using a monomodal parametric approximation, the para-
metric distribution’s mode falls into a low-density region of the target distribution!
Beyond cases of extreme misspecification, major sources of unmodeled noise can
also yield degenerate results. The fact that HBMs are parametric models thus has
implications in terms of numerical stability.

Beyond those general considerations, we discuss below two connections between
HBMs and non-parametric modeling.

Inference, data geometry and encodings Plate amortization, defined in Section 6.1.2,
leverages the conditional i.i.d structure of a HBM. Taking a step back, plate amorti-
zation can be viewed as the amortization of density approximators across different
sub-structures of a problem. This general concept could have applications in other
highly-structured problem classes such as graphs or sequences (Z. Wu et al., 2020;
Salehinejad et al., 2018).

To perform this amortization, our contribution PAVI adjoins an encoding structure
to the HBM (Rouillard, Bris, et al., 2023). The encodings E;, embed all the
"individualized" information in the problem, while the shared conditional density
estimators F; translate those encodings into distributions. We argue there is potential
in externalizing part of the inference problem into an embedding. For instance,
embeddings could be learned separately from density estimators, opening up the
possibility for contrastive and transfer learning (Le-Khac et al., 2020; Jaiswal et al.,
2020; Weiss et al., 2016). Or the encodings could integrate some known symmetry
of the problem, such as convolution-based encodings in the case of random fields
(Bishop, 2006).

The derivation of encodings also means that a "companion" non-parametric en-
coder could be systematically adjoined to the HBM. This draws a parallel between
PAVI-E and the encoder/decoder architectures found in generative models such as
variational auto encoders (VAEs) (Bond-Taylor et al., 2022).
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Meta-learning, model-free approaches and amortization Supervised learning can
be interpreted as the mapping from a given context set C = {(z,y)} to a predictive
function f such that f(z) = y (Bishop, 2006). Meta-learning —or "learning to
learn"— instead recovers this mapping C — f in the general case (Ravi and Beatson,
2019; Iakovleva et al., 2020; Yao et al., 2019). Once the meta-training is complete, a
predictive function f conditioned by an unseen context C can be obtained in a single
forward pass —without any training done on C. As an instance of meta-learning, the
neural process family (NPF) encodes the context C via a deep set encoder (Garnelo et
al., 2018; Dubois et al., 2020; Zaheer et al., 2018). The encoded context, along with
the data point z is then used to condition an estimator for the density ¢(y|z,C).

Taking a step back, NPFs are instances of fully implicit, or "model-free" Bayesian
methods. A model P between the signal X and a covariate y is never explicitly
defined, and sometimes, the model is actually marginalized (Miiller et al., 2021;
Hollmann et al., 2022). As an example, through prior-fitted networks, Miiller et al.
(2021) target the posterior predictive distribution:

Pr(ylz,C) /P P(y|z,C)Pr(P|C)dP (10.3)

where Pr denotes a probability. Applied in the context of tabular data, the posterior
predictive distribution of the covariate y given the feature x marginalizes all the
possible causal structures (i.e. the models) that could have generated the context C =
{(aeomtext g contexty1 (Hollmann et al., 2022). Such "model-free" Bayesian methods

have two defining characteristics:

1. They are instances of meta-learning, over all the possible contexts C. Drawing a
parallel with inference, this is similar to sample-amortized inference as defined
in Section 3.3.2

2. They rely on the f-KL. In the case of prior-fitted networks: the KL from
a variational approximation to the true posterior predictive distribution in
Equation (10.3) (Miiller et al., 2021). In practice, those methods are trained
using input-output pairs ((x,C), y) from a meta distribution (the distribution of
models), without explicitly evaluating the density of the models P. Incidentally,
this moves the burden of statistical specification from the distribution P to the
meta-distribution of models.

This analogy —connecting Bayesian "model-free" methods to SBI— allows us to
consider fully-non-parametric Bayes under a critical lens. Amortization complicates
inference, so we can question the ability of model-free methods to approximate well
the true posterior predictive distribution, especially in high-dimensional contexts.

10.3 HBMs as parametric generative models
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Fig. 10.1.: Faithful graph inversion induces horizontal dependencies (Webb et al., 2018)
On the left, we illustrate a graph template and the corresponding parameter
ground graph. On the right, we illustrate the faithful inversion of the graph
template, and of the ground graph. Red arrows indicate the dependencies
covered by a "naive" template inversion. The blue dashed arrows indicate the
required dependencies that would be missed by template inversion.

Following up on that parallel, postulating a specific model regularizes the solution
space and is necessary to work in the non-amortized context, which appears more
suited for large-scale problems. Said differently, to our knowledge: "One cannot be
both non-parametric and non-amortized".

Towards AVI

As introduced in Section 3.4, this thesis investigates the applicability of AVI to
hierarchical, high-dimensional problems. To what extent do the methods and
applications pursued in this thesis contribute to that debate?

Approximation gap, SVI and conditional dependencies In Section 5.2.1, we intro-
duced structured VI, which combines different approximators through a causal
structure. The expressivity of structured variational families depends on two fac-
tors:

1. The expressivity of the density estimators on each "node" of the graph. How
closely can each estimator approximate the true (conditional) posterior of the
associated ground RV?

2. The causal structure that links those estimators. How closely do the variational
dependencies match the true causal structure arising from inference? In
general, this structure is not the same as the original model’s structure, due
to effects such as colliders (Ambrogioni, Silvestri, et al., 2021; Webb et al.,
2018).

Chapter 10 Discussion: large-scale hierarchical Bayesian inference



This thesis primarily tackled the first of those two items. We showed that it was
possible to combine expressive NFs into a variational family without compromising
its scalability (Rouillard and Wassermann, 2022; Rouillard, Bris, et al., 2023).
Critically, if such expressive "nodes" were to be combined following the true causal
structure of the posterior, the resulting variational family’s approximation gap
would be virtually null. Combined with efficient optimization, this would make VI
a fast, scalable and asymptotically unbiased inference method.

How feasible would such a scheme be in the context of large-scale inference?

The problem is that arbitrary dependencies are not compatible with SVI. In the case
of a single plate —the 2-level case— Agrawal and Domke (2021) show that modeling
only the forward dependencies (the same as the model’s) does not reduce expressivity
compared to the modeling of the full dependencies. Yet this result does not hold
in the n-level case: Webb et al. (2018) show that faithful model inversion features
conditional dependencies between ground RVs of the same template —as illustrated
in Figure 10.1. We can dub those dependencies as horizontal dependencies —across
RVs in the same plate. In practice, this means that even faithfully inverting the graph
template is not sufficient to faithfully inverse the ground graph.

In practice, horizontal dependencies are difficult to inject into SVI. In the PAVI
design, the use of a common density estimator across the ground RVs of the same
template (Section 6.1.2) and the stochastic training over batches of those RVs
(Section 6.2.1) prevent the modeling of horizontal dependencies. Put differently,
the fact that we consider the inference over different ground RVs as conditionally
independent inference problems is central to the PAVI design and adverse to the
modeling of horizontal dependencies. This opens up promising research directions:
how could arbitrary conditional dependencies be modeled in the variational posterior
in the context of stochastic training?

Expressivity is not sufficient Though a necessary feature, even the unbiased varia-
tional family hypothesized above would not be sufficient for reliable inference. As
already presented in Section 10.1, VI also has a lot to do with the way the variational
family is trained. To this end, the r-KL is not enough. The design of structured
variational families must thus be complemented by the development of robust training
methods.

Our applications also underline the importance of initialization in VI. In Section 7.3.3,
we show advantages in warm-starting the weights of the variational family. In
doing so, we significantly improve downstream task performance, more so than

10.4 Towards AVI
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by designing informative Bayesian priors. This suggests that r-KL inference is
a complex optimization problem, with potentially multiple strong local minima.
Similarly, in Section 8.2.3 we describe a principled but complex and multi-layered
initialization scheme. We initialize hierarchical posteriors using their independent-
case counterparts. This strong initialization scheme was necessary for inference to
succeed in practice.

Initialization and training methods can be seen as two sides of the same coin.
Roughly, a perfect optimization method would converge to the "true" loss minimum,
no matter the initialization (assuming a rather convex loss, which is hardly the case
in VI). In our opinion, however, it may be overly optimistic to ignore initialization
in AVI. Automated schemes could systematically compute signal summary statistics
associated with canonical distributions (e.g. the mean and covariance for a Gaussian
distribution). Those summary statistics could in turn be used to initialize variational
approximators over ML points. Systematic initialization could both help robustify
inference —multiple inferences would not risk falling into different minima— while
also speeding up inference.

Chapter 10 Discussion: large-scale hierarchical Bayesian inference



Thesis conclusion






This thesis explored the usage of VI to approach large-scale, hierarchical Neuroimag-
ing problems. To this end, we leveraged NFs, structured and stochastic VI into novel
variational families. In doing so, we worked towards making AVI an unbiased and
scalable inference method.

We applied those techniques to a variety of Neuroscience problems, each time
tackling concrete issues in the community:

1. obtaining more stable individual parcellations through transfer learning;

2. reducing uncertainty in microstructure estimation through hierarchical model-
ing;

3. scaling up directional coupling estimation to the full brain, while ensuring its
reliability.

Through these applications, we shed light on the perks and limitations of large-scale
VI. In particular, we underlined the interplay between the reliable f-KL and the
scalable r-KL as complementary tools for inference.

We underline the potential of AVI to accelerate the experimenter’s research cycle:
from hypothesis-making through HBMs down to inferring parameters explaining the
observed data.

We believe in the capabilities of those techniques to foster model-driven, inter-
pretable and computationally efficient Neuroscience.
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1.1

1.2

Thesis organization We organize our thesis around the tryptic signal/-
model/parameters. Neuroimaging signals are described in Chapter 1,
models in Chapter 2, and inference methods to go from the signal to
the model parameters in Chapters 3 to 6. This thesis presents three
applications, each one an instance of the signal/model/parameters
tryptic. Chapter 7 uses fMRI signal, a variation of the multi-session
HBM (Kong, J. Li, et al., 2019), and recovers individual parcellations.
Chapter 8 uses dMRI signal, a combination of the SM (Novikov et al.,
2019) with a GM, and recovers microstructure parameters adjoined
to a tissue segmentation (Jelescu, Palombo, et al., 2020). Chapter 9
uses fMRI signal, the MDS model (Ryali et al., 2011), and recovers
directional coupling matrices. . . . . . .. ... ... L.

Hemodynamic Response Function (HRF) Glucose consumption at
time 0 will lead to a complex response that spans over dozens of
seconds. The concentration in oxygenated hemoglobin quickly rises
to a peak before stabilizing to its original value. The canonical HRF is
represented in dotted black. Two examples of HRF —corresponding
to two different regions in the brain— are represented in color. Both
HRFs differ from the canonical HRF in their "time-to-peak" or with the
presence of an "initial dip" before the peak. Those differences can affect
the measured precedence of the underlying activations. If the BOLD
peak for one region happens before the other, is it because the region
activated sooner or because its HRF has a smaller time-to-peak?

Neurons Schematic representation of the different compartments of
a neuron. Some dMRI models simplify those compartments through
simple geometric shapes (Hui Zhang et al., 2012; Novikov et al., 2019;
Palombo et al., 2020). The soma can be approximated via a ball, the
axon via a straight tube, etc... Figure adapted from Stangor and Walinga
(2014). . . e e e e e e e e e
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2.1

2.2

2.3

3.1

3.2

3.3

Example 1D distribution The distribution of one one-dimensional pa-
rameter . In this continuous case, # can take any value between -4 and
7. The probability of falling into a given interval can be computed by
integrating the probability density. This distribution is rather complex.
It features two modes, centered on -1 and 2, corresponding to high
probability regions. It also features some long tail spanning from 4 to
7, where the density does not vanish completely. . . ... ... .. ..

Salmon example graphical model Random Variables are represented
using nodes. Conditional dependency is represented via directed edges.
Observed RVs —the signal— are represented as grayed nodes. White
nodes correspond to the inferred parameters. . ... ... ... .. ..

Salmon example hierarchical graphical model On top, we represent
a graph template, with the corresponding ground graph at the bot-
tom. The plate N symbolizes many repeated RVs instantiating the RV
templates. In this case, as many salmon’s weights #$m° as there are
salmonsintheriver. . ... ... ... ... ... ... ...

Simplified Venn diagram of statistical inference This thesis focuses
on variational inference (VI), which is an instance of approximate
inference. Approximate inference is needed to tackle many real-world
inference problems, due notably to their size (number of RVs).

Variational Inference (VI) The Q-cloud represents the variational
family, inside which we optimize to find the distribution Q(©; ¢*) closest
to P(O]X). VI optimizes the weight ¢ from an initial value ¢° to the
optimal values ¢*. The ability of Q* to approximate its target well
depends on the expressivity of Q, as measured by the approximation

BAD. v e e e e e e e e e e e e e e e e e

The amortization gap (Cremer et al., 2018) On top of finding the
optimal weights ¢y and ¢; corresponding to the signals X, and X,
amortized inference requires to learn an encoder f such that ¢; = f(X;)
and ¢, = f(X2). This both computationally complicates inference and
reduces the expressivity of the amortized family Q#™°rtized __dye to the
limited expressivity of the encoder f. . .. ... ... ... ......
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3.4

3.5

3.6

4.1

4.2

5.1

Illustration of the r-KL and f-KL behavior (Bishop, 2006) On top,
a bi-modal target distribution. On the left, a reverse Kullback Leibler
divergence (r-KL)-fitted Gaussian approximation. The r-KL is mode-
seeking. Even a more expressive family than parametric Gaussians
wouldn’t necessarily cover the full target. On the right, a forward
Kullback Leibler divergence (f-KL)-fitted Gaussian approximation. The
f-KL is moment-matching and enforces a coverage of the full target’s
support. A more expressive family than parametric Gaussians would
better match the target. . . . . ... .. ... ... ... .. ......

Pitfalls in inference On the left: an illustration of mode collapse. The
variational approximation focuses on the distribution mode on the right
and ignores the left one. On the right: variance under-estimation. The
variational approximation ignores the low-density tails surrounding the
distribution mode. As a result, it underestimates the uncertainty in the
true distribution. . . . . . ... ... L e

Automatic variational inference (AVI) On the left: a manual and
lengthy research cycle. Time and effort are spent not only on the prob-
lem definition but also on its resolution. On the right: AVI automates
the variational family design and the inference loop. This reduces
methodological barriers to entry and speeds up the research cycle.

Illustration of a NF The simple Gaussian distribution (left) flows into a
complex distribution (right) through 4 successive steps. Figure adapted
from Papamakarios, Nalisnick, et al. (2019). . . . . ... ... .....

Flowcharts for neural likelihood estimation (NLE) (right) and neu-
ral posterior estimation (NPE) (right) Both methods rely on a syn-
thetic dataset to learn a surrogate distribution. Active learning corre-
sponds to the sequential methods described in Section 4.2.2. Figure

adapted from Cranmer et al. (2020). . . .. . .. . .. ... ... ...

Model and variational dependency structure On the left, we represent
the ground graph corresponding to the salmon example in Section 2.1.2.
On the right, we show 3 possible dependency schemes modeled in the
variational family. From top to bottom, no dependencies (mean-field);
the same dependencies as the prior; all the possible dependencies. The
last option is the most expressive, but the most computationally costly.
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5.2

6.1

6.2

6.3

Stochastic variational inference (SVI): At each optimization step ¢,
we can train over a random subset of the model’s graph. As an example,
training only over a single salmon in the river. We update the river mean
parameters based on this salmon’s observed weight. In expectation,
cycling through all the salmons, this stochastic training yields the same
result as observing all the salmons atonce. . .. ... .........

Generic plate-enriched HBM template The template 7 (left) can be
grounded into the full model M (right). We aim to perform infer-
ence over M. Yet, M can feature large cardinalities. As an example,
instead of 6, ..., 61 2, M can feature 6, o, ..., 61,1000 —corresponding
to a thousand different subjects. This can make inference over M
computationally intractable. . . . ... ... ... L.

Structured stochastic training The full model M features large plate
cardinalities. This makes inference over M computationally intractable.
To circumvent this issue, we train over M stochastically. To this end,
we instantiate M’s template (first item) into a smaller replica: the
reduced model M" (second item). Following the AVI framework, we
derive the reduced distribution Q* (third item) directly from M?". The
reduced distribution @ features 2 conditional normalizing flows F;
and F; respectively associated to the RV templates ¢, and #,. During
the stochastic training (fourth item), Q" is instantiated over different
branchings of the full model M —highlighted in blue. The branchings
have M"s cardinalities and change at each stochastic training step ¢.
The branching determines the encodings E conditioning the flows F
—as symbolized by the letters A, B, C— and the observed data slice —as
symbolized by the letters D,E. . . . . .. ... ... ... .......

Plate amortization increases convergence speed We plot the ELBO
(higher is better) as a function of the optimization steps (log-scale) for
our methods PAVI-F (in green) and PAVI-E (in blue) versus a non-plate-
amortized baseline (in purple). Due to plate amortization, our method
converges ten to a hundred times faster to the same asymptotic ELBO as
its non-plate-amortized counterpart. Standard deviation across 20 sam-
ples, 5 random seeds per sample is displayed as a shaded area. A dashed
line denotes the asymptotic closed-form performance, constructed using
Gaussian distributions centered on the empirical group and population
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6.4

7.1

7.2

PAVI and ADAVI scale favorably as the cardinality of the target
model augments Baselines are compared in each panel, with the suffix
(sa) indicating sample amortization —as defined in Section 3.3.2. Our
architecture PAVI is displayed on the right of each panel, and ADAVI on
the left. We augment the cardinality Card(7;) of the GRE model, which
is described in Equation (6.24). While doing so, we compare three
different metrics. In the first panel: inference quality, as measured by the
ELBO. An asymptotic closed-form ELBO is displayed using a dark blue
dash. None of the presented state-of-the-art architecture’s performance
degrades as the cardinality of the problem augments. In the second
panel: parameterization, comparing the number of trainable weights of
each architecture. PAVI —similar to ADAVI- displays a constant number
of weights as the cardinality of the problem increases —or almost
constant for PAVI-F. Third panel: GPU training time. Benefiting from
learning across plates, PAVI has a short and almost constant training
time as the cardinality of the problem augments. At Card(P;) = 200,
CF, UIVI, and ADAVI required large GPU memory, a constraint absent
from PAVI due to its stochastic training. . . . .. ... ... ......

Yeo 7 functional networks (Thomas Yeo et al., 2011) The human
cortex is subdivided into 7 networks: regions that co-activate when
the brain is at rest. Those networks can be broadly associated with
cognitive functions, such as vision or motor control. Figure adapted
from Thomas Yeo etal. (2011) . . . . . . . . . ...

Parcellation (P) and (P&C) HBMs Models are composed of two parts.
On the left, we represent the connectivity fingerprints ;. associated with
the mixture components. On the right, we represent the parcellations
denoting where each network is expressed on the cortex. In the (P)
model in Equation (7.1), only the parcellation part is hierarchical —
via the subject-specific logits. In the (P&C) model in Equation (7.2),
subjects are also associated with individual connectivity fingerprints.
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7.3

7.4

7.5

7.6

Probabilistic full cortex parcellation For a cohort of 1, 000 subjects, 2
of which are represented here (in the bottom 2 lines) we cluster 60, 000
cortex vertices according to their connectivity with the rest of the brain.
We show the obtained probabilistic parcellations. Each color in the
parcellation corresponds to one of 7 functional network (Thomas Yeo
et al., 2011). Networks represent groups of neurons that co-activate
in the brain and can be associated with certain cognitive functions,
such as vision or motor control. Through our method, we recover each
subject’s parcellation (at the bottom), which are i.i.d. perturbations
of the population’s parcellation (at the top). Our method also models
uncertainty: coloring represents the dominant label for each vertex and
the level of white increases with the uncertainty in the labeling. . . . .

Effect of transfer learning on cognitive scores prediction The setups
1, 2 and 3 described in Section 7.3.3 are respectively represented in
blue, red and yellow. The blue line shows a logarithmic learning curve:
training over larger subject groups, we improve out-of-sample cognitive
scores prediction. To plot the blue line, only information from the
validation set subjects is considered. In contrast, on the red and yellow
lines, information is transferred from a training set of 750 subjects.
This results in higher prediction performance at equal validation set
size. The machine learning warm start (from blue to red) significantly
improves cognitive scores prediction. In contrast, the Bayesian transfer
(red to yellow) only marginally improves performance. Performance
averaged across 10 population bootstraps (with a full population size rep-
resented on the x-axis.) Shaded areas represent 95% confidence intervals.
Cognitive scores performance is computed following the same steps as in
Section 7.3.2. . . ... e e

Stabilized individual hard parcellations Thanks to various improve-
ments described in Section 7.3.4, we obtain more spatially stable indi-
vidual parcellations. Fractionations are similar to the ones reported by
Thomas Yeo et al. (2011), as visible in Figure 7.6. . . . ... ... ..

Yeo 17 functional networks (Thomas Yeo et al., 2011) Compared to
the parcellation in 7 networks in Figure 7.1, the cortex is sub-divided
into finer parcels. We use this parcellation as a reference for Figure 7.5
Figure adapted from Thomas Yeo et al. (2011). . . . .. ... .. ....
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8.1

8.2

8.3

8.4

The standard model (SM) in dMRI microstructure estimation Tis-
sues are approximated into two compartments —fibers and the extra-
cellular space— in which water can diffuse with diffusivity D. The ODI
is linked to the orientation distribution function P. Figure reproduced
from Novikovetal (2019) . . . . . . . it

Microstructure estimation graphs On the left, we illustrate the voxel-
independent graph corresponding to the posterior surrogate learning
in Section 8.2.1. On the right, we illustrate the latent mixture graph
corresponding to the hierarchical modeling in Section 8.2.2. In both
graphs, the yellow edge from 6V°* to XV°* symbolizes a learned surro-
gate distribution. . . . . .. ... ...

Hierarchical ;-GUIDE working principle ;-GUIDE (left) corresponds
to the application of NPE to the microstructure inference problem
(Jallais and Palombo, 2023; Papamakarios and Murray, 2016). u-GUIDE
yields voxel-independent posteriors, with a large variance (bottom).
We combine p-GUIDE with a hierarchical prior (middle), grouping
voxels into parcels of similar microstructure. Using this meaningful
prior, the resulting hierarchical ;-GUIDE (right) reduces microstructure
parameter UNCErtainty. . . . . v v v v v v v v v e e e e e e e e e

Ilustration of the Hierarchical-;-GUIDE optimization Evolution of
the mean, uncertainty (relative standard deviation), and parcellation
during training on a slice of a participant with epilepsy. Hierarchical-y-
GUIDE starts from the independent posterior distributions estimated
using u-GUIDE and progressively regularises those into distributions
with reduced uncertainty. Contrary to spatial smoothing, neighboring
voxels are not averaged together, which maintains the sharpness of
the parameter maps and highlights lesions while preserving tissue
heterogeneity. . . . . . . . . . . e
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8.5

8.6

8.7

9.1

9.2

Experiment over a synthetic tissue composed of four distinct realis-
tic sub-types This experiment simulates a synthetic tissue composed
of four square parcels. As visible on the left, each parcel is associated
with a distinct realistic white matter tissue configuration (Coelho et al.,
2022). We aim at recovering the ground truth parameters (on the
left). Both methods ;-GUIDE and hierarchical-u-GUIDE output a full
posterior distribution for the voxel parameters. In the middle, we report
the posterior means, uncertainty —the posterior standard deviation—
and error compared to the ground truth. On the right, we report 3
exemplar voxel’s posterior distributions. Hierarchical ;-GUIDE reduces
the uncertainty and error of the estimates and provides a parcellation

of the tissue. . . . . . . o o i e e e e e

Application on a healthy subject Parametric maps of a healthy par-
ticipant using u-GUIDE and hierarchical p-GUIDE (L=8 parcels). We
report the mean and uncertainty of the estimates, although full poste-
rior distributions are estimated in each voxel. Uncertainty is reduced

using hierarchical ;-GUIDE and a meaningful parcellation is recovered.

Application to a subject with epilepsy Parametric maps of a partic-
ipant with epilepsy using p-GUIDE and hierarchical ;-GUIDE (L=8
parcels). The lesion is clearly segmented in the obtained parcellation.

hierarchical ;-GUIDE preserves tissue heterogeneity. . . . ... .. ..

Various coupling scenarios 1- Region A activates region B, which acti-
vates region C. All three regions have correlated time series. 2- Region
C (unobserved) activates both A and B. Because C is not observed, this

could be confounded as a coupling between AandB. . . . . ... ...

The MDS model. The latent signal « follows a linear Gaussian state-
space model governed by the coupling matrix A. The coupling matrix
depends on the experimental condition, denoted by the vector c. The
observed BOLD signal y results from the convolution of the latent signal
with the region-specific HRF, described by the angle «,,. ¢,, and r,,

denote region-specific noise levels. . . . . ... ... ... .......
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9.3

9.4

9.5

Hybrid inference scheme We separate our latent parameters into the
hyper-parameters (HP) on the left and the parameters (P) on the right.
We train an amortized HP-estimator using f-KL to prevent mode collapse.
We plug the trained HP estimator into a scalable r-KL inference to infer
the parameters. Marginalizing over the multi-modal HP posterior, we
prevent mode collapse for the parameters, including the coupling matrix
A. The term hybrid comes from combining different losses for different
latent parameter groups. . . . . . .. e e e e e e e e

Mode collapse synthetic example: HRF and noise levels inference
We display the posterior distributions of the hyper-parameters —as
described in Section 9.2.1. Each line corresponds to a different region
and each column to a different parameter: « (which conditions the HRF
H) and the variance levels g and r. An off-the-shelf inference method
(in orange) features mode collapse, outputing peaked distributions on
a subset of the solution space —as described in Section 3.4. On the
contrary, MDSI-h-VB (in blue) recovers the full support of the posterior
distribution. As a sanity check, we see that the ground truth parameters
(dashed lines) fall within the MDSI-h-VB’s posterior but are missed by
thebaseline. . .. ... ... .. . ... .

Mode collapse synthetic example: coupling inference We display
the posterior distributions of the coupling matrix A —as described in
Section 9.2.1. The matrix A is a 3 x 3 matrix, containing the coupling
from every region (columns) to every region (lines). As shown in
Figure 9.4, the baseline (in orange) features mode collapse and misses
some of the solution space for the HRFs H. As a result, the baseline
outputs a very narrow posterior for A, focusing on specific posterior
modes. This is particularly visible for inferring the coupling coefficient
from region 1 to region 2 (bottom center plot). MDSI-h-VB (in blue)
recovers a bi-modal distribution, whereas the baseline collapses in
only the positive mode, thereby missing the correct negative coupling
(dashed line). In a downstream analysis, the baseline would spuriously
output the existence of a weak positive coupling 1 — 2 with strong
confidence. In contrast, MDSI-h-VB would also output the possibility
of a negative 1 — 2 coupling and show that inferring the sign of the
1 — 2 coupling remains inconclusive. . . .. ... ... ... .....
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9.6

9.7

9.8

Effect of mode collapse on ground truth coupling posterior cover-
age We report the posterior log density over the off-diagonal ground
truth coupling coefficient values. MDSI-h-VB (left) has a superior cov-
erage of the ground truth. Baselines (middle and right) yield biased
estimation, which results statistically in lower ground truth coverage.
r-DCM (right) does not consider HRF variability, and hypothesizes the
default HRF for every region. Yet, the HRF does vary across regions in
this synthetic dataset. This results in biased r-DCM coupling estimation.
Misspecification of the HRF is identified by Frassle, Lomakina, et al.
(2017) as one of their method’s main limitations. However, naively
integrating the HRF variability also results in biased results, this time
because of mode collapse, as illustrated with the r-KL baseline (mid-
dle). Due to mode collapse, the r-KL baseline misses parts of the true
posterior’s support and (statistically) the ground truth coupling value.
Performance is averaged over 10 independent runs over the same coupling
matrix, across 20 networks. We report the log density over the ground
truth A off-diagonal coefficients (ignoring self-coupling). . . . . ... ..

Full-brain directed outflow outlines the r-Al as a driving hub in
working memory On the left: 2-back directed outflow analysis on 11
pre-selected regions. We use the same expert-selected regions as in Cai,
Ryali, et al. (2021). On the right: 2-back full-brain directed outflow. The
r-Al is hypothesized to be a driving region in the 11-regions analysis
(blue rectangle). The full-brain analysis confirms this analysis: the r-Al
(blue arrow) appears as a hot spot of the directed outflow. Error bars in
the 11 regions case represent the standard error across subjects. Only the
mean outflow is represented in the full brain case. . . . . .. ... ...

Task classification using directional coupling and correlation Con-
fusion matrices for task classification (baseline, 0-back or 2-back).
Directional coupling (on the left) appears more task-specific than corre-
lation (on the right). Performance averaged across a 10-fold population
bootstraps. We report the average confusion across folds, the average
accuracy, and the standard deviation of the accuracy across folds.

List of Figures

. 159



9.9

9.10

9.11

Intraclass correlation coefficient (ICC) using directional coupling
and correlation On the top: inter-session stability using the coupling
as feature. On the bottom, inter-session stability using the correlation.
The directional coupling is akin to a partial correlation and is more
technically involved to derive. This results in noisier estimates and
lower inter-session stability. ICC computed across 2 measurement ses-
sions, for 737 subjects. We report the ICC distribution across the 60,000
coupling/correlation coefficients. . . . . . . . . ... .. ... 161

The r-Al drives the default mode network through the frontopari-
etal network We average the 2-back directional coupling coefficients
across major networks (Thomas Yeo et al., 2011). We then perform a
betweenness analysis, testing for networks with an indirect coupling —
"hopping" through other regions— stronger than a direct coupling. This
analysis confirms a strong influence of the r-Al over the default mode
network, mediated by the frontoparietal network (Cai, Ryali, et al.,
2021). The directional coupling unveils complex functional pathways
that would be missed using the correlation. . .. ... ......... 163

Directional coupling confirms known functional networks, while
unveiling the finer role of regions as part of those networks On top:
functional networks obtained by hierarchically clustering the directional
coupling matrix. On the bottom: Yeo 7 networks (Thomas Yeo et al.,
2011). Directional coupling yields similar major networks, with main
differences located on the temporal lobes and in the frontoparietal
network (in yellow). Both clusterings over the Brainnetome parcels
have a Fowlkes-Maslow score of 0.47. Using directional coupling, it
is possible to unveil the precise role of sub-regions as part of those
macroscopic networks. Note: the directional coupling networks also
have strong similarities with the population parcellation from Figure 7.3. 164
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9.12 Directional coupling yields superior cognitive/behavioral scores

10.1

prediction We predict the cognitive/behavioral scores of held-out sub-
jects, either using the directional coupling or the correlation as feature.
We use compare over the same reference 13 scores as in Table 7.1.
Correlation yields a similar performance (0.16) as the baselines in Ta-
ble 7.1 (Kong, J. Li, et al., 2019; Kong, Q. Yang, et al., 2021; Calhoun
and Adali, 2012; E. M. Gordon et al., 2017; Danhong Wang et al.,
2015; Rouillard, Bris, et al., 2023). In contrast, directional coupling
yields a +0.9 increased correlation. Reported accuracy is the correla-
tion of the predicted scores with the true score. Performance averaged
across 10 independent 20-fold cross-validations. We report the distribution
of the performance across the independent cross-validations. Statistical
confidence is measured via t-tests with Bonferroni correction. . . . . . .

Faithful graph inversion induces horizontal dependencies (Webb
et al., 2018) On the left, we illustrate a graph template and the cor-
responding parameter ground graph. On the right, we illustrate the
faithful inversion of the graph template, and of the ground graph. Red
arrows indicate the dependencies covered by a "naive" template inver-
sion. The blue dashed arrows indicate the required dependencies that
would be missed by template inversion. . ... ... ..........
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Effect of the approximation gap Differences in ELBO directly translate
differences in r-KL to the ground truth posterior —see Section 3.3.3. NF-
based methods (CF and ADAVI) get closer to the ground truth posterior
than a less expressive density approximator (a Gaussian). Performance

is averaged over 20 generative model samples, 20 random seeds per sample.

Individual probabilistic parcellation predicts a subject’s cognition
and behavior We can use the subject parcellations as features for a
cognitive score prediction task. The table shows the mean predictive ac-
curacy across 13 cognitive measures, including memory, pronunciation,
processing speed or spatial orientation. The baseline methods scores
are reproduced from Kong, J. Li, et al. (2019)’s implementation. Our
method produces individual maps that are predictive of the subject’s
cognitive ability. Reported accuracy is the correlation of the predicted
scores with the true score. Performance is averaged over 1,000 subjects
in our method, versus only 881 in the implementation from Kong, J. Li,
et al. (2019). This can in part explain our higher performance, as per the
learning curve featured in Section 7.3.3 . . . . . . ... ... ..

Physiological synthetic model: connection detection area under the
curve (AUC) We use the inferred off-diagonal coupling matrix A mean
coefficient as data. We compute the t-score of the data across subjects
and feed the score to a binary classifier. We report the AUC of the
classifier. Note that this dataset does not feature any variability in the
HRF. This implies that the performance of MDSI-h-VB is competitive
with the one of r-DCM even in the default HRF case, where MDSI-h-VB’s
marginalization of the HRF is an over-parametrization. . . ... ...

96

223






	Contents
	 Introduction
	I Background
	1 Neuroscience and Neuroimaging
	1.1 Non-invasive measurements: study the in-vivo brain
	1.2 Functional MRI (fMRI): a proxy to neural activity
	1.3 Diffusion MRI (dMRI): a proxy to brain microstructure
	1.4 Major hurdles in Neuroimaging: uncertainty and large scale

	2 Hierarchical modeling: combining the information
	2.1 Hierarchical Bayesian Modeling (HBM)
	2.1.1 Random Variables and distributions
	2.1.2 Hierarchical models and plates

	2.2 Hierarchical modeling in medicine and neuroscience
	2.2.1 Hierarchical modeling in medicine and neuroimaging
	2.2.2 Frequentist and Bayesian statistics: the right tool for each job
	2.2.3 Hierarchical Bayesian Models as generative, non-parametric, large-scale models


	3 Statistical inference: dealing with uncertainty
	3.1 The Bayesian inference formalism
	3.2 Approximate inference and Markov Chain Monte Carlo (MCMC)
	3.3 Variational Inference (VI): an optimization take on approximate inference
	3.3.1 The variational family and the approximation gap
	3.3.2 Inference amortization, and the amortization gap
	3.3.3 Distribution divergences as optimization losses
	3.3.4 VI in the machine learning era

	3.4 Hurdles in statistical inference
	3.4.1 Distribution complexity: multi-modality and heavy tails
	3.4.2 High dimensionality
	3.4.3 Technical mastery and automatic inference


	 Part conclusion

	II Modern trends in inference
	4 simulation-based inference (SBI)
	4.1 normalizing flows (NFs): powerful density approximators
	4.1.1 General definition
	4.1.2 An example NF: the masked autoregressive flow (MAF)
	4.1.3 Using normalizing flows (NFs) as conditional density approximators

	4.2 Inference using distribution surrogates
	4.2.1 simulation-based inference (SBI): a general definition
	4.2.2 neural posterior estimation (NPE) and neural likelihood estimation (NLE)

	4.3 "VI is biased": revisiting a statistician's idiom

	5 Large-scale inference
	5.1 Shortcomings of SBI in high dimensions
	5.1.1 Shortcomings of NF: the necessity to exploit structure in inference
	5.1.2 Shortcomings of the f-KL: amortization and ease of optimization

	5.2 Leveraging causal structure in VI
	5.2.1 Conditional dependencies modeled in the variational family
	5.2.2 Training over a subsample of the model's graph


	 Part conclusion

	III Contributions
	6 Methodological contributions: expressive and scalable structured automatic VI
	6.1 Leveraging NF into structured VI
	6.1.1 Background notations: HBM templates
	6.1.2 Plate amortization: leveraging the encoding/NF couple in structured VI

	6.2 Combining plate amortization with SVI to speed up inference
	6.2.1 Generic structured stochastic training scheme
	6.2.2 Stochastic training and shared learning
	6.2.3 Encoding schemes
	6.2.4 Stochastic training and bias

	6.3 Experimental results
	6.3.1 Illustration of the approximation gap
	6.3.2 Plate amortization speeds up convergence during stochastic training
	6.3.3 Designing scalable variational families

	6.4 Other results and discussion points
	6.5 Summary of contributions

	7 Application: individual parcellation of the human cortex
	7.1 Application context
	7.1.1 Neuroimaging-based parcellations
	7.1.2 Transfer Learning in fMRI

	7.2 Individual parcellation of the human cortex through hierarchical modeling and AVI
	7.2.1 Preprocessing: extracting vertex-level connectivity fingerprints
	7.2.2 Modeling and inference: high-dimensional mixture with hierarchical vertex labeling

	7.3 Applications in large-scale fMRI
	7.3.1 Fullcortex parcellation over 1,000 subjects from the HCP (P model)
	7.3.2 Out-of-sample cognition and behavior prediction based on the probabilistic parcellation (P model)
	7.3.3 Extension: Bayesian transfer learning yields more informative parcellation in the small-sample regime (P&C model)
	7.3.4 Preliminary: robustifying individual parcellations (P&C model)

	7.4 Summary of contributions

	8 Application: reducing uncertainty in tissue microstructure estimation via hierarchical modeling
	8.1 Tissue microstructure estimation
	8.2 Hierarchical -GUIDE: combining SBI, hierarchical modeling and PAVI
	8.2.1 -GUIDE: learning an independent-case posterior surrogate
	8.2.2 Switching to a hierarchical mixture prior
	8.2.3 Inference using PAVI

	8.3 Results: joint tissue parcellation and reduced-uncertainty inference
	8.3.1 Synthetic experiment validation
	8.3.2 Application to a healthy subject
	8.3.3 Application to a subject with epilepsy

	8.4 Summary of contributions

	9 Application: reliable large-scale directional coupling estimation in fMRI
	9.1 Functional connectivity, and directional coupling estimation
	9.2 MDSI using hybrid variational Bayes (MDSI-h-VB): reliable large-scale estimation of directional coupling
	9.2.1 The multivariate dynamical system (MDS) model
	9.2.2 Problem statement: directional coupling inference from the BOLD signal
	9.2.3 Hybrid Variational Bayes: leveraging a plate-amortized f-KL-trained estimator to prevent mode collapse in a scalable r-KL inference

	9.3 Results: from synthetic results to full-brain directional coupling estimation
	9.3.1 Synthetic example: avoiding mode collapse
	9.3.2 Mode collapse in practice: effect on ground truth coupling coverage
	9.3.3 Application on a neurophysiological synthetic dataset: connection detection
	9.3.4 Full-brain directional coupling estimation in human working memory
	9.3.5 Full-brain directional coupling estimation in human resting state

	9.4 Summary of contributions

	 Part conclusion

	IV Open questions
	10 Discussion: large-scale hierarchical Bayesian inference
	10.1 Leveraging the f-KL in large-scale AVI
	10.2 Leveraging Bayesian theory in downstream analysis
	10.3 HBM as parametric generative models
	10.4 Towards AVI


	 Thesis conclusion
	 Acronyms
	 Summary of publications (published and in preparation)
	Bibliography


