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Abstract

Targeted Drug Delivery, using acoustic cavitation of coated microbubbles (MB), is currently
a significant area of research in medicinal biology. Due to the multifaceted nature of the
phenomena involved, numerical modeling of targeted drug delivery is a complex task. This
thesis primarily focuses on the implementation of immersed boundary methods (along with front
tracking methods) to capture compressible multiphase flows and fluid-structure interactions
between fluids and thin elastic capillary walls. These models are essential for simulating
drug delivery. The immersed boundary method is applied within a cell-based adaptive mesh
refinement framework.

Additionally, this thesis delves into addressing the challenges associated with scalable
models for adaptive mesh refinement (AMR)-based immersed boundary methods. Partition of
the Eulerian Mesh aiming for optimized communication among parallel processors in solvers
that use both Lagrangian Surface Mesh and AMR-based Eulerian mesh is challenging because of
the different types of communication involved ( Lagrangian to Eulerian, Eulerian to Lagrangian,
Lagrangian to Lagrangian) and also due to the adaptive nature of the Eulerian Mesh. The thesis
proposes a partition of Lagrangian mesh such a way that each processor owns the local vertices
of the mesh and maintains a ghost layer of elements and vertices, which ensures all the local
vertices have their valence vertices, edges, and elements either in the local partition or the
ghost layer. This kind of partitioning is optimal for communication but requires synchronized
algorithms for operations involving front regridding and front topology operations.

The compressible multiphase flow solver, implemented using front tracking, extends the
Volume-of-Fluid (VoF)-based All-Mach solver developed by Fuster and Popinet 2018, which
handles compressibility of both fluids and surface tension effects.
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Résumé

Administration ciblée de médicaments, utilisant la cavitation acoustique de microbulles en-
robées , constitue actuellement un domaine de recherche important en biologie médicale.
En raison de caractere multiforme des phénomenes mis en jeu, modélisation numérique des
phénomenes ciblés 1’administration de médicaments est une tiche complexe. Cette these se
concentre principalement sur mise en ceuvre de méthodes de frontieres immergées (ainsi que
de méthodes de suivi de interface) pour capturer les écoulements multiphasiques compressibles
et les interactions fluide-structure entre les fluides et les fines parois capillaires élastiques. Ces
modeles sont indispensables pour simuler I’administration de médicaments. La méthode des
limites immergées est appliquée dans un cadre de raffinement de maillage adaptatif basé sur les
cellules.

De plus, cette these se penche sur les défis associés avec des modeles évolutifs pour le
raffinement adaptatif du maillage (AMR) immergé méthodes de fronticre. Partition du maillage
eulérien visant une communication optimisée parmi les processeurs paralleles dans les solveurs
qui utilisent a la fois le maillage de surface lagrangien et Le maillage eulérien basé sur TAMR
est un défi en raison des différents types de communication impliquée (Lagrangien a Eulérien,
Eulérien a Lagrangien, Lagrangien a Lagrangien) et également en raison de la nature adaptative
du maillage eulérien. La thése propose une partition du maillage lagrangien de telle sorte que
chaque processeur possede les sommets locaux du maillage et maintient une couche fantome
d’éléments et les sommets, ce qui garantit que tous les sommets locaux ont leurs sommets
de valence, bords et éléments soit dans la partition locale, soit dans la couche fantome. Cette
sorte du partitionnement est optimal pour la communication mais nécessite une synchronisation
algorithmes pour les opérations impliquant des opérations de remaillage frontal et de topologie
frontale.

Le solveur d’écoulement multiphasique compressible, implémenté a 1’aide du suivi frontal,
étend le Solveur All-Mach basé sur le volume de fluide (VoF) développé par Fuster et Popinet,
qui geére la compressibilité des fluides et les effets de tension superficielle.
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Chapter 1

Introduction

1.1 Motivation

The acoustic response of microbubbles is one of the most researched scientific topics, which
has found many applications in science and medicinal biology, including ultrasound diagnosis,
lithotripsy (breaking down of the kidney stones), etc. One such noteworthy application is the
Targeted drug delivery [1] (Fig:1.1) using acoustic cavitation, where the response of coated
bubbles can be used to enhance the intake of medicine near the targeted tissues of the body.
One such application, as hypothesized, is in the cancer treatment where the medicine is the
chemotherapeutic medicine and the target is the cancerous tissues. In this treatment, we use
monodisperse microbubbles, which are stabilized by lipid coating, are injected and transported
to the target site and, with the help of guided ultrasound microbubbles are notified, and their
response is used to increase the intake of medicine by the mechanism called as sonoporation
(or creating pores using ultrasound) where the porosity of the epithelial walls (of the blood
capillaries which feed the cancerous tissues) are increased.

. Tissue
I Blood matrix
<<( Focused ultrasound
@ Epethlial cell
Target medicine
Q Oscillating Microbubble

Figure 1.1: The capillary blood vessels that feed the target tissues are fed with target medicine and
microbubbles. The microbubbles are insonified with high-intensity focused ultrasound (HIFU). The
ultrasound cavitating bubble changes the porosity of the one-cell thick epithelial coating, which increases
the intake of target medicine.

1.1.1 Numerical Modelling

Numerical modeling of the above-discussed problem is challenging because of the multiphysics
nature of the problem (Fig:1.2). The model requires the implementation of compressible
multiphase flow and fluid-structure interaction in the problem. The motivation of this thesis is to
develop a general platform for the simulation of cavitation of microbubbles inside blood vessels.
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The model employs an Eulerian-Lagrangian framework to capture compressible multiphase flow
using the front tracking method [2] and interaction of the fluid with the thin microvessel using
immersed boundary method [3].

1.2 Literature

Acoustic Cavitation: Cavitation is the physical phenomena of formation (and collapse) of a
“cavity’ in a varying pressure flow, which in its broader sense includes boiling and pressure
cavitation. Acoustic cavitation is a general term involving the response of a bubble or cloud
of bubbles to an acoustic field. Rayleigh [4] gave the first mathematical analysis for cavitation,
where he considered the collapse of a spherical cavity in an infinite liquid.

Compressible Flow Fluid Structure Interaction

(- )
EDED ) @S.j{. )

%2 il gx SRS EEES

Multiphase flow Coated Bubble

Figure 1.2: The objective of this thesis is to capture multiple physical phenomena involved in acoustic
cavitation of microbubbles inside blood vessels.

In stable acoustic cavitation, microbubbles oscillate around an equilibrium size when a
time-varying (commonly sinusoidal) pressure perturbation is applied [5].High echo amplitude
of microbubble ultrasound contrast agents make them a useful agent for detecting blood vessels
using ultrasound imaging. These microbubbles which have diameter 2pm to 5pm, unlike RBC
and other blood particles have a large contrast of echogenicity (ability to reflect ultrasound)
compared to the blood plasma, and makes them a prime choice as a contrast agent [6]. Mi-
crobubble UCAs are comprised of gaseous bubbles with an outer shell for the stability of the
bubble. Their size makes them ideal for transporting through micro-sized blood capillaries[6].
Besides their use as a contrast agent, microbubbles has been investigated for its application in
drug and gene delivery [7].

The oscillation of microbubbles increases the transmural pressure through the blood vessel
and vessel wall permeability [8].Increasing the amplitude of acoustic pressure increases the
bubble’s nonlinear response and the blood vessel’s circumferential stress [8].

The study of the fragmentation of delivery vehicles (encapsulated bubbles) is important
in achieving the localization of delivery wherever intended [8].[]JOne mechanism is using the
violent bubble collapse that ruptures the microvessel and (obvious) permeability to the tissue
interstitial space [9]. has shown how the dispersion of RBCs and polymer microspheres
(=~ 500nm) into the target tissues can be achieved by transient acoustic cavitation [9] [10]. In
inertial cavitation of microbubbles, immediate neighbors to the vessel wall are destroyed, and
there is diffusion of medicine (some test uses fluorescent molecules -calcein) at mid-distance
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from the cavitation collapse center [11] [12]. Identified these two length scales as killing radius
(approximate radius from the collapse center in which the cells are destroyed) and blast radius
(the average radius from the collapse center upto which there is reversible permeation of calcine,
the target medicine used in the study and beyond which the cells are unaffected [13]. shown
that, ~ 500k H z ultrasound applied to a 4.5m microbubble at a distance of ~ 10 — 20um
away from a mono-layered planar membrane that separates a half-space filled with tissue and
undergoes inertial cavitation can produce sonopore of daimeter ~ 20um.

[14]. have shown that thrombolysis using recombinant tissue plasminogen activator (rt-PA)
is more effective for frequencies that correspond to stable cavitation compared to larger frequen-
cies that result in inertial cavitation. [15] Showed a strong correlation between subharmonic
emission during stable cavitation in microbubble-enhanced rt-PA thrombolysis

Immersed Boundary Method: The immersed boundary method (IBM) is a monolithic
approach for the formulation of fluid-structure interaction of thin elastic membranes with fluid.
Peskin [16] originally formulated IBM to simulate the flow of incompressible fluid through a
channel which is attached to elastic membranes representing the flow of blood through heart
valves. IBM uses governing equations in both Eulerian and Lagrangian frameworks which
are discretized, respectively on Eulerian and Lagrangian meshes, and the formulation involves
interpolation between the meshes using discrete delta function [3].

Multiphase flows: DNS simulation of multiphase flows is primarily classified into interface
capturing and interface tracking methods. In the interface capturing method, a discrete Eulerian
variable implicitly captures an interface. Two of the most common interface capturing methods
are volume of fluid (VoF) method and Level Set (LS) method.

The VoF method, introduced by Hirt and Nichols [17], uses void fraction (fraction of volume
occupied by one of the fluids called as reference fluid), and the integration of conservative
transport the equation can be formulated to conserve the volume fraction as in the case of
geometric VoF ([18]). In geometric VOF, the interface is represented by a locally reconstructed
interface, and a better representation of it can be using piecewise linear interface calculation
(PLIC) [19], [20], [21]. The advection of void fraction inherently takes care of the topology
modifications. It is advantageous as it reduces the computational complexity but appears to
be the source of numerous numerical (non-physical) droplets during simulations involving
breakups and atomizations. In the level set method [22] [23], the signed distance function is
used to capture the interface. LS requires reinitialization to correct the distance function after
advection. LS doesn’t guarantee mass conservation like VoF, which gave rise to methods like
couple LS-VoF (CLSVOF) [24] designed to take advantage of both methods.

The front-tracking method, which falls under the class of interface-tracking multiphase flow
solvers explicitly track marker points on the interface. The method, first developed by Unverdi
and Tryggvasson [2], is an extension of Peskin’s immersed boundary method [3]. The interface
is comprised of discrete oriented patches called front elements whose vertices are the marker
points. The front-tracking method gives the advantage of a sharp interface representation and an
accurate evaluation of surface derivatives, and it avoids automatic topology changes. However,
additional programming design is required for the maintenance of surface mesh and routines for
front regridding (also called surface remeshing), front topology changes, and intergrid (between
Eulerian and Lagrangian grids) communication.

Parallel Front Tracking: Parallelization of Eulerian-Lagrangian methods, like the FT
method, is more challenging than an Eulerian method like VOF because of the two meshes
involved. So, the algorithm is required to parallelize the routines on the meshes simultaneously
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and reduce the communication required between the meshes. Many of the earlier parallel
solvers ([25] [26]) were not developed for the scalability of Lagrangian meshes. [27] that
employs a heuristic partition algorithm for the partition of both the unstructured AMR grid and
the surface mesh achieves scalability for only a few processors. [28] uses two different schemes
to parallelize the simulation of bubbly flows in a uniform mesh.

1.3 UCOM-ITN

This thesis is fully funded by the European Union under the MSCA-ITN grant (grant agreement
number 813766). This project, named Ultrasound Cavitation in sOft Matter (UCOM), has
facilitated 15 Ph.D. theses, including this.

1.4 Thesis Outline

Apart from this introduction chapter, the thesis has chapters on
(i) general implementation of the Eulerian-Lagrangian method,
(ii) parallel strategies on implementation aimed at good scalability,
(iii) balanced implementation of front tracking method,
(iv) compressible multiphase flow solver using front tracking method,
(v) axisymmetric simulation of bubble oscillation inside the blood vessel,
(vi) conclusion of chapters, and
(vii) appendix.

The solver discussed in this thesis is implemented in the open code platform basilisk [29].
Basilisk [29], a PDE solver that uses a cell-based adaptive mesh refinement (AMR) Eulerian grid
is highly scalable in parallel computing (Fig:4.10). The code is available in https://github.
com/basilkottilingal/FT2D and http://basilisk. fr/sandbox/AhmedBasil/
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Figure 1.3: Weak Scalability of Eulerian grid (AMR) in basilisk [29].
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Chapter 2

Simulation of Fluid Flows with Moving
Interfaces and Membranes

2.1 Introduction

Immersed boundary (IB) methods are a general class of continuum solvers [3], like, immersed
boundary method (IBM) developed by Peskin to study fluid structure interaction (FSI) problems
involving flow interaction with thin membranes and front tracking method developed by [2] to
study multiphase flows, that uses a Lagrangian Mesh representing a thin elastic structure [30],
fluid-fluid interface [2], a shock interface [31], etc, which is immersed in an Eulerian grid.
These kinds of solvers aim to solve a unified set of partial differential equations for the entire
Eulerian grid with some of these equations involving source terms at the interface, for example,
surface tension in the momentum equation in the case of front tracking. They come under the
general class of Eulerian-Lagrangian methods and might be mentioned in future references.

Vgw 55 ) &
g\ <D
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(a) (b)

Figure 2.1: Two types of immersed interfaces: (a) fluid-fluid interface: An closed oriented surface
composed of small oriented patches that represent a fluid-fluid interface. (b) thin solid membrane: The
surface of red blood cell is considered as a membrane of zero thickness which is represented here. In

both cases, the surface mesh is immersed in an Eulerian grid.

This chapter discusses the implementation of the following computational methods

1. Multiphase flow method using front tracking method

5
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2. Fluid Structure of thin membrane using immersed fibers.
Most of the definitions and implementations explained in this chapter are general for both the
solvers (unless specifically mentioned) and aims at the scalability of these methods in parallel
computing.

2.2 Representation and Discretisation of Eulerian and La-
grangian Domains

The governing equations of the fluid flow problem are defined in the Eulerian framework for all
the points in the computational space €2 and in the Lagrangian framework for all the points on
the interface I'. 2 a finite subset of the Euclidian space R” (where dimension D = 2 or D = 3)
and let’s represents the orthonormal vectors of R” as {"&;} where d € Np. In this thesis, the
computational space is discretized using a cell-based adpative mesh refinement (AMR) grid
and the solution are sought a discrete set of Eulerian points which are the centroids of grid
cells (control volumes in the AMR grid) using the finite volume method. Refer section:2.4 for
further details.

A (D — 1)-dimensional manifold that represents an interface or membrane in R” are defined
here.

2.2.1 Fluid Structure Interfaction using Immersed Fibers

A computational domain 2 C R” is composed of a fluid which is interacting with a thin solid
membrane of 0 thickness. The thin structure is represented by a surface, I'(f) C €2, which
may not be necessarily closed. The infinitesimally thick membrane I'(¢) is a regular surface (at
any time ¢ > 0) in the Euclidian space R?* with every point of I'(#) has an open neighborhood
U C TI'(t) for which there is an open subset V' of R? and a time-dependent homomorphism
M,(r,s) : V' — U such that the map M, is C*° smooth and for each point (r,s) € V' and any
given time ¢ € [0, T, the two partial derivatives ‘98]% and agft are linearly independent. If we
take V' C R? as the set of global parameters (r, s), then for any time ¢ € [0,7] C Rx, the

coordinates of each Lagrangian material point «° of the membrane can be considered as the
mapping

x’(r,s,t) : V x [0, 7] — (1), (2.1)

which is represented in Fig:2.2.
Membrane Energy and Force Density

The elastic energy of the membrane at any time is the functional E[x*(-, -, ¢)] which depends
on the whole set of points on the membrane and their geometric information. The membrane

. ) . . oxs, Oz o3
elastic energy functional Et can be written in the form Fr(t) = g(5, g;‘, %, oy T, %,
o3 oxs , .
SE, . xh, ) where @8 = x°(ra,sa,t), FA = %(T’A7SA,25) (and similarly for other

derivatives) and {x%, %, ..} = ['(¢) is the collection of points on the interface. Er depends on

the configuration of the membrane and can be written as the integral of elastic energy density
E(x®) as

Elx®(-,-,t)] = /F(t) E(x®)dA = /Vé’(r,s,t)drds (2.2)

Even though the local energy density depends on the configuration I'(¢) usually, it is a func-
tion that depends on the local deformation (w.r.t it’s initial configuration) and independent of
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translation which gives £(z*) = (L x*(r, s,t), Za*(r, s,t), %-’Bs(r’ i)
r+ Ar ( L 5/) ,/\\ _/1125(7” 5( U)\\
r \ ——
r— Ar ‘ \“F(O) \/
I+
) o (b) T'(0)
(a) V

Figure 2.2: (a) Any Lagrangian membrane point can be uniquely represented by (1’,s’) € V and is
mapped to it’s coordinate (b) in the initial configuration, I'(t = 0) x*(r’, s’, 0) and it’s (¢) configuration
['(t) at an arbitray time ¢ > 0. Here, the membrane is a representation of a cylinder, and every point on
it is represented by a unique parametric tuple.

If the configuration x*(-,-, ) is perturbed by px*(-, -, t) it produces a perturbation in the
elastic energy of the membrane by o Fr given by

oF = / —F(r,s,t) - px*(r, s, t)drds = / —F(x°) - pa°dA, (2.3)
A% r

where F(r, s,t) is the force density at (7, s) € V from the virtual perturbation of the configu-
ration and F(z*) = F(r,s,t) /[ 2= x 22|

_ Elx(., .t
F(r,s,t)drds = —M.
oxs(r, s, t)

(2.4)

Representation of membrane by continuous collection of fibers and energy functional are
discussed in chapter:6.

2.2.2 Multiphase flow using Front Tracking

A computational domain 2 C R” where D € {2, 3} is the dimension of Eulerian space. The
computational domain is composed of two immiscible fluids that do not undergo any phase
change. The fluids, represented as fluid — 0 and fluid — 1 occupies respectively €2, (¢) and
21 (t) which are separated by a deforming fluid-fluid interface I'(¢). I'(¢) is an closed oriented
surface in RP~1, T'(¢), Qo(t) and O, (¢) satisfies

D (t) N (t) =I'(t) (2.6)

Immiscibility and no phase change condition gives the condition [[u]lr = O where [[u]]r
represents the velocity jump difference at the interface.

Similar to the definition of membrane in section Sec:2.2.1, a fluid-fluid interface I'(¢) is as
a smooth regular surface, which is also closed and oriented. Unlike the immersed membrane
method, we do not maintain any global mapping x*(r, s,t) : V x [0,T] — T, as any arbitrary
local parametrization M (r,s) : V +— U C T' (with % and 2 are linearly independent) can
be used to for calculating force density F'(x*).
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Interface Representation

In front-tracking method, the interface is represented by marker points that lies on the
interface and the subdomains corresponding to the fluid components can be derived from the
interface. Given an oriented surface I', you can always obtain (), and (2, that satisfies Eq:2.5
and Eq:2.6

n ny Y n FT/IBM n
Qo(t"), ("), { f(ae)}" ——T(t")

where { f(zx.)}" is the set of values of void fraction (the fractional volume occupied by
reference fluid in a control volume) in each cell of the tree 7 (¢"). There are some sections in
the thesis that also uses other multiphase flow schemes, like volume of fluid (VOF) in 5.2.4,
which unlike IB methods, uses void fraction, The interface and the fluid domains can be derived
from the void fraction

Qo(t"), (), T(t") <= {" f(z.)}"
Surface Tension

The surface energy density for a fluid-fluid interface with surface tension o(x*) is simply

E(x®) = o(x*) (and E(r, s) = o(r,s)[| % x %

local to x*(r, s)). We can simplify the force density as

where (r, s) is an arbitrary parametrisation

F(z*) ;== or(z’)n(x®) + k(x*) Vo (x?), (2.7)

where the last term is zero in the case of constant surface tension. Using Eq:2.7 in momentum
conservation equation for an arbitrary control volume containing interface yields the stress jump
condition at the interface, given as,

[=pI + T]lr - n = okn + KV 0, (2.8)

where 7 is the viscous stress. Refer [32] for the details of the derivation of Eq:2.8.

Discretization of the fluid interface is done using a oriented triangular surface mesh and
is discussed in detail in Section:2.5. Detailed implementation of the front tracking method is
discussed in chapter:4 and chapter:5.

2.3 Governing Equations

Given an interface/membrane of zero thickness immersed in a fluid [33] [3], the governing
equation that corresponds to the fluid in the Eulerian frame (V (x,t) € Q x [0,7] ) and
membrane/interface in the Lagrangian frame (V «® € I['(¢) ) can be collectively written as

V-u=0 VeeQ, t>0 (2.9)
p(aa—’l;—i—u-Vu):—Vp—l—uAu—i—f VeeQ,t>0 (2.10)
flz,t) = /(5(:1; — ) F(x®)dA VeeQ, t>0 (2.11)

r

where the membrane force is given by,
pE

px?

FdA = —

Vo' e T(t), t >0 (2.12)
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and the membrane advects,

%ws = /Qu(w)é(m —x*)dV Vel eI'(t), t >0 (2.13)
where p and p are, respectively, the fluid density and viscosity, F' is the membrane/interface
force (per unit surface area), F[x®(-,-,t)] is the elastic potential energy functional or surface
energy of the topology set I'(¢) which depends on the configuration I'(¢) and g—i is the Frechet
derivative of the functional £, f(x,t) is the interface force (per unit volume) imparted by the
interface/membrane on the fluid. In the case of the front-tracking method for multiphase flows
or in the case of fluid-structure interaction of a closed membrane that separates two distinct
fluids (ex, capsule), the fluid properties are averaged properties that are found by a heaviside
or indicator functions. In the case of IBM, the force density equation in Eulerian coordinate
(Eq:2.11) can also be written as an integral over V' (Eq:2.1)

flx,t) = / §(x(r,s,t) — x*)F(r,s,t)drds VeeQ, t>0 (2.14)
v

2.4 Cell-Based AMR Grid

The discretization of Eulerian computational space using a tree, is called as tree-based adaptive
mesh refinement (AMR) in the literature [34] [35]. In computational fluid dynamics, or rather
computational continuum mechanics, in general, a hierarchical tree is used to discretize the
continuous computational space where we know apriori that solution of at least one of the
interested primary variables, say ¢, has spatial frequencies of different order of magnitudes. A
tree-based grid allows to have control volume (associated with cells) of different dimensions
that allow to capture the above mentioned varying spatial frequencies of the solutions without
discretizing the entire computational space to the maximum refinement level. This allows us
to optimize the computational load (CPU or GPU load), memory (RAM) requirements and
thus, the computational time involved in solving discretized equations. For example, in direct
numerical simulations (DNS) and large eddy simulations (LES) of turbulence flows, we can use
AMR grids to capture eddies of length scales starting from the Kolmogorov scale to the largest
eddy involved in the problem.

+

PH TR Wy S TR T Em BT P D WD D D O T

Figure 2.3: Discretisation of computational domain in R3using AMR grid: The hierarchical structure
of the grid discretization of a 3D computational domain using an octree, 7. The leaf-cells and internal
-cells are marked in red and blue color respectively.
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2.4.1 Tree: Quadtrees and Octrees

A tree , quadtrees (for D = 2) or octrees (for D = 3), is a hierarchical graph used to discretize
computational domains as in Fig:2.5 and Fig:2.4 which will be mentioned as tree in general.
The nodes of the graph are called cells . Every internal node has 2% children nodes called as
children . So every internal node is the (only) parent to 222 children. A node or a cell of the tree
is represented by the index c. Every cell ¢ has an associated control volume €2, C (). Terminal
nodes or the cells with no children are called leaves (leaf in singular). The root node has the
associated control volume () itself, i.e if ¢ is the root node then €. = €2 and for every other
nodes Q. C Q. The index-set { ¢} =C C C.

L 122
LT R
(a) (b) (c) (d)

Figure 2.4: (a) A tree T in 2D (quadtree), (b) Hierarchical Structure of the 7~ shows how an internal-cell
(in blue) is connected to 4 of its children . (c) The parent-tree , T T is comprised of leaves L (@) ,
internal-cells P (m) and halo-cells H (m); (d) Traversing through the T~ using the Morton curve.

Tree as a Directed Hypergraph

A tree, T, can be defined as a directed graph ' ‘T := (C, E7) where the index-set (or the
set of cells ), C, is the set of vertices of the graph and the set £ := { (p.,c)} is the set of
directed edges of the graph with each edge is an ordered pair of a parent and a child cell .

The index-set comprises of the cells (or indices or nodes ) of a tree which can be represented
as a tuple, (7,7,) in 2D or (i, 7, k,l) in 3D, where ¢, j and k are spatial index of the cell
corresponding to each dimension of R? and [ represent the refinement level of cell. Refinement
level of a cell written as 1level(c) is the natural number [, | € Ngepen(7)41 is an indicator of
how small the control volume of c¢ is with respect to that of the computational domain. So, the
tuplet is used interchangeably with ¢ to identify a cell i.e. ¢ := (4,7,1) or ¢ := (i, j, k,l). The
index-set of the tree (C) is a subset of the full-index-set (C) which corresponds to a saturated
tree. 2 If there is maxlevel that satisfies depth(7") < maxlevel (given any moment), then
the full-index-set can be written as C := {(i,7,k,1) | i,j,k € Ny V0 <[ < maxlevel}
Internal Cells and Leaf Cells

An internal-cell is a cell which has 2 children and it’s set, internal-cells , is given by
P :={p.| (p.,c) € E7}. Aleaf-cell is a cell which does not have any children , and it is set

IA hypergraph , H := (V, E), is constructed out of a set of graph vertices/nodes (v; € V') and a set of connec-
tions among the vertices called as hyperedges/nets e; C E'Ve; € E. The hypergraphisagraphif|e;| = 2Ve; € E
and a graph is a directed graph if all the edges are directed (ordered set of two vertices) (E = {e; := (vi,, v4,)})-

2A saturated tree, T a2, is a tree with all its leaf-cells are at the maxlevel set by the user. So a tree T is
saturated if all the leaf-cells , ¢ = (4, j, k, [) € L are at the maxlevel , | = maxlevel(T).
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can be defined as leaves £ := {c | (p,c) € E7} \ P. The sets of leaves , £, and internal-cells
, P, are mutually exclusive and collectively exhaustive partition of C.
Root cell

The root cell, ¢o(T") is the only cell with no parent, i.e {¢o} = P \ {c| (pe,¢) € E7}.
Halo Cells and Parent Tree

In order to do interpolations of variables in a discretized equation, we need cells in the neigh-
borhood which may be neither a leaf-cell nor an internal-cell. For a second-order interpolation
in 3D, this neighborhood is a 5 x 5 x 5 grid of cells centered around a leaf-cell. Cells in this
neighborhood of a leaf-cell which is neither a internal-cell nor a leaf-cell is called a halo-cell and
its set is called as halo-cells ,H. So at any the time step of the simulation, the algorithm main-
tains a superset of C called as all-cells which is defined as C* := HUPUL. The corresponding
tree is called as the parent-tree, which is the another directed graph 7+ := (C*, € f,r-)
Subsets of ’all-cells’ (C™")

L, the set of leaf-cells , P, the set of internal-cells and H,, the set of halo-cells are mutually
exclusive and collectively exhaustive subsets of C ™.

The parent of a cell, c € C* \ {c¢y}, is denoted by p.(c) or parent(c). The set of children
or daughters of an internal-cell is denoted by { d}..

(a)c € L(T) (b) {"n}F (c) {"n}e (d) {7}

Figure 2.5: (a) A cell ¢ in the leaves L of a quadtree 7. (b) cell-neighborhood {Un}j; (c) neighbors
{"n}e; and (d) contact neighbors { 7}, of the cell.

For every leaf-cell ,c € £, we define { n}} as the set of cells in the cell-neighborhood , we
define { n}. as the set of neighbors , and { 7}, as the set of contact-neighbors (leaf-cells that
share either a vertex or an edge or a face with c). Refer Fig:2.5 for illustration of these sets.

2.4.2 Control Volumes in an AMR grid

For simplifications, let’s take the computational domain as a unit cube in 3D such that
Q:={x R’ |z;€ [0,1]V i€{0,1,2}} (2.15)

Then the root cell ¢ = (0, 0, 0, 0) has associated volume €2 and for any cell (4, j, k, 1) of the tree we
have the control volume €2, with the its control surface 02, and its interior int(£2.) = €2\ 0€2..
For every cell ¢ = (i,5,k,1)in {"¢}",

o 3 i (i+1) J U+1 k (k+1)
C%CD = {('xO;mlamQ) eR ‘5150 € |:217 91 ;L1 € 2[7 9l , X3 € 21a 9l

(2.16)

i+1/2 j+1/2 k+1/2

e T (% 9 9

) 2.17)
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where x. is the barycenter of the control volume €).. The averaged are We can see the control
volume €2, C ) is another cube of edge dimension 1/2! smaller compared to the computational
domain. The maximum refinement level represented by [,,,, corresponding to the smallest
control cells is called as the dept/ of the tree . The smallest dimension 1/2m= is of the order
of smallest length scale that can be captured by a tree of depth [,,,4;.

2.4.3 Control Surfaces in an AMR grid

A face ,r, of a cell is the subset of the control surface 0f2. (which is a face/edge of the
cubic/square control volume) and at whose barycenter (face center), « -, we evaluate the average
integral of fluxes of conservative quantities and face normal component of velocity. For every
leaf-cell the set of control faces is given by { #}. (with [{ #}.| = 6in 3D or |[{ #}.| = 4 in
2D ) and the set of control faces of the tree is given by { 7} = {r € { F}. | c € L(T)}.

2.4.4 A Valid Tree

The graph 7 of an AMR tree that represents a discretized Eulerian grid if the set of leaf cells
of the tree satisfies

1. collectively exhaustive control volume, i.e., 2 = J €.
ceL

2. mutually exclusive interior of the control volume, i.e., for all ¢, ¢ € L (QC \
00:) N (2w \ Q) =0 <= ¢ # . The set Q. \ 0, is the set of interior points
of the control volume €2.. Two distinct leaves may share a face, an edge, or a vertex, or
nothing.

3. Apart from the above two general validity conditions of a tree, we also impose /:2
refinement criteria by which all the contact-neighbors of a leaf-cell cannot be too fine (at
a depth of 2 or more than that of the leaf-cell ).

Ve, d € Lwithe # ¢, QNQu#0 = 1-1"e{-1,0,1}

4. Moreover, from the point of view of computational limits, a user-defined maxlevel is
also imposed on the tree so that depth(7") < maxlevel(7 ) at all timestep.

2.4.5 Traverse through Tree

The traversal through the tree, in general, can be achieved using any kind of space filling curve
(SFC). A SFC, in its analytical sense, is a continuous surjective map f from a compact set
Z C R (for simplicity let’s take Z = [0,1] C R) to © and as you traverse from 0 to 1, the
mapping f cover the entirety of the computational space €2 i.e the image of mapping f(Z) = Q
[36] [37].For a smooth manifold €2, the mapping cannot be both continuous and bijective (Eugen
Netto 1879). In the discrete sense, we can define the SFC as a bijective map from Nz to the
leaves of the tree , L.

ZZNM‘ — L (2.18)

The inverse of the SFC is a scalar &, which maps from a leaf-cell to the z-curve index of
the leaf-cell . So as you traverse from 2 = 0 to z = Nz, the SFC mapping Z(z) traverses
through all the leaf-cells in the tree ( and correspondingly all points in the the control volume
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is covered). The map Z can be derived from the SFC for the corresponding saturated tree, Z
which is a bijective map from Ng, to the full-index-set C 3 Hilbert curve and Peano Curve [37]
are non-overlapping SFCs while Morton curve, even though doesn’t satisty locality preserving
condition, is the easiest to implement. Morton curve, which is implemented in Basilisk [29], is
discussed in the Appendix:A.2.

(a) (b)

Figure 2.6: Z shaped traversing among leaf siblings tree using Morton curve in (@) quadtree; and in (b)
octree.

2.4.6 Cache of Leaves

Since there are many instances of the set of leaf-cells are used in a solver, the Indices of leaf-cells
(or their memory pointers) are stored in a linear array which is the cache C . (with C[z] = Z(2)
forall 0 < z < |L|).

2.4.7 Scalars

The discrete value of scalars or vectors corresponding to each leaf-cells of a tree , T are
stored as tree-scalars which is an indexing mapping which maps the index of a leaf-cell to its
corresponding value denoted as 8% which by definition satisfies S%-[c] := ¢n(z.) V¢ € L(T).
This definition can be extended to prolongation cells and restriction cells.
Inter-Level Scalar Interpolation

For the objective of (a) calculating scalar values in cell-neighbors which are not leaf-
cells (interior/halo cells ) ;(b) estimating adaptive-wavelet error (Refer section:) ; and (c)
coarsening/refinement we need to interpolate scalar values from either a parent to its children
or vice-verse which is called inter-level scalar interpolation. Interpolating from a parent to it
is children is called interpolation or prolongation and interpolating from the set of siblings to
their parent is called restriction.

3The maps Z and Z satisfies

—= - —=Z
1. Z: NIEI — C is a bijective mapping and there exists an inverse, which is an saturated tree-scalar S.

2. Every internal-cell have z-index lower than that of each of its children. For all cell ¢ € C \ {co} (except the

root) and its parent p,., we have So-[c] > gf-[pc]. The inverse of the map Z satisfies S-[c] < S-[¢/] =
0 < 8%F[c] < 8F[¢'] < |L] for distinct leaf-cells ¢ and ¢’.

3. locality preserving: The leaf-cells Z(z) and Z(z + 1) are contact-neighbors .
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2.4.8 Temporal Discretisation

The continuous time-space [0, 7] C Ry, for which the solution of primary variables is sought,
is discretized into a sequence , ("), cn = (t%, .., ") with i = 0, Y =T and 0 < At" :=
(t"t — ) < At . The maximum time step size At” ., satisfies the CFL condition,

max* max’

1 27
At .. = —argmin (—>
2 cecor) \llull

where w is the cell centered velocity of cell with size [. However, this value might be further
reduced by other stability criteriaimposed by the schemes used for spatio-temporal discretization
of governing equations.

2.4.9 Governing Equation and Solution set

The system is governed by m number of governing partial differential equations and the solution
of the m governing variables or primary variables that satisfies those equations is the real-valued
set {"¢} V x € Q (withm = |{"¢}|) that represent the unique state of the system at any given
time. The objective of a computational solver that uses an AMR grid to find the the solution set
for all the leaf cells and for all the discretized time steps. The solution set for these variables
for each leaf-cells evaluated at their respective barycenters x. are represented as {ngﬁh}c

{“onte = {on(z) | ¢ € { ¢}}

The solution set for the all the leaf-cells of the tree T is written as {U{U¢h}c} - (Whose size is
same the number of leaf-cells , |[£(T™)|, of the tree at the given time step ¢").

Let us say the fluid flow is defined by two set of |{ ¢}| number of equations where both
the set corresponds to fluids occupying €2 (¢) and €2, () repectively. In a monolithic approach,
the discretised solution set { ¢} is the averaged or unified solution. The average property
is usually calculated using a discrete heaviside or color function in the cell. We assume the
following information is provided

1. the jump conditions at the interface [[ ]|r(;) corresponding to each variables,

2. initial conditions

(a) the initial subdomain Q,(0) and €2, (0) corresponding to fluid components and the
interface I'(t = 0)

(b) initial values of variables ¢;,(t = 0) ¥V ¢ € { ¢}

3. sufficient boundary conditions on 02

2.5 Fluid-Fluid Interface: An Oriented Surface

Implementation of a surface mesh that represents a discretized fluid-fluid interface is described
in this section where a continuous smooth interface of C'*° is approximated by collection of
connected triangular patches called a Front.
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2.5.1 Front: Discretised Interface

In this thesis, the oriented surface is represented by connected triangular patches called Front
(might also be mentioned as surface mesh) which is an extension of hypergraph # . The triangles
that constitute the surface mesh will be referred to, in the thesis, as frontelements or elements or
simply triangles (in 3D) and the marker points, which are also the vertices of the front elements,
are called frontpoints or markerpoints or vertices. The triangles are closely knit, maintaining
no gap on the surface mesh. The triangles are oriented, or in other words, the vertices are in
clockwise order concerning their outward normal for all front elements.

2.5.2 Set of marker points or frontpoints

Let us define the discrete set of front points that lie on the interface, called as vertices YV

V= {x; eR” |ie Ny} (2.19)

2.5.3 Set of frontelements

The marker points themselves cannot represent an oriented surface; rather need oriented patches
(frontelements or elements) which are an ordered set of marker points. The marker points are
also mentioned also as vertices of the element ). The orientation (the discrete normal of the
element) of the patch is embedded in the order in which the vertices are tuples. In this thesis, the
surface mesh is comprised of front elements, which are simplices in R” (a line segment in 2D
and a triangle in 3D). So, an element can be represented by a tuple of vertices , ; := (vy,, vi;)
in 2D and e; := (vj,, vy, vy,) in 3D. Let us define the discrete set of triangles, clements , as a
set of tuplets of vertices , £,

g = {ei = (Ui07vi1)vi2> c VS ‘ 1€ N‘g‘} (220)

The set of directed edges of the triangle, element-edges e; = (v;,, vy, , Vs, ) is the set of ordered
tuples

u

{ l}ei = {('Uioavh)v (Uiuviz)v (Uizvvio)} (221)

The set of edges of the surface mesh is the set edges given by

{Ul} = {{Uijavik} ‘] 7£ k ‘ v (UiO’Uilav’iQ) € 8} (222)

Except for the triangles whose edge(s) lie(s) on the domain boundary, every triangle e; € £
share its edges with three other distinct triangles n;,, n;,, n;, € € which are called the neighbors
of e;. Thus, we have a set of tuples of neighbors and their corresponding graph is defined as

N = {n; = (ei, €1, €1,) € E® | i € N} (2.23)

“A surface mesh can be represented in different ways, like a hypergraph H = (V, E) where the set V is the
vertices of the hypergraph, which in the context of a surface mesh is the set of Lagrangian points on the interface and
each hyperedge/net of the hypergraph e; € E constitutes an elemental surface patch. In the case of the triangular
surface mesh each net satisfies |e;| = 3. However, this definition lacks the information on the orientation of each
element. If there is some sequence which embeds the orientation, say (vi,, Vi, ; Vi )< j<3 ¥ €i = {vig, iy, iy } €
E, then the hypergraph can sufficiently represents a discretized oriented surface.
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2.5.4 Surface Mesh or Front M

Once the sets and graphs corresponding to front points and front elements and are defined we
can define the graph M of the front which embeds the complete information of the surface
mesh as a tuple of linked-lists £, V and N

M=V, EN) (2.24)

Even though M is redundant from the definition of V and € (N can always be derived from V

and € by looking for shared edges) but we always maintain the A/ for computational efficiency
5

2.5.5 Patch, Mapping

As mentioned earlier, an element e is a simplex with a set of points in the Eulerian space,
P. C R”, and a normal n.. The patch P, oriented patch has an associated map of a continuous
set of points in R”, which constitutes the interface I'. Let’s define the barycenter x¢ of the
element e (¢ := (vg, v;) or € := (vg, vy, v2)) TE = & Zf o @;, then the continuous set of points
on the element with vertex coordinates (x;_, z;,, «;,), can be written as a function of local
parameters (r,s) € U :={(r,s) | r,s € [0,1] C Rsq withr + s < 1},

P {r @, - e s @, et 0o ) | o e U (29)

CR3

For every triangle e, we construct a local parametric mapping M, from U € R*to V, € R?
which constitutes the interface I" of class C*(k > 1).

r=J | U Mclrs (2.26)

ec{”e} \(rs)eU

The corners of a front element are ordered in counter-clockwise with respect to patch normal.
Let us define the discrete surface normal at the barycenter of e of the element e = (vg, v1, v3)

o (@ @) x (f"fa — Ty, 2.27)
H(a:fn_wf}o))( _ws H2

2.5.6 A Valid Front

A valid front M that represent a closed oriented surface satisfies the following
1. Non-empty interior of the patch ¢ : For every triangle e, P, \ 0P. # ()

SFor every i-th triangle ¢; := (Vig, Viy,vi,) € € and with (e,) € € and (e, (ng,n1,n2)) € N and for every
edge I; = (vj,vy) € {"l.}. there exits an edge I, = (v, vy) € {Ule}nj such that v; = vq and v, = vj, i.e every
neighbor n; shares an edge with e.

6Using M = (V, S,J\/'), we can check for the above validity condition if the following conditions are satisfied
by all the triangles on the mesh. So V' (vg,v1,v2) € { e}(M).

(a) Two vertex indices of a triangle cannot be the same: i.e v; = v; <= i =]
(b) Non-empty edge interior: i.e ||25, — @ ||, >0 V i # j
(c) Non-collinear vertices: i.e ||(x3, — x5, ) X (x5, — x5, )|| > 0 The conditions (b) and (c) are automatically
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(a) (D)

Figure 2.7: Front or Surface Mesh: An oriented surface I, is represented by oriented surface patces
(green colored). The discrete normal of the patch (black colored quiver) and the mapping from the points
on the patch to the surface (colored blue) is mentioned in the figure. (a) The front element is a line
segment (b) The frontelement

2. The interior of no two patches intersects: For any two triangles e, e’ € { e}(M),
(P\NOP) () (Pe\OPs) # 0 = e=¢

3. All the edges of the triangle either lie on the computational boundary 02 or is shared by

another triangle. So for every triangle Ve € £ wehave 0P.\02 = |J (P.NFP.). We
e’c€\{e}
limit our discussion to problems where the interface [ doesn’t intersect the computational

surface 0f2, which means we do not consider inlet, outlet BC, contact line problems, etc.
TN =10
4. Smooth continuous tangent plane [38] (Refer Fig:2.8).
Isotropic Triangles

Figure 2.8: An example of non conforming point to tangent plane

Apart from the general validity conditions of a surface mesh, there are certain conditions to
be M, we impose the following conditions.

met if the isotropic mesh conditions (section:) are imposed.
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1. isotropic conditions: Every edge | = (vg,v;) € { 1}(M) satisfies the condition
amax/2 S szo - wf;l ‘ |2 S Amax

Umaz/V/2 is the ideal edge length of the triangles in the mesh, which is usually chosen as
a number close to A, /2 wWhere h,y,;, is the edge length of the maximum refined control
volume in the tree .

2. quality condition: The shape quality of an element e € £ satisfies

OP.|?
Qe = | |

T T = < max
12v/3|P.| ~ ?

where |0F,| and | P,| are respectively the perimeter and area of the triangle.

2.5.7 Databases for M and T~

As we have established in the previous sections, both the Grids involved are susceptible to
changes, thus the implementation of the graphs 7~ and M requires the dynamic insertion and
deletion capability.

Refer to Basilisk source code [29] to see the implementation of a cell-based AMR grid. Refer
to Appendix (Sec:A.1.1) for the implementation of data structures which is capable of insertion
and deletion. This implementation uses integer indices for straightforward implementation in
MPL.

2.6 Grid Modification

2.6.1 Tree Modification

As the fundamental characteristic of an AMR grid, the tree can modify in time by either a cell
refinement to accommodate high spatial gradients of variables or a cell coarsening to optimize
(reduce the number of cells) in case of a low spatial gradient. During a refinement a leaf cell
of level, I, divides to create 20 children leaf cells of level [ + 1, while during a coarsening
operation 27 children leaves collapses to produce a new leaf cell of level /.
Wavelet-based Adaptive Mesh Refinement

The criteria to determine whether a cell should be refined or coarsened or left untouched is
determined by error estimated in the discrete value of a variable by wavelet functions and the
tolerance allowed for the particular variable. The error calculated by the wavelet algorithm is
given

en(on) = on — 1, (Rih(th)) (2.28)

where R, is the restriction operator that averages or downsamples a discrete value of variable
@, ¢p, corresponding to a grid level [ (with cell size h) to its coarser level [+ 1 (with cell size 2h).
The downsampled value thus produced by averaging or restriction operation,¢o, = R%, (gbh) ,
is interpolated or upsampled back to level [ using an interpolation or prolongation operator,
[?". The absolute value of the difference between the original value and the interpolated value
is an estimate of the error. In a finite-volume solver, generally, the restriction operation is an
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Figure 2.9: wavelet based AMR algorithm: The 1-D computaional domain 2 = [0, 1] C R, is discretized
by a bitree (1D extension of quad/octree). At an instance ¢™, the bitree, that represents the computational
domain has all its leaf cells at level 4 and a scalar ¢ stored at the center of each of these cells have the
discrete value ¢p,(zp,) = ¢=32@=05)" The error corresponding to each of the leaf cell ey, (¢p(xp)) is is
determined by prolongation operation, which preceded by a restriction operation. Figure (a) shows the
discrete value at the leaf cell center ¢y, in red, the downsampled values to the higher level ¢op, = Rih (d)h)
in blue, and the re-interpolated value at the cell center of the leaves,I, R?"(¢y,) , in black. The error
between the initial value and the re-interpolated value is represented in green. [Van Hooft Popinet ]
[Prouvost] [Basilisk]. Figure (b) shows the the absolute value of the error calculated by the wavelet
scheme at the center of each cell in blue. When this value is above the user defined tolerance €5 = 0.6
(red line) the cells are refined, and when this value is less than 2/3¢4 the cells are coarsened unless
limited by the 1 : 2 refinement criteria.

o)

O [ T [
O(tn+1)

C IITTTIOITITIITIT ]

Figure 2.10: adapt wavelet algorithm: The grid is used to solve the governing equation in two consecutive
time steps are shown here 77(¢") and T (t"*!). The cells of the grid T (t)n, are looked at whether they
are to be refined (|e,| > €4) colored in red or to be coarsened (lep| < 2/3€4). All the red cells will
be refined (and their neighbors, if necessary) and all the green cells will be coarsened unless their 1 : 2
refinement criteria will be violated.

arithmetic volume averaging of values in children cells to their parent cell, and the interpolation
operation is a bilinear (or trilinear) interpolation from a cell to its children. This cannot be a
generalized example. For instance, sometimes these operators might be written to capture the
specific jump condition associated with the particular variables)

AMR Algorithm

The error was estimated using the wavelet-based algorithm is compared with the user-
defined tolerance ¢,. So if there is a set of variables { ¢}, C { ¢} for which the tolerance is
defined, then refine all the cells with

len(dn)]

argmar——= >1 and [ < ez
pef’ore o
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Are refined. Similarly, all the cells with ey, (¢y,) < §e¢ are coarsened, provided the neighbors
are not too fine and refinement of these cells will violate the 1 : 2 refinement criteria. Similarly,
all the cells with €, < ep(¢y) < §e¢ are left unattended unless the refinement of contact
neighbors demand its refinement. An example is illustrated in Fig:2.10 and Fig:2.9 where a 1D
computational space discretized using an AMR grid is modified based on the error calculated
by the adapt wavelet algorithm.

2.6.2 Front Modification

Since the surface grid represents an ever-evolving interface, the marker points that represent
advects with the local velocity. To satisfy all the validity conditions listed above, we need to
modify the surface mesh. There are two kinds of surface mesh modifications,

(a) Regridding : Because of the flow, the interface moves, which can stretch or compress
it locally, resulting in highly skewed surface mesh whose edge sizes are too small or too
big compared to Eulerian grid size or triangles with bad aspect ratios. So, to maintain
the edge sizes of the grid within a specified interval and a quality surface mesh, we regrid
the front [39] [32] .

(b) Topology changes : When there is coalescence or break up of drops or bubbles, the
topology changes, giving rise to more or lesser drops/bubbles [32] [40] [41].

Parallel implementation of the regridding algorithm is described in Section:3.8. This thesis
doesn’t discuss implementation of topology changes during advection which is left for future
work.

2.7 Inter Grid Communication
The grids (7 and M) are required to communicate with each other during

1. Calculating volume average of interfacial force in a control volume

f(x.) = ! dV/ z* —x)F Z on(xs —x.) F(x?)|P.| (2.29)

’Q | Qe ecE(M

where f(x.) is the volume averaged force calculated at the centroid x.. of the cell ¢ with
control volume €., F(x*)dA is the interfacial force on an infinitesimal patch dA, £(M)
is the linked-list of elements on the surface mesh, x? is the centroid of the element patch
P., F(x?) | P.| is the force calculated on the patch.

2. Calculating velocity at the marker points to advect, calculating surface velocity gradient,
etc

u’(x’®) = /u(x)é(ms —x)d Z on(x; — x.) u(xe) || (2.30)

ceL(T

where u(x*) is the velocity of the point x*® on the interface, £(7T) is the set of leaf-cells
of the Eulerian Mesh, u(x) the cell-centered velocity.
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In both the above equations |$2.| = hP is the volume of the control volume, |P,| is the area of
the triangular patch, and the discrete d;, function satisfies

> WP bu(x—x.) =1 (2.31)
ceL(T)
Z hP (x —x.) 0p(x —x,) =0 (2.32)

ceL(T)

for all x € RP. In a uniform grid, with cell size h, a function that satisfy the above conditions
can be given by [Peskin 2003]

1 Tq
onx) =5 [ éra5) (2.33)
deNp
where
0 Ir| > 2
6 (1) =L (52— /=T —12[r] = 4r2> 1< |r| <2 (2.34)
LB-2l - I+ 47) <1

and the following equation is a good approximation for 2.35

Graa () = {0 =2 (2.35)

T (14 cos) |r| <2

In both the interpolation (Eq:2.29 and Eq:2.30) the 0y, is zero outside the 5 x 5( x 5) neighborhood
of x. and @* respectively where |r| > 2 in the Eq:2.35.

! !
b sy lsizlr
. v N/ L
Yao v 2
7154/ v [ o P
I TR I .\’\“H* |k b |Le (,o‘\‘\*"***
(a) (b)

Figure 2.11: (a): Calculation of volume average interface forces can be calculated as a summation of
the elements in the neighborhood weighted by 6,. (b): Velocity at the marker point location can be
interpolated from the grid points in the neighborhood
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2.7.1 Eulerian mesh to Lagrangian mesh interpolation

In order to interpolate a variable, say ¢ at a Lagrangian point, v := x®, on the surface mesh,
M from the Eulerian mesh using,

(v =x°) = Z O(xc)0n(xc — ™) |2 (2.36)
ceL(T)

= Y hP(x)on(x. — x°) (2.37)
ce{"n}i

Instead of summing over all leaves , we can limit to the cells in the vertex-neighborhood ({ n}:).

2.7.2 Lagrangian Mesh to Eulerian Mesh Interpolation

& K

(a) (b)

Figure 2.12: Types of patches on the surface mesh. (a): elemental patches. (b): vertex centered patches.

We calculate volume averaged interfacial force term by interpolating the interfacial stress
calculated on the Lagrangian mesh M to the leaf cells of the Eulerian mesh O. The interface
force per unit volume can be calculated by either summing over elemental patches or vertex
centered patches

D On(wg — xc) F(ag) | Pl
f(x.) = { ¢ (2.38)
> on(xy — xc) F(ay) [P
veEV
where F(x?) |P.| and F(x?) |P,| are the interfacial forces calculated on elemental patch as
in Fig:2.12(a) and vertex centered patch as in Fig:2.12(b) respectively and the summations are
respectively carried out on all the front elements (£) and on all the frontpoints (V) of the surface
mesh, M.
As a direct inference (shown in Fig:2.11), the summation in Eq:2.29 can be reduced to the
elements in the neighborhood of the leaf cell c¢. Similarly, the summation in Eq:2.30 can be
reduced to the cells in the neighborhood of the vertex «®. The summation can be restricted just
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to the neighborhood as

S Y e -x) F@) P
f(x,) = “EUme el (2.39)
> Y on(x) —x) F(x)) | P

ce{“n}d ve{®v}

where {"n}} is the set of cells in the neighborhood of the cell ¢, { e}~ and { v}. are
respectively the set of elements and vertices in the cell ¢’.
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Chapter 3

Parallel Strategies

3.1 Parallel Strategies

This section discusses the implementation of AMR-based immersed boundary methods in an
MPI parallel architecture. MPI parallelization is based on "single program, multiple data"
(SPMD) paradigm where we distribute the computational load among different processors,
such a way that all the parallel processors execute the same set of routines/functions but
on mutually exclusive and exhaustive partitions/blocks of the data sets which are stored in
individually allocated memory partitions (distributed memory) of the RAM. In general, a
processor operating on a local block requires the updated values in the non-local block, which
are communicated between the processors using blocking/non-blocking MP1 communications.

This chapter discusses implementing a scalable development of an architecture for a mul-
tiphase flow solver using the FT method. Most parallel front-tracking solvers available are
optimized for specific multiphase flow problems like bubbly flows or do not put effort into
scalability for a more significant number of nodes.

3.2 Literature Review

Scalable Eulerian-based multiphase flow simulations, like VOF and level-set methods, are
already a well-established and deeply pondered subject of research. The parallelization of such
methods is dependent on the type of mesh used for spatial discretization. In the context of
AMR grid the parallelizability depends on computational and memory cost associated with the
AMR mesh partition/repartition (ex: SFC-based methods like the Morton curve, heuristic graph
partitioning schemes) and the communication cost. Eulerian-Lagrangian methods, like the FT
method, has further complexity associated with the surface mesh is involved, and inter-grid
communication is required. The scalability of the FT method can be simplified if we eliminate
the connectivity of the surface elements and associate a marker point with an edge of the
AMR mesh ([42], [43], [44] ) These methods decrease the complexity associated with topology
modifications but imposes the condition that all marker points should be on an edge/face of
the grid, which removes the freedom associated with a marker point to be anywhere in €2 and
requires additional algorithms (or databases) to retrieve the orientation and connectivity of
surface elements.

Early schemes of parallelized computation of Front Tracking were not developed with
the intention of scalability. One such scheme used a master processor exclusively assigned

25
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Figure 3.1: (a) parallel simulation of bubbly flows in a 2D structured mesh. (b) The processor whose
domain contains the centroid of the bubble, takes the ownership of (Lagrangian routines) the bubble. (c)
All the processors whose domain intersect with the bubble, take co-ownership of the bubble, and all the
routines are redundantly done in all the processors.

with all the surface-related routines and so that it had to communicate with (from and to)
all the other processors ([25] [26]) . These schemes only focused on the scalability of the
Eulerian grid computation and lacks objectivity and discussions of parallelized schemes that
are generally associated with an Eulerian-Lagrangian solvers. [45] [46] uses mirror domain
technique where there is a copy of the whole of Lagrangian mesh in all the processor and
each processor operates only on a subset of the dataset which is followed by communication
between the fellow processors so that each non-local vertices and elements are up-to-date. This
scheme does not have an actual partition of the Lagrangian mesh, and there is a requirement
of broadcast communication (communicate to all the processors) from each processor which
makes it unsuitable for the large surface mesh. A partition of Lagrangian mesh can be seen in
[27], [47], [28]. [28] uses a triangulated mesh immersed in an AMR grid where both the AMR
grid and Front grid are partitioned using a heuristic graph partitioning algorithm, parMETIS.
The work is done for a small number of drops/bubbles in up to 196 processes Moreover, it
could only achieve modest scaling. [28] uses partition Lagrangian mesh for simulating a large
number of bubbles in a uniform mesh. In [28], each bubble is distributed among processors
in such a way that (i) Either the processor owns (the routines associated with) a bubble whose
centroid falls in its domain and all the processors whose domain intersect with the interface of
this bubble are updated, or (ii) all the processors whose domain intersects with the interface
of a particular bubble co-own the bubble and redundantly do all the Lagrangian routines are
associated with that particular bubble/drop, so that the communications can be avoided (Refer
to Fig:3.1). In both cases, as each bubble advects, the owner (or co-owners) and the list of
processors whose domains intersect the bubble interface has to be updated. This method is
suitable for tiny circular bubbles/drops in a uniform grid so that the number of processors whose
domain intersects the interface is limited and can be easily predicted !.

Creating local groups of processors that co-own each bubble as in []is not suitable for AMR
grids as the domain associated with each processor changes dynamically. Morton curve-based
graph partition of AMR grid can result in a discontinuous processor domain, and sharing a
bubble among all the processors whose domain intersects with the bubble interface is non-

llocating the processor whose domain contains a point is straightforward in a uniform grid because processor
domains are fixed, and the cells are of the same dimension.
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Figure 3.2: The challenge in parallelizing Front Tracking in an adaptive mesh refinement environ-
ment: Due to the load balancing of an AMR grid after mesh adaptation, the processor owner of cells in
the local neighborhood of front points and front elements may change dramatically.

practical as this list can change dramatically after every advection time step or every adapt
wavelet. This kind of partition is not suitable for large interfaces per topology.

In this thesis, we partition the surface mesh in such a way that each processor owns the
marker points that lie inside the processor domain so that the marker points and leaf cells are
local to each other are in the same processor (Refer fig:) .

(a) (b)

Figure 3.3: Illustration of distributed front where the the domain is distributed among four processors
(colored separately): (a) The vertices are owned (P, (v)) by the respective processors whose domain
contain the vertex coordinate. () Ownership of edges and triangles are in such a way that the processor
of the least rank that owns the vertices of edges and triangles. (The owner of edges, P;(), and triangles,
P.(e), are colored in accordance with rank of processors)

3.3 Definitions used in this chapter

3.3.1 Partition of Weighted Graphs for Parallel Computing

Definition of terms related to a weighted hypergraph in the context of parallel computing.
Graph: A graph G := (V, E) is composed wth |V| vertices (v; € V) and | F| edges such
that each edge e¢; € E (say e; = {v;,, v, }) is a set of two vertices v;,,v;, € V.
Hypergraph: A hypergraph H := (V, E) is a more general graph (G) with every edge
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e; € E (called as hyperedge/net) satisfies e; C V' such that |e;| is not restricted to 2 as in the
case of graph.

Directed hypergraph: A directed hypergraph H := (V, E) is defined in such a way that
every edge e € FE (called as directed hyperedge/net) is an ordered pair of two sets of vertices
e; .= (Vi,, Vi, ) that satisfies V;,, V;, C V.

Weighted Hypergraph: A weighted hypergraph H := (V, E, ¢, w) is a hypergraph with a
cost defined for each vertex ¢ : V +— R and edge w : £ — R<.

k-way Partition of hypergraph: A k-way partition of the hypergraph H := (V| E, ¢, w)
into k subsets of vertices is ITy, := {Vi, Vi, ..Vi1} (With Upen, Vo, =V, Vy NV, =0V 0 <
p<p<kand|V, >0V0<p<k).

Balanced Partition: The partition Il := {Vj, Vi, ...Vi_1} is e-balanced (for a given
e > 0) if the cost of all blocks satisfies ¢(V},) < Lyq: := (1 + €)[c(V)/k] where the total cost
of computation and cost of computation of p-th partition are given by ¢(V') = > _, ¢(v) and
c(Vp) = X ey, c(v) respectively.

k-way Partition of edges hypergraph: A k-way partition of the the edges of hypergraph
H := (V, E, c,w) into k subsets is the partition II := {Ey, E1, ...Ey_1} (With Upen, B, = E
and Ey NE,=0V0<p <p<kand|E,| >0Y0<p<k).

Overload: When the tree goes adaptive mesh refinement, then the corresponding hypergraph
H = (V, E, c,w) may change to H' = (V' E’, ¢, w’) then the processors may go overload, i.e,
c(Vy) > Lyp = (14 €)[e(V') /K] for some p € N;..

Repartition: repartition is simply partitioning whenever the hypergraph modifies (also
called as rebalancing or dynamic load balancing).

Edge-cut: Given partitions I1y,, a cut-edge is any pair of vertex {v, v’} with both of them
belonging to different blocks (v € V,, and v' € V,, with p’ # p) given {v,v'} C e for some
e € E. The set of all cut-edges is the set edge-cut which can be defined as cut(Ily) :=
{{v.v'} | 3e € E such thatv,v' € eand v € V},,v' € V;y withp # p'}.

Communication neighbors: The k-way partition intended with MPI parallel processing
requires MPI communication between all the pair of processors {p, p’} (given p # p’) such that
there is a cut edge, which is shared among p and p’. So, for alocal processor (say with rank p), the
set of all processors with which it has to communicate (send or receive) is called communication
neighbors which can be given by { n}, := {Py(v) | 3{v,v'} € cut(Ily) with Py (v) = p}
where Py (v) is the processor rank of vertex v.

Boundary-vertices: Boundary-vertices, boundary(Ily) := {v,v" | {v,v'} € cut(Ily)},
are the endpoints of cut-edges.

MPI Computation: In MPI computation every processor with rank p possess the own-
ership (on the computation) of V,, C V' and £, C E and maintains an extended partition of
vertices (V") and nets (E,"). The portions V,* \ 'V}, and Ef \ E,, is called ghost layer which
helps to maintain the connectivity of the graph H. The sets boundary(Ily) (\(V," \ V}) and
boundary(IIy ) ((V},) corresponds to the vertices received and sent during and MPI commu-
nication.

MPI communication optimisation: The objective of MPI programmes that works on
partitions Iy, and I1x can be minimisation of the total cost associated with edge-cut or boundary
vertices. For simplifaction of discussion, if we take the cost associated with every vertex in
boundary-vertices as 1, ¢c(v) = 1V v € V’, and every edge in edge-cutas 1, w(e) = 1Ve € E,
we can assume the objective of the MPI computation is to simultaneously minimize the size

of the (local) edge-cut, [{{v,,vy} € cut(Ily) | v, € V,}| or (local) boundary-vertices,
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|boundary(Ily) (| V,|, for all p € { p}.

3.3.2 Front/Octree as a Hypergraph

A front M := (V, €, N) can also be written in the form of a hypergraph. H = (V, E) is an
equivalent to M if V represents the set of vertices V and E represents the set of (unordered)
vertices ({vy,, vs,, Vi, 1) of all edges e in £. Even though this representation lacks the orientation,
we can establish the analysis of graph partition on a front.

Similarly a tree T~ can be considered as a directed hypergraph H := (V, E)) with V' taken as
the set of cells of parent tree, C*. The set £ can be considered in different ways, for example, it
can be considered as a set of directed hyperedges, e := ({c}, { n}}), where a leaf cell(c € L)
is mapped to the cells in it’s neighborhood ({ n} 7).

3.4 Problem Statement

In the abstract sense, given a k number of processors with partitioned memory, the aim of
a parallel Eulerian-Lagrangian algorithm in the MPI paradigm is to compute the discretized
equation in the minimum time with a suitable memory partition so that none of the processor

Algorithm 1: FT-SOLVER

Data:
1. Computational domain, 2 = [0, 1]7,
2. Initial conditions in €2 (ex: ¢o(x, ¢ = 0) is given by some functions like f,(x)),
3. boundary conditions on 0f2 (ex: V¢(x € 0f2) is given by some functions like g,(x)),
4. Interface T :=T'(t = 0) C (Q\ 99Q), (ex: implicit function like I (x) = 0 or parametric

function x{ (1, t2)),

5. Jump conditions on I (ex: [[V¢(x*)]] is given by some function like hy(x*)),
6. End time t" :=T > 0

Result:
1. Discretised domain: AMR grid 7 := T(T) ,
2. Discretised Solution Set, { ¢, }(x.) V¢ € L(TY),
3. Discretised Interface: Front M” := M(T)

1. Discretize:
1.1 Discretise € by an initial AMR grid 77
1.2 Discretise Iy by an initial Front A"
2. Partition:
1.1. Distribute the cells C(7) into k partitions as Il¢ := {Cq, Cy, .., C_1 } with
balanced leaves.
1.2. Distribute the front vertices V(M) as Iy, := {Vy, V1, .TV; 1}
1.3. Distribute the front elements £(M?°) as Il¢ := {E, &1, ..Er_1}
3. Communication Neighbors and Ghost Subsets:
3.1. Maintain the local parent tree 7’; from C,, and ghost cells (non-local neighbor +
parents)
3.2. Maintain the expanded elements list £ ; from €, and ghost elements (non-local
valence elements)
3.3. Maintain the expanded elements list V;{ from V,, and non-local vertices of 8;;

3.4. Maintain the set of communication neighbors {Un}p of p
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4. while (MPI running) do // rank of this processor is p € N,
4.1. Initialize:

4.1.1. Initialise time step t" = t° = 0
4.1.2. Initial condition ¢y(x.) V c € L, /* for all the variables using
Po(xe,t = 0) < fo(xe) */
4.2. while (t" < T') do // time step integration
4.2.1. Calculate At" from stability criteria
4.2.2. Communication+Inter level interpolation: Update ¢(x.) in all the
required cells of 77/
4.2.3. Advection of I'" and Repartition of M":
4.2.3.1. Calculate Lagrangian velocity u*(x*) V * € V,, using T to M interpolation
of u(x,)
4.2.3.2. New interface position I by advecting local vertices * € V), using u®(z*)
4.2.3.3. Parallel Topology change
4.2.3.4. Parallel Regrid Algorithm
4.2.3.5. Repartition V, € and Update V; , 8;
4.2.4. One fluid formulation
4.2.4.1. Calculate heaviside or indicator function H" ™ (z.) V c € L,
using 7 to M interpolation of u(x.)
4.2.4.2. Calculate average fluid properties p" ! (x.), u"**(x.) using "
4.2.5. Interface Forces
4.2.5.1. Calculate F""!(x*) V 2* € V,, on I'""! using M to M surface operators
4.2.5.2. Calculate f"*(z.) V ¢ € L, using M to T interpolation of F"*?
4.2.6. Solve w1, p"*! from u™, p" !, "+, £+ using projection algorithm
/* The projection algorithm flux calculation, advection algorithm, Poisson
solver, etc. In parallel solver, all these routines require an interprocessor
communication routines among communication neighbors, {un}p, inter-level
interpolations */
4.2.7. AMR + Dynamic Balancing
4.2.5.1. 1:2 Refinement of T gives T " adapt wavelet error
4.2.5.2. Restriction/prolongation of each variables, { ¢}, to the new leaves, [,ZH \ L)
4.2.5.3. Repartition by dynamic load balancing: Update Z+, and T;“

4.2.5.3. Move the scalar data S g’- to their new owner processor
4.2.5.3. Repartition V, € and Update V; , 8;
4.2.8 Update time: n <— n + 1, t" < t" + At"

end
end

runs out of memory. The objective of a scalability is that the algorithm is optimal for achieving
the above-mentioned objective for any given number of processors. Using the detailed algorithm
of a parallel Eulerian-Lagrangian flow solver algorithm in MPI in described in Algo:1, and the
classification of mesh operators listed in the Table:3.1, we discuss the cost and metrics involved
in the scalable Eulerian-Lagrangian solvers.

3.4.1 Discussion on Metrics

The primary step in optimizing the efficiency of parallel implementation of Eulerian-Lagrangian
methods can be identifying the types of routines. The routines can be classified as Eulerian,
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Eulerian-Lagrangian and Lagrangian routines. Some of these operations modify the associated
(hyper)graphs, and the cost and frequency of the eventual repartition is a crucial element in
choosing the graph partitioning method. All these routines, which are operating on partitioned
subsets, require MPI communications. Uniformity of both the size and computational load
among each partitioned data set and minimization of communication requirements are the gen-
eral objectives of any MPI parallel computing algorithms. In the context of Eulerian-Lagrangian
meshes where both the meshes are capable of modifying we Also, take into consideration the
memory and computational cost associated with repartitioning (while AMR or Front regridding)
and the the frequency at which this repartitioning occurs.

An AMR grid T of R? with a maximum depth L has number of leaf cells |[£] < 2PL is
partitioned among k := |{ p}| processors is immersed with a Front M with number of vertices
and elements |V| and |€| respectively. The communication cost among parts of the Eulerian
grid can be directly correlated with either of the sets: edge-cut or boundary-vertices (refer
Section:3.3.1). Edge-cut of each processor, cut(Ilz+) of an AMR grid partitioned among &
processors satisfies |edge — cut| = cNP~1/P [48], where N = | L|/k is the number of leaves
per processor. The constant c is optimal (least) for heuristic-based graph partition compared to
that of SFC-based graph partition algorithms, but those methods are not ideal for the reasons
(i) high repartition cost which is not suitable for solvers and requires high-frequency of load
balancing (AMR) and (i) large memory demanded by partition/repartition algorithm. Among
SFC-based partition Hilbert curve has a lower edge-cut compared to Morton curve, as it is quite
evident from the locality-preserving nature of Hilbert curves. From a practical point of view
(availability of the free platform Basilisk [29]), the Lagrangian mesh is partitioned based on
Morton. In general, we can write the cost of communication of AMR grid is O(NP~1/D),

The size of the edge cut of the partition of the front (that represents an (D — 1)-dimensional
manifold in R”) can be taken as O(NP~2/P) where N = |L|/k. This gives the cost
of communication during Lagrangian and Eulerian-Lagrangian routines is of the order of
O(NP-2/D),

During AMR modification, the communication cost for dynamic load balancing based on
the SFC curve is O(NV). In this thesis, the partition of the front is based on the locality of
the owner cell of vertices (Section:3.5.1) which guarantees that the communication cost of
repartition of the front is also O(/N) where N can be taken as |E|/k.

3.5 Implementation

In this section, we discuss in detail the partition of grids, optimized communication strategies,
and mesh adaptation are discussed in this section.

3.5.1 Partition of Tree and Front

As mentioned in section: and section: a tree and a front can be represented as hypergraphs
(or more general combinatorial maps) or rather weighted hypergraph (refer Section:3.3.1) in
the context of parallel computing. Partition of hypergraphs for parallel computation satisfies
balanced constraint (refer section:3.3.1) with other minimization objectives like the cost of
inter-processor communication. When the tree modifies, processors may go overload (refer
section:3.3.1) and you need to do repartition (or rebalance) such that the balance constraint is
satisfied after any mesh modification.
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Eulerian Eulerian- Lagrangian
Lagrangian
Requires repartition || (i) AMR - (i) Regridding
(ii) Topology change

No repartition

(i) Inter-level com-

munications (eq:
prolongation/restric-
tion)

(ii) Intra-level com-
munication

(i) Eulerian mesh
to Lagrangian mesh
interpolation  (ex:
Velocity at marker
points)

(ii) Lagrangian mesh
to Eulerian mesh in-

(i) Surface Interpola-
tion (ex: Curvature
calculation, surface
derivatives, etc.)

(eq:
scalar interpolation) | terpolation (ex: In-
terfacial force at leaf

cells)

Table 3.1: General routines in an Eulerian-Lagrangian solvers

When we come to the specific context of the solver that uses both Eulerian and Lagrangian
meshes simultaneously; we need to partition both tree and front . Since most of the routines
function on the set of leaf-cells , it is meaningful to distribute tree such that all the partitions
have more or less equal number of leaf-cells . Interprocessor communication can be minimized
depending on the SFC. The use of a locality-preserving SFC can reduce the inter-processor
communication load.

3.5.2 Partition of Tree and Parent Tree

This subsection explains the partition of tree , which was already implemented in [29] for the
sake of definitions required by subsequent sections.

Since most of the routines related to the AMR solvers are done on the set of leaves (£)
partition of the parent tree (7 ) which is comprised of the cells C™ is partitioned in such a way
that the number of leaf-cells per processors is balanced ? There are many ways to balance the
partition of leaves but we can make it unique if we make use of an SFC (which is Morton curve
in [29]). Set of leaves L of the tree T can be distributed among k£ number of procs with their
ranks in the set {Up} = Ny, using the Morton curve Z as [I. := {Ly, L1, .., L1} such that
the number of leaf-cells in each partition is given by |L,| := [|£]|/k] for all procs with rank
p < (|£] mod k) and |L,| := [|£]|/k] for all other procs.

c, = {CZZ(Z)G£| Sl << Y ycp/|} Vpe N, G.1)

0<p’<p 0<p’<p

There is a partition of all the cells (C) of the tree 7 ) with every p-th partition (I}“-p) is a
superset of £,, and also contains the ghost cells for MPI communication. Refer to [29] for the
conditions for partitioning the parent tree and the MPI ghost cells.

2Partition of tree is e-balanced with ¢ = 0. If the cost of computation is 1 for leaf-cells and 0 for other cells
of the parent-tree then 0-balanced partition gives ||£|/k] or [|£|/k] number of leaf-cells per processor and the
distribution of other cells are based on some other objective functions which are out of scope for this chapter.
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Local Tree

There is a partition of all the cells (C™) of the parent tree (7 ) with every p-th partition (C; )
is a superset of £, and also contains the ghost cells for MPI communication. Refer [29] for the
conditions for partitioning the parent tree and the MPI ghost cells. The cell rank P, : C* +— N,
maps every cell of the parent tree to a unique processor. For the leaf cells, the cell rank can be
defined using Eq:3.1 as

Pc)=p < ce L, (3.2)

Ghost Cells and Communication Neighbors

As mentioned above, for a processor with rank p, the extended list of cell partition, (C; )
contains ghost cells (i.e the cells ¢ € C; with P.(c) # p ) and the list of the ranks of them is
the list of communication neighbors of p, given by

{"n}yi={p e N\ {p} | Je € C} st P(c) =1} (3.3)

Local subdomain

The subset of control volume associated with a processor, €2, = Uccg, (2. In order to
associate a unique owner with any point € €2, we define ﬁp = Uece z:pﬁc and any discrete
Lagrangian point ° € {Uv} is considered with a unique processor owner,p, if * € €,,.

3.5.3 Partition of Front

(a) (b)

Figure 3.4: (a) Every processor owns the local partition of vertices (V,) and triangles (£,,). The ghost
layer contains all the non-local triangles (5;{ \ £€,) and their non-local vertices (V;,r \'V),, ). (b) Edge cut
of partition.

Partition of the front can be either aimed at balanced distribution of computational load
associated with Lagrangian routines or can be aimed at maintaining a concurrency with the
locality of nearby leaf cells. In this thesis, the latter is preferred since balanced partition of
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(a) (b) (©) (d)

Figure 3.5: Distribution of Eulerian and Lagrangian Meshes in parallel computing. (a) Octree leaf cells
and front elements, (b) Partition of Octree (7) leaves among five procs. (Color represents rank), (c)
Partition of front (M) (d) Partition of M such that the locality of vertices and elements are in the
neighborhood of leaf cells.

Lagrangian mesh doesn’t guarantee the local subsets of triangles and vertices are local to the
local Eulerian subdomain, €2,,.

If the leaf cells are partitioned by the SFC, as in Eq:3.1, then vertices can be partitioned in
such a way that each processor owns the local vertices. If we define the rank of a vertex as the
rank of the processor, which owns it, and similarly, we define rank for an (undirected) edge and
element of the front as the,

P,(v) : V— N : Mapsa vertex v € V to the (rank of its) owner processor

P,(x°)=p & z°€Q, (3.4)
Pi(1): {1} = Ni : Mapsanedge! € { I} to the (rank of its) owner processor
Pi({vig; viy }) = p <= argmin{P,(vi,)} =p (3.5)
Pe.(e) : £ — N : Maps an element e to the (ranli of its) owner processor.
Po((Vig, viy, v3,)) = p <= arg;mz'n{Pv(vij)} =p (3.6)

So the partition is such that each processor p owns vertices, edges, and elements which
are local, i.e., whose ranks are p. These subsets are represented by V,, {Ul}p and £, and
we maintain an extended set of elements 8; which contains all the ghost elements, 8; \ € I‘f
(non-local valence elements of elements in £,). Partition of front is represented in Fig:3.3
Fig:3.9 and Fig:3.5. From Eq:3.4-Eq:3.6, we need to know the owner leaf cell of each vertex
to determine the rank of vertices, edges, and elements which are found using Algo:3 (LOCATE
routine). The algorithm of partition is shown in Algo:2.

LOCATE(x*, T): locating the owner cell of x*

The algorithm LOCATE(x®, 7)) ( which is equivalent of o(a*)) returns the vertex-owner of
x®. The vertex-owner is a leaf-cell , which can be of any refinement level. So, we have to use
iterative search to find it. Rank of vertex, P, (x*) is equivalent it P.(o(x*)) is implemented
using LOCATE-RANK.
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Algorithm 2: FRONT-PARTITION

Data: Every processor owns
1. The local parent tree 7~ with cells C;* with cell rank P,(c) for all cells ¢ € C;
2. A copy of (global) front with ghost layers M, := (V,,, E,,N,)

Result:
1. Local Mesh: Each processor reduces M to M := (V) €S N ).
2. Connectivity: Connectivity is maintained inherently by maintaining the rank of ghost

elements and vertices. (P,(v) Vv € V| and Pe(e) Ve € E;)

while MPI running do /* Rank of ’this’ processor is p */

1. for each vertex v do *veV*

| L1 Py(v) + —1 /* Unknown rank */
end

2. for each vertex e do I*ee&*/

| 2.1, Pe(e) + —1 /* Unknown rank */
end

3. for each vertex v do *veV*

if LOCATE-RANK(v) == p then 1% v € Q, *

3.1. Py(v) < p /* Local vertex */

3.2. for each valence triangle e of v do
32.1. P.(e) < p /* Assume Local element */
3.2.2. for each vertex v' of e do I*veV*

3.2.3. p/ < LOCATE-RANK(v')

323. P,(V) ¢

3.2.3. P.(e) « min{p/, P.(e)}
end

end
end

end
/* Now local sets (V,, and £,) are found. The algorithm used for the rank of a
vertex, LOCATE-RANK(v), in 3.1. and 3.2.3. is equivalent to P, (LOCATE(v)) and
only works if the owner leaf cell of v is either a local cell or a ghost cell in the
local parent tree ¢ € C; () L. That is the reason we iterate through valence
vertices and find their rank rather than finding the rank of all vertices. The next
step will be to find all the missing ghost elements and their vertices. */
3.2. for each local triangle e do I* P.(e) ==p*/
3.2. for each valence triangle ¢’ of e do /* Can skip if P.(e') # —1 */
3.2.1. Pe(€) < p
3.2.2. for each vertex v' of €’ do
3.2.3. p' < LOCATE-RANK(v')
323. P,(V) «+p
3.2.3. P.(e) < min{p', Pe(e)}
end

end

end

Delete all vertices with P, (v) == —1
Delete all elements with P,(e) == —1

end
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Algorithm 3: LOCATE(x*, T ,/) Algorithm 4: LOCATE-RANK (x*, T,/)
Data: Lagrangian Point x*, Local Data: Lagrangian Point x*, Local
parent tree T, with cells C;7 parent tree 7, with cells C;;
and each of their rank and each of their rank
(P.(c)Vce C;) (P.(c)Vce C;)
Result: Owner (local) leaf-cell , Result: Rank of owner leaf-cell ,
ce L,ifx® €Q, c € LNC, if cis aleaf cell
[ depth(’T;) in the local parent tree
while [ > 0 do | < depth(T})
h+ 27! while [ > 0 do
¢ (l=5/h], [2i/h], [25/h] 1) h 2™
if c € L, then c (lxg/h],|x]/h],|25/h] 1)
| return(c) if ce Cy (L then /*A Leaf cell
end of parent tree */
I+ 1-1 | return(Rank(c))
end end
c+(—1,-1,-1,-1) l+1-1
return(c) end
/* Not found. Returns an invalid cell. return(—1)
*/ /* Not found. Returns an invalid rank.
*/

3.6 Repartition

As mentioned in the earlier chapter (2.6), both 7~ and M modify in time, and the data structures
that store a set of leaves (and all other cells), vertices, elements, and neighbors are repartitioned
(such that equations Eq:3.1, Eq:3.4-3.6, are always satisfied). The repartition is also as called
dynamic load balancing. The two scenarios that arise from repartition are adaptive mesh
refinement and the front advection.

3.6.1 Adaptive Mesh Refinement

When the tree is modified by adaptive mesh refinement using the adapt wavelet algorithm
(section:2.28), dynamic load balancing of the AMR grid is required. In the context of the
Eulerian-Lagrangian method, we also need to redistribute the front so that the equations (Eq:3.4-
Eq:3.6) are satisfied. As mentioned, the dynamic balancing of the Eulerian grid is based on the
z-order curve of the new tree. In order to carry out the repartition of vertices, we can define a
z-order curve for vertices so that we can identify vertices in each leaf cell.

Z-order of Vertices

As in the point quadtree representation [49] [50], we can define SFC curve of vertices,
Zy : Njy| — V as shown in Fig:3.6. If we store the vertices V in a cache called V' along
with two scalars S and 87 which store respectively the number of vertices in a leaf cell and
starting index (in the cache) of a vertex in the leaf cell, then all the vertices in a leaf cell can be
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found using
v; := V'[i] € Q. if 8F[c] <i< S+ SH[c] (3.7)

The algorithm is shown in Algo:5 and also refers to Fig:3.6

Algorithm 5: VERTEX-CACHE

Data:
1. The tree T with leaves £
2. The front M := (V,E,N)

Result:
1. Cache V' of V
2. Scalar 8 which stores the number of vertices in a cell.
3. Scalar 8%, which stores the starting index of vertices in a cell.

1. Iterate through each leaf c € L by Z
1.1. 8Fc] <0

2. Iterate through each vertex v; € V
2.1. ¢ < LOCATE(v;)
22. 8Fc] + SFc] +1

3. 2v 40

4. Tterate through each leaf c € L by Z
4.1. zv < zv + 8F[]
4.1. 8F[c] < 2v

5. Iterate through each vertex v; € V
5.1. ¢ + LOCATE(v;)
52. 8F[c] = 8F[c] -1
5.3. 5 « S8F[¢]
54. V'[j] + v

/* Now every vertices V'[i] in the cache with index SF[c] < i < 8% + S%* belongs
to the leaf c. */

3.6.2 Advection of Front

The marker points on the surface mesh advect with local velocity. In distributed computing,
each processor updates the coordinates of all local front points, Vx* € V,:

x’ —x' + A" Z u(xy )op(xs — x®) where ¢ = o(x?) (3.8)

de{“n}d

where the summation is carried out on all the cells in the neighbourhood of the owner cell
(o(x*)) of the vertex «*. Since the CFL condition % < 0.5 is imposed, it is guaranteed that
the the new coordinates of the vertex will be in the 3x3x3 neighborhood of o(x*®) and we can
find the new rank of the vertex using LOCATE-RANK (Algo:4). Subsequently, the ghost layer is
updated by looking for rank of valance triangles and their vertices (as in Algo:2).

After every (or every few) number of time steps, the front mesh has to undergo remeshing
or topology modification routines (Section:3.8). Regridding in partitioned surface mesh is
discussed in Section:3.8. Parallel front topology modification operation is not discussed in this

thesis and is left for future development.
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3.7 Inter Grid Communication in Parallel

3.7.1 Cells, Elements, and Vertices in the neighborhood

As you have seen in equations Eq:3.4-Eq:3.6, since 0, is O for |r| > 2, we can optimise the
summation if we have the vertex-neighborhood ({¢ € {"n}f | ¢ = o(x*)}) of a front point
(z*) and all the front points ({v € { v} | ¢ € {"n}F}) or front elements ({e € { e} | ¢ €
{"n}+}) in the cell-neighborhood of a leaf cell (c).

1. The cell-neighborhood {¢ € {"n}}} of the leaf-cell ¢ := (i, j, k, 1) can be easily found
by changing the indices like ¢ <— 7 £ 1,2

2. The cells in the neighborhood of the marker point x*, is the cell-neighborhood of the
vertex-owner cell, (o(x®)) of the marker point (x®). In a uniform grid of depth [, the
owner cell is simply ( L%J , {%J , B—%J , l) and in an AMR grid, 7, you can find it using

Algo:3 LOCATE..

3. The front points and front elements in the neighborhood of a leaf cell ¢ € O can be
easily obtained if you have the set of front points ({ v}) or front elements ({ e}») in
every cells ¢’ of the parent tree 7. The number of front points/front elements in a cell
is different for different cells. So, instead of creating front element arrays for each cell,
we can create a single front element cache that is in correspondence with the z-order of
leaves. (Refer Algo:5)
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3.8 Surface Regridding or Remeshing in Parallel

As mentioned in Section:, front regridding is essential for Eulerian-Lagrangian methods involv-
ing a moving front. There are two aspects involved with front regridding ( or surface remeshing
as in most of the literature): (i) metrics associated with surface quality which is demanded
by the solver; and (ii) time complexity, especially in the context of partitioned sets. With the
perspective of the objectives of this thesis, which is establishing a parallel front tracking code
with distributed Eulerian and Lagrangian meshes, this section discusses how to efficiently regrid
a partitioned front or Lagrangian mesh with optimised communication.

The objectives of surface mesh regridding are maintaining the edge lengths within an
interval [@in, Gmaz] Where Gp,q, is of the order of h/2, maintaining quality triangles (closer
to an equilateral triangle) and smoother tangent planes for calculating surface derivatives. The
assigned edge length interval avoids leaks in ¢;, interpolation between Eulerian and Lagrangian
meshes and avoid unnecessary small triangles, which do not give any advantage. The most
common metrics that are used to measure the quality of a surface mesh is (i) minimum or
maximum angle (optimal angle is 60 degrees), (ii) quality or aspect ratio (optimal value of
quality and aspect ratio are both 1) and (iii) the valence of the vertices (optimal valence of
an internal vertex is 6) [51]. The quality of the triangle can be expressed as Q(t) := VggtEt
where A;, S; and F; are respectively, triangle’s area, half perimeter, and length of the longest
edge. There are different classifications for remeshing algorithms [51] among which we use
surface remeshing by local mesh modification methods [52] which is suitable for front tracking
methods [53] [32]. In local mesh modification methods, edge manipulations are done in series

over all edges.
Data Structure Requirement

During mesh modification, we might add new front points and front elements or delete the
existing front points and front elements. Additionally, all these operations involve changes in the
way triangles are connected, and thus, the sets of vertex coordinates V, triangles £, neighbors
N undergo insertions, deletions, and modification. So, a triangle based surface mesh data
structures similar to [53] is used in this thesis where the sets of vertices, triangles and neighbors
are stored in a linked list which are capable of insertions and deletions. Refer to Sec:2.5 and
Sec:A.1.

3.8.1 Regridding in Parallel

In parallel remeshing, local mesh operations are divided among processors such that each
processor, with rank p, operates on local edges ({Ul}p) and local vertices (V). However, during
edge operations, special care has to be given for local edge-cut (cut(ITy,) [ J{ 1},) to avoid race
condition.
Avoiding Race Condition in MPI

Every edge operation creates or deletes triangles and vertices, which results in the modi-
fication of the triangle connectivity in the neighborhood of the edge (Fig:3.8(b)). Therefore,
the triangle-based database used in the thesis cannot be directly parallelized or multithreaded,
because multiple threads performing edge collapse or edge split operations on two neighbor-
ing edges might require changes in the connectivity of the same triangles, leading to a race
condition where different thread or processor tries to modify the same data simultaneously.
Apart from adding or deleting vertices and elements, an edge operation also changes the con-
nectivity of the triangles in the valence region of the edge. The valence region of an edge is
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shown in Fig:3.8(b). Due to the reason, the connectivity changes during an edge operation the
corresponding edge and makes the edge operation challenging for the edges in the edge-cut
(I € cut(Ily)) because of the race condition where different processors concurrently tries to
modify same data structure (V, € and A) at the same memory location. So, an edge operation
(collapsing or splitting) is carried out in two steps where in the first step of the operation we
carried out only the local edges, which are not edge-cut and which lie inside the local domain
completely (inside edge). (b) Subsequently, the edge operation is carried out on local edges,
which is also a cut-edge ({ 1}, () cut(IIy)). The algorithm is explained in 6 and Fig:3.9. The
algorithm can be further improved if the mesh is implemented using a half-edge mesh [54]
which gives more independence in edge operation [55]. However, this is a future work.

Algorithm
3.8.2 Future Plan

The algorithm still requires further optimization for better scalability. To avoid the race condition
in edge operation, they are performed in steps as described in the section above. This restriction
can be addressed by employing a half-edge mesh which is left for future improvements. A
half-edge mesh [54] stores a triangle as a set of three consecutive directed half-edges, where
each half-edge is a directed edge connecting two vertices of a triangle. In the database, every
half-edge is connected to a previous and next half-edge of the triangle. Similarly, every half-
edge has a rwin or flip half-edge, which is the oppositely directed half-edge of the neighboring
triangle. A half-edge mesh offers the advantage of edge collapse and edge split on every edges
independently. However, this approach might result in a temporarily invalid mesh where a
polygon has more than three edges (no longer a triangle) or a triangle with zero area, which can
be corrected afterward. This independence in edge operations can be utilized for hyperthreading
and MPI parallelization techniques.

The regrid algorithm discussed in this chapter doesn’t consider volume loss which can be
improved by employing algorithms like those discussed in [56] [57] [58].

3.9 Results

We discuss in detail the implementation and benchmark comparison of front tracking with
existing Literature in Chapter:4. Fig:3.10 and Fig:3.11 illustrate AMR and parallel capabilities
of the multiphase flow solver in 2D.

3.9.1 Scalability

In this section, we will evaluate the scalability of the parallel front tracking solver discussed in
the previous sections. Scalability of AMR Eulerian grid using Morton-curve-based partition
implemented in-house solver basilisk [29] is shown in Fig:4.10.

In order to test the scalability of repartition after advection (and subsequent regridding), it
is looked into with a simple test case. Here, four circular droplets are advected in a solenoidal
velocity field (given by stream function ¢ (z,y) = < sin® (7z) sin® (7z) cos (7%)). After each
time step,(i) the front undergoes regridding to even out the edge lengths, and (ii) the grid
undergoes AMR remeshing to capture the interface at maximum refinement. The average

computational time of different numbers of processors and levels are shown in Fig:3.12. The
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Algorithm 6: PARALLEL-REGRID
Data:
1. Local parent tree ’T;{ with cells C;{ with cell rank P, (c) for all cells ¢ € C;,“
2. Local Front with ghost layers M; = (V;, E ;r N ; ) with processor rank for all
vertices (P,(v) V v € V) and triangles (P.(e) V e € E) given.
Result:
1. Improved Local Front M,, := (V,,, €,, N/,,) with every vertices (v € V,)) and triangles
(e € &,) satistying the isotropic condition listed in Sec:2.5.6.

while MPI running do
1. for each local edge | := {v;,v;} except edge-cut do  /*1 € {"1},\ cut(Ily) */
1.1 if edge size is larger than a,,,, then

1.1.1 Split {
end
end
2. Wait for nearby processors to finish step 1. /* MPI_Barrier could work */
3. for each local edge | which is a cut-edge do /1 e {71}, N cut(Ily) #/
3.1. if edge size is larger than a,,,, then [* */
3.1.1. Split !
end
end

4. MPI communicate (non-block send/receive) to update vertices, elements, and
connectivity in ghost region
5. for each local edge | := {v;,v;} except edge-cut do /1€ {1}, \ cut(Tly) */
5.1. if edge size is smaller than a,;, then /* *#/
5.1.1. Collapse [
which is left for future improvements

end
end
6. Wait for nearby processors to finish step 4. /* MPI_Barrier could work */
7. for each local edge | which is a cut-edge do /1 e {71}, N cut(Tly) #/
7.1 if edge size is larger than a,,,, then /* *#/
| 7.1.1. Collapse I
end
end
8. MPI communicate (non-block send/receive) to update ghost region
9. for each local vertex v do *veV,*
| 9.1. Vertex smooth v
end

10. MPI communicate (non-block send/rev) to update vertices in ghost region
11. Repeat Steps 1.-10. for few cycles (Ex: 6 smoothing cycles)

end

number of vertices and elements increases as the refinement level increases. Referring to
Fig:3.12(b), as the number of vertices and elements increase, the solver becomes more efficient.
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(a) (b)

Figure 3.6: Zorder of front points: (a): A front with vertices v; € V marked with their indices i € Ny,
in the set V. (b): Indices of vertices in the cache which are arranged according to the Morton curve.
Indices of vertices in the leaf cells with halo, children are ordered with the z-order of their children. This
ordering takes care of the refinement operation.

A DAL s

Figure 3.7: Regridding : (a)Split an edge when the edge size a is more than specified @4z, resulting
in creation of two new triangles and a vertex. (b) Collapse an edge which is smaller than specified a,;y,
resulting in the collapsing of two triangles and a vertex. (¢) Vertex smoothing.

(a) (b) (c)

Figure 3.8: Valence : (a) Valence of the vertex: The valence triangles of a vertex is the set of triangles
that share the vertex. (b) Valence of the edge: The valence triangles of an edge is the set of triangles that
share either of the vertices of the edge. (c) Valence of the triangle: The valence triangles of a triangle is
the set of triangles that share at least one of the vertex of the triangle.
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Figure 3.9: Splitting of edge operation in parallel to avoid race condition: (@) In the first step, the edge
operation (split/collapse) is carried out only on the inside edge ({~ [}, \ cut(IIy)) which completely lies
inside the domain. (b) In the following step, the edge operation is carried out on local edges, which is
also a cut-edge ({Ul}p () cut(Ily,)). NOTE: The second step has to be further split into two steps so
that two processors don’t split/merge edges of the same triangle which contains triple point (the points
that are shared by t v, vp)

(a) (b)

Figure 3.10: (a): A snapshot of a 2D atomization simulation implemented using parallel front tracking
method. In the simulation, a jet of radius R = 1/12 m is injected with a pulsatile velocity U =
0.1+ 0.05sin(27t/T) ms~! with time period 7' = 0.1 s. The Reynold’s number is Re = 5800, surface
tension 0 = 3 x 107, density ratio is p1/po = 2.84, viscosities are 1 = 2. U R/(p1 Re), o =
2. U R/(po Re). (b): Shows the AMR capability. The heaviside used in the simulation is simply the
volume fraction calculated from the front, which is discussed in the Ch:4 Sec:4.2.2.
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Figure 3.11: Two snapshots of a cluster of rising bubbles in 2D. In front tracking the topology change is

not automatic, as is the case with VoF.
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Figure 3.12: Advection Test case: (a): Four circles are stretched with a predefined velocity field. (b):
Scalability test run on a workstation, for different refinement levels.



Chapter 4

Balanced Surface Tension

4.1 Introduction

This chapter explains the implementation of a balanced surface tension that eliminates spurious
current and conserves momentum. Well-balanced surface tension [59] [60] models discretize
terms in the Navier-Stokes equation such that in static droplet and bubble test cases, the Laplace
equilibrium is achieved, i.e., both the pressure and the surface tension discretization terms are
in balance so that spurious or parasitic currents are avoided. The desirable properties while

spatially discretizing surface tension terms are
* Well-balancedness: The pressure gradient balances the discrete surface tension in static

configurations such that:

~Vip+ £ =0 @.1)

* Discrete momentum conservation, Which is equivalent to
—fh =V Ty 4.2)

where T}7 is an appropriately defined capillary tensor.

Earlier approaches to surface tension discretization using CSF [33] suffered from parasitic
current or spurious current in stationary bubble or droplet test cases [61] [62]. In those
particular test cases where the Laplace pressure difference is balanced by the surface tension,
the NS equation can be written as

([p]] = —o(x®)k(x®) V x® €T, 4.3)
which can be expressed in the spatiotemporal discretization equation [63],
Vi(p" —orpHp') = 0. 4.4)
In the case of the spherical droplet at equilibrium, it reduces to [63]
Degp = OkeqpHp + C. 4.5

In the front tracking method, the heaviside H} in the above equation can be derived using
Eq:4.15. The two aspects of a well-balanced discretization requires that (i) the numerical
evaluation of curvature is constant, and (ii) the gradient operators used in both terms (Eq:4.15)
are similar or compatible [60] [59]. Well-balanced and momentum-conserving discretization

45
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methods are implemented in VoF [60] and levelset [59] solvers. Implementation in [59] is
similar to the front tracking code in [60] which employs an integral formulation of surface
tension on the a portion of the interface reconstructed using a cubic spline interpolation of
marker points. In front tracking, the advection of markers produces small amplitude, high-
frequency errors in the curvature. In this chapter, we employ few Laplacian smoothing cycles
to take care of the the curvature fluctuations (Refer Sec:4.2.4).

4.2 Numerical Implementation

The Navier-Stokes equations (Eq:2.9-2.13) are solved using the projection method implemented
in Basilisk [29] and its extension to compressible multiphase flow [64] is explained in Sec:5.3 in
the next chapter. Spatial discretization of momentum equation is done on an Marker-And-Cell
staggered grid with AMR capability [29]. Discretization of surface tension term uses volume
integral formulation similar to [62].

4.2.1 Interface

n(sa)
04 (k(54)<0) 2
A(sp)
. ]Z(lt
. Ao s s
.. (r(s5)>0) . _
QO T @ o. I S I . T S
.............. o~ Q g
------ e _.
(a) (b)

Figure 4.1: (a) parameter s, arc length 0(s), tangent ¢, normal ¢ (b) positive (k, < 0)and negative
curvature(ky > 0)

The 2D interface I'(¢) at time ¢ is the locus of interfacial points x*(s,¢) for arc length
s € [0,5] and t € [0,T]. In discretized computation, we would rather have a discrete set of
marker points V := {x,x],..} at any time step ¢",. If we assume, the vertices are ordered
cyclically, then the set of front element can be considered as € := {(xf, x}), (x, x5), ..}
Let us define a polynomial interpolation function M;(m) : [0, 1] — R? corresponding to each
element e; := (x, 7, ;) € £, that maps parameter m € [0, 1] to points on the interface with all
the polynomials satisfying M;(1) = M;;1(0) = «, ;. Then, the interface can be considered as

I'={M;(m)|me[0,1]andi € Ny} (4.6)

The tangent at interfacial point x; is

M.
e = m 4.7)
o ldMs/dml] ]

~
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For C! (tangent) continuity

dM; /dm
[dM; /dm]|

. dMl+1/dm
=1 M1 /dml|

t=0

The direction of s is chosen such that points to the left and right of ¢ (x®) belongs to €2; and
)y respectively. So from the above convention, normal to the interface is obtained by rotating
t(s) counter clock-wise 90 degrees.
; 0 -1\,
= t
= 0)

The arc length from xj to x; along the interface is

=5 [

For any point * € I" on the interface corresponding to the element e; := (x, x7, ), all the
geometric parameters can be expressed in terms of the local parameter ¢t € [0, 1], or the arc
length s € [s;, s;11] or the coordinate x° itself depending on the convenience. Here, let us
define them in terms of ¢

x’(m) := M;(m) (4.8)
s(m) :=s; + /0 dM;(lm) H dm 4.9)
o dMi(m)/dm
*0m) = a3 (m) flm] (410
. B dt(m) B 1 dt(m)
wlm)n(m) = 2oy = TabLim)jdm] dm @11

Advection of the Interface

The marker points are advected using explicit integration (z® < x® + At u®(x®)) where
marker velocity (u®(x*)) is calculated from grid velocity (x.) using linear interpolation of
velocity components.

4.2.2 One fluid formulation

In one-fluid formulation, we solve the set of discretized equations of both fluids, considering
them as "one-fluid", allowing both the set of NS equations corresponding to both liquids into a
single set of equations. The fluid properties such as viscosity and density of the "one-fluid" are
determined by averaging the fluid properties of individual components. In this work, we follow
the arithmetic averaging [29] [32] [53] as

p(@) = pH(@)+ po(l - H(@)) (4.12)
@)= pH(x) + po(l - Hz)) (4.13)
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Figure 4.2: Heaviside Hp(x) in each control volume is taken as the volume fraction in the control
volume. (a) A cubic CV and all the triangular facets that intersect them (b) Polygons: Subset of each
triangle inside the cube (¢) Void Fraction: Subset of cubic control which belongs to 2

T
T
T

|

[

I

I
! |

NN
NN
T

]
If
i
I
[
1

(a) (b) (c)

Figure 4.3: Void fraction evaluated from an interface front at three different timesteps. The interface
is advected with a velocity field (given by stream function ¢ (z,y) = 1 sin? (7z) sin? (1) cos (14)).
The algorithm 11 can correctly calculate even if the interface is highly stretched such that there are cells
with front elements of opposite orientation ((b)).

where H () is the heaviside function which is given by

H(z) 0 Va e g (interior points of fluid — 0,95 =y \ T) 4.14)
x) = :
1 VaeQ] (interior points of fluid — 1,07 = Q; \ I

which is discontinous at the interfacei.e Va € I

There are many ways to determine the heaviside function. In most of the FT multiphase
flow solvers [53] [2], the heavy side function is determined by solving the following Poisson
equation

V2H,=V- G, (4.15)

where Hy,(x.) is the discretized heaviside evaluated in a cell ¢, and

R o Ae
Gh(zx.) = Z NeOp(Te — ) TN (4.16)

ec€

where e € £ represent front elements, 7. is the normal evaluated at the centroid of the element,
A, is the area of the element, |(2.| is the volume of the control volume corresponding to cell
c. The solution of Eq:4.15 doesn’t guarantee H, falls in [0, 1] and can also result in erronous
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heaviside value in the cells far from the interface [39]. Inorder to avoid these errors, special
care has to be taken in the Poisson solver like avoiding cells farther from interface [39]. This
method of solving for heaviside requires additional care while two interfaces approaches.

However, in this work, we take the void fraction as the heaviside, which is calculated directly
from the facets like in [62].

1

Hh(:c) = A_V

H(x)dv = f (4.17)
where f is the fraction of volume occupied by fluid — 1 in the computation cell. Fig:4.3
illustrates an example where the heaviside is evaluated as the volume fraction occupied by
reference fluid. [62] also used the same approach in 2D front tracking code. A general
algorithm (for both 2D and 3D) to evaluate void fraction in a control volume is explained in
detail in the appendix (Sec:A.5). A similar algorithm is described in [65] which is implemented
in [53]. This method avoidis overshoots and undershoots while evaluating heaviside as long
as there is no invalid interface intersections. However, since C° continuity of the interface is
used in the evaluation, an additional filtering or Gaussian smoothing algorithm for smoother
heaviside is recommended before evaluating density and viscosity. The algorithm described
doesn’t require stitching of polygons as in [65].

4.2.3 Balanced FT in 2D

In the staggered stencil, the finite volume integral of the x component of the momentum equation
is carried out on the face-centered control volume €2, (4.4),

e fo(Ter) |Q ’/ dVv / i(x® — x) F,(x*)dA (4.18)
KT

g

4.1
‘ch’ QeeNI ( 9)

Referring to Fig:4.4 and Eq:4.19, and using Frenet-Serret relation, the integral of —Vp+ f,
can be expressed as

D A c’
dot
é, - / (=Vp+ f,)d / p(y) dy + / p(y) dy + a" cé,ds  (4.20)
Qex C B B’

By taking care of Laplace pressure jump at B’ and C’, the above equation gives
1 /( op + foz)dv _L (\C’D| +1CC'| (pij + oK ))
— oz — i i g /
Qe or 7 h? Pig Pig ¢

5 (IBB picsy + 1B Al (915 — o%lp))

+%(Z/ %-éxds>, 421)
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Figure 4.4: Finite volume integral: (a) In the MAC-staggered stencil, pressure p;’; is evaluated at the
centroid of the control volume €. corresponding to the cell ¢ := (4, j,l) (where i and j are integer
index corresponding to x and y direction and [ is the refinement level of cell). The x component of the
momentum equation is integrated over the face-centered control volume (2. and the volume averaged x

component of surface tension f, ; is calculated at the face center. (b) Integral of fQ (—g—i + f,m) dv
over the control volume 2.,

where the third term is the summation of elements e; := (x;,x ;) € £ which intersects
with the control volume ()., and m, and m; are found using Liang-Barsky algorithm (0 <
mo < my < 1) while cutting line segment (7, «{ ;) by the control volume. This term can be
rewritten as

ma(e;)

oot -
Z / a;‘;; - e, ds = Z[ml (67,) - mo(ei))](aiﬂtiﬂ — Uiti) €y (422)

€i mo (62) €i

We finally have the discretised equation for Eq:4.4

1 dp 1 P "
|Qes| /(_% + fou)dv = 5 (pij — pi-14) — 7 (pi’jn _ pifij)
QCI

+ Z[Tm(@i) — mo(e;)](oipativs — oits) - €, (4.23)

where the capillary pressure correction in the z-component of the momentum equation (pffjp )
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Figure 4.5: Capillary pressure correction to pf(;-p . Two cases where the interface intersects the right face
of the control volume 2, above (x;,y;) as in Case A and below (x;, y;) as in Case B, are represented
here.

can be written as

o(y)r(y) (5 — lv ;y”) if y' > y;. Case A in Fig:4.5
PPt = § —o(y)r(y) (L — 52 ify < y,. Case B in Fig:4.5 (4.24)
0 if I' doesn’t intersect the right face of €2,

where ¢y € (y — %, Y+ %) is the point at which the interface intersect the right face of the €2,

and o(y")x(y') is interpolated from the marker points. Similarly p;“*"

;.;  can be derived.

4.2.4 Smoothing of curve

In front tracking, rather immersed boundary methods in general, advection of markers produces
small amplitude, high frequency errors in the marker positions. Thus, interface forces involving
higher-order marker position derivatives also have errors that can create numerical instability.
So we employ a smooth- ing algorithm, which ensures that all the terms involved in the
computation of the interface forces are smooth and have second-order convergence.

. A = x10~7
10051 \ pron e / 5
\ analytical =~ / =
\ / B
— \ / |
= 1.000 1 \ / —~ 0
> \ / \C%
\ / <
\ / v
0.995 1 \\\_/// o -5 error
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.5 1.0 1.5 2.0
z(s) z(s)
(@) (b)

Figure 4.6: (a)Instance of the profile of an initially perturbed damping wave compared with the analytical
solution of Prosperetti. (b) High-frequency error in the numerical solution when solved with a front-
tracking solver without smoothing.

Fig:4.6 shows the fluid-fluid interface and Fig:4.9(a) shows the error from the analytical
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solution, which is a smooth sine wave. This small high-frequency error gives rise to errors in
calculating curvature and their derivatives and potentially makes the integration of the system

of equations in time unstable.

x10~7

0.10
— 5
= 0.05 )}MWM
= m
I X y — y h,
2 —0.05 M %
? fﬂ/ —— before
o 51 —— before after —0.10 after

4

s 2

—1

0.0 0.2 0.4 0.6

oo

—— Dbefore after

(b)

0.0 0.2 0.4 0.6 0.8 1.0

(d)

Figure 4.7: (a) error in interface position (b) curvature (c) the first derivative of curvature and (c) second
derivative of curvature before and after a few cycles of smoothing cycles

There are different approaches to make the interface smooth. Here, we do a Laplacian
smoothing [66] [58], where we do pseudo-time step integration of type

u(s) = —ern g

(4.25)

with constant ¢y y can be determined from Von-Neumann stability analysis of the differential
equation. ¢y can be determined as c—— ( A - In Fig:4.9 it is evident how few number of cycles

of smoothing can kill the high-frequency errors.

4.3 Testcases

This section deals with the results of benchmarking test cases done with the front-tracking
multiphase solver described in this chapter. Moreover, they are compared with previous studies.

4.3.1 Static Droplet

When a perfectly circular droplet (or spherical droplet in 3D) of heavier fluid is kept in the bulk
of lighter fluid in the absence of gravity and other body forces, it will remain at static equilibrium
with higher pressure inside the drop, which is balanced by the Laplace pressure. However, in



4.3. TESTCASES 53
the direct numerical simulation of this multiphase problem, due to the inconsistency of the

terms in the discretization of the Navier-Stokes equation, the unbalanced stresses manifest as
unwanted velocity , which is called spurious current or parasitic current in literature.

Hgs Pg s P
aq

<>

Hgs Pg

(a) (b)

Figure 4.8: (a) Computational setup for spurious current testcase in Sec:4.3.1. (b) damping capillary
wave in Sec4.3.2

In the subsection, we look into the parasitic current produced in a static droplet test case to
look into the well-balancedness of the discretization of NS. A circular droplet of diameter, D,
is kept at the center of a square computational domain of side L such that D/L = 0.4. The
computation is simplified by simulating only 1/4 of the domain with a quadrant circle placed
at the origin. The density and viscosity of the liquid that composes the liquid are p; and y,
respectively, and that of the surrounding gas is p, and y, The domain is divided to 2° x 2°
square control volumes such that there are 12.8 grid points per diameter.

The non-dimensional numbers involved in the problem are

oD
Density ratio r, = ﬂ, Viscosity ratio r,, = ﬂ, Laplace number La = P 5
Pg Hg Hi
The time scale involved in the problem is capillary time scale 7, = % and viscous time
scale T), = b2
1%

4.3.2 Capillary wave

A well-established test case used to look into the robustness and study the order of convergence
of spatial discretization of a multiphase flow involving viscous stresses and capillary forces
is the damped oscillation of a capillary wave [67] [68] [69][20] [63][24][70]. The test case
involves studying the evolution of an initially perturbed two-fluid interface and comparing it
with the interface initializing a small perturbation on

An initially perturbed interface that lies at the center of the square box: The wavelength of
the wave is equal to the side length of the square. The ratio of the amplitude of perturbation to
the wavelength is 0.01. The densities and viscosities of fluids on both sides of the interface are
equal. Let Oh = 1/4/3000, the non-dimensional viscosity € = vk?/wy & 6.472 x 1072, The
square box is divided into 64x64 cells. Surface forces at the interface in the perturbed interface
dampen the wave with time. The evolution of amplitude a/) is plotted with non-dimensional
time in Fig:4.13 and is compared with the analytical solution of Prosperetti [68] [71].

Case-A

The evolution of the amplitude of a capillary wave is shown in Fig:4.13 in the test case with
dimensional numbers listed in Table4.1.
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Figure 4.9: Decaying spurious current study for a static droplet test case with different ratios and
Laplace numbers explained in Sec:4.3.1. The x-axis represents time, which is non-dimensionalised
with viscous time scale and the y-axis is the maximum of the spurious velocity in the domain, which is
non-dimensionalized with a viscous velocity scale.

-3
10 e=05%
» — e=10%
1077 5 e =20%

3 1075 k&

(a)La =120 (¢)La = 12000

Figure 4.10: Eccentricity introduced

Ko P La ag
Hg Pg A
3000 | 0.01

Table 4.1: Nondimensional parameters for damping capillary wave test case A

Case-B

The evolution of the amplitude of a capillary wave is shown in Fig:4.12 in the test case with
dimensional numbers listed in Table4.2.
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Figure 4.11: (a) Evolution of normalized amplitude of an initially perturbed wave as mentioned in
Case-A of Sec:4.3.2. (b) The spatial convergence of Ly error

B P La ag
g Pg A

55.72 | 850 | 3000 | 0.01

Table 4.2: Nondimensional parameters for damping capillary wave test Case-B of Sec:4.3.2
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Figure 4.12: (a) Evolution of normalized amplitude of an initially perturbed wave as mentioned in
testcase of Sec:4.3.2. (b) The spatial convergence of Lo error.

Spatial Convergence

Let us look into the error between the exact solution and the DNS solution for the current
front-tracking solver for different resolution of the grid and look into the converge. We define

the L, error as
1 QO 25/90 )
Ly = —|— h — hegaer) dt
2 )\\/25 /to ( 2

which is the difference in the amplitude of the damped wave between the DNS and the exact
solution, which is averaged over a time period equals to 25/wy. The frequency () is obtained
from

3 2
wo? = v where k& = ] is the wave number
2p A

Nondimensional parameters for damping capillary wave test case B Convergence of L is
studied by doing? the simulation for different grid resolution A\/d = 8,16, 32,64,128. The
error and convergence study is compared with [60].
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Study / z- 8 16 32 64 128
current study | 0.17561 | 0.0258687 | 0.0040554 | 0.00231449 [ 0.000616792
Popinet[60] 0.1568 | 0.0279 0.00838 0.0018 0.000545
Popinet&Zaleski | 0.3018 | 0.0778 0.0131 0.0082 0.00645

Table 4.3: Lo error for different / Aih (Case-A of Sec:4.3.2).

Study / 3~ 8 16 32

current study | 0.255214 | 0.140576 | 0.056885
Popinet[60] 0.1971 0.0754 0.0159

Table 4.4: Lo error for different / Aih (Case-B of Sec:4.3.2).

4.3.3 Oscillating Droplet

Like the damping capillary wave test case in the above subsection 4.3.2, A small perturbation is
introduced on the circular interface separating two inviscid liquids, and the system is let evolve
in time [72] [44]. Due to the surface tension, the interface oscillates. Theoretically, the droplet
should oscillate without damping as both liquids are inviscid. However, the direct numerical
simulation shows that the perturbation numerically disappears in time.

An inviscid circular drop made up of a liquid of viscosity p; with diameter, D is kept
inside another inviscid liquid of density p,. The surface tension for the pair of liquids is 0. A
sinusoidal perturbation of amplitude ¢, is introduced on the interface at t = 0.

D
r(0) = 5 + €pcos(nb)

For this current test case, n is taken as 2. Theoretically, the perturbation gives rise to an
undamped oscillation of frequency

2 (n® —n)o
(P + pg)(D/2)?

% La %
] 1000 \ 00 \ 0.05 \

Table 4.5: Nondimensional parameters for oscillating inviscid drop
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Figure 4.13: Evolution of normalized amplitude of an oscillating inviscid drop of small amplitude
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Chapter 5

Compressible Multiphase Flow using
Front Tracking

5.1 Introduction

This chapter explains the implementation of a compressible multiphase flow solver using the
front tracking method. The general algorithm regarding all-mach multiphase flow solver follows
[64], who have implemented the solver in AMR-based solver Basilisk [29]. [64] is a VoF-based
finite volume solver that considers the interfacial tension and the compressibility of both fluids.

5.2 Compressible Flow Solver

The compressible flow solver aims to solve the evolution of the interface and the subspaces that
occupy each fluid, the flow field variables, and the intrinsic properties of fluids, which, unlike an
incompressible flow, can vary. For a system of two-component fluid occupying a d-dimensional
computational domain 2 C R? (d € {2, 3}) with computational surface 912, the objective of
this solver is to look into the following,

L(t),Q(t), () VvV tel0,T]CR
w;(x,t) V tel0,T]andx € Q;(t) \ I'(¢)
pi(x,t), pi(x,t),e;(x,t) V tel0,T]andx € Q;(t) \ I'(2)

where I'(¢) is an oriented closed surface that represents the interface separating two fluids, say
fluid — 0 and fluid — 1, which respectively occupy the domains 2 (¢) \ I'(¢) and 2, (¢) \ I'(¢)
such that Qq(t) N Qq(t) = T'(t) and Qo(t) U Q1(t) = Q(t). The index i € {0,1} in the
above description represents the i-th component of the system. w stands for the velocity
field. The thermodynamic properties of fluid, pressure, density, and specific internal energy
are represented by p, p, and e, respectively. We do not consider other scalars and vectors
that represent flow fields or properties of either component because they are constant for both
components or are derivable from the variables listed above.

59
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5.2.1 Governing Equations

We can say that the following ten spatiotemporal variables can fully represent the system of
two-component compressible fluids

filz, t), pi(x,t), u;(x,t),p;i(x,t),ei(x,t) V x € Qandt € [0,T] (5.1

If H(x,t) is the heaviside with H(x,t) = 0V x € Qy(t) and H(xz,t) = 1 V& € Q4(t) then
the local heaviside f; is given by

1— H(x,t)Vx e Qy(t
filx,t) = 6, €) Vx € flalt) (5.2)
H(x,t)Vx € Q(t)
The Navier-Stokes equations that define the governing system are
2-JrV-(-u-) = 0 (5.3)
atpl p’L 7 - .
0
a(pzuz) + V- (puju;)) = —Vp+V .- (5.4
0 1 1

where 7; = 24V 1 (u + u”) — 214(V - ;)1 is the viscous stress tensor and (e; + 5 |u;|?) is the
specific total energy of the fluid. The evolution of component spaces, €2;(¢) and interface, I'(¢)
are solved by integrating the following evolution equation of the heaviside function,

0
afi-l—uiv'fi =0 (5.6)

The equation of state (EOS) model used in this work is the stiffened gas EOS model,

_ pit L

pi€i = I —1 5.7

where [; and [I; are fitting parameters specific to each component of fluids.

The 5 pair of equations listed above (Eq:5.3 - Eq:5.7) gives a closure to the system. The
above system of equations can be numerically solved, provided sufficient boundary conditions
on Jf2 and all the initial conditions at ¢ = 0 and the jump boundary conditions at I'(¢) for each
pair of variables in 5.1. Given that there is no mass diffusion and slip at the boundary, we can
say that there is no velocity jump at the interface,

[[u]]r =0, (5.8)

where [[ || represents the jump in the variable when we move across the interface I' from €
to I';. Say, for a variable ¢, the jump is

[y = lim (6(a* — sia*)) — ola* + sifa*))) ¥ a* € () (59)
where n(x?®) is the normal defined at the interface point «°, ° — sn and x® + sn are points
in the subspaces €2; and (), respectively just interior to I' (since, by definition, the normal n
points towards the interior of )).
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In the presence of surface tension, the pressure jump can be written as the sum of jumps in
Laplace pressure and viscous stress, which gives

pllr = —ok+n-[[7]r-n (5.10)
The absence of energy transfer across the interface gives
(Ve nrllr =0 (5.11)

Jump in local heaviside functions f; is inherently defined in their definition (Eq:5.2).

Apart from the governing equations (Eq:5.3 -Eq:5.7), the All-Mach algorithm uses some
other equations derived from Eq:5.3-5.7. The projection step in Navier-Stokes solver uses the
following pressure evolution equation (Eq:A.52)

dp; (I} 512 T\ Bi P
dt \pic;  picy;) ey,

~-V-u (5.12)

to solve for velocity and pressure at t"*1. In the Eq:5.12, ® = 7; : u; represents the viscous
dissipation c and represents the speed of the sound. For the specific model of the equation of
state

dp; i + 11,
2= _pPhit (5.13)
dp; Pi
The equation Eq:5.12 can be approximated in the absence of viscous dissipation as
1 dp; 1 Ip;
L I Vp; | ==V 5.14
(ch)edt <002)e<<3’t i p) “ O

) 2T;
where () = (L, — &5
pc e PiC; PiCp;

of the above equations can be decoupled, and the total number of equations and, thus, the
variables that define the system uniquely can be reduced. Since fy(x,t) = 1 — H(x,t) and
fi(x,t) = H(x,t), we can express the pair of equations in Eq:5.6 into a single equation for

). The derivation of Eq:5.14 is explained in Sec:A.6. Some

both subdomains as

%H—i—u -VH = 0 Ve Qi) (5.15)

The index on the velocity is dropped because the velocity has no jump near the interface.

5.2.2 Monolithic Approach

The algorithm is not completely monolithic, as solving the system of equations of both com-
ponents involves solving both the monolithic equation (where both the fluids are considered as
one-fluid) and solving separately for each component. For example, the projection algorithm
used in the solution of the Navier-Stokes equation is carried out by assuming both fluids as a
single fluid while advection of scalars (Eq:5.31) are carried out separately. For this reason, each
control cells store variables for both the components, and whenever both equations are solved
using a single equation: the phase average values of the variables in the cells are used, and
the contribution of the interface is added to the equation using the appropriate jump condition
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mentioned in section:5.2.1.
The solver stores and solves for the discrete set of variables evaluated at the center of control
volumes c, referred as { ¢}

{UCb}c =1{fp} U {Ufz'¢i}

where p is the pressure evaluated at the center of each cell and {U fi¢i} is the set of component
wise contribution of conserved variables

{Ufi¢i} = U { fips, fipiwi, fipiEoi} (5.16)

i€{0,1}

for each control volume cell. F; in the above equation represents the total specific energy,
E, =e + %u,- - u;, of the ¢-th component. The complete set corresponding to all the control
volumes L£(T), is {U{U¢}C}.

As we move further in the chapter, we will be coming across some formulations that use
averaged or unified form of conserving variables in some monolithic expressions, discretized
or semi-discretized equations which are {p, pu, pE'}.

¢:= > fioy V¢ € {p, pu, pE}. (5.17)

1€{0,1}

Many equations, like advection equations and interface advection in front tracking, use averaged
velocity, which is assumed to be continuous across the interface and is given by

u = sz—jf)p“ (5.18)

u
So, in short, the all-mach algorithm aims to find a discrete solution set { {ngﬁ}c}wrl at time

)
step t"*1 1= " + At" given the discrete solution set { { ¢}.}" at time ¢ and a time step size
At™ that satisfy all the stability criteria imposed by spatiotemporal discretization

{U{u¢}c}n+1 Algo:9ALLMACH {U{ugb}c}n,Atn' (519)

In the following section, the governing equations will be either written for each component
identified with subscript ¢ or written into a single equation where the subscript 7 is dropped.

Notation

The subscripts ¢ € {0, 1} are used to identify the fluid component separately. The subscript
j € 40,.., D — 1} represents the direction in the Euclidian space. The computational model
is primarily used to solve compressible two-phase flows in either axisymmetric flows or three-
dimensional flows. In the future analysis in this chapter, the following notations will be followed
when analyzing the integration of the governing equation for a control volume. For a given
time step ¢", the computational volume is discretized by a quad/octree 7 (¢") which has a
set of control volumes called leaves of the tree £(7). A control cell ¢ € L(T) has its
associated control volume, which is the square/cubic volume €2.. The control surface 0f).. is the
union of all the six faces 9, = U;0Q). Variables associated with a face are identified with
superscript F as in ¢”. The six control faces can be uniquely identified by the outward normal,
n” € {+e; V j € {0,1,2}}. For any primary variable ¢ € {f, p, pu, p;(e; + 3u; - u;)} in the
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discretized (or semi-discretized) equations, the discretized value represents the value of ¢ at the
center of the control volume. ¢ might also be represented as ¢z, ¢z 7 or ¢z, 7 « if the values of
the neighboring cells are present in the equation. In time discretisation, ¢" or ¢(¢") represents
the value at time step t". ¢” is used to represent face center value, and ¢; is used to identify the
two fluids separately.

5.2.3 Space and Time Discretization

For the time discretization, the continuous set [0, 7] is discretized into {t"} = {t" | n €
{0,.., N}, vt > ¢ 0 = 0, V¥ = T}. The time step size defined At" = "1 — {" satisfies
the CFL conditions and other stability criteria demanded by the scheme. As discussed in the
above chapter, the computational volume, 2 is discretized into many square/cubical control
volumes using quadtree or octree, i.e £ = U.ceun)§d [29]. The quadtree or octree ST (),
used to discretize the control volume is time-dependent and is modified in each time step to
accommodate different length scales of the flow. The spatial solution of primary variables f;, p;,
piu; and p;e; are found for the discretized set of all points, which are the centroids of the control
volume, {x.}" = {x | x is the centroid of 2. V ¢ € L(t")}. The fluxes of the above-mentioned
variables FJ{ », are evaluated at the center of the control faces . of cells. Control faces are the
union of faces of control volumes, c i.e {F | Fis a control face of ¢V ¢ € L}.

For discretized control volumes, f; represents the fractional volume of ¢—th fluid in the
control volume and takes values [0, 1], unlike {0, 1} in the continuous framework. Both f
and f; are represented as 1 — f and f respectively, where f is the volume fraction of the
reference fluid (which is fluid — 1 in our case) in the control volume. f is the volume average
of continuous heaviside function (Eq:A.21).

5.2.4 Interface Representation

The domains €2;(¢) and the interface I'(¢) are interdependent they can be represented by a single
scalar. For example, a heaviside function (Eq:4.14) can be used to identify the domain.

* VoF: In the VoF method, the volume fraction of reference fluid f in the control volume
is stored as a scalar, and the cells are identified empty (f = 0), mixed (0 < f < 1) or
full (f = 1) depending on the value of f. The interface is reconstructed from the volume
fraction f using PLIC algorithm [? ] [29].

* Front Tracking: In the front tracking algorithm, discrete connected marker points
constitute the interface. The volume fraction of each component can be found using
Algo:11.

5.3 Numerical Method

Using the continuity of velocity across the interface, we can combine the momentum the
equation in both the fluid domains into a single one and the implicit time integration of this
unified momentum equation is written in the following semi-discrete equation

n+l, n+l _ n,n
— Atr P A (pu) = VP + (V“n+1 * W“nH)T) wF 520
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where w is the continuous velocity, p = fopo + f1p1 the average density of the control volume,
p is the pressure in the unified formulation of Navier-Stokes, equation A"*!(pu) is the time
integral of V - puw as in Eq:5.31 and f/*! is the surface tension which takes into account the
Laplace pressure jump at the interface ( Eq:5.10 ). Since the above implicit equation cannot be
solved directly we first predict a velocity at t"*! using p" instead as

n+1,,n+1 Ty, T
Pt — ptu

Atr

+ A" pu) = —Vp"+V pu <Vug+1 + (Vu"“)T) + f3.21)

p

Evaluation of the predicted velocity , uZ“, is carried out in two steps. In the first step,

we evaluate u(*®) followed by ug“ as explained in the following equations, where we split
Eq:5.21 into two as

pn+1 u(adv) _ pnun

= —A™H 22
INT (pu) (5.22)

ntlgntl _ n+1u(adv)
% Atf _ —Vp"+V-,u<Vu;‘+1+(Vug“)T>+ff}+1 (5.23)

In the advection step, we evaluate advect variables f, p, pu, p(e + %|u|2) For the reason
of stability, the advection for each variable is consistent and uses the same method. (Further
explanation is given in section:5.3.1). The equation Eq:5.23 is solved for ug“ using a multigrid
solver.

Now we find " using the equation

pn+1un+1 . pnu
At

+ A (pu) = =P Vo (Vg (V)T 4 f1524)

Subtracting Eq:5.21 from Eq:5.27 gives

At" At™
n+1 n+1 n n+1 * n+41
where A
* _ oontl n
u =u, + W Vp (5.26)

Eq:5.25 coupled with u™*! and p"™! is solved with the pressure evolution equation (refer

Eq:5.12)
1 pn+1 _ p(adv) A"
— 2 7 V=V (u-"—"wVp! 5.27
() (2 w - S 5.27)
where ( p%) is the phase averaged value of (fé? — %) and p(®®) is calculated numerically

from w(@®), F(@d) Fyrther explanation of the projection algorithm is given in section:5.3.3.

The complete algorithm is split into four steps advection (Section:5.3.1), prediction (Sec-
tion:5.3.2), projection (Section:5.3.3) and energy updation (Section:5.3.4 which are discussed
below.
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5.3.1 Advection

This subsection discusses how the advection terms in the governing equation corresponding to
variables p;, p;u; and p; F; are integrated in time and also discusses how we advect the volume
fraction of components in the cell f; are advected. The algorithm [64] uses a consistent method
in calculating flux for variables ( {p;, p;u;, p;F;}) consistent with that of volume fraction
advection which is very crucial in the stability [73] [74] of the scheme especially for flows
consisting of fluid components with high-density ratios. The advection step is carried out in
directional split where the order of splitting is changed cyclically in every timestep. After each
time directional split, we find a new volume fraction f* in each cell using the Weymouth-Yue
[18] algorithm. By the end of the last directional split advection, we will have the volume
fraction corresponding to f/"*' in the cell. The complete advection algorithm is discussed
below in Algo:8.

d:=(T,7,K,L) " =Z+1,J,K,L)

Figure 5.1: flux at a face 97 : The flux of scalar f;¢; through the face 9Q7 ~ which is shared by cellsil
and ¢" (marked in dashed blue) with normal e’ is evaluated as a multiple of ¢; and F/ -n”, where ¢/

is the interpolated value of ¢; at a distance |u” | At™ upstream of the face (Eq:5.38). If we take the fluid
component, ¢ is colored in grey, then |ij1E | is the volume under the reconstructed piecewise interface,

which fluxes out (marked in dark grey) normalized with the volume of cube h3.

The evolution equation of a variable ¢ can be written in the conservative form

d¢

24V (ud) = S, (5.28)
Eq:5.28 on time integration gives
¢t = gl + A S (5.29)
where
gb(adv) _ ¢n . An+1(¢) (530)

where A"*1(¢) is the time integral of V - (¢u) as in Eq:5.31 or Eq:5.32.

In the advection step, we evaluate gb(ad”) for the variables heaviside (f), density (p), mo-
mentum (pu) and specific total energy (pe + % p|u]?) in their corresponding evolution equations
(Eq:5.3, Eq:5.4, Eq:5.5 and Eq:5.6) respectively. For the reason of consistency, the advection
scheme used for all the above-mentioned variables are the same. The volume average of the
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time integral of advection term in the control volume €2,

gntl 1
A" ) = — o //V (pu)dvdt = o / /gbu ndA dt (5.31)
Qe tn 0

where |Q.| = hP is the volume of control volume. For a discretized cubic control volume, the
above integral can be written as a summation of all the cubic faces

tn+1 tn+1

A (o h3z/ /¢ un(t)dAdt ~ h32/¢f n 2 dt = ZFf F

i 90F
(5.32)
where the ¢ and u/ = (u” - n7)n” are the face-centered values of ¢ and outward normal

velocity, respectively. For n” = te;, u” - n” = tu] which gives

gl
F] =e¢; (% /t ¢(t)uf(t)dt> (5.33)

EQq:5.31 can be extended to vectors like momentum as

A pu) = Y A" (puy)e; (5.34)

j €10,.,.D-1}

F(f is the discretized surface average of outward flux calculated by Bell-Collela-Glaz scheme
[75] which can be written as In the single formulation ¢ is written as fo¢o + f1¢; which gives
advection term as the sum of advection of each phase

An+1(¢) _ Z An+1(fi¢i) — Z FJ{@ (5.35)
f

1€{0,1}

In order to evaluate F},4, we need to integrate the infinitesimal flux f7 (¢)¢7 (¢)u” (t)dt as

tntl gntl
Ff, =e (% | oo <t>dt> — ¢, <¢f ey [ o <t>czt> = o7(") Y
(5.36)
where u” (t) = u” (t) - n” is the outward normal component of velocity at the face center and
ij is the fraction of fluid-¢ that fluxed out of the control volume at face F during the time
At™. FJ{T is evaluated using the reconstructed piece-wise interface in geometric-VOF [29] (In
Fig:5.1). Alternatively, using the piecewise front segments in FT. In the integration, instead of
using the face-centered value, ¢7 (¢) we use the upstream value ¢7 (") which is calculated
using BCG second order upwind [75].

Flux

Given a face F shared by cells ¢ and ¢". The cell ¢" is the face neighbor of cell ¢! in the
direction e;. The domain associated with face F is 9Q7. We interpolate the velocity at the
face center u;] from the cell-centered value u. Then we determine the cell ¢ € {¢/,¢"} which
is the upwind cell (¢ = ¢ if ] > O and ¢ = ¢" if u] < 0). The flux of each component
is the corresponding volume (normalized with h®. Eq:5.36) occupied by each fluid between
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Algorithm 7: FLUX

Data: u”, f* {fi¢:}", F,J
Result: {F7, }

/* This algorithm calculates fluxes of primary conservative variables of both fluids,
{fi0:}" == {fs, fips, [ipiws, fip; E;} for at the cell faces during each directional split
advection. The flux corresponding to each quantity listed above is respectively

{(Ff.Ff, F7, . F}

fipir = fipiwi? T fipi E;

} Refer to section:5.3.1. f* is the volume fraction of

reference fluid before each sweep. The face F is shared by cells ¢! and ¢". ¢" the face

neighbor cell of ¢ in the direction e; (Fig:5.1). */

Identify the cell ¢ upstream to the face 7 /* ¢ = ¢ ifu] < Oand ¢ = ¢ if u] > 0%/

if 0 < f* < 1then

Reconstruct interface m - © = « in the cell c.

/* f*in the cell ¢ (mixed cell) */

v < volume between the face F and plane |qu |At™ upstream under m - x = « in

the cell c.
R
end
elseif f* =0 thenv < 0
elseif f* =1 thenv «+ 1

0¢i

Evaluate 7= using Eq:5.38

ox;
J =0

Evaluate ¢ using 5.37
for each ¢ do
F} « sign(u]) v e;

F} « sign(u]) (1 —v) e;

F G F I F
Ffi¢i — ¢Z Ffi
end

/* Normalize with cell volume */

/* empty cell */
/* full cell */

/* Flux of reference component ( fluid — 1) */
/* Flux of non-reference component ( fluid — 0) */
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the face F and a plane parallel to it, which is at a distance ]uf |At upwind to it. If the cell
c is either empty or full, the calculation of the flux of both components is straightforward.
For an empty cell (f* = 0), flux of the reference component (Filf ) and non-reference (FJZOE )
are respectively 0 and (u] At)/h’e;. Similarly for full cell (f* = 1), the fluxes F; and F/
are respectively (uf At)/h*e; and 0. For mixed cells (0 < f* < 1), we need to reconstruct
the discrete interface in the cell ¢, say, in the form m - © = « .If v is the volume bounded
between the above-mentioned planes, under the discrete interface m - * = « in the cell, then
F} = sign(u] )v/h’e; and F} = sign(u] )(u] At —v)/h’e;.

Algorithm 8: ADVECTION
Data: {Uzj}”, {77 figi} ) and At? -
1" fioi} = {fipi, fipiwi, fipiei + 5piwi - w; |1 € {0,1}} */

Result: {3+ {“{" f;¢\"")}} /* Calculate f;¢\"™ as in Bq:5.35 */

for each cell c € L(T) do /* with control volume €2, */
\ if f*> % then cf 1 else c 0 /* Weymouth and Yue [18] */

end

for each direction 7 € Np do /* Change the order every iteration of time step */

for each face F in j-th direction do /* F is shared by cells ¢; and ¢, as in Fig:5.1 */
‘ {Ff{-—d)v} — FLUX(’U,”, f*7 {¢?}7 ‘Fa Z,j)

end
for each cell c € L(T) do /* with cubic control volume €2, */
‘ frefr+c ﬁij (u]" —u]") /* Weymouth and Yue [18] */
end
end
for each cell c € L(T) do /* with control volume €2, */
fn+1 — f*

for each f;¢; € {" fip:} do
fi6"" — figy

for each face F of cell c do /* with normal ny = +e; */
adv adv
| i [ + FT, onT
end

end
end

For the face shared by the cells ¢;(Z, J, K, £) and ¢.(Z + 1, 7, K, L) (the blue colored face
in Fig:5.1),

@7 is evaluated as

Ty - {POLEG ) Bl ngz0
' oi(t")|, F (& — [u”|At") g% . iful <0

where the subscript ¢! and ¢” are the corresponding values in the cells sharing the face. In case
of inward flux at any face, the ¢/ is calculated by interpolating from the cell-centered value of
the face neighbor where the evaluation of the slope at the center of the cell ¢(Z, 7, KC, £) in the
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x direction (5 = 0) is illustrated below

%g(¢iz,1u¢izu¢iz+1) if fiszfizvfiIJrl >0

0¢i = %(gbilﬂ - gb”’-) if filfl = 0 and fiz+1 >0 (5.38)
Oz, +(biy — diz_y) if fi; , >0and f;,,, =
0 otherwise

where the function g(¢s;, ., @iy, @iy, ) is given by

g(qbiz_ngbizﬁ ¢i1+1) =
min <0(¢1I B Qﬁilfl)’ %< iz41 ¢i171), 6(¢iz+1 - d)lz)) if Qﬁizfl > ¢i1 > Qbizﬂ
max (0(¢ZI - qbilfl)’ %(¢il+l - ¢i171)7 9(¢i1+1 - QSZI)) if ¢i171 < ¢i1 < ¢i1+1
0 Otherwise
(5.39)

The outward flux calculated at each face in Eq:5.37 is taken as 0 if outward normal component
of face centered velocity (quT )

Interface Advection

Evolution equation corresponding to Eq:5.28 for time integration of volume fraction f; is
the conservative form of Eq:5.6 given by

SRAV f) = V- (540

where the averaged velocity u; is given by Eq:5.18. Weymouth-Yue [ 18] suggested the dilatation
term f;V - u is approximated by ¢}, V - u where

= (5.41)

. Joif fr<
Lif fi >

NI—= D=

This modification makes sure the f is within [0, 1] after each split advection and the net volume
conserves for both fluids after d number of split advection (where d is dimension of Eulerian
space) if V - u = 0 (incompressible flow). If we say f*, f** are the volume fraction of i-th
component in the cell c before and after each directional split in direction 7, we can write

At"
ij

(u)m —ult) (5.42)

=g = (D = F]) ey (il —
where F; and F; are the left and right faces of cell c in the direction e;. The complete interface
advection algorithm is given in Algo:8.

So, in the VoF method, the interface is inherently advected if we integrate f;

Algo:8 ADVECTION

NG (C(t"™), u™, At") (5.43)

In the front tracking method, the heaviside is taken as the volume fraction and is calculated
using Algo:11 F2V3D and the ¢(“™) is calculated in similar fashion (Eq:5.36, Algo:8). The
marker points, * € ['(t"), are explicitly advected using locally interpolated velocity at marker
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locations i.e £a@* = u(x*) and thus the we have I'(¢" 1)

8 (t" ) s (1) F At u™ (x5 (1))

F(tn+1) )

(T(¢"), ", At") (5.44)

However ff“ from the Weymouth-Yue [18] advection will be inconsistent with the volume
fraction calculated using Algo:F2V3D(I'(¢"*!)). It may be taken care of by adjusting the marker
points (z* € T'(¢"*!)) by integrating the following equation in the pseudo time step

d s Y s n rn
Ew = Cyn n(x) ;5h<wc—w ) 1“_ 1“)

where f{""! is the volume fraction of reference fluid after Weymouth-Yue [18] advection, ff“
is the volume fraction of reference fluid calculated using Algo:11 (F2V3D) before every pseudo
timestep iteration, d;, is the discrete Dirac delta function and C'y is a constant that satisfies
Von-Neumann stability. This idea is not pondered in this thesis and is left for future analysis.
Density Advection

Since S4 = 0 in Eq:5.29 for ¢ = p which gives

(Fips)"™ = (fips) " (5.45)
P =D (fip)" ! (5.46)
Velocity Advection
The "average’ or "unified’ advected velocity is found (Eq:5.22) as
aav 1 n n AN
@) — P ((pu)" — A" A (pu)) (5.47)

where A"t (pu) =Y, [ A"+ (pu) and p"*! is found using Eq:5.46.

Thus, after the advection step, we would have found the volume fraction, ( fi”H), density
(fipi)™** and thus T'(#"1) and ©;(¢"+1). We have also evaluated ( f;p;u;) @™ and ( f;p; E;)( @)
from which we will eventually find (f;p;u;)" ™ and (f;p; E;)" ™! which will be discussed in the
following sections.

5.3.2 Prediction

Predicted velocity at t"**, u?*" is found by solving the equation

n+1,,n+1
Py —p

At

n+1 u(ad'u)

=-Vp"+V.pu (VUZ+1 + (Vu;LH)T) + fott (5.48)
using multigrid solver in [29]. The averaged viscosity is taken as the harmonic average,
p=1/>",(fi/1:). InEq:5.48, the surface tension, £+ is evaluated from the interface location
I'*+! in FT and from the local heavisides fi"+1 in VOF. We have discussed the implementation
of surface tension evaluation in front tracking in Section:??. Surface tension implementation
in VOF is discussed in the following section.
Surface Tension in VOF

Surface Tension using void fraction in VOF is implemented using Continuum Surface Force
(CSF) Model by [33]. f™*! is the volumetric average of surface tension integral calculated at
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the center of a control cell, say ¢, which can be written as

fn+1

/ k(x®) n(x®) dA| d(z' — x®)dv(x') (5.49)

Q

where o(x*®), k(x®) and n(x®) are respectively surface tension, curvature and normal defined
on a surface point * on T'(t"*1), ¢ is the Dirac delta function and Vg, = h? is the volume
of control volume. Using the CSF model for constant surface tension, we evaluate the above
expression using the discrete cell-centered curvature and heaviside.

fit (@) ~ ok (2)V,C(x) (5.50)

For achieving balanced surface tension [60] implementation, we use face-centered cells for
discretization momentum and face-centered value ok in the equation Eq: is calculated by
averaging the corresponding value in the cells that share that particular face. The cell-centered
value of « is found using height function [60]. For an axisymmetric simulation, the curvature
can be calculated as

"

K = hT ! (5.51)

(1+ h’2)3/ ho(1 4+ 02"

T

where h,(z) is the height calculated in the radial direction and h, = d/dz (h,) and h,. =
d?/dz*(h,). Stable algorithms for calculating curvature using the height function is discussed
[60]. May also refer to the Appendix Sec:A.4.2.
Stability

The stability criteria imposed by the discretization scheme of surface tension is given by
([331176D)

(po + p1)h?
4dro

A" < : (5.52)

where / is the dimension of the smallest cubic cells in the AMR grid.

5.3.3 Projection

In this projection step we solve p"*! and u"** as mentoined in Eq:5.27. When we rearrange
the terms, it gives

Ay () (L) e v - (D e (5.53)
prtt p pc2 6p - pc2 . At )

which is in the form of a Helmholtz equation

Vo, Vp" = Bttt =4, (5.54)

The above discrete Helmholtz

where o, = nﬂ,ﬁg = Atn(p@) andv, = V-u +(p62 NG
equation is solved in the AMR grid using in-built multlgrld -based solver in basilisk.

, T
In the above equation (2, | = Ly 5T
144 e PiCy PiCp;

we can take gas as ideal with 3; = 1/7;, and for water we have [; = 1 and 3; ~ 0 and

). In the context of simulation of cavitation,



72 CHAPTERS. ALLMACH

pc? PiC;
(1/pc?), can be readily evaluated as (1/pocj) and (1/pic?) respectively where the speed of
sound in the individual component c; are evaluated using the equation of state for reference and
non-reference fluid (Eq:A.47) gives

1Y R DO |
<P02)e (pwE) ropr o (5.55)

and for a mixed cell with 0 < f < 1, we evaluate

thus in both the cases <L> ~ ( 12> is a good approximation. So for empty and full cells

(L): I
pt). p(E5+1)+ %

dFH

where the cell averaged value of ( Fi 1y and

contribution of each component

7y are found using summing the the individual

' L
— = ;fi—n — (5.56)
(5.57)

p4) in Eq:5.53 is evaluated using the approximate evaluation

ri
(adv) ~ E(adv) = L, (adv) S 5.58
D p P u 71 (5.58)
where
1 1
E(adv) = Z fipiEi(adv)v Z fzpz 5
1=0 1=0
1 (adv) 1
e ~ Shafond) I L

23:0 f iPi
The above Helmholtz equation reduces to a Poisson equation in the limit ¢ — oo for an
incompressible flow.
The solution of Hemhotz equation Eq:5.53 is p"*! from which you can find velocity u"+!
using Eq:5.25 and Eq:5.26. Finally you can find f;p;u; by mutliplying v with f;p;.

5.3.4 Energy Evolution

By the end of projection step, section5.3.3, the discrete solution set V"' at time t"*! are
updated except for the variables f;p; F;. In order to update the total specific energy, you have to
complete the energy evolution equation (Refer to Eq: and Eq: )

(fip B = (fipB) @™ 4+ P A [V - (uwpr ™) + V- (70 ™ )] (5.59)

where 77! = i [Vt 4+ (Vun+1>T] it = il L ggntl and gt = ety (1 -
fn—H)O'Ii +1'

Now, all the variables corresponding to t"*! are found. The complete algorithm of the
all-mach algorithm is shown in Algo:9.
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Algorithm 9: ALLMACH
Data: p", pi", (piu)", (pie + spiu - )", At
Result: p"*1, "1, ()™, (pie + Spiu -

while t" <T'do
Determine At™ using stability criteria

Calculate f™*! and figbgadv) for all cells ( Algo:8 (ADVECTION), Eq:5.31)
Calculate surface tension 7+ at each cell centers (Eq:5.50)

Calculate predicted velocity u;‘“ for each cells (Eq:5.48)

Calculate u* for each cells (Eq:5.26)

Calculate p(@dv) using (Eq:5.58)

Calculate p" ™! (Eq:5.53, Eq:5.54)

Calculate pu™™! (Eq:5.25)

Calculate pE™ ™! (Eq:5.59)

)n+1

end

5.4 Test Cases

5.4.1 Weakly Non-Linear Collapse of Bubble

In this section, we discuss a test case to check the non-linearity of the compressible two-phase
flow system. In this test case, a bubble initially at equilibrium with ambient pressure po o is
suddenly applied with a pressure perturbation Ap > 0 at ¢t = 0" such that the bubble collapses.
Let, at the initial equilibrium (¢ < 0), the bubble has an equilibrium radius R, with non-
condensible gas content with equilibrium gas pressure pg ¢ which satisfy the Laplace pressure
jump pao = Peoo + 20/ Ry where o is the surface tension. Let us use the characteristic velocity
scale as the collapse velocity U, = \/% and the length scale L. = Ry which gives the time
scale as T, = Ry /U..

Let us define a non-dimensional number using pressure perturbation as

Po _ poo,O + Ap

poo,O poo,O

P =

which is the ratio of new ambient pressure to the old (with P > 1) and in a violent collapse
P > 1. However, for this particular test case, we use P = 10 which corresponds to a weak
non-linear collapse. The Weber Number (I ¢), Reynolds Number ( Re) and Mach number (M a)
are defined as

A Rov/A 1 A
We— 8P p, TV AL g = Yo P (5.60)
o Ur, CrL,0 CLo \ PLo

where pr o is the density of surrounding liquid at initial equilibrium and p;, is the liquid
viscosity. The gas density at pg is pgo. Parameters of gas in it’s EOS equation (Eq:5.7)

are '¢ = 7¢ = 1.4 and Il = 0. Meanwhile, the EOS equation of liquids are I';, = 5.5

and II; = %% — Poo (Refer Eq:A.47 and Eq:5.60 ). There are two more non-dimensional

numbers, viscosity ratio Z—i" and density ratio %, which along with P, Re, We and Ma

uniquely represents the system. The set of non-dimensional numbers used in this test case are
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listed in 5.1.

The result is compared with the solution of Rayleigh-Plesset equation [77] and Keller-Miksis
equation [78], and also with [64]. For consistency of comparison of result with solution of
Rayleigh-Plesset equation, we initialize the liquid pressure (p(r,0") V r > Ry) as predicted by
R-P equation in the incompressible limit of liquid p(r,t = 0%) = paoo + Ap (1 — £2).

i

+A
P = P02 P60 ke Re We Ma
poo,0 PL,0 1755

10 1073 1072 10 10 0.1

Table 5.1: Non-dimensional parameters used for the weakly collapse of a spherical bubble collapse test
case in Sec:5.4.1.

P=10,Re =10, We=10

10
— Fuster (Ma=0.1) R-P(Ma—0)

FT2D (Ma=01) — K-M(Ma=01)

0.9 1

0.8 -

o

0.7 A o

0.6 -

D 5 1 1 1 1 1 1 1 1

0.0 05 10 15 20 25 30 i5
t" =t rm'.'ap.':e
Figure 5.2: Evolution of non-dimensional radius R*(t*) = %to*) with non-dimensional time t* =

tU/Ro = /52 - t.



Chapter 6

Cavitation of Micro-Bubbles in Blood
Vessel

The immersed boundary method, originally implemented by [30]were used to simulate the
interaction of heart valves with blood flow.

The most simplified model (regarding the vessel) is assuming the vessel is rigid, and you
can look into the cavitation dynamics of the bubble to an acoustic perturbation. The expansion
ratio of the bubble in the rigid tube is reduced (compared to a bubble in an infinite bulk of
liquid) [8].The rigid tube assumption is an inadequate approximation to a blood capillary vessel
because, in reality, they are highly compliable.

6.1 Immersed Boundary Method: Fiber Mechanics

[1This section details how to model the FSI interaction of blood vessel wall with compressible
fluids. In fig:6.1, its represents a thin-walled, linearly arranged array of epithelial cell walls can
be represented as

(a) (b)

Figure 6.1: The blood capillary wall is comprised of linearly arrayed epithelial cells can be considered
as arrays of fibers.

6.1.1 Governing Equations

A bundle of fibers that represents a thin membrane I" in R? can be represented by a continuous
mapping of (¢,r) € R?. The membrane I is immersed in a fluid that occupies I' C R3. If the
fluid is incompressible, and the membrane has the same density as that of the fluid, then the
governing equations for the coupled system can be expressed in Euler-Lagrangian formulation
as given in section:2.3 of the chapter:2.

75
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6.1.2 Membrane Force (Fibers Mechanics)

The force imparted by the membrane on the fluid, f, can be calculated from the deformation
on the membrane I'.

If the membrane is assumed to be comprised of continuous bundles of independent fibers,
we may assume the local strain energy density functional is independent of cross-fibre strain.
If the paramter r represent a unique fibre and s represents the arc length along the fibre then
&(r, s,t) can be written in the form

2

E(r,5,0) = E(r,5,1) (o -

(’35 x®(r, s, 1),

x*(r,s,1), .., ..) 6.1)

If we write the local energy density as the sum of extensional elastic energy and bending energy,
we can express it as

82
0s2

E(rs.1) H , 6.2)

—1:| + = k‘b

where k; and k; are the coefficients of elasticity [] . There are other formulations for elastic
energy density like [], etc. If the elastic energy model follows the Eq:6.5, the force density can
be written as (refer section:6.1.3 for the derivation)

4
Frst) = (i) — kb%m (6.3)
S

where T' = k;(||02® /0s||—1) is the tension in the discrete fibre element and £ = (92°/ds) /(|| 0x* /Ds||)
is the tangent along the fibre at x*

6.1.3 Discretisation of Membrane Force Density

By definition, force density in the discrete form, Fy,, := F(r,s;,t), at the Lagrangian point
x; := x*°(r, s;,t) on a fiber designated by r at time ¢ can be written as

2

— 1 O0F

F,=— (6.4)
The elastic energy functional, using the Eq:6.5, can be written in the discretized form as

ArAs 0x;
)]ZEAT{ZAs{%kt{ }} (6.5)

For the above discrete energy functional, the force density can be written as the sum of elastic

s S
Ljv1 — T

As

-2z +xi
As2

J+1

2
1
—1 —k

tension force and bending force density

F,=F, +F, (6.6)
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where the tension force density F;, and bending force density F, at the point s; on the fiber
identified by 'r’ are given by

— 1 xi, —x x5, —x

F, = — N K [||Z2L 0 g 2L 0 (5 S 6.7
" As Zj: t [ As ] [E5m _me( 1= ) (7

— 1 i, —2xi+ x5

Fy, = X2 >k [ L N 1} (0341 — 2035 + 6ij1) (6.8)

J

which in its continuous is expressed in Eq:6.3

6.2 Length Scales and Time Scales

This section discusses length scales, time scales involved in the physics involved in a targeted
drug delivery simulation. It also discusses the non-dimensional numbers relavant in the context.
Furthermore assumptions taken are elaborated ?

6.2.1 Length Scales

Capillary Vessel Radius Ry

In targeted drug delivery we aims to enchance the porosity of blood capillaries also called as
capillary vessels which are the smallest vessels among the supplying networks of the circulatory
system and they have diameters ranging from 5-10 um.

O(Rvo) ~ 10 um (6.9)

Rather than just being a supply channel capillaries are also the site at which the exchange
of gases (02, C'O,), proteins, etc happens. Depending on the organs, the capillaries have
different materials to exchange and thus different structure of walls; contniuous, fenestrated and
sinusoidal [?]. (move this sentence from here to ..)

Blood capillary Length, Ly

The length of capillary vessel has influence in the oscillation of confined bubbles [Oguz and
Prosperetti]

Bubble Radius

The coated bubble used for enhancing ultrasound image contrast and targeted drug delivery
have equilibrium radius usually ranging from 2xm to 5pm (Marmottant etal (2005), Unger etal
2003, De Jong etal 2009, John S Allen etal 2001, Hynynen 2001)

O(Ry) =~ 2.5 um (6.10)

Wavelength of sound in the gas

The wavelength of sound in gas (distance covered by sound during the time 27 /w)

21 [vReTw

A
¢ w MG

6.11)
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where iw is the frequency of driving pressure wave. If A >> R, we can assume that the pressure
within the bubble is uniform. For air at 7., = 300K, Mg = 28.96g/mol — K, yg = 1.4.

O(\g) ~ 2 x 10°m (6.12)
and we have \g >> R,.
Thermal Penetration Depth
D
6 = 1/ = (6.13)
w

where D, is the thermal diffusivity.

6.2.2 Time Scales

Driving Frequency, w
w is the frequency of applied acoustic wave. (Stable frequency range)
Natural Frequency in bulk, (),

The natural frequency of bubble in bulk is a measure commonly encountered in study and
analysis of gas bubble cavitation.

3k 20 20
W=y~ (Do + o) — —— 6.14
\/ B =0T R TR O

6.2.3 Non dimensional numbers

Mach Number

The mach in the context of cavitation is defined as the ratio of characteristic velocity of the
cavity interface to the speed of the sound in liquid. Characteristic velocity of interface can be
defined either as w R, or \/p,/pr, where p, is the amplitude of acoustic pressure excitation.

1 /pa
Ma=— [P (6.15)
cr \V PL
Reynolds Number
Ry
Re = —+/papL (6.16)
1239
Weber Number
Ratio of ambient pressure to Laplace pressure
o0
Weo = Lo0ft0 (6.17)
20
Laplace Number
R
La = 22207 (6.18)

12
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Ratio of radii ..

— (6.19)
Ry
Eccentricity
e
—_— (6.20)
Ry
where e is the distance between undeformed bubble’s center and axis of vessel.
Density ratio
PLo 6.21)
PG0
Viscosity ratio
i (6.22)
j2%€
Frequency Ratio
ad (6.23)
Wo

6.3 Cavitation in Blood Vessel: Axi-Symmetric Simulation

Figure 6.2: Vessel of resting radius 7, which has length 2 x [,,. Bubble of initial radius r, = (r(¢ = 0))
placed at O.(e, 0,0).

6.4 Non-dimensional numbers

Cavitation of microbubble inside blood capillary depends on applied pressure field, vessel

compliance factors, blood matrix rheology and surrounding tissue properties. We simplify the

problem by assuming blood and surrounding tissue as Newtonian fluids of similar properties.
Exciting acoustic pressure:

Poo(t) = po — pasin(wt)

Bubble response:

R(t) Da w e Ry
(P Rewe, K, Y By, By, S, 20
RO f (pov €, €, ,CL)N’ 1 27Rv0’Rv0
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UsR
where Re = Plo¥0%0 where Uy = \/pa/pi,
1295

p1,Uo* Ro

g

We =

2
K — ng CQO
Ply Cl02
k;t Dw2
pacl02
kbw2

paDClo2

E, =

Ey, =

where F; and FE5 are two non-dimensional numbers involving linear and bending elasticity of
the membrane. e is the eccentricity.
Radii Ratio r = £ < 1 Eccentricity e = £ < 1 —r

q

(a) (b) (c)

Figure 6.3: Collapse of bubble inside a vessel: Pressure contours plotted for different time. Immersed
boundary and gas-liquid interface are also plotted. Non-spherical collapse is visible. (]% =9, We =

— — mo_ P Ryo _ k —
10,R€ = 10,MCL = 0]., ,u*; = ].00, 07; = 1000, ROO = 12, m = 10000)




Chapter 7

Conclusion

7.1 Conclusion

This thesis has focused on implementing a scalable Eulerian-Lagrangian solver capable of
capturing compressible multiphase flows and fluid-structure interaction of membrane with
fluid. We have explained the distributed parallel algorithms that optimize data distribution and
communication.

In Chapter 2, we discussed about Eulerian-Lagrangian methods involving free surface and
thin membranes. The chapter covers governing equations of E-L problems and routines involved
in a E-L problem implented in an adaptive mesh refinement.

In Chapter 3, we focused on developing algorithms for the partitions of datasets that optimize
intra-grid and inter-grid communications among AMR grids and Front grids. The routines
in Eulerian-Lagrangian methods can be categorized as Eulerian, Eulerian-Lagrangian, and
Lagrangian. Some of these operations alter the associated datasets, with the cost and frequency
of subsequent load balancing emerging as pivotal factors in selecting a graph partitioning
method. All these routines, active on partitioned subsets, necessitate MPI communications.
Ensuring uniformity in both size and computational load across each partitioned dataset while
simultaneously minimizing communication requirements stands as a paramount goal for any
MPI parallel computing algorithm. This thesis focuses on partitioning the surface mesh in a
manner ensuring that each processor possesses ownership of the marker points situated within
its domain. This arrangement facilitates a localized relationship between marker points and leaf
cells, ensuring they both reside on the same processor. With an increasing refinement level,
there is a corresponding increase in the number of vertices and elements. Scalability is directly
correlated to uniformity in which vertices are distributed among the processor. Scalability is
also directly correlated to the number of elements per processor, provided the uniformity of
distribution is not affected significantly.

We’ve developed a front-tracking solver that ensures both well-balanced and momentum
conservation, which is discussed in Chapter 4. This solver incorporates a Laplacian smoothing
routine, addressing the loss of surface smoothness during advection. The solver is also extended
to compressible multiphase flows which is discussed in Chapter 5.

The author also aimed to make the AMR-based parallel front tracking code an open source
project. The general architecture of source code is such that it is reusable and can be extendable
to other Eulerian-Lagrangian solvers with source terms near the embedded Lagrangian surface
or membrane.
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7.2 Future Works

Even though most of the algorithms were designed for both 3D and 2D models, the thesis
still needs to establish regridding and topology changes in 3D which. Parallel regridding
algorithms in Chapter 3 are yet not completely implemented. The current version of the code
avoids regridding some edges which are in the edge-cut. However, this version can simulate 3D
problems involving less surface deformation but fails otherwise by introducing discontinuity in
the tangent plane. Similarly, we have yet to consider the problem of parallel topology changes
in 3D. Both these problems are fundamental aspects of a multiphase flow solver involving
Lagrangian meshes and thus can be considered a primary future extension of this thesis.

This thesis has yet to focus on the aspect of volume conservation and higher-order accuracy
interpolation during the advection of the interface. Peskin’s interpolation and bilinear/trilinear
velocity interpolation do not guarantee the volume conservation of the fluid components.
The reason is that, say in an incompressible flow, even though the discrete velocity field is
divergence-free in each grid cell, the interpolated velocity may not be necessarily divergence-
free [32] [79]. The works by Peskin and Printz [79] and McDermott and Pope [80], focused on
schemes that minimise error in the divergence of the interpolated velocity at the marker points.
The implementation of better advection schemes like [80], [56] or [81] in the current solver
are straight forward, and these methods are promising in reducing the error during advection
schemes. In addition to these, the current regrid algorithms and Gaussian smoothing algorithm
can also be improved with the aim of volume conservation [56] [57] [58].

A half-edge mesh [54] is promising in parallel remeshing in shared and distributed memory
architecture and can thus be implemented to achieve better scalability.

Simulation of cavitation inside blood vessels involving both fluid-structure interaction and
compressible flow are not yet carried out in their expected depth. We have started some work
regarding the analysis of membrane stress and the natural frequency of oscillation of bubbles
inside compliable vessels, which requires extensive work and is thus avoided in this thesis. This
can also be considered as an extension of this thesis.

The updated documentation of the code and results used in this thesis will be available in
the git repository https://github.com/basilkottilingal/FT/. The author is planning
to publish this work comprehensively

* A-B Kottilingal, S Zaleski. Scalable parallel front tracking method in structured adaptive

mesh refinement (AMR) grid. [Work in Progress]
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Appendix A

Appendix

A.1 Database For Front Tracking

The computational complexity of the front tracking method arises from the basic fact that a
separate mesh data of the fluid interface is required . Since they are independent from the
Eulerian grid, interpolation of data has to be done between the AMR grid and the Lagrangian
grid. The front represents the interface which is collection of connected triangular facets. The
vertices in all the triangles are ordered in clock-wise with respect to outer normal so that "inside"
and "outside" of each facets can be uniquely identified.

Figure A.1: Front grid maintains two list.(a) List
of front-points P = {ps3, pes, pss, Psg..}. (b) List
of front-elements E = {egy, €12, €54, €59..}. Each
front-points store the coordinates of them, while
each front-element store the integer-indices of its
vertices (front-points) in CCW order and also the
integer-indices of its neighbors (front-elements)
Elements Corners Neighbors

€54 P76,DP63,P56 | €99, €40, €63

There are two stacks of data: the first one is the list of marker points also referred as "front-
points" and the second one is the list of triangular facets also referred as "front-elements". A
front-point or a front-element is identified by an integer. The stack has "Prev" and "Next" which
are integers. (Refer Fig:A.1 and Fig:A.2)

Implementation of Sets as a Linked List

There are two types of data structures used in this chapter: linked-list (refer section:) and
tree (refer section:). The data structures of frontpoints YV and frontelments £ (refer section:)
are examples for linked-lists . When a linked-list , V, is used to implement the set {Uv}, there
{v}]

nodes are occupied and constitutes the set {Uv}. An object, v, is accessed from V using an

are m’ = |V| number of nodes allocated for objects (m’ > m) out of which m =

indexing-mapping or indexing-function , V[i] that maps index i from full-index-set Zy,. We
used the square bracket here for index-mapping to distinguish from other mappings.
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< prev  =»next

Non-empty
Objects

Empty
Objects

First
FEO Empty
Object

o First
Object

Empty
A

1 32 4F0) 2 6(FEO)= 7T 8= 2 =5

Non-empty

A.1.1 Linked lists Iterators and Caches

APPENDIX A. APPENDIX

Figure A.2: The stack used to
store integer indices of front-
points and front-elements.
Blue squares are filled part of
the stack and the red squares
are the non-filled.

This section discusses on the implementation of a linked list S corresponding to a set of objects

of s

Simple arrays,S := {(i, S[i]) | ® < i < 100} , which doesn’t need an insertion or
deletion can be implemented by allocating a linear memory array like here,

dataype DATA;

hE

+s S[100];

1

// A linear array of s

These kind of linear array structure doesn’t allow to delete objects which are placed in between.
Linked lists
If you modify the graph as

where the ITERATOR iterates through a LINKEDLIST of the S

S := {(i,S[ITERATOR(i)]) | ® < i < NOBJECTS < 100} (A.1)

ITERATOR(1) < {

HEAD
NEXT[ITERATOR(i-1)]

ifi=20
if ® < i < NOBJECTS

(A.2)

and the LINKEDLIST is a connected data structure, where an index i is connected to two others
using PREV and NEXT, like

LINKEDLIST := {(i, (NEXT[i], PREV[i])) |0 <i < 100} (A.3)

Linked list allows you to delete from any index position. Here is a simple implementation of
such a linked list where you can store a maximum of 100 objects of s which also allows to to
insert or delete an instance of s

struct s{
dataype

3}

4

s /* A linked list

s S[100];

int NEXT[

7 int PREV[

8

int HEAD,

DATA;

100];
100];
NOBJECT;

*/

//

HEAD

NOBJECT in [O,

100)
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In the above implemenetation, you can start from the head of the list (HEAD) and iterate through
the list using PREV[1i].

i int ITERATOR = HEAD;
> for (int i=0; i<NOBJECTS; ++i) {

s _s = S[i]
4 // Do something with ’_s’
//

¢ ITERATOR = PREV[ITERATOR];

7}
Refer Fig:A.3 which has implemented the above snippets. You can modify the above code to
implement dynamic memory allocation. These kind of linked list [ParisCode], are advantageous
for the following reasons

1. Insert or Delete object: Suitable for surface regrid operations

2. integer indices for objects: Integer indices for objects like vertex and neighbor helps to
communicate across processors in parallel computing.

Caches
A cache is a mapping of an index i to ITERATOR(1i) for faster iteration through a linked
list. A cache Cg of the graph S ..

CACHE := {(i, ITERATOR(i))|® < i < NOBJECTS} (A4)

1 int CACHE[100];
> int ITERATOR = HEAD;
3 for (int i=0; i<NOBJECTS; ++i) {
4 CACHE[i] = ITERATOR;
ITERATOR = PREV[ITERATOR];
6 }
7 //Now you can iterate through the list using CACHE
s for (int i=0; i<NOBJECTS; ++i) {
9 s _s = S[CACHE[i]]
10 // Do something with ’_s
1 //
2}

Unlike the above snippet, the implementation is using memory addresses and are meant for very
large databases.
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(@
(@)
(=}

w
N - | N | ) S

HEAD 4 4 HEAD 4
— — |
2 HEAD 2 ( 2
1 1 1
(a) (b) (c)
Figure A.3: (a): A linked list used to store indices of frontpoints and frontelements. and

are respectively the used and unused objects of the linked list. The integer index of each cell, represent
the integer index of either the frontelement in AV or the frontpoint in V. Each objects is connected using
PREV — and NEXT —». All the objects previous to the HEAD including HEAD are the used part
of the linked list whihc comprises the set {Us} and all objects next to HEAD are the unused part of the
linked list. (b): Adding an object to the list happens at the HEAD. (c): While you can delete an object
from any occuppied part of the linked list.
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A.2 Morton Curve

Similar to the definition of SFC Z as in 2.4.5, let’s define a map corresponding to each cells of
parent Octree O

Z" N+ = { e} (A5)

In this thesis, it employs [29] for implementing AMR grid that employs a Morton curve
(z-order indexing) as the SFC to traverse through the discrete sets of cells. Let’s use the
notation Z7 for the Morton curve. Using Morton curve, you can traverse through, the children
d=2i+4,2j+7,2k+K,1+ 1) of ainternal cell ¢ = (i, j, k,) (only if all the children are
leaves), using

ST =8 [+ M()+1 (A.6)
given ¢ = (2i4+i,2j+ 7, 2k+K 1+1)e{ Vi j K e{01}

where M (c) € Nyb is the relative position of a cell among its siblings defined by the Morton
curve which can defined as

M( (i,4,k,1) ) =4 (i mod 2) + 2 (j mod 2) + (k mod 2)

Eq:A.6 can be generalised to define the Morton curve as a SFC Z* : N o+ — {"¢c}" which
satisfies the following conditions

1.
Z+t Y e) = 0, (A.7)

where ¢ is the root node of AMR tree.

2. Forthe children ¢’ = (2i+1i',2j+75", 2k+FK ,I+1)and " = (2i+1i",2j+ 5", 2k+K", [+1)
of an internal cell ¢ = (4, j, k, [) we have

1 + Sf¢] it M(d)=0

St = ,
=V s s ey ey - ey =1

(A.8)

where {"d.} ", is the set of all children of ¢”.

The above definitions can be used to iterate through the entire parent tree by starting from the
root cell and every other iteration is either to its, sibling, or daughter with A/ () = 0 or ..
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A.3 MAC Staggered Grid

Staggered Grid used in the discretization of NS equation.

(Pfa 'Uf>i71,j+% (Pf7v'f)i,j+g (pf»vf)i+1,j+%
L L L

(pyu,v)i—1,511 (Ps us v)i g1 (P, Uy V)i41,541
o ([ o

(pfvuf)ifg,g#l (vauf)F%,jH (pfauf)iJr%,jJrl (pf’“f)H%,jﬂ

(Pfa vf)i—l,j—i-% (Pf,vf)i,ﬁ% (Pfyvf)i+1,j+%

i L i
(pa u, /U)ifl,j (p7uav)i,j (p7uav)i+l7j

(Pfa Uf)i+1,j7%

g—1 (pfvuf)iJr%,jfl

(pfavf)i—l,j—%

(p,u, v)i—‘rl,j—l

(Pf, Uf)wg,jq

(pfavf)i+1,j—%

Figure A.4: Grids used for Discretrising NS
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A.4 Differential Geometry, Surface Derivatives and Surface
Integrals

A.4.1 A regular surface with Local parametrization

A surface S in Eulclidian space S C R? is a regular surface if. every point of S has an
open neighborhood U C S for which there is an open subset V' of R? and a hemomorphism
f: V' — U such that

1. fuction f is C'*° smooth

2. for each point (r, s) of V, the two partial derivatives 2£ and 8f are linearly independent

or
as elements of R3
of of
ar < Bs
/\es AN
(r',s") e
(4
of
14 U 5s
Of
or S

(a) (b)

Figure A.5: The neighborhood V of (r',s’), (V C R2?) is mapped to U which is the neighborhood
of X(r',s") by a smooth function. The directional derivatives of f should be linealy independent i.e

of ., Of
or X g5l #0

Both gf, gf are basically the tangents of smooth surface S at X(r’, s’) any points in the

inifintesimal patch U, is a linear combination of the mentioned tangent vectors. The unit normal
vector is
of ., of
ar X Js
n(r',s) = i—af (A.9)

EX—S

A.4.2 Fundamental forms and Curvatures

First fundamental forms, £ = 2£.2£ || H = of o o of. af EG—F? = | x 2F||2
or Or 7" Os s Bs
Second Fundamental forms, L = a 2L n, M = aras n, N =2f . n,
LN— GL—2FM+EN

M2 1
Gaussian (geometric mean) K = 55 and mean curvatures H = SRR
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A.4.3 Surface Gradient

Say (' + or, s’ + ds) in the neighborhood V' of (', s’) lies on the same surface contour of ¢
passing through X (7, s') lying on surface S, then

do = %(57" + %53 =0 (A.10)
or 0s
which gives
or s ,
ds  or

The tangent vector to S which is also tangent to iso-contour passing through X (7’, s) is

06Of 00 0f
ty = —C—— + ¢ ——

“Bs or te Or Os (A-12)

The surface gradient V¢ is a local tangent vector normal to ty, which is

_ — ’”; g @ _%g %g
Vo =cnxt, = cc EG—F2(8TX38 x ( 888r+8r38)

- c[ of, 96, 0o, OF 0o 0o )}

_E(_%F + 5(}) + g(—%ﬁj + EF

for any arbitrary point (' + dr, s’ + ds) in the neighborhood V" of (1, s')

dp = %dr + %ds = Vo - dx
or s
L [LOF 06 00 OF 96, 001 (OF,  of
- [ 87“( 83F+ arG) * 85( 83E+ éh"F)} (8rdr+ (9st>
99 99
. . ik ik
= —"(EG— F7) (ardr—l— 85d3>
which gives ¢” = 5% and thus
B 1 of 0¢ o¢ of , 0¢ 0p
Vel = o [ar(arG_asF>+as(_arF+asE)] (.13
Surface divergence of a vector F is (fixme)
B 1 of 0¢ O¢ of , 0¢ 0)0)
N repy [5% 2 T o T st (A1

A.4.4 Surface of Revolution

In cylindrical coordinates the points in R? are represented as (z,r,6) with orthonormal basis
vectors e, e, and ey (fixme: r coincides with r of hemomorphism map) For surfaces having
axial symmetry we can take (7, s) := (z,0) where z and @ are axial coordinate and polar angle
and (with 0 € [0,27)) the mapping f = (z,a(z) cos@,a(z)sinf). The tangents and normal
(0f/0z, 0f /00, £0f /0= x 0f /00) for any point on the surface S can be represented in the
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of of
or Js

~s

(a) (b)

Figure A.6: The neighborhood V of (r',s’), (V C R?) is mapped to U which is the neighborhood
of X(r',s") by a smooth function. The directional derivatives of f should be linealy independent i.e

of  of
o X 55| # 0
orthonormal basis as

{e, + d’ cosfe, + a’ sinfey, —asinfbe, + acosbey, + (aa’e, — acosbe, — asinhey)}
(A.15)

where ' = da/dz. We have the first fundamental forms £ = 1 + o 2 F =0 G = da
EG — F? = a*(1+d"?),

(z,a(z) cos 8, a(z)sin @)

(a) (b)

Figure A.7: (a) Surfaces of revolution. (b) Analysis in a z — r plane

For cases of bubble cavitation simulation, consider only the normal towards fluid — 1
as defined in Chpater.2 and Chapter.3, we have unique orthonormal vectors composed out of
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tangents and normal as

1
{— (e, + d’ cosfe, + a’'sinfey) , —sinfe, + cos fey,

V1 + a?
1

\/ﬁ (a'e, — cosfe, — sin 969)} (A.16)

Curvature

For a surface of revolution, curvature which is the sum of principal curvatures is given
by k = 2H = SL2EMAEN We have second fundamentals L = —a”/vV1+a? M = 0
N = a/V/1 + a'* which gives

—a” 1 1
K = (1 + a/2)3/2 + a (1 + a/2)1/2 (A17)
Surface Gradient
Using Eq:A.13, we have the surface gradient of an arbitrary scalar as
1 0
Vb= m {(ez + a’ cosfe, + a’ sin fey) (a28—f — O)
. /2 a¢

+ (—asinfe, + acosfey) | -0+ (1 +a )% (A.18)

Axi Symmetric
For axi-symmetric case we have the equation is independent of 4, so we can take § = 0. We

also have % = 0. So we have orthormal tangents and normal

1 a a 1
t? e97 n == —eZ + —e’r'7 ea? _—eZ + —eT
{ } {\/1+a’2 V1+a? V1+a? V1+a?

and surface derivative

1 (A19)

(e, +d'e,) 99 + ! 00 _ 199

Vg = 2t T o

For problems in R?, we can represent
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A.5 Volume fraction from the Front (Front2Vof Algorithm)

This section discusses in detail the algorithm to evaluate volume fraction from the front. Volume
fraction in a cell, f, is defined as

1
f= E/Q H(z,y,z)dv (A.21)

(where H(z,vy, z) is the heaviside function defined in 4.14) is the volume fraction in the control
volume occupied by fluid — 1. Let us define the following before explaining the algorithm,

* (). as the cubic control volume. For simplification, we take the control volume has one
vertex at the origin, as Q. = {(x,y,2) | 0 < z,y,2z < h}). The interior of the control
volume ( the interior of the closed set 2..) is Q0 = Q. \ 09,

* We define the top face of the control volume as 0Q..—, = {(z,y,2) | 0 < z,y <
h and z = h} with its interior €2, ,_,,.

* We define the top-right edge of the control volume as the intersection of the top and right
faces, which gives 0Q..,—p, N 0Qcyep, = {(2,9,2) | 0 <2 < h and y,z = h} with its
interior 02, _, M OIS, _p,

* we define I" as the oriented C° surface (connected triangular edges/facets) that represents
the fluid-fluid interface.

 The subsets of I, (i) I' N Q, (ii) I' N 0Q¢.,—p, and (iii) I' N OQ.,—p, N OL2,y—p, are the
portion of the interface that intersects the control volume, the top face, and the top-right
edge, respectively.

The algorithm defined in the following section does not take into consideration two special

cases

* Special Case 1: When the cell is empty
f=0when Q. C Qg
* Special Case 2: When the cell is full
f=1when Q. C

and in both cases Q0 N T" = (). These cases are specially identified and treated. For the rest of
the cases with mixed cells (20 N T # (), the algorithm is defined below.

We can say the volume belonging to fluid — 1 as the algebraic summation of volume under
an infinitesimal patch of area d A and it is a projection on the bottom plane. The volume fraction
of the cell can be evaluated by integrating the portion of the surface inside the control volume

as X
v .
Y QCﬂF<Z e dd

f

where v is the volume under the surface fQ - Evaluation of f used in the above equation fails
if there are some interior points on the top face with H(x = 1) i.e 9., N Q7 # 0 So, we
rewrite the above equation as

1 1
f:—/ (zm-e,)dA+ — / H(z,y,h)dx dy given Qo NT # () (A.22)
h Ja.ar h?
8Qc;z:h
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The second term is the fraction of area on the top face €)...—; belonging to fluid — 1. There
are 3 cases as follows

;

=0 if 0Q¢,,_, NT" = 0 with 0Qc,.—, C Qo
(empty top face cell)

1 € (0,1 if 090 __, NT #1()
— / H(z,y, h)dz dy (0.1) if 90c,, NI 7 (A23)
h 0 (mixed top face cell)
c;z=h
=1 if 0Qp,_, NT' = 0 with 0Q¢,.—y, C
(full top face cell)

\

The full top face cell can be identified separately from the full top face cell case with the negative
sign of ;5. We can combine all three cases using

1 . a
f = Fv <ﬁ /Qcmr<2 n- ez) dA + ﬁ> (A24)

where ;% is the area fraction on the top face, calculated only in the case of mixed top face cell,
and it is taken as 0 otherwise. The function F, is defined as

) v ifv>0 (A25)
v(v) = .
14+v ifv<0
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Let’s now see how the area fraction is calculated for the case where the top face is a mixed-
face cell. The area fraction can be calculated as the area under the curve with the correction
term similar to Eq:A.22. 0Q..,—, N T

1
S (ymn, -e,)dl+ / H(z,h,h)dx given 992._, T#0 (A.26)
h2 h‘2 I'noQe..—n
’ Fﬂaﬂc;z:hﬂaﬁc;y:h

Taking into consideration all cases of empty, mixed, and full fractions on the top-right edge

a 1 e

—=F|—= ) - dl + — A27

2 (h2 /mquh W -e)di+ h> (8.27)
where e is the portion of the edge on the top-right edge that belongs to fluid — 1. n, is the
normal to the infinitesimal patch dl which can be found as n, = (n — (n-e,)e.)/(|| . ||,)

The correction term, the edge fraction on the top-right edge, in eq:A.26 can be evaluated by
summing the points that are intersected by the surface and the top-right face.

=F = > z sign(f-e,) | given 002, NN, _, NT #0 (A.28)

Fﬂan;z:hﬂaQC;y:h

€
h

We can write the equation to evaluate the volume fraction into a single equation as

1 . 1 .
f=F, ﬁ/(zn-ez)dA+Fv 7 / (ymny -ey) dl+
Q.nr INOQe;.—
1 . .
F, 7 Z x sign(n - e,) (A.29)

Fm&QC;z:h ﬂaﬂc;y:h

Intuitively, you can write the equation for a 2D square control volume Q. = {(z,y) |0 < z,y <
1} and oriented smooth curve T’

1

1
f=F, s /(y n, -e,)d +F, 7 Z x sign(n - e,) (A.30)

T Fﬁan;y:h

The evaluation of the volume fraction described above is illustrated with an example in A.8

Volume fraction in the cells with no surface intersection, ' (). = 0, is either 0 or 1. volume
fraction in such cell at time step (n + 1) can be determined using

fn+1 _ {1 lffn Z

A3l
0 if 7 < (A1

N N

provided the CFL condition CFL < % In all other cells, the volume fraction is determined using
the Eq:A.22. The correction terms 75 and  need to be evaluated only when I' N 0Qc..—;, # ()
and I' N 0., N 0Q.y—r, # 0 respectively.

The direction used in volume integration, area integration, and edge summation are e,



96 APPENDIX A. APPENDIX
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Figure A.8: Calculating void fraction inside a cubic cell intercepted by a front: (a) A cylinderI" := {(z, y, 2) | F(x,y,z) = 0}
where F(z,y,z) = (z — 0.5)> + (y — 2)® — 0.3? intersects the cubic control volume Q. := {(z,,2) | 0 < z,y,z < h}.
We define the fluid occupying the cylinder as fluid — 1 and the one outside as fluid — 0. Volume fraction, f defined as
f= % fﬂc H(z,y, z)dv (where H(z,y, z) is the heaviside function defined in 4.14) is the volume fraction in the control
volume occupied by fluidl.It can be evaluated as f = ;% + hl—g fﬂcnr(z 7 - e;) dA where a is the area on the top face,
O¢.=n(={(z,y,2) | 0 < z,y <1,z = h}). The area on the top face that is inside the cylinder, a, is colored blue in (d).
The volume [ QCmI,(z 7 - e.) dA is the algebraic sum of the volume subtended between an infinitesimal patch dA on I and its
projection onto the bottom plane z = 0. It is represented in (b) and (c). The domain on which the volume integration is done,
Q.NT, is the portion of the surface that lies inside the control volume.(b) shows the volume integral with nz.- e, > 0. (¢) shows
the volume integral with 72 - e, < 0. The integration is split for the sake of explanation. (d) shows the area that lies inside the
cylinder and is cut by the top face of the cube. The area fraction on the top face, ;3 = ¢ + 712 fm 0o (ymny -ey)dl
where e is the portion of the edge on the top-right edge that is inside the cylinder. It is represented in the blue line segment in
(g)). The domain over which the area integral is done, I' N O€)c;.—», is the portion of the surface that intersects the top face of
the control volume. (f) shows the area integral. (g) shows the portion of the edge that lies inside the cylinder and is cut by the
top right edge of the cube. The edge fraction can be evaluated as 7 = % Zrmaﬂc;z:hmaﬂc;y:h z sign(n - ey)
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e, and e, respectively. The selection of these directions is arbitrary, and the evaluation of
volume fraction can be done by arbitrarily choosing any other set, say {eqo, €41, €42} With
ey € {e., €y, e.}. The above algorithm can be used even when there are multiple fronts
intersecting the same control volume.

Clipping Algorithm

(a) (b) (c)

Figure A.9: Clipping of triangle by a cube: Edges of polygons are successively divided to get the polygon.
Firstly cut by the faces of the cube which lie on the planes (a) x = % + % if they intersect the planes,

then by the faces of the cube which lie on the planes (b) y = % + % and (c) z = % + % respectively.

As discussed earlier we need to identify the domains I' N (2., I' N O€...—, and I' N 02—, N
0),y—p, for carrying out the integrations in Eq:A.29. Let us define
* Pi(vg,v1,..,un,_1) is a convex polygon with N, vertices and the vertices vy, .. vy, _; are
ordered cyclically.
* Set of points on the Polygon 6(P) is defined as

No—1 [i=1 Ny—2
. 0<¢; <1
T = Z (H ¢ H (1-— cj)> v;. X with Vje{&.fﬁuz}}

=0 7=0 j=1

G(P(Uo, '-;UNU—1>> = {w

with 6°(P(vg, vy, .., un,—1)) as its interior. The definition of # and #°can be extended to
a set of points on triangles ((7'(vy, v1,v2))) and points on line segments (/( E(vg, v1)))
by taking NV, = 3 and NV, = 2 respectively in the definition.

* In the context of front tracking, the interface is represented by a collection of discrete

triangles, {7'}. That gives
r=J om
T;e{T}

Using algorithm CLIP3D (Algo:10, also represented in Fig:A.9), we can find a polygon
which is the subset of respective triangular facet, 6;, which represents the portion of the triangle
that lies inside the cube. In this algorithm, all edges of the triangle are divided by the planes
T = % + % if they cut. New points are inserted at the point of intersection of edges and planes,
making the triangle a polygon. Then all the vertices v; of the polygon that neither lies between
nor lies on the planes, i.e., |z — %| > %, are deleted. This is repeated in another direction to get
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the final polygon. The triangle that intersects the cubic control volume will result in a polygon
with a number of vertices more than zero. (N, > 0).

Algorithm 10: CLIP3D : Clipping of triangle by a cube

Data: A triangle, 7" with ordered vertices (v, v1, v2), and a cube,
Q= {(2,9,2) |0 < w,y,2 <h}

Result: A polygon P which is the intersection of both 7" and cube
Initialise P as polygon with N, = 3 and vertices as vy, vy, Vo
for each vertices, v; of polygon P Vj € {0,1,..,N, — 1} do

| S, «0 /% S,, = 0 means v;. X doesn’t lie on 9, */
end
for each direction,i Vi € {0,1,2} do
for each vertices, v; of polygon P Vj € {0,1,.., N, — 1} do
if (|v;. X[1] — 4] > %) then

‘ I, <0 /* Vertex lies outside */
else
I, <1 /* Vertex lies between or on the planes */
if (v;. X [i] == h) then
‘ Sy, Sv].|2i /* Svj&:Qi == 1 means v;. X lie on Q-0 */

else if (v;. X [i] == h) then
| Sy, < S, )20 /% Sy, &2 == 1 means v;.X lie on 0Qqp)=n */

end
/*°&’ and ’|” means bitwise AND and bitwise OR respectively */
end
end
for each edges of P with end vertices v,, v, do

if ((ve. X[i] — 2+ 2) (0. X[i] — 2 £ 1) <0) then

/% if the edge is split by faces of the cube @[i] = & F & */
Insert vertex v. on the edge between v, and v} such that
Ve X [1] % T % /* setting the coordinates of the new vertex v, */

Ve X [k] 4= va X [k] + (4 2 — v, X [i]) 252X vk € {0, 1,2} \ {3}

. X [t]—va. X [7]

I, <1
N, + N,+1
if (v..X[i] == 0) then
‘ Sy, = Sy, [2° /% S,,&2" == 1 means v..X lie on 0Qc.pp—0 */
else if (v..X[i] == h) then
| Sy, < 5,278 /%S5, &27 == 1 means v.. X lie on OQ .- */
end
end

end
for each vertices v; of P Vj € {0,1,..,N, — 1} do
if (I,; == 0) then
Remove v; from the polygon, PP
N, + N, —1
end

end
end

/* If triangle and cube intersects 0(T") N QY # (), CLIP3D return a convex polygon, P
with IV, > 0 with ordered vertices v; */




A.5. VOLUME FRACTION FROM THE FRONT (FRONT2VOF ALGORITHM) 99

The CLIP3D algorithm also identifies whether the vertices of P lie on any specific face of
the cubic control volume. Vertex, v; of the polygon, P that lies on the face, 9).z[;)—o have
Sy, &2" = 1. Vertex, v; of the polygon, P that lies on the face, 9Q,q[;j—n have S, &2'+% = 1.
Inherently, it can also identify whether a vertex lies on an edge or on a corner of the cube.
So vertices lying on the top face satisfies Svj&25 = 1, vertices on top-right face satisfies
Sy, &2° =1 =5, &2".

Let's say { P}, {E'} and {V'} as the list of polygons, edges, and vertices defined as follows,

{P} = {Pi(vo,v1,..,un,_1) | P, = CLIP3D(T}) withN, > 3 and VT} € {T'}} (A.32)
{E} = {Ej(/uj7vj+1) | Ej(’l}j, UjJr]_) is an edge Ofpl € {P} with QS&SUJ. =1= 25&SA]+§3)
{v} = {vj|v;isavertex of P, € {P} with 2'&S,, = 1 = 2°&S,,} (A.34)

where §(P;) is the set of all points on the polygon. The subsets of I" required in the Eq:A.29
can thus be written using the sets of { P}, {E'} and {V'}

rno. = |J o (A.35)
P;e{P}

PN = ] 0(E) (A.36)
E;e{E}

L NO0Qan N Oy, = ) {0 X} (A.37)
’UiG{V}

Front to VOF algorithm

Complete algorithm to evaluate void fraction in a leaf cell ¢ € L is explained in Algo:11
(F2V3D) and represented in Fig:A.10.
Intialisation of volume fraction

The above algorithm can be used effectively in calculating the initial volume fraction f° at
t = 0 in all mixed cells ({ P} # (). For other cells, we can initialize f° with the parametrized
or implicit function used to initialize the front. Let us say if the triangular mesh is initialized
from an implicit function F'(z,y,z) = 0 with F'(z,y,2) = 0V (x,y, z) € [, then, the empty
or full cells can be initialized with the sign of the function F'(x.) at the center of the control
volume (x..)

f(x.) == + sign(F(z.))) V ceL (A.38)

N | —
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Figure A.10: (a) The cubic control volume and the front elements (triangles) in the neighborhood which
intersects with the control volume (cube). (b) The polygons ({ P}) are the subsets of triangles ({7;}) is
marked in red. Volume belonging to fluid — 1 is filled blue. (c) Volume under the polygon. (d) Area
under the edges on the top face. (e) Edge portion on the top-front edge belonging to fluid — 1. Sets
{P}, {E} and {V'} are marked red in (c), (d) and (e) respectively. The subset of the cube that belongs
to fluid 1 is in a filled blue color. The volume fraction calculated in (c) is corrected by the area fraction
in (d), which is also corrected by the edge fraction in (e). Volume corresponding to each is represented
in filled blue in (f), (g), and (h) respectively.
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Algorithm 11: F2V3D: Finding void fraction in each computational cell from the front

Data: facets, {7} and cubic control volume, {2, and volume fraction at time step n, ™

Res

ult: volume fraction f"*! in the control volume

Find set of polygons, { P} that intersects C.V using Eq:A.32 /* Using Algo:10 */
if {P} = 0 then

f™*1is found using Eq:A.31

else

end

v 5 > A(P) (n(P)-e.) (C(P)-e.) /* Fractional volume under
P;e{P}
polygons */
/* A(F;), n(P;) and C(F;) are area, normal and area centroid of P, */
if {E} # 0 then
a5 > L(E) (nu(E)-e) (C(E)-e.) /* Fractional area under
E;e{E}
edges */
/* L(E;), n, (F;) and C(E;) are length, normal and centroid of E; */
if {V'} # 0 then
e 3 Z{ } (v;.X -e;) (n(v;)-e;) /*Edge fraction with H(x) = 1 on
v; €E{V
top-right edge */
/* n(v;) surface normal at v; */

else
‘ e+ 0

end

a<a+ Fy(e) /* Correction of area fraction. Eq:A.29 */
else

‘ a0

end
v v+ Fy(a) /* Correction of volume fraction. Eq:A.29 */

[« Fy(v)
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A.5.1 Filtering the color function

The Front2VOF algorithm results in a sharp interface which requires filtering for better results
[65] [82]. It can be done by applying a discrete filter on the stencil to get a smoother color
function ¢ from the void fraction ¢ with a weightage of 1/8, 1/16, 1/32 and 1/64 to the void
fraction c in the center cell, face neighbors, edge neighbors and vertex neighbors respectively.

[65] [82] also uses an alternative approach with double Gaussian filtering. This method
uses the filtering equation

G(r) = Aexp (- [(r-t)?/207 + (r-n)?/2072]) (A.39)

where r is the distance from the center of the stencil, and the coefficient A is a normalizing
factor. The filtering window in the tangential and normal direction of the surface are chose as
oy = h/3, and 0,, = 0, /4 respectively.

A.5.2 Test case to compare Front2VOF and Poisson Solver

Inorder to compare the current Front2VOF algorithm and the Poisson solver [39], we compare
the evolution of kinetic energy in an oscillating 3D droplet testcase where an initial ellipsoid
(Fig:??) with small eccentricity in one axis is allowed to oscillate in a viscous fluid. The
test case is presented in [53]. The results from Front2VOF method implemented by [82] is
compared with that of [53] which utilises the Poisson Solver to evaluate the color function.

(a) The color function with the Poisson approach. (b) The color function with the Front2VOF approach.

Figure A.11: Color function in the cells calculated from the front using (a) Poisson method of [39] ()
Direct intergation from the interface [65] [82] which uses a method similar to the current work.
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[width=.35]./plots/mesh,ubble;mage,.png

Figure A.12: Test case of the oscillating bubble/droplet: initial mesh with D/Az = 19.2.

Oscillating bubble simulation with Front
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Figure A.13:

0.025

Comparison of different filterings on the evolution of the kinetic energy over time.
Comparison of the evolution of kinetic energy calculated by front tracking solver which uses Front2VOF
algorithm (with filtering) with that [53] which uses the Poisson solver [39] for color function evaluation.
(Reproduced from [82] with permission)
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Oscillating bubble simulation with Front
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(a) D/Ax = 19, Poisson. (b) D/Az = 19, Front2VOF.
Oscillating bubble simulation with Front Oscillating bubble simulation with Front
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(c) D/Ax = 38, Poisson. (d) D/Az = 38, Front2VOF.
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(e) D/Ax = 76, Poisson.

(f) D/Az = 76, Front2VOF.

Figure A.14: Evolution of the kinetic energy over time. Comparison of the evolution of kinetic energy
calculated by front tracking solver which uses Front2VOF algorithm (without filtering) with that [53]
which uses the Poisson solver [39] for color function evaluation. (Reproduced from [82] with permission)
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A.6 Pressure Equation

Dot product of momentum equation (sigle formualtion) and velocity (continuous across the

interface)
0 0 T
U; (&(puﬂ + %(pu,u])) = U; ( 86:51 8 i _|_ fm) (A.40)
J
J 1 o (1
a7t g ((quiui)uj) = 5o, (wi(=pdi; + 73 + 75,,))
J

— (=pOi + Ty + To,;) 52 (A41)
(A.42)

energy equation (single formulation)

9] 1 9, 1 9]
5 —(pe + puzuz) + oz, ((pe + Epuzul)uj) = o1, (wi(=pdij + 755 + 70,,))  (A43)

The difference

0 0 ;
- — (peu;) = & — p=—2L A.44

and using continuity equation

0p 8p au]
A.45
ot "o, T Pag, (8.49)
the Eq:A.46 can be written as in the non conservative form as
Oe Oe E)u
b ) = —p=—L A.46
p(aﬁ“faxj) P oz, (A40)
Equation of speed of sound
2 (A47)
dp
equation of state p = p(p, e)
0 0
o= (22) ap+ (22 de= Lap— P50 (A.48)
dp /. de ), c? p
Eq:A.49 can be rewritten using eq:A.46 and A .45 as
; d, 1
0 (e _pBL (g O (A49)
Or; 2 \dt () 8%
d 1pB1 d 0
O (e _L1pBLl (L pdp\ B Oy (A.50)
2\ dt pCpp pc? dt PCyp Oz

dp B N _ By 0w (A51)
dt pc2 p2c,yc? pCp Oz
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dt

pct pey

=—¢ - — (A.52)

dp [ ~ BT 6] Ou,
©pe, Oz,

For liquid v = 1 and 3 = 0, for ideal gases 8 = 1/7 and in the absence of viscous dissipation,
we have

dp (1 Ou,
=) === A.53
dt (/902) (A9
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A.7 Rayleigh-Plesset Equation

Rayleigh-Plesset Equation

1 d’R 3
—(pp(t) — poo(t)) = R—= + =
” (p5(t) = poo(t)) = Ry +

dR., 4vpdR 20
P+ 2+ =2
2" dt R dt  pLR
Non dimensional numbers
(Use characteristic velocity scale as collapse velocity U, = 4 /% and length scale R, and
time scale Ry/U,)

(1) ratio of new ambient pressure to old

Poo _ poo,O + Ap
poo,O poo,[]

P =

(with P > 0). In violent collapse P > 1
(2) Weber Number, We

A
We — pRo
o
(5) Reynolds Number
Re — Rov/Ap pr,
C = —
1237
(6) Non-dim time
[Ap 1
t*=tU/Ry= 4| ——1t
/ ’ pr Ro
(7) Non-dim Radius
R(t")
R*(t") =
(t) = =
(8) Non-dim Interface velocity
dR* pr dR
U*(t") = =,/ ——
() dt* Ap dt
We alse have
AR _ [ApdRt RV ApER pey 1 pe P
dt — \| pp dt*’ dt® Rop, dt*’ Ap P—-1" Ap P-1

R-P (Non-dimensionalised)

pdUT e, AU 21 (12 1\ P
dt* 2 ReR*  WeR* \P—1 We/) \ R P—-1

which gives
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APPENDIX A. APPENDIX
In the above equation

A.8 Keller-Miksis Equation (Weekly Compressible Liquid)

Keller-Miksis equation (Dimensional)

R d’R 1 R\ 3 dR :
1—— — 1— - )2 (=2 = (148
( CL,O>Rdt2 +< 3CL70) Q(dt) ( +

) L (R, 1) — ()

+ B (R, 1) — po(t)) (AS4)

Since the liquid is (slghtly) compressible the expression involves speed of sound at ambient.
ALso the liquid density is noy constant and K-M eqn involves the liquid density at ambient.

KM Non- Dimensional (in collapse) In the case of collapse, apart from the initially defined
non-dim numbers P, Re and We, we need one more non-dim number, the Mach number.

U. 1 A
Ma = L
CL,o CL,0

PL,O

dt*

1 2 1\ 21 41 P
1 M * - - _ - *
wome { (e 2 () .
. 1 2 1\ 21 41 4 dU*
+Mal {_37(ﬁ+%> <§) +_e_+__U}_ e

dU* 1
(11— Mav) R Y +<1——MaU*)3

A.55
We R* Re R* R dt*( )
which gives
dU* . R
= e {0+ (1= 3)Ma U) (55 + ) ()
2 1 4 1

e — U — (1 +MaU) g5 — (1 - 3Ma U*) 3U?}  (A56)
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