
HAL Id: tel-04616890
https://theses.hal.science/tel-04616890v1

Submitted on 19 Jun 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Structural basis of outer-mitochondrial membrane
mitofusin-guided fusion

Raphaëlle Versini

To cite this version:
Raphaëlle Versini. Structural basis of outer-mitochondrial membrane mitofusin-guided fusion. Bio-
chemistry, Molecular Biology. Sorbonne Université, 2023. English. �NNT : 2023SORUS653�. �tel-
04616890�

https://theses.hal.science/tel-04616890v1
https://hal.archives-ouvertes.fr


Thèse de Doctorat
Domaine: Biophysique computationelle

École doctorale Chimie-Physique et Chimie Analytique de Paris Centre - ED 388

Laboratoire de Biochimie Théorique UPR-9080 - Institut de Biologie Physico-Chimique CNRS
Laboratoire des Biomolécules UMR 7203 - Sorbonne Université CNRS ENS

Structural basis of outer-mitochondrial membrane
mitofusin-guided fusion

Presentée par
Raphaëlle Versini

Pour obtenir le grade de docteur en sciences de Sorbonne Université sous la direction
de Patrick Fuchs et Antoine Taly

Thèse soutenue le 18 Décembre 2023 devant le jury composé de:

Pr. Zoe Cournia Academy of Athens Rapportrice

Pr. Alexandre Bonvin Utrecht University Rapporteur

Dr. Isabelle Callebaut CNRS Examinatrice

Dr. David Tareste INSERM Examinateur

Dr. Patrick Fuchs Université Paris Cité Directeur de thèse

Dr. Antoine Taly CNRS Directeur de thèse





ACKNOWLEDGEMENTS
I extend my deepest gratitude and appreciation to everyone who has supported me throughout this

enriching journey of completing my doctoral research.

I wish to acknowledge the Agence Nationale de la Recherche (ANR) for their financial support,
without which this research would not have been possible. Their investment in my work has been pivotal
in ensuring its successful completion.

I am also thankful to the members of my doctoral committee, Pr. Zoe Cournia, Pr. Alexandre Bonvin,
Dr. Isabelle Callebaut, and Dr. David Tareste, to be a part of my defense jury and for the expertise they
bring to this academic endeavor. Your insightful suggestions significantly contributed to the enhancement
of this manuscript. David (and Anais :) ), working together on mitofusins has been a truly enjoyable
collaboration, and I look forward to the possibility of collaborating again in the future. Alexandre, thank
you for this amazing internship in 2019. The wonderful atmosphere within the Haddock team played a
significant role in strengthening my love for structural bioinformatics and research. Anne Lopes, thank
you for your participation in my thesis committee and your valuable insights during these events.

I would like to express my sincere appreciation to my advisors as well, Patrick Fuchs and Antoine
Taly, for their guidance, mentorship, and continuous support during this research. Working with you has
been the most fulfilling and rewarding experience of my academic and professional life. You are both
great teachers, and your guidance and support was invaluable throughout this period. I will remember
fondly our scientific conversations, as well as the debates about the differences between Totoro and
Goldorak. Patrick, your attention to detail, dedication to teaching and your constant ability to be available
for your Ph.D students is deeply inspiring. I loved our many conversations about science or just about
our daily life and aspirations (which was most of our conversations lets be honest :p), and I hope we’ll
still have many more in the future! Antoine, your wise insights over the scientific discoveries as well as
academic world has been instrumental in shaping my three years of Ph.D and I will definitely remember
them throughout my career. Your reaction to Patrick’s confusion over Japanese animation was endlessly
entertaining! I hope we will get to talk again in the future, whether it is about science, or board games
and D&D. You are both a great source of inspiration.

I am grateful to my colleagues and fellow researchers at the Laboratoire des Biomolécules (LBM) and
the Laboratoire de Biochimie Théorique (LBT), whose collaborative spirit and intellectual discussions
enriched my research experience. Hubert, Charles, and Jérôme, I look forward to discussing climbing
with you again and hope we can all visit Murmur Pantin together one day. Thank you to my friends at
LBT, Afra, Julie, Sélène, Zakarya, Jules, and Sujith, I hope we will get many more evenings of theater,
board games, or just nice chatting. Mario, thank you for all the support and the geeky/nerdy talks, I hope
we will get many more and that one day I will also get to see you as a Dungeon Master. Thank you to
all my friends at LBM, Marine, Yadira, Maya, Edward and Leiman, your kindness and support has been
instrumental throughout these years. Marta, I rarely met someone with whom I felt such an immediate



connection as a friend. I am so happy you are a part of my life, my sweet italian Marta, and I look
forward to a lasting friendship. Paula, your amazing charisma has always inspired me. You are my big
sister and I have looked up to you and admired you throughout my Ph.D. Thank you for reintroducing
me to climbing. I have enjoyed our numerous late evening talks and I hope we will have many more in
the future. Steph, I could not have asked a better person to start my Ph.D. with. I grew and matured with
you, my Ph.D twin, and you were truly one of the most important support throughout these years. Thank
you for all the amazing fun times, but also for always being there for me through the hard times of the
Ph.D. (and life!!), with all the needed long and sometimes sad conversations. I hope we will get many
more, good or bad, I know we will be there for each other in the future.

Emile, mon amour, mon chaton, merci pour ton soutien (et ta patience!) en cette fin de thèse, ainsi
que pour tout les câlins, les bon repas et tes petites attentions pendant les moments difficiles.

Je tiens aussi a exprimer ma gratiture envers ma famille, pour leurs encouragements, leur amour et
leur confiance inébranlables en mes capacités. Merci à mon grand-frère, ma grande soeur, ma belle-soeur
et mes neveux. Merci à mes quatre parents, ma mounette, mon papou, ma Fred et mon petit gros. Merci à
mon chat, Coccinelle, pour toujours me rappeler le plus important dans la vie, manger, dormir et mordre
maman quand elle oublit les deux premiers.

Thank you all for being an integral part of my academic journey.



ABSTRACT

The Ph.D project is the structural study of mitofusins (Mfn1/2 in humans and Fzo1 in yeasts) us-
ing mainly modeling-based methods such as molecular dynamics or structure prediction methods based
on artificial intelligence (mainly AlphaFold). This project is a part of an ANR (MITOFUSION) shared
between different partners (Laboratoire de Biochimie Théorique: Antoine Taly, Marc Baaden, Labora-
toire des Biomolécules: Patrick Fuchs, Laboratoire de Biologie Moléculaire et Cellulaire des Eucaryotes:
Mickaël Cohen, Institut de Psychiatrie et Neurosciences de Paris: David Tareste) whose goal is to under-
stand the structure-function relationships of the mitofusin.

Mitochondria form a complex network inside the cells, undergoing continuous fusion and fission
events. These processes shape mitochondrial dynamics and are essential for the maintenance, function,
distribution and inheritance of mitochondria. The morphology of the latter therefore respond to the ever-
changing physiological changes of the cell. The large GTPase involved in the tethering and fusion of
the mitochondrial outer membranes (OM) are transmembrane proteins called mitofusins. The mitofusins
Mfn1 and Mfn2 can be found in mammals. Fzo1 (Fuzzy Onion 1) is the unique mitofusin homologue in
Saccharomyces cerevisiae. The mitochondrial inner membrane fusion and cristea organisation is medi-
ated by human OPA1 (Optic Atrophy 1) and yeast Mgm1 (Mitochondrial Genome Maintenance 1).

Mitochondrial fusion dysfunction is related to several neurodegenerative disorders, such as Parkinson,
Alzheimer and Huntington diseases. As a matter of fact, research has shown that mutations in Mfn2
induce the development and progression of muscular dystrophies, such as Charcot-Marie-Tooth Type
2A, the most common form of axonal CMT disease. The exact mechanism by which the mitofusins
contributes to mitochondria dysfunction as well as the exact molecular fusion mechanism is not fully
understood yet. Overall, mitochondrial fusion plays an important role in CMT2A, it is thus of paramount
importance to get a full understanding of the process at the molecular level.

The structure of both Mfn1 and Mfn2 was partially solved, the transmembrane domain being ex-
cluded, and no solved structure are available for Fzo1. With our ANR partners, we decided to work on
the yeast version of Mitofusin (named Fzo1) as it is a good model (of homology with human Mfn1 and
Mfn2) as yeast are convenient hosts for testing how other protein partners are involved in the process
(e.g. Ugo1). Fzo1 is embedded in the mitochondrial OM as it possesses two transmembrane domains,
exposing N- and C- terminal portions towards the cytosol and a loop towards the intermembrane space.
On the N-terminal side can be found two coiled-coil heptad repeats (HRs) domains, HRN (in yeast only)
and HR1, flanking a GTPase domain. A third coiled-coil heptad repeats domain HR2 is on the C-terminal
portion. Some models of Fzo1 were built based on the mitofusin related bacterial dynamin-like protein
(BDLP). BDLP is involved in membrane remodelling and exists in two conformational states, a closed
compact version which changes to an opened extended structure, upon GTP-binding, on which the built
models were based.

The goal of the Ph.D is to update the model of Fzo1 built in 2017, by working on the transmembrane
domains using multiscale molecular dynamics, and then update the overall structure using artificial intel-
ligence methods. Another project consisted in studying the amphipathic helix of HR1 domain of Mfn1
(MfnA-AH), test its membrane binding capabilities. Initially, we employed coarse-grained simulations,
establishing a robust foundation for evaluating the predictive capacity of the MARTINI family of force
fields. Using other simulations ran with the penetratin, we were able to provide a comparative analy-
sis for the AH-membranes interactions in the MARTINI force-fields. The Mfn1-AH was then further
characterized using all-atom simulations.
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RÉSUMÉ

Le projet de doctorat porte sur l’étude structurale des mitofusines (Mfn1/2 chez l’homme et Fzo1 chez
la levure) en utilisant principalement des méthodes basées sur la modélisation telles que la dynamique
moléculaire ou les méthodes de prédiction de structure basées sur l’intelligence artificielle (principale-
ment AlphaFold). Les mitochondries forment un réseau complexe à l’intérieur des cellules, subissant
des événements continus de fusion et de fission. Ces processus façonnent la dynamique mitochondriale
et sont essentiels pour l’entretien, la fonction, la distribution et l’héritage des mitochondries. La mor-
phologie de ces dernières répond donc aux changements physiologiques constants de la cellule. Les
larges GTPase impliquées dans l’ancrage et la fusion des membranes externes de mitochondrie sont des
proteines transmembranaires appelées mitofusines. Les mitofusines Mfn1 et Mfn2 se trouvent chez les
mammifères. Fzo1 (Fuzzy Onion 1) est l’homologue unique de Mfn1/2 chez la levure Saccharomyces
cerevisiae. La fusion de la membrane interne mitochondriale et l’organisation des crêtes sont médiées par
l’OPA1 humaine (Atrophie Optique 1) et la Mgm1 de la levure (Maintenance du Génome Mitochondrial
1).

La dysfonction de la fusion mitochondriale est liée à plusieurs troubles neurodégénératifs, tels que
Parkinson, Alzheimer et la maladie de Huntington. En effet, il a été montré que les mutations dans
Mfn2 induisent le développement et la progression de dystrophies musculaires, telles que la maladie de
Charcot-Marie-Tooth de type 2A, la forme la plus courante de la maladie CMT axonale. Le mécanisme
exact par lequel les mitofusines contribuent à la dysfonction mitochondriale, ainsi que le mécanisme
moléculaire exact de la fusion, ne sont pas encore entièrement compris. Dans l’ensemble, la fusion mito-
chondriale joue un rôle important dans la CMT2A, il est donc d’une importance capitale de comprendre
pleinement le processus au niveau moléculaire.

Les structures de Mfn1 et Mfn2 ont étés partiellement résolue, le domaine transmembranaire étant
exclu, mais aucune structure résolue n’est disponible pour Fzo1. Fzo1 est intégré à membrane externe de
mitochondrie avec ses deux domaines transmembranaires, exposant les parties N- et C-terminales vers
le cytosol et une boucle vers l’espace intermembranaire. Du côté N-terminal, on trouve deux domaines
de répétitions en heptad (HRs), HRN (présent uniquement chez la levure) et HR1, flanquant un domaine
GTPase. Un troisième domaine HR, HR2, se trouve dans la partie C-terminale. Certains modèles de Fzo1
ont été construits avec comme template la protéine bactérienne de type dynamin-like (BDLP). BDLP est
impliquée dans le remodelage des membranes et existe sous deux états conformationnels, une version
compacte fermée qui passe à une structure étendue ouverte lors de la liaison au GTP, sur laquelle les
modèles construits étaient basés.

L’objectif du doctorat est de mettre à jour le modèle de Fzo1 construit en 2017, en travaillant dans
un premier temps le domaine transmembranaire à l’aide de dynamiques moléculaires à plusieurs échelles.
Nous avons ensuite travaillé sur le modèle de Fzo1 en entier, notamment à l’aide de méthode d’intelligence
artificielle. Un autre projet a consisté à étudier l’hélice amphipathique du domaine HR1 de Mfn1 (MfnA-
AH), à tester ses capacités de liaison à la membrane. Initialement, nous avons utilisé des simulations gros
grains, établissant ainsi une base solide pour évaluer la capacité prédictive de la famille de champs de
force MARTINI. En utilisant d’autres simulations réalisées avec la pénétratine, nous avons pu fournir une
analyse comparative des interactions AH-membranes dans les champs de force MARTINI. Mfn1-AH a
ensuite été caractérisé plus en détail à l’aide de simulations tout-atomiques.
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CHAPTER 1

INTRODUCTION



1.1 The vital role of mitochondria in cell function
Mitochondria are organelle whose most prominent role is to provide the cell with metabolic energy in
the form of ATP generated by oxidative phosphorylation. Mitochondria, being semi-autonomous or-
ganelles, possess their own genetic material (mtDNA) and machinery for protein synthesis. They are
unique organelles due to their two distinct membranes. Mitochondria form a complex network inside the
cells, undergoing continuous fusion and fission events, independently of the host cell’s division. These
processes shape mitochondrial dynamics and are essential for the maintenance, function, distribution
and inheritance of mitochondria. The morphology of the latter therefore respond to the ever-changing
physiological changes of the cell [3].

1.1.1 Mitochondria structure and function

The presence of mitochondria within cells is believed to originated from an endosymbiotic event, wherein
an ancestral host cell established a symbiotic relationship with an α-proteobacterial ancestor with an ox-
idative respiratory system. Over time, this symbiosis evolved into the mitochondria we observe in modern
cells [4, 5]. Furthermore, a large fraction of genes coding for mitochondrial proteins have been trans-
ferred in the nucleus and require synthesis in the cytoplasm before being imported into the mitochondria
[5, 6].

Figure 1.1: Mitochondrion morphology. (A) Schematic representation of a mitochondrion
(https://en.wikipedia.org/wiki/Mitochondrion). (B) Thin-section electron micrograph of a mitochondrion
from a bat pancreatic cell, which shows the different membrane structures of the mitochondrion: OM,
IM, and cristae. Taken from [7].

The architecture of mitochondria was first revealed using electron microscopy in 1950s [8]. The or-
ganelle is composed of two membranes, the outer membrane (OM) and inner membrane (IM), separated
by the intermembrane space (IMS) (Figure 1.1). The environment located inside the IM is called the
matrix and harbours the mtDNA, existing in multiple copies. It is the site of organellar DNA replication,
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transcription, protein biosynthesis and numerous enzymatic reactions. The high pH of the matrix (7.9 to
8) creates trans-membrane electrochemical gradient that drives ATP synthesis [9]. The IM is character-
ized by a larger surface area than the OM as it is folded into lamellar and tubular structures, called cristae,
which protrude into the matrix and bears the respiratory chain complexes [10, 11]. Nonetheless, the de-
scription of mitochondria as given in Figure 1.1 (a scheme of a mitochondrion, showed as one individual
bean-shaped organelle) is actually misleading, as the mitochondria are highly dynamic organelles which
build large interconnected intracellular networks [12] (Figure 1.2).

Figure 1.2: Mitochondrial network. (A) Mitochondrial network of endothelial cell. Taken from [12].
(B) Confocal microscopy of human osteosarcoma cells (U2OS). Mitochondria are in green, and Nuclei
in blue. Taken from [3].

As mentioned previously, cristae serve as the site where oxidative respiration occurs, which provides
ATP to the cell [13]. In the initial stage, pyruvate is generated from a glucose molecule, within the
cytosol as a starting point. The pyruvate then enters the mitochondria, is converted in acetyl-CoA which
is then processed by the citric acid cycle. Acetyl-CoA can also be converted through an alternative
pathway involving fatty acids and the citric acid cycle can be provided with amino-acids as well. The
cycle yields carbon dioxide as well as NADH and FADH2, as well as a small amount of ATP. The
generated NADH and FADH2 then enter the electron transport chain loceted in cristae. The electron
located in the molecules are transfered to the Electron Transport Chain (ETC), leading to the pumping of
protons (H+) in the IMS, conferring an electrochemical gradient to the IM. The electrochemical gradient
drives protons (H+) to flow back into the mitochondrial matrix through ATP synthase, which powers the
synthesis of ATP from adenosine diphosphate (ADP) and inorganic phosphate (Pi) in a process called
oxidative phosphorylation [14].
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Figure 1.3: Schematic summary of mitochondrial metabolism. Taken from [14].

1.1.2 The mitochondrial life cycle : engaging fusion and fission machinery

As most of the genes of the mitochondrial proteins are located in the nucleus, proteins have to be im-
ported from the cytosol for the mitochondria to function properly. These proteins are unfolded and
transported inside of the mitochondria or its membranes, thanks to chaperonnes and signals recognized
by receptors. They can then be folded and often inserted intro membranes, and assembled with cofactors
and other proteins to macromolecular complexes. Furthermore, mitochondrial biogenesis also involves
the incorporation of mitochondrion-synthesized and imported membrane lipids, the amplification of the
mitochondrial genome and the translation of mitochondrion-encoded proteins [15, 16, 17].

Mitochondrial cellular functions are described in Figure 1.4. Throughout the cell life cycle, this
organelle undergoes numerous events of fusion and fission. Damaged organelle are removed, while
functioning portion of the network can be distributed to other sections of the cell. Finally, one of the
roles of mitochondria is to release the factor triggering the apoptosis of the cell.
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Figure 1.4: Mitochondrial functions within the cell. Fusion and fission processes play crucial roles in a
variety of cellular mechanisms. Division is essential for tasks such as organelle inheritance and distribu-
tion during cell division, the release of pro-apoptotic factors from the intermembrane space, intracellular
transport facilitated by the cytoskeleton, and the removal of damaged organelles through mitophagy. Fu-
sion, on the other hand, is of particular significance in addressing the decline of respiratory functions due
to aging by enabling the complementation of mitochondrial DNA (mtDNA) gene products in heteroplas-
mic cells. Taken from [3].

Mitochondrial inheritance. Mitochondria are not generated de novo but instead are inherited through
cell division. During cell proliferation, the number of mitochondria need to increase, then fragment
when entering mitosis and undergo cytokinesis for a partitioning of the organelles in a stochastic manner
[18, 19]. Therefore, mitochondrial fission plays a critical role in this phase. In yeast, mitochondria are
inherited in an ordered manner by cytoskeleton-dependent bud-directed transport [20]. However, mito-
chondrial fission inevitably produces organelles lacking mtDNA, leading to mitochondrial heterogeneity
and dysfunction of the organelle, if fusion is impared [21]. It is thus a fundamental mechanism of the cell,
that will ensure that the mitochondiral genome and gene products are replenished before functionality is
lost [22].

Mitochondrial distribution and morphology fit specific requirements of the cells. Mitochondria
are localized in different parts of the cell, and its distibution depends on division, as it is necessary to
spread the mitochondrial network throughout the cell. It is most important in large and extended cells,
such as neurons, with high energy demand structures such as dendritic spines and synapses [23]. Another
example of cells with specific needs would be muscles cells, in which mitochondrial filaments connect
a dense layer of mitochondria in the oxygen-rich cell periphery with mitochondria in the oxygen-poor
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core of the muscle fibre, thereby forming a continuous network. This structural organisation allows for
production of ATP in remote parts of the cell to fuel molecular motors during muscle contraction [24].
Thus, concerted activities of the mitochondrial fusion and fission machineries shape the mitochondrial
compartment and adapt it to the specific requirements of the cells.

Mitochondrial quality control and ageing. Some byproducts of ATP production are reactive oxy-
gen species (ROS), which are known to induce mutations and lesions in DNA, as well as degradation of
protein and lipids [25]. Long exposure to ROS will lead to an accumulation of mtDNA mutations which
will result into a loss of functional respiratory chain complexes. A decline of bioenergetic capacity and
eventually age-associated pathologies and death will then be observed [26]. However, as various soli-
tary mitochondria can accumulate different mtDNA mutations, fusion between these defective organelle
enables the exchange of genetic material and the production of functional proteins, thus restoring mito-
chondrial activity through genetic complementation [27]. Another mechanism that contribute to keeping
healthy mitochondria is the process of autophagy (or mitophagy in the case of mitochondria), which is
self-degradation of cellular components that are harmful or no longer required. A double-membrane
autophagosomes sequester organelles or portions of cytosol and fuse with lysosomes or vacuoles for
breakdown by resident hydrolases [28]. It was shown that mitochondrial fission and selective fusion
may contribute to removal of damaged mitochondria, thereby initiating a quality control mechanism
[29, 30, 31]. In fact, removal of fusion will result in a decline of respiratory capacity.

Role of mitochondrial fission in apoptosis. Apoptosis is a programmed cell death process that oc-
curs in multicellular organisms. During apoptosis, cells undergo a series of well-defined morphological
and biochemical changes that lead to their orderly and controlled elimination. A key step of apoptosis
is OM permeabilization, which releases cytochrome c and other pro-apoptotic factors from the inter-
membrane space into the cytosol to trigger downstream cell death pathways. Additionally, mitochondrial
fragmentation has been shown to be induced early in the apoptotic pathway [32], and inhibiting fusion
has been shown to induce apoptosis [33]. However, fragmentation of mitochondria alone does not induce
apoptosis, as additional stimuli is needed.

1.1.3 A word on mitochondrial membranes lipidic composition

Mitochondria are characterized by two membranes, the outer membrane (OM) and inner membrane (IM),
both defined by different composition and functions. The IM can be split into two main categories, the
inner boundary membrane, running parallel to the OM, and the cristae, invaginations of the IM, providing
an enlarged surface area for ATP production. These membranes outline and divide two subcompartments,
the intermembrane space and the matrix. The OM is smooth and generally permeable, freely traversed
by ions and small, uncharged molecules through pore-forming membrane proteins (porins) [34]. Any
larger molecules, especially proteins, have to be imported by special translocases. The IM is by contrast
a membrane in the strictest sense, as even small solutes like ions and metabolic substrates cannot pass
through it without the help of carrier proteins. It is where oxidative phosphorylation takes place, in a suite
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of membrane protein complexes that create the electrochemical gradient across the inner membrane, or
use it for ATP synthesis. Among subcellular fractions, the mitochondria exhibit the highest abundance
of protein-rich lipid bilayers. In comparison to other organelles, the phospholipid to protein and sterol
to protein ratios within mitochondrial membranes are relatively low. The IM specifically showcases the
lowest ratio, with a protein:lipid mass ratio of 75:25. This is in contrast to the OM, which maintains a
more balanced ratio of 50:50 between proteins and lipids [35, 36].

The OM and IM exhibit differences not only in terms of their functions and membrane proteins but
also in their phospholipid compositions. Both are mainly composed of phosphatidylcholine (PC) and
phosphatidylethanolamine (PE), and in lower proportions we find anionic phospholids such as phos-
phatidylinositol (PI), phosphatidylserine (PS), phosphatidic acid (PA) and cardiolipin (CL) (Tables 1.1
and 1.2). CL is specific to mitochondria and is in its highest proportions in the IM. Sterols and sphin-
golipids are found at very low amount. While there is general agreement on the phospholipids involved,
their specific proportions are still a topic of debate, and various proportions can be found in the literature
(Tables 1.1 and 1.2). Different studies and experimental techniques used for lipid analysis have con-
tributed to discrepancies in reported lipid compositions. As there is variations in sample sources, species,
tissues types and methodologies, divergence has been observed. The dynamic nature of mitochondrial
membranes and their lipid composition further adds complexity to the understanding of this topic. Nev-
ertheless, studies have revealed that both membranes primarily consist of C18 and C16 aliphatic chains,
with little (one) to no unsaturations (Table 1.3).

Table 1.1: Outer mitochondrial membrane phospholipidic composition. Phosphatidylethanolamine
(PE), phosphatidylcholine (PC), phosphatidylinositol (PI), phosphatidylserine (PS), phosphatidic acid
(PA) and cardiolipin (CL).

Organism PE PC PI PS PA CL Ref
% % % % % %

Rat liver 27.5±1.7 54.7±3.1 13.4±2.3 2.1±0.5 0.4±0.5 0.3±0.3 [37]
Mouse liver 26.8 40.9 9.1 < 0.1 nd 4.0 [38]
Neurospora crassa 32.7±2.6 50.2±1.6 9.2±1.1 0.6±0.2 0.7±0.4 3.1±0.5 [37]
S. cerevisiae 32.6 45.6 10.2 1.2 4.4 5.9 [35]
S. cerevisiae 34±1 44±2 14±1 4±1 1±1 5±1 [36]
S. cerevisiae 33 46 10 1 4 6 [39]
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Table 1.2: Inner mitochondrial membrane phospholipidic composition. Phosphatidylethanolamine
(PE), phosphatidylcholine (PC), phosphatidylinositol (PI), phosphatidylserine (PS), phosphatidic acid
(PA) and cardiolipin (CL).

Organism PE PC PI PS PA CL Ref
% % % % % %

Mouse liver 26.5 35.1 5.0 < 0.1 nd 18.0 [38]
S. cerevisiae 24.0 38.4 16.2 3.8 1.5 16.1 [35]
S. cerevisiae 24±1 37±2 14±1 3±1 2±1 13±1 [36]
S. cerevisiae 24 38 16 4 2 16 [39]

Table 1.3: Fatty acid composition of mitochondria in S. cerevisiae. 16:0, Palmitic acid; 16:1, Palmi-
toleic acid; 18:0, Stearic acid; 18:1, Oleic acid; 20:0, Arachidic acid.

Organism 14:0/1 16:0 16:1 18:0 18:1 Ref
S. cerevisiae 18 44 4 34 [40]
S. cerevisiae <2.0 9.0 32.6 1.5 50.1 [41] 30°C
S. cerevisiae <2.0 12.0 26.4 4.7 51.3 [41] 35°C

There is also discrepancies in the proportions of cholesterol (mammals) or ergosterol (yeast) in both
membranes. In yeast, the OM generally has a low content of sterols, accounting for approximately
1% of all the lipids [36, 39, 35]. However, the percentage of sterols in the IM has been found to vary
significantly, ranging from 2.5% or 7% [36, 39] to 25% [35]. Overall, it is assumed to have about 10%
of cholesterol within the organelle [42].

The unique composition of phospholipids in mitochondrial membranes serves specific functions. No-
tably, cardiolipin (CL), a significant lipid specific to mitochondria, plays a crucial role in their structure,
function, and diverse cellular processes. Indeed, CL has been demonstrated to be indispensable for mito-
chondrial protein transport and is involved in cofactor integration and the respiratory chain. Additionally,
CL localizes around cristae, and its deficiency significantly impacts mitochondrial morphology by lead-
ing to enlarged mitochondria and disrupted or absent cristae structure. CL is also involved in the fusion
and fission processes of mitochondria, as certain proteins involved in these processes have demonstrated
an affinity for this phospholipid [43].

Another function that serve the mitochondrial membranes, and more precisely the outer membrane
(OM), is the engagement in the extensive network of interactions with membranes of other organelles,
establishing contact sites (Figure 1.5). The best characterized interaction is the ER-mitochondria inter-
action, which was first discovered when ER membrane patches were biochemically isolated attached to
the OMM [44]. Contacts with plasma membranes, as well as lipid droplet, endosomes and lysosyme
have also been reported [45]. Finally, communications between peroxysome and mitochondria have been
documented, as the fusion machinery of mitochondria in yeast appears to be involved in tethering these
two membranes together [46]. Crosstalk between these two organelles is supported by the fact that di-
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verse metabolic processes depend on their concerted action, such as β -oxidation of fatty acids, bile acid
synthesis and maintenance of cellular ROS homeostasis [47]. Furthermore, they share the same machin-
ery involved in their division [45]. The interactions and the key players are described in more detail in
section 1.4.1 of the Introduction.

Figure 1.5: Mitochondrial contacts with other organelles within the cell. The outer mitochondrial
membrane (OMM) forms intricate networks of interactions with various organelles, including mem-
brane contact sites with the endoplasmic reticulum (ER), plasma membrane, lysosomes, endosomes,
lipid droplets, peroxisomes, and melanosomes. These sites of membrane contact play a regulatory role in
governing the functions of mitochondria. Moreover, mitochondria release mitochondrial-derived vesicles
(MDVs) and mitochondrial-derived compartments (MDCs), which incorporate components from the mi-
tochondria. MDVs facilitate communication with other organelles, such as lysosomes and peroxisomes,
while MDCs are instrumental in mitochondrial quality control by eliminating misfolded proteins from
mitochondrial membranes. Taken from [45].

1.2 Membrane fusion and diverse examples
In our study of the mitochondrial fusion mechanism, we first intend to investigate the main steps of mem-
brane fusion, along with notable examples documented in the literature, such as the SNARE mechanism
of fusion and viral peptide fusion. In fact, many disparate fusion reaction seem to share some main
mechanistic motifs.
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1.2.1 Main stages of the fusion process

To initiate membrane fusion (Figure 1.6), it is necessary to bring the two bilayers into close proximity,
allowing interactions between proximal leaflets and minimizing the energy associated with hydration
repulsion. Subsequently, the interface between the hydrophilic and hydrophobic regions of the bilayers
is destabilized [48, 49]. This destabilization is followed by the formation of a hemifusion stalk phase
involving the proximal leaflets. Hemifusion is defined as the state in which the outer membrane leaflets
are already continuous, but no aqueous connection has formed. From the stalk, either a fusion pore
appears, or a stalk expansion leads to the hemifusion diaphragm, which will then yield a fusion pore
itself [49]. The initially separated volumes by the apposed membranes have now established an aqueous
connection through the fusion pore. At this final stage, the fusion pore enlarges, resulting in the complete
fusion of the lipid bilayers.

Figure 1.6: Lipid bilayer fusion. Dashed lines represent the boundaries of the hydrophobic surfaces of
monolayers. Taken from [49].

Fusion is sensitive to membrane lipid composition. As a matter of facts, different lipid type demon-
strate variation in their molecular shape, which will then impact the overall shape of the membrane [50].
The curvature of the membrane is greatly influenced by its lipid composition, and one such lipid that
plays a role in curvature is phosphatidylethanolamine (PE). PE, being a cone-shaped phospholipid, can
modulate the shape of the membrane, thereby affecting the arrangement of lipids within the bilayer and
exposing hydrophobic regions of the membrane to the surrounding solvent [49]. These lipid packing
defects and negative intrinsic curvature of PE could then favor interactions between proximal leaflets,
reducing the energy barrier of creating the hemifusion stalk phase [51, 52]. Furthermore, highly curved
membranes are more prone to fuse with one another. In addition, the role of membrane tension in ad-
vancing beyond early fusion intermediates was showed in 2002 by Malinin and collaborators [53].

Most cases of membrane fusion actually necessitate proteins. Theses proteins possess specific struc-
tural features that allow them to interact with and modify lipid bilayers, often promoting membrane
tethering, insertion into the lipid bilayer, and inducing fusion. Additionally, these proteins can undergo
conformational changes triggered by various cues, such as changes in pH or the presence of other factors,
to initiate fusion. The structures of these proteins and the mechanisms involved can vary depending on
their localization within the cell and/or the specific organism to which they belong.
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1.2.2 The example of SNARE fusion

Fusion serves as a significant mechanism that enables communication between various compartments
within the cell, as discussed earlier. These various organelles can also communicate through the ex-
change of trafficking vesicles. Additionally, these vesicles facilitate communication between the cell
and its surrounding environment. SNARE (soluble N-ethylmaleimide-sensitive factor attachment protein
receptor) proteins have been identified as key elements to mediate fusion in the the trafficking steps of
the secretory pathway [54]. SNARE proteins form a superfamily of small proteins with 25 members in
Saccharomyces cerevisiae, 36 members in humans and 54 members in Arabidopsis thaliana.

A characteristic of the SNARE is the SNARE-motif, an evolutionary conserved stretch of 60–70
amino acids that are arranged in heptad repeats (HR). Their domain organisation is described in Figure
1.7A, and their crystal structure is in Figure 1.7B. The heptad repeats patterns consists of layers of hy-
drophobic and polar residues that contribute to the formation of coiled-coil structures. The coiled-coil
structure allows SNARE proteins to interact with each other, bringing the membranes in close proximity
and facilitating the fusion process. These hydrophobic layers contain an ’O’ layer of three highly con-
served glutamine (Q) residues and one highly conserved arginine (R) residue, classifying the contributing
SNARE motifs into Qa-, Qb-, Qc- and R-SNAREs [55, 56]. In a functional SNARE fusion machinery,
one of each of the four SNAREs is involved, with R-SNAREs situated on the vesicle membrane and
Q-SNAREs located on the target membrane. In addition to the SNARE motifs, a transmembrane domain
is often present at the C-terminal end, and independently folded domains are often located N-terminal to
the SNARE motif. The latter domain often vary between subgroups of SNAREs.

Figure 1.7: Structures of SNARE. (A) Schematic domain organisation of SNARE proteins. Dashed
domain borders highlight domains that are missing in some subfamily members. Qa-SNAREs have N-
terminal antiparallel three-helix bundles. The various N-terminal domains of Qb-, Qc- and R-SNAREs
are represented by a basic oval shape. (B) Crystal structure of the SNARE motifs solved in 1998 [57].
(A), (B) Adapted from [58].
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Figure 1.8: SNARE conformation cycle during vesicle docking and membrane fusion. Example
considering three Q-SNAREs on an acceptor membrane and an R-SNARE on a vesicle. Taken from [58].

Free, meaning uncomplexed SNAREs (left top row, Figure 1.8), are constantly generated within the
membrane [58]. These Q-SNAREs are free to interact with other Q-SNAREs in order to then dock and
fuse vesicles. The uncomplexed SNARE are then able to assemble through their SNARE motif, forming
defined and partially helical Qabc intermediates (left middle row, Figure 1.8) [59]. This assembly process
might require SM proteins. Acceptor complex are then able to interact with R-SNAREs through the
N-terminal SNARE motif. A first loose state is formed, which anchors the vesicle to the membrane,
followed by a tight state, which leads to a close connection of the membranes that are destined to fuse, and
initiates the membrane merger (bottom row Figure 1.8). A detailed SNARE membrane fusion mechanism
can be seen in Figure 1.9. Following the membrane tethering phase through the tight trans-SNARE
complexes, the stalk phase is stabilized, followed by the hemifusion diaphragm and the fusion pore. The
initial trans-SNARE complexes are now in cis-configuration (right middle row Figure 1.8). These cis-
SNARE complexes can be targeted by the NSF protein (N-ethylmaleimide-sensitive factor) together with
SNAPs (soluble NSF attachment proteins) that function as cofactors (right top row, Figure 1.8), and will
disassemble the cis-SNARE complex. The R- and Q-SNAREs are separated and sorted (for example, by
endocytosis), and can now be recycled for other fusion processes [48, 58].
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Figure 1.9: SNARE-mediated fusion according to the stalk hypothesis. Taken from [58].

1.2.3 Viral protein fusion

Another example of protein induced fusion, is viral protein fusion. The virus is able to bind then fuse with
the host cell membrane, in order for the nucleocapsid to enter the cytoplasm [48]. The membrane fusion
mechanism involving the binding of influenza hemagglutinin (HA) receptor is one of the most well-
understood processes [60]. This single “universalist” protein mediate all steps of the fusion reaction,
from the binding leading to close proximity of the membranes, to the fusion pore.

Figure 1.10: Structural snapshots toward membrane fusion. (A) The structure of straight full-length
HA from cryo-EM. (B) Schematic representation of possible fusion intermediate. (C) The structure of
fusion HA2, with modeled membrane anchor and fusion peptide colocalized in a fused membrane. (D) A
color-coded diagram showing the location of the different regions of HA2 in its primary structure. Taken
from [61].
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Prior to the viral budding from its host cells, the fusion proteins undergo proteolytic cleavage, which
leads to the formation of an N-terminal globular region and a metastable C-terminal segment (Figure
1.10). The fusion peptide is liberated from its buried position and exposed, towards the targeted mem-
brane. The activated fusion peptide inserts into the hydrophobic interior of the target membrane. The
fusion protein can have various fusion-activating conditions, such as low pH or high temperature [60, 62].

1.3 The membrane-remodeling properties of the dynamin super-
family proteins

Figure 1.11: Dynamin-superfamily members in animals and plants. Classical dynamins (shown in
maroon) are a group of dynamin proteins responsible for participating in various processes, including
clathrin-coated vesicle (CCV) formation at the plasma membrane, cleavage furrow, Golgi, and endo-
somes. They are also involved in non-clathrin-mediated budding events at caveolae and phagosomes. In
contrast, dynamin-related proteins encompass a broad spectrum of dynamin homologues. Dynamin-like
proteins (depicted in grey) play a crucial role in the division of organelles like mitochondria and per-
oxisomes. The OPA1 family, represented in red, and the mitofusin family in yellow, contribute to the
reorganization of mitochondria, particularly in processes related to mitochondrial fusion. As a result,
they often counteract the functions of dynamin-like proteins. The Mx family, shown in pink, is typically
induced by interferons and provides resistance against RNA viruses. Additionally, plants possess a vari-
ety of dynamin proteins, indicated in light green. While some of these plant dynamin proteins perform
similar roles to their animal counterparts, such as participating in CCV budding, others have unique func-
tions specific to plants, such as involvement in cell plate formation or chloroplast division. Taken from
[63].
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As described before, fusion and fission are essential mechanism for the survival of the cell. Just as
SNAREs are established to be essential for vesicle-fusion mechanism, dynamins have an essential role
in vesicle fission as well as organellar membrane-remodeling events or even whole-cell division (cytoki-
nesis) [63, 64]. Furthermone, their functions can also be related to viral resistance, as members of this
family exhibit membrane-dependent and membrane-independent activities [64].

Table 1.4: Functions of dynamin-superfamily members. Adapted from [64]

Cellular function Protein (abbreviation) Organism
Endocytic vesicle fission Dynamin 1-3 (Dyn1-3) mammals
and intracellular Dynamin-related protein 1 (Drp1) mammals
vesicle trafficking Vacuolar protein sorting 1 (Vps1p) yeast

Dynamin-related protein 2A/B (DRP2A/B) plants
Dynamin-related protein 1A/E (DRP1A/E) plants

Mitochondrial fission Drp1 mammals
Dyn2 mammals
Dynamin-related GTPase (Dnm1p) yeast
DRP3A/B plants

Mitochondrial fusion Mitofusins 1/2 (Mfn1/2) mammals (OM)
Fuzzy onions 1 (Fzo1) yeast (OM)
Optic atrophy 1 (OPA1) mammals (IM)
Mitochondrial genome maintenance 1 (Mgm1p) yeast (IM)

Peroxisomal fission Drp1 mammals
Dnm1p yeast
DRP3A plants
DRP5B (ARC5) plants

ER tubule fusion Atlastins (ATL1-3) mammals
Sey1p yeast
Root hair defective 3 (RHD3) plants

Chloroplast division DRP5B (ARC5) plants
Cell division (cytokinesis) Dyn2 mammals

DRP1A-E plants
DRP5A plants

Viral resistance Myxovirus resistance A/B (MxA/B, 1/2) mammals
Guanylate binding proteins (GBPs) mammals
DRP4A-D plants

Dynamins can be found ubiquitously across various cellular compartments (Figure 1.11, Table 1.4).
Classical dynamins can be found participating in vesicle fission at the plasma membrane, cleavage furrow,
Golgi and endosome (clathrin-coated vesicles), as well as at caveolae and phagosomes (non-clathrin-
mediated budding events). Dynamin-like proteins, OPA1/Mgm1 and mitofusins are involved in mito-
chondrial and peroxysome reorganization. Plants contains many additional dynamins involved in mem-
brane reoganisation, similar to those found in yeast and mammals, which functions on the membranes of
mitochondria, CCVs but chloroplast and cell plate as well. The Mx family is a type of dynamins that is
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not involved in membrane dynamic, as it is involved in the resistance against RNA viruses. Human MxA
localizes to the smooth endoplasmic reticulum and also interacts with viral ribonucleoproteins.

1.3.1 Evolutionary conserved structural features of DSPs

Dynamins are characterized by their GTPase domain. However, the mere presence of a GTPase domain in
a protein does not automatically classify it as a dynamin. The proteins of this superfamilly are classified
as ’large GTPases’, which distinguish them from small Ras-like and other regulatory GTPases, such
as the α-subunits of heterotrimeric G-proteins and translation factors of protein biosynthesis [63]. The
larger GTPase domain as well as their oligomerization-dependent GTPase activation, their low GTP-
binding affinities, the presence of additional domains and the ability of many members of the dynamin
family to interact with lipid membranes are distinctive attributes of the dynamin superfamily. In fact,
these protein also comprise a middle domain (MD) as well as a GTP effector domain (GED) that are
involved in oligomerization and stimulation of GTPase activity. MD and GED are both part of an helical
bundle called stalk and connected to the GTPase via the Bundle Signaling Element (BSE) [65]. The
binding of phospholipids is facilitated by distinct structural elements positioned between the stalk helices.
Classical dynamins employ a pleckstrin homology domain (PH) to bind to the membrane. In contrast,
other dynamin-like proteins (DLPs) utilize different mechanisms, such as transmembrane helices (TM)
or exposed loops (L4, helix 9), isoprenylation sites (CaaX), and paddle domains (Pad) [66] (Figure 1.13).

The dynamin GTPase domain is significantly larger (about 300 aa) than that of Ras-related GTPases
(about 180 aa). This domain contain the GTP-binding motifs (G1-G4) that are needed for guanine-
nucleotide binding and hydrolysis [67] (Figure 1.12). This binding ability gives another distinguishing
feature to DSP, which is is the capacity to homodimerize in a nucleotide-regulated manner [67], mediated
in by interactions between the GTPase domain, the middle domain and the GED. One GTP molecule is
bound per GTPase domaine, with the sequences participating in the binding spread overall the domain.
The G1 motif coordinates the phosphates, and the threonine in the G2 motif is involved in catalysis. The
glycine in the G3 motif forms a hydrogen bond with the γ-phosphate of GTP. The less conserved G4
motif is involved in base and ribose coordination, through a conserved aspartate [67].

Figure 1.12: GTP-binding motifs. The key residues are shown in orange. All sequences are for human
proteins, except Fzo1 which is the yeast Saccharomyces cerevisiae protein, BDLP is the bacteria Nostoc
punctiforme protein, and IIGP1 is the mouse protein.
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Figure 1.13: Modular architecture of dynamin family members. Dynamin (A, pdb code 3SNH), MxA
(B, 3SZR), BDLP (C, 2J68), GBP1 (D, 1DG3), atlastin (E, 3Q5D), EHD2 (F, 2QPT). (A – F) display the
modular organization of DSPs, highlighting the consistent domain arrangement they share. Present in all
DSPs is the nucleotide-binding domain (referred to as the G domain and shown in red), a helical stalk
domain (depicted in blue), and a lipid-binding module (illustrated in green). (G) Overview of the Modular
Domain Structure. The conventional domain terminology is indicated above (comprising the G domain,
MD, and GED domains). The lipid-binding elements encompass pleckstrin homology domains (PH),
transmembrane helices (TM), or exposed loops (L4, helix 9), isoprenylation sites (CaaX), and paddle
domains (Pad). The bundled signaling components are shown in orange (BSE). A unique instance is the
bacterial DLP DynA, discovered in firmicutes, which is a fusion of two DLPs. Here, only the initial DLP
domain (D1) contains a membrane-affiliated paddle domain. Mitofusins like Fzo1 are equipped with
coiled-coil domains, potentially analogous to the stalk domains found in other DLPs. Opa1 features an
N-terminal mitochondria localization signal (MLS) followed by a transmembrane helix. The coiled-coil
motif (CC) within Opa1 might serve as bundled signaling elements (BSEs). Taken from [66].
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Conformational reorganization play a crucial role in the functioning of dynamins. As a matter of
fact, research has indicated that BDLP and other bacterial dynamin-like proteins undergo conformational
changes [65, 68, 69], shifting from an ’open’ extended conformation to a ’closed’ constrained conforma-
tion. Considering the significant sequence and structural conservation of BDLP with the proteins Mfn1
and Fzo1, it is assumed that these mitochondrial fusion proteins undergo strong conformational changes
as well. Similar shifts, from an elongated to a constricted conformation, have been observed for atlastins
[70] and the yeast conterpart Sey1 [71], as well as for fission involved DSPs [72]. In fact, studies have
demonstrated that conformational changes in Dnm1 [73] and Drp1 [74] lead to constriction of lipid tubes,
thereby inducing membrane fission [75]. This change has been observed within the BSE, in a movement
called a ’powerstroke’ [76, 77]. Such a movement has also been observed for the antiviral protein MxA
[78]. The transition from one state to the other has been shown to be driven by either GTP binding, GTP
hydrolysis, membrane binding, or the process of dimerization itself, depending on the DSP [77].

1.3.2 Bacterial dynamin-like proteins bears stricking similarities with mitofusins

Bacterial dynamins, referred to as bacterial dynamin-like proteins (BDLPs), are a group of proteins
present in bacteria that exhibit both structural and functional similarities to eukaryotic dynamins. In
fact, numerous bacterial species harbor genes encoding dynamin-like proteins, which share the closest
resemblance to the Fzo1/mitofusins class of dynamins (in charge of OM fusion) [65, 1]. Numerous bac-
terial species, such as N. punctiforme, possess multiple dynamin genes, often found arranged in tandem.
This genomic organization suggests a close functional relationship between the genes, with some species
even having a fusion of two dynamin genes containing two GTPase domains.

A noteworthy example of such a two-headed bacterial dynamin is the protein encoded by the ypbR lo-
cus in Bacillus subtilis, which is refered to as DynA (Figure 1.13G). The protein is composed of two main
subunits D1 and D2 and was shown to tether to membranes, through the D1 subunit [79], but optimal
activity was only achieved with the full length protein [80]. The subunit was demonstrated to promo-
tote GTP-independent fusion as well. During these processes, GTP hydrolysis may not be necessary to
provide the energy for fusion through mechanical force. Instead, GTP likely serves a regulatory role,
determining whether and how a dynamin complex tethers membranes and transitions into its fusogenic
state [79]. Moreover, recent findings appear to support the role of DynA in membrane surveillance and
protection against pore-forming agents [80].

Because of the evolutionary connection between mitochondria and bacteria, along with the similar-
ities observed between DynA and mitofusins, there is speculation that the mitofusin family originated
from an ancestor present in the protomitochondrion [81].

The N. punctiforme BDLP mediates protein curvature

N. punctiforme has a bacterial dynamin-like protein referred to as BDLP, which structure has been solved
first in 2006 [65]. This protein, shown to be interacting with membranes, is composed of a GTPase
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domain, as well as stalk and BSE domains, sharing a similar domain architecture with mitofusins (Figure
1.13C,G). Indeed, stalk and BSE are structurally organized as coiled-coil, similar to the heptad repeat
domains of mitofusins (PDB ID: 1T3J [82]). BDLP possess a membrane binding domain called a paddle
(Figure 1.13C,G). Contrary to the transmembrane domains of mitofusins, the paddle domain is only able
to interact with one of the two leaflets, and does not span through the entire membrane. The protein is
in fact highly soluble in solution without detergent [65]. The closed compact monomeric and dimeric
structures can be seen in Figure 1.14 [65]. A nucleotide-free structure can also be observed (Figure
1.14), showing a significant conformational changes with respect to the GDP-binding state : (i) the active
site within the GTPase domain rearranges, (ii) the helices 15, 16 and 17 (resid 412–449) realign with
the paddle domain when the nucleotide is released, as they were formerly perpendicular to the paddle
domain.

Figure 1.14: Crystal structures of BDLP in GDP-associated and nucleotide-free conformations. (a)
The BDLP-GDP monomer colored as function of the domain assignment. The monomer is rainbow-
coloured from the N (blue) to the C (red) terminus. (b) GDP binding promotes homodimerization. (c)
Main chain superposition showing structural reorganization between the GDP-bound and nucleotide-free
states. Note the significant conformational change at the paddle domain. (d) Surface plot of the GDP
monomer coloured a a function of the main regions: yellow, GTPase domain; red, neck region; blue, trunk
region; green, paddle region (left). Similarly colour-coded hydropathy plot (TMpred) strongly predicts
that the paddle region (residues 572–606) is transmembrane (right). Taken from [65].

As described for other dynamins, the dimeric version of BDLP structure shows interactions between
the two GTPase domains forming a compact diamond-shaped [65]. However, as the paddle domain is not
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bound and anchored to a membrane, we observe interactions involving this domain. In this conformation,
BDLP is probably unable to bind to membranes, which suggests an important intramolecular rearrange-
ment on which the region between neck and trunk acts as a hinge that opens and markedly extends the
molecule on GTP or lipid binding.

It is still complicated to determine the biological role of BDLP. However, cryo-EM reconstituion
(Figure 1.15) shows compatibility with the hypothesis that BDLP controls the lipid curvature in an second
open elongated conformation [68]. In this work, it is shown that BDLP forms a tightly packed helical
surface coating (50 nm diameter) (Figure 1.15B) around a lipid tube (Figure 1.15A). The protein seems
to be involved in membrane shaping functions.

Figure 1.15: BDLP is a GTPase capable of decorating and tubulating liposomes. (A) BDLP tubu-
lating E. coli lipid liposomes. Taken from [65] (B) Density surface overview of the native BDLP tube
reconstruction. Red dumbbells show zigzag arrangement of the dimeric asymmetric unit. (C) As in (B),
but sliced along the tube axis exposing the globular outer layer, inner radial spokes, and lipid tube core
(red). (D) As in (B), but showing the tube in cross-section to the helix axis. The lipid core is in red. (E)
Close-up view of region outlined in yellow in (D), showing surface detailing of the asymmetric unit and
two-fold symmetry. (F) As in (B), but a close-up view of the asymmetric unit showing surface detail. (G)
Close-up stereo image of region outlined in yellow in (D), showing the fit of two BDLP molecules that
form the dimeric asymmetric unit of the reconstruction. (H) Molecular interpretation of the images in
(A) and (B), showing the longitudinal 11-start left-handed rise. (I) Model of the helical BDLP filament
in cross-section to the helix axis showing a fitted lipid bilayer. A standard outer leaflet (5 nm bilayer
thickness) is modeled for size comparison only. Shown close up are protein-protein contacts between
a pair of asymmetric units. The focus is on interaction between the central neighboring neck and trunk
helices. From (B) to (I), taken from [68].

The compact structure of BDLP-GDP bound [65] does not fit the elongated shape in Figure 1.15D,E
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which means that the first solved structure need to be adapted to the latter shape (Figure 1.15G) [68]. Two
pairs of chain breaks in the model : a first pair at helices 13/14 Asp360 and helices 21/22 at Arg656, and
another at Gly68 and Gly309 located at the interface between the neck and the GTPase domain (Figure
1.16). The outcome of this process yields distinct GTPase, neck, and trunk domains, which can be fitted
into the density as rigid bodies, with little demand for further adjustment to the atomic model (location
of the neck and trunk in the compact structure can be seen in Figure 1.14d). The dimer of two open
conformation BDLP shows dimerization through the GTPase domains, as well as proximity between
the trunks (Figure 1.15G). Furthermore, the molecular interpretation of the packed helical coating of
BDLPs in Figure 1.15B, 1.15H and 1.15I, shows that the coiled-coil domains can also be involved in the
interactions betweent the BDLP monomers forming the surface coating.

Figure 1.16: The GTP and Lipid-Induced Conformation Changes. A three-step conformational tran-
sition between the closed conformation [65] and the open conformation model [68]. The sequence of
domain rearrangements is unknown and shown arbitrarily. Two movements are involved, first involving
hinges 1a and 1b, then the reoganization of the GTPase domain involving hinges 2a and 2. Taken from
[68].

From these two studies [65, 68] hypothesis of the function of BDLP and its mechanism were drawn
(Figure 1.17). In solution BDLP probably exists as a dimer as seen in Figure 1.14. Binding to GTP
probably triggers conformational changes in concert with the insertion of the paddle domain in the outer
leaflet of the membrane. The protein is now able to polymerize on the surface of the membrane resulting
in a coated lipid bilayer (Figure 1.15). Once a sufficient number of proteins are assembled, the accumula-
tion of binding energy forces the membrane into significantly higher curvature, resulting in the formation
of narrow tubes. Subsequently, GTP is hydrolyzed which induces instability in the structure, followed
by depolymerization of the entire protein coat. The lipid bilayers remain in an energetically unfavorable
state. There are three possible scenarios to alleviate this transition state (Figure 1.17A) : (i) the system
relaxes, going back to the initial state; (ii) membrane fission occurs; (iii) if membranes belong to different
surfaces, fusion occurs (side view in Figure 1.17B).
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Figure 1.17: Hypothesis of a polymerization/depolymerization model for fusion and fission. (A)
Diagram illustrating the distinct phases of BDLP/dynamin-mediated fission and fusion. The assembly
process is triggered by GTP binding, leading to a substantial increase in curvature. Upon hydrolysis to
GDP, there’s a disruptive disassembly phase, resulting in a transition state. This state can either revert to
the initial state (indicated by the gray arrow) or progress by rearranging the membrane connections (de-
picted in blue). When these membranes are part of the same surface, this leads to fission. In cases where
the membranes are associated with two distinct surfaces (such as two vesicles), the outcome is fusion.
(B) A more intricate illustration of the same model as depicted in (A), viewed from a lateral perspective.
The tubulation process induces significant curvature by inserting the paddle into the outer leaflet through
the pure displacement of lipids and/or compression of the lipid tails. Following disassembly, this leaves
the bilayer in an unstable condition, which can be resolved by merging two (or more) structures into one,
resulting in reduced curvature. Taken from [68].

1.4 Mitofusins are key players of outer mitochondrial fusion
Mitochondrial membranes dynamics are managed by members of the dynamin-superfamily (Table 1.4).
Due to its unique double-membrane structure, the fission and fusion processes of mitochondria are more
complex compared to those of the plasma membrane and other organelles. The intricate interplay be-

22



tween the inner and outer mitochondrial membranes during fission and fusion requires a coordinated
regulation of various proteins and factors to ensure the proper functioning and dynamics of these essen-
tial organelles.

Figure 1.18: Regulation if mitochondrial morphology through fusion and fission. In budding yeast,
mitochondria appear as branched and tubular organelles (shown in the left panel). However, in mutants
where the fusion component Fzo1 is absent, multiple small mitochondrial fragments are observed. These
fragments result from mitochondrial fission occurring in the absence of fusion, as depicted in the central
panel. In contrast, mutants lacking the fission component Dnm1 exhibit a network-like structure of highly
interconnected mitochondria (depicted in the right panel). Taken from [3].

1.4.1 Mitochondrial dynamics machinery

Mitochondrial fission machinery

The fission of mitochondria is primarily carried out by the dynamin-related protein 1 (DRP1) in mam-
mals and Dnm1 in yeast (Figures 1.19 and 1.20). Cells lacking the protein have a highly interconnected
mitochondrial network, formed by ongoing fusion in the absence of fission activity. The protein is solu-
ble and comprises an N-terminal GTPase, a middle domain, and a C-terminal GTPase effector domain,
all of which participate in its self-assembly process (Figure 1.20). When fission starts (in mammals),
the protein is recruited by one of the following receptors, causing it to translocate from the cytosol to
the outer membrane (OM) : mitochondrial fission factor (MFF), mitochondrial dynamics protein of 49
kDa (MID49), MID51 and mitochondrial fission 1 protein (FIS1) [83]. After binding, DRP1 undergoes
oligomerization, which leads to formation of linear polymers on the OM stabilized by the interaction
with the receptors. In yeast, Fis1 (Figure 1.20) primarily acts as a recruiter for Dnm1, facilitating its at-
tachment to the mitochondrial membrane. This recruitment does not involve a direct interaction between
Fis1 and Dnm1; instead, it is mediated by Mdv1 and Caf4, two proteins that lack mammalian homologs
[84].

It is important to note at this stage that mitochondrial fission occurs in the vicinity of the smooth ER,
which wraps around mitochondria (Figure 1.19) [85]. At contact sites between ER and mitochondria,
DRP1 collaborates with actin-nucleating proteins (inverted formin 2 (INF2), and formin-binding protein
spire 1C) leading to the accumulation of actin, which precedes DRP1 recruitment to sites of fission.
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Assisted by the initial accumulation of actin filaments, DRP1 undergoes oligomerization and initiates
membrane constriction through GTP hydrolysis, ultimately resulting in mitochondrial fission [86, 87].

Figure 1.19: Mitochondrial fission. Mitochondrial fission is primarily regulated by dynamin-related
protein 1 (DRP1). Fission is initiated by the dephosphorylation of DRP1 by calcineurin, leading to
its recruitment to the mitochondrial surface, where it binds to its specific receptors. This recruitment
often occurs at regions where the endoplasmic reticulum (ER) wraps around the mitochondria. Once re-
cruited, DRP1 undergoes oligomerization and initiates membrane constriction through GTP hydrolysis.
The process is further supported by actin polymerization at the interface between the ER and mitochon-
dria, a process facilitated by the actin-nucleating proteins INF2 and spire 1C. The accumulation of actin
filaments can drive the initial constriction of mitochondria, thus facilitating subsequent DRP1 polymer-
ization. Adapted from [45].

The described mechanism only involves the OM. However, our understanding of inner membrane
(IM) fission remains limited. It is proposed that after GTP hydrolysis, constriction of dnm1 spirals
may subsequently lead to the simultaneous severing of both mitochondrial membranes [3]. However, a
separate machinery for constriction and/or division cannot be excluded. Possible candidates are Mdm33
in yeast [88], and MTP18 in mammals [89]. However, their implication in IM and mitochondrial fission
is still debated [90].

Mitochondrial fusion machinery

As mitochondria are composed of two membranes OM and IM, the fusion process involves four mem-
branes in total. The first membrane involved in the process is the OM, followed by the fusion of the
IM.

As mentioned before, the large GTPase family involved in the tethering and fusion of the OM are
transmembrane proteins called mitofusins [91] (Figure 1.20). The first known mediator of mitochondrial
fusion was discovered in 1997 through molecular genetic analysis of the male sterile fuzzy onions (fzo)
mutant in Drosophila melanogaster [92]. This protein is the founding member of a conserved protein
family, termed mitofusins, that has members in yeast [93, 94], worms [95] and mammals [96]. The mam-
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malian mitofusins are Mfn1 and Mfn2 [97, 98]. Mitofusins in yeast and mammals exhibit a comparable
domain structure. Being part of the dynamin superfamily, they are equipped with a large GTPase do-
main, but are also composed of two transmembrane regions embedded in the OM, and multiple heptad
repeat (HR) domains. Mammal mitofusins Mfn1 and Mfn2 have two HR domains, whereas the yeast
mitofusin Fzo1 contains one more, placed at the N-terminal section of the protein (Figure 1.13). These
proteins feature a short loop in the intermembrane space, while the majority of the protein faces the
cytosol [99, 98].

The IM fusion is involving other sets of dynamin related proteins. In yeast, the large GTPase Mgm1
(Figure 1.20) is requiered for inner membrane tethering and fusion, as well as cristae organisation [100].
It possesses an N-terminal mitochondrial targeting sequence that is cleaved by matrix-processing pep-
tidase (MPP) upon import. A large Mgm1 isoform consists of an N-terminal transmembrane domain,
which anchors the protein in the inner membrane, while the major portion is located in the intermem-
brane space. A subset of Mgm1 molecules undergoes further processing during import by the rhomboid-
related membrane protease Pcp1, resulting in a short isoform lacking the transmembrane anchor. In both
isoforms a GTPase domain, a GTPase effector domain and several heptad repeats can be found [101].
The mammalian orthologue of mgm1 is the optic atrophy protein 1 (OPA1) [102] (Figure 1.20). OPA1
exists in eight isoforms, which are produced through alternative splicing and alternative processing at two
cleavage sites situated between the N-terminal transmembrane domain and the first heptad repeat [103].
Furthermore the structure of OPA1 was recently solved using cryoEM [104, 105], showing the DLP-like
structure of the molecule (presence of a stalk, BSE and membrane interacting domain) and suggesting
rearrangement of the structure during the IM fusion process.

When inner membrane fusion is hindered (by mutating OPA1 or Mgm1 for example), outer membrane
fusion can still proceed independently of inner membrane fusion. This suggests that the fusion machiner-
ies in the mitochondrial outer and inner membranes can operate separately from one another. However,
there is substantial evidence indicating that mitofusins interact with the fusion machinery within the inner
mitochondrial membrane (IM). Indeed, a functional link between factors involved in OM and IM fusion
is not unexpected, as these processes are coordinated. Yeast mutants with insertions between the trans-
membrane regions of Fzo1 exhibit a distinct loss of Fzo1 interactions with the inner membrane, leading
to significant deficiencies in mitochondrial fusion [99]. Therefore, the intermembrane space loop of Fzo1
plays a crucial role in coordinating double-membrane fusion [99]. Indeed, studies have demonstrated a
strong association of Mgm1 with Fzo1. Furthermore, it has been proposed that the absence of Mgm1
leads to a modified conformation of Fzo1, as suggested by Wong et al. [106]. Similarly, a possible
functional dependence between Mfn1 and Opa1 was noted as in cells deficient in Mfn1, OPA1 could
promote mitochondrial fusion [102]. This observation is potentially supported by a proposed topology
for human mitofusins, proposing that the C-terminal end is exposed to the mitochondrial intermembrane
space (IMS) [107].

In yeast exists Ugo1, a 58 kDa protein, which is embedded in the OM, with its N-terminal end
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facing the cytosol and the C-terminal facing the intermembrane space (IMS) [108]. It has been suggested
that Ugo1 plays a coordinating role in OM and IM fusion, as it can interact with both Fzo1 and Mgm1,
creating a scaffold for the assembly of a fusion complex [109]. Further studies have demonstrated Ugo1’s
involvement in both outer and inner membrane fusion [110], as well as interactions with Fzo1 [106, 109],
further emphasising the contacts between OM and IM through the fusion machinery of the organelle.
Interestingly, no equivalent of Ugo1 protein has been identified in mammals. However, the exposure of
the human mitofusin to the IMS [107] could potentially compensate for the absence of Ugo1 in humans,
as discussed previously [111].

Figure 1.20: Domain structures of mitochondrial fusion and fission components. The core compo-
nents of the mitochondrial fusion machinery in yeast are Fzo1 and mitofusins MFN1 and MFN2 in mam-
mals for the outer membrane ; and Mgm1 in yeast and optic atrophy protein 1 (OPA1) in mammals for
the inner membrane. These proteins are connected by the yeast-specific outer membrane protein Ugo1.
The soluble protein Dnm1 (dynamin-related protein 1 (DRP1) in mammals) is recruited to mitochondria
by the outer membrane protein mitochondrial fission 1 (Fis1; FIS1 in mammals). Two yeast-specific pro-
teins, mitochondrial division protein 1 (Mdv1) and Caf4, serve as adaptors. The lengths of the yeast and
human proteins (numbers of amino acids) and important processing and splice sites are indicated. Matrix-
processing peptidase (MPP) removes matrix-targeting sequences following import; Pcp1 is a membrane
protease involved in alternative processing of Mgm1; OPA1 is processed by different proteases, at two
sites S1 and S2. Proteins are not drawn to scale. TPR, tetratricopeptide repeat. Taken from [3].

Mitofusins and membrane interactions with other organelles

The OM plays a vital role in cellular operations. Notably, it serves as a hub for signaling processes and
is engaged in an extensive network of interactions with various other cellular compartments, establishing
membrane contact sites [45], as described earlier in Figure 1.5 and section 1.1.3 of the Introduction. In
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fact, while their primary role is related to mitochondrial fusion and regulation of mitochondrial morphol-
ogy, there is evidence suggesting that mitofusins may have secondary roles.

As mentioned before, the best studied interaction would be between mitochondria and ER. We have
already mentioned that mitochondrial fission spatially localizes at sites of proximity to the ER [85] (Sec-
tion 1.4.1), involving the mitochondrial fission machinery in the tethering process. For instance, the
presumed DRP1 receptor, FIS1, plays a role in regulating connections with the ER [112]. However, the
two organelle have also their membranes tethered by protein bridges involving mitofusins, establishing
mitochondria–ER contact sites (MERCs) [113]. Among the proteins involved, the mitofusin Mfn2 has
been described as a key MERC tether, which homo-oligomerize as the protein is both embedded in ER
and the OM (there have been descriptions of hetero-oligomer tethering between MFN2 and MFN1 as
well) [113, 114, 45].

Interactions between mitochondria and plasma membranes as well have been observed in mammary
stem cells. This connection is achieved through the interaction between MFN1 and a pool of protein
kinase C isoform-ζ localized at the plasma membrane [115]. Mfn2 plays a role in mitochondria-plasma
interactions as well [116], as it is involved in the regulation of Ca 2+ influx from the extracellular medium.

Finally, the last noted interaction with organelles involving mitofusins is the mitochondria-peroxysome
interactions. As a matter of fact, the two organelle share metabolic processes (such as β -oxidation of fatty
acids and bile acid synthesis), as well as division machinery components (DRP1, MFF and FIS1) [47].
When it comes to membrane interactions, Fzo1 has been noted to serve as a tether for peroxisomes and
mitochondria in yeast [46], paralleling Mfn2 tethering with ER. Similar to other mitochondrial protein
such as Fis1, Fzo1 was found to be co-localized with peroxisome [46]. Hence, it was suggested that
tethering was mediated by homotypic interactions between mitochondrial Fzo1 and peroxisomal Fzo1.
However interactions between the protein and another set of proteins on the peroxisome could not be
excluded.

1.4.2 The role of mitofusins in mitochondrial dysfunction and associated patholo-
gies

Mitochondrial fusion dysfunction is related to several neurodegenerative disorders, such as Parkinson,
Alzheimer and Huntington diseases [117, 118]. As a matter of fact, research has shown that mutations
in Mfn2 induce the development and progression of muscular dystrophies, such as Charcot-Marie-Tooth
Type 2A, the most common form of axonal CMT disease [119, 120]. This syndrome affects the peripheral
nerves and is characterised by muscle weakness, hyporeflexia and sensory loss in the lower limbs [121,
122]. The exact mechanism by which the mitofusins contributes to mitochondria dysfunction as well as
the exact molecular fusion mechanism is not fully understood yet. Overall, mitochondrial fusion plays an
important role in CMT2A, it is thus of paramount importance to get a full understanding of the process
at the molecular level.
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Moreover, mitochondrial disorder can also cause cancer [123] and it has been shown that mitochon-
dria could be a target for cancer therapy [124, 125]. Metabolic changes in mitochondria induced by
mitofusins mutants or their loss of activity seem to participate in the development of certain types of
cancer [126], making mitofusins a suitable candidate as a target for cancer treatment. As a matter of
fact, recent research has shown that specifically Mfn 1 and Mfn2 may also play a role in the development
and progression of cancer. Studies have found that Mfn1 and Mfn2 are often linked to various types of
cancer, including breast [127], liver [128], lung [129], cervical [130] and colon cancer [131], and that
their dysregulated expression is associated with increased cell proliferation, invasion, and resistance to
chemotherapy. Regulating the activity of mitofusins has been shown to reduce the growth and spread
of cancer cells in preclinical studies. Therefore, mitofusins are considered promising targets for cancer
therapy [127, 128, 129, 130, 131]. However, these therapies will have to cater to the specific cancer
treated as each might benefit from different states of the mitochondrial network [132]. Interestingly, it
was shown in liver cancer’s case [128] that inhibition of mitochondrial fusion triggered apoptosis in the
cancerous cells.

1.4.3 Mitofusins share structural similarities with the dynamin superfamily

Mitofusins topology and domains composition

Such as other members of the dynamin superfamily, mitofusins are characterized by three distinct struc-
tural domains [133]. The first one is the GTPase domain characterized by low nucleotide affinity, and
which binds and hydrolyzes GTP. The two other structural domains are helical bundles, paralleling the
neck (or BSE domain) and the trunk (or stalk) found in BDLP and described in section 1.3.2 of the In-
troduction. Furthermore, mitofusins have their neck and trunk region containing two heptad repeat (HR)
domains, HR1 and HR2 (see Fzo1 in Figure 1.13G, and Mfn1/2 in Figure 1.21). In yeast, Fzo1 possesses
a third homologous region (referred to as HRN), situated at the N-terminal position relative to the GTPase
domain [1].

In addition to the previously mentioned domains, mitofusins also possess domains involved in inter-
actions with lipids. This domain is frequently observed in dynamins, often taking the form of pleckstrin
homology (PH) domains, transmembrane (TM) domains, or a paddle region (Figure 1.13G). Indeed, the
yeast mitofusin Fzo1 was found to contain two transmembrane helices, spanning the OM twice and ex-
posing both the N- and C-terminals of the protein in the cytosolic region, as supported by studies such
as Fritz et al. (2001) [99] and Rojo et al. (2002) [98]. Subsequently, this domain configuration was also
confirmed for the human orthologues [96, 82, 134]. However, this representation is challenged for the
human mitofusins, where Mattie et al. (2018) [107], proposed a single TM domain exposing the protein
C-terminal to the mitochondrial IMS. Consequently, it remains feasible for humans and other vertebrates
to potentially exhibit two distinct topological arrangements, as suggested by Cohen and Tareste in 2018
[111].

Experiments conducted on the different domains revealed specific properties linked to each of them.
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The heptad repeat (HR) domains were indeed subjected to thorough investigation. These hydrophobic
HR motifs are predicted to adopt coiled-coil structures [62] and are believed to have a pivotal role in
tethering two mitochondria during the docking phase preceding fusion [82, 135]. Such HRs were shown
to be crucial for the fusion process of various proteins such as viral fusion proteins [60] and SNAREs
[55, 56, 136]. In the case of mitofusins, Mfn1 HR1 domain promotes bilayer fusion [135], possibly
by inducing instability in the lipid bilayer and generating lipid packing defects. The HR2 domain has
also undergone detailed examination, with structural data (PDB: 1T3J [82]) revealing two HR2 region
forming an antiparallel coiled-coil structure spanning a length of 9.5 nm [82]. From this discovery it was
hypothesized that this domain would mediate tethering of mitochondria, supported by the extensive ag-
gregation of mitochondria in a HR2-dependent manner observed when the GTPase domain was removed
[82]. Electron microscopy of these aggregated mitochondria revealed a 16nm between opposing OMs
[82], while electron cryo-tomography of mitochondria isolated from Saccharomyces cerevisiae revealed
an approximate 8 nm gap between the outer membranes [137]. Finally, it is also interesting to note that
the topology proposed by Mattie et al. (2018) for Mfn1/2 shows HR2 exposed to the intermembrane
space (IMS) [107]. These two states could potentially facilitate the coordination between the OM and
IM during fusion, serving a role similar to that of Ugo1 in yeast [111]. This function might work in
conjunction with the UGO1-like protein SLC25A46 [138]. The different fusion hypotheses arising from
these findings will be discussed later.

Structural study of mitofusins

The detailed molecular mechanisms involving the mitofusins remain largely unknown. In fact, little
is known on the structure of mitofusins. However, the structure of Mfn1 has been partially elucidated
through X-ray diffraction, revealing its monomeric form in 2017 (PDB GTP-bound: 5GOF, PDB GDP-
bound: 5GOE, PDB nucleotide-free: 5GO4, Figure 1.21C) [139]. Additionally, two dimeric conforma-
tions were identified in 2017 (PDB: 5GOM, Figure 1.21D) [139] and 2018 (PDB: 5YEW, Figure 1.21E)
[140]. The overall monomeric structure of the protein was consistent with the dynamin superfamily and
more specifically BDLP [139, 65]. The structures highlighted the significance of G domain dimerization,
which is controlled by guanine nucleotides, in the process of membrane fusion facilitated by mitofusin.
Upon GTP loading, there is a possibility of inducing a conformational change, transitioning from the
’closed’ state, characterized by tethering constraints, to the ’open’ state, which permits tethering [139].
The second dimeric structure showed that there is a rearrangement of the structure, between the neck and
the GTPase domain [140] (for a clear description of the ’neck’, ’trunk’ and GTPase see Figure 1.14). It
is also proposed that the assumed mechanisms can also be applied to Mfn2.

Mfn2 was partially solved as well in 2019 in a monomeric conformation (PDB GDP-bound: 6JFK,
PDB nucleotide-free: 6JFL, PDB Mfn2-T111D: 6JFM, Figure 1.21F) [141]. The structure is very similar
to Mfn1 and BDLP. Similar to other dynamin superfamily members, MFN2 possesses key characteris-
tics such as domain organization and G domain-mediated dimerization. However, unlike most other
members, MFN2 exhibits a hydrolyze-but-not-dissociate feature, maintaining a low GTP turnover rate
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that seems crucial for its cellular function. Furthermore, the study investigated the impact of Thr111
phosphorylation in MFN2 [141]. The crystal structure of a phosphorylation mimic MFN2IM(T111D)
revealed that the phosphorylated residue, Asp111, blocks the GTP-binding groove in the P-loop (G1 mo-
tif), disrupting the binding affinity for guanine nucleotides. This suggests that phosphorylation at Thr111
directly inactivates MFN2 and inhibits its role in mitochondrial fusion.

Figure 1.21: Solved Mitofusins structures. (A) Schematic representation showing the organization of
Mfn1 based on full-length Mfn1. GTPase, GTPase domain in red; HR1/2, heptad repeat 1/2 in blue/green;
TM, transmembrane region in orange. Borders of each element are indicated by residue numbers. (B)
Schematic representation showing the organization of MFN2 based on full-length MFN2. G domain,
GTPase domain; HD1/2, helical domain 1/2; TM, transmembrane region. Borders of each element are
indicated by residue numbers. (C) Partial monomer of Mfn1 (PDB: 5GOF) [139]. (D) Dimer conforma-
tion of Mfn1 (PDB: 5GOM) [139]. (E) Closed dimer conformation of Mfn1 (PDB: 5YEW) [140]. For
both (B) and (C), the domains are colored according to (A). In grey is represented the portions of the
sequences not assigned to a specific domain. (E) Structure of the partial monomer of Mfn2 (PDB: 6jfk)
[141], the domains are colored according to (D). In grey is represented the portions of the sequences not
assigned to a specific domain.

Given the similarity between the mitofusins and BDLP, a few models were built based on the solved
structures of BDLP [65, 68], and it is proposed that mitofusins change conformation from an open to
closed conformation. The possible conformations of mitofusins have been studied using a combination of
techniques, ranging from homology modeling to threading [133]. In 2013 [142], researchers constructed
an initial model of the yeast mitofusin Fzo1 by using the closed conformations of BDLP as a template.
Additionally, they created a model of a truncated version of Fzo1, which lacked the transmembrane (TM)
domain, and built it on the open conformation of BDLP [142].

Using similar approaches, a model of Mfn2 was subsequently proposed in 2016 [143]. In this model,
a conformational change was proposed before tethering/fusion involving the unfolding of the HR2 do-
main. However, this hypothesis contrasts with the conformational switch observed in BDLP and other
DRPs that have been studied [65, 68, 69], and its thermodynamic stability has not been tested. As a
result, this model overlooked the established importance of the mitofusin GTPase domain in mitochon-
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drial fusion [65, 68, 137]. Nevertheless, a short peptide (residues 367–384) designed to disrupt intra-
molecular HR1–HR2 interactions was found to rescue mitochondrial morphology in murine embryonic
fibroblasts and cultured neurons expressing either a Mfn2 mutant or the naturally occurring human Char-
cot–Marie–Tooth type 2A (CMT2A) mutant [143]. However, it remains uncertain whether the model
proposed in the study is the sole explanation for the experimental findings. In more recent work, a
model of mitofusin 2 has been developed, incorporating data from BDLP and Mfn1, and subsequently
tested through a brief molecular dynamics simulation [144]. The studies suggested that a distinct paddle
domain, in addition to the TM domain, was positioned above the hydrophobic layer.

Figure 1.22: Fzo1 models produced by De Vecchis et al. in 2017 [1] and Brandner et al. in 2019
[2]. (A) Schematic representation showing the organization of Fzo1. GTPase, GTPase domain in red;
HRN, heptad repeat of the N-terminal section in purple; HR1/2, heptad repeat 1/2 in blue/green; TM,
transmembrane region in orange. Borders of each element are indicated by residue numbers. (B) Closed
monomeric conformation of Fzo1 produced by [1]. (C) Open dimeric conformation produced by [2]. For
both (B),(C) the domains are colored according to (A). In grey is represented the portion of the sequences
not assigned to a specific domain. Hinges 1a (in HR1) and 1b (in HR2) are represented.

After the initial endeavor to model Fzo1 [142], a subsequent model was constructed, which not only
enhanced the overall structure but also improved the conformation of the transmembrane domain [1]. Im-
portantly, this revised model was validated using experimental data and dynamically assessment within
a membrane environment via MD simulations [1]. The closed conformation of the model is shown in
Figure 1.22B and open conformation is shown in Figure 1.22C. The latter conformation was built in 2019
using the closed conformation [2]. This work stands as the most comprehensive and intricate model of
mitofusins available to date, encompassing both HB1 and HB2 helical bundles. Within this framework,
the architectural structure of Fzo1 is revealed, offering a precise depiction of its helical segments. No-
tably, HR1 and HR2 are not contiguous but exhibit localized bends at hinges 1a/b, reminiscent of the
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flexible hinges observed in BDLP [65, 68]. Furthermore, the HR2 segment situated within Fzo1 trunk
is exposed to the solvent and may be accessible for trans-tethering interactions [1]. In this context, HR2
could potentially play a role in membrane tethering, as previously suggested for Mfn1 [82].

Current hypothesis of fusion mechanisms involving mitofusins

The overall fusion mechanism of mitofusins remains elusive. Brandt et al. 2016 [137] have detailed
various conformations of outer mitochondrial membrane when fusion is proceeding, showing a tethering
and docking ring stage before fusion. The OMs tethered intermediate were observed to be at a distance of
about 6 to 8 nm. Macromolecular assembly was observed within the ring-shaped mitochondrial docking
complex, which was hypothesized to be mitofusins. Out of these information and the structural analysis
of mitofusins, many hypothesis on the mitochondrial fusion process were formed. As mentionned before,
the GTPase is known to drive dimerization [68], while the heptad repeat domains were shown to partic-
ipate in membrane tethering as well as membrane destabilization [82, 135, 111]. The fusion process is
often though to be involving mitofusins acting in trans to tether together adjacent mitochondrial target
membranes. Such tethering may be mediated by the antiparallel association of the HR2 region, as well
as the dimerization of the protein through the GTPase domain.

Figure 1.23: Working models for the molecular mechanims of Mitofusin in OM fusion. Two possi-
ble scenarios for mitochondrial fusion were suggested by Daste and collaborator in 2018 [135]. These
hypothesis are compatible with a membrane destabilization function of HR1 during fusion. (A) The HR2
domain is involved in mitochondrial docking through the formation of antiparallel coiled-coil dimers that
bring opposing mitochondrial membranes at 10 nm from each other (PDB: 1T3J) [82]. The HR1 domain
interacts with the lipid membrane (in cis or in trans), which brings outer mitochondrial membranes in
closer proximity and perturbs their lipid bilayer structure, notably in membrane regions already display-
ing lipid packing defects. (B) Mitofusin-mediated mitochondrial docking occurs through GTP-dependent
trans-dimerization of its GTPase domain followed by GTP hydrolysis driven open/closed conformational
transition that pulls the membranes together (Protein PDB: 5GOM) [139]. In the closed conformation,
the HR1 domain is perfectly placed to interact with the lipid bilayer surface and thus act as the molecular
trigger for membrane merger. Crystallized sequences of Mfn1 in panels (A and B) are shown in ribbon
representation and sequences with unknown structure are displayed as random coils or geometric shapes.
The positions and orientations of the protein domains in the two panels are arbitrary. Taken from [135].

32



Daste et al. 2018 [135], proposed two mechanisms involving the human mitofusin Mfn1, shown in
Figure 1.23. The first one rely on the trans association of the HR2 domains (Fig. 1.23A). This model also
shows interactions of HR1 with the membrane, promoting fusion. However,the absence of dimerization
through the GTPase domain and the HR2 relative to HR1, does not validate the structures solved in 2017
and 2018 [139, 140]. The second mechanism is in fact mainly based on the solved Mfn1 structures (Fig.
1.23B), and does not shown any interactions between HR2 domains. A conformational rearrangement
occurs subsequent to trans-dimerization through the GTPase domain, which would position HR1 in a
way that can destabilize the membrane. It is important to note that these two pathways are not mutually
exclusive, and HR2 dimerization could occur as well with the structure proposed in Figure 1.23B. Fur-
thermore, these two models do not take into account possible cis-dimerization [107] occurring during the
dimerization process.

Figure 1.24: Putative Fzo1 trans tethering complex. (a) The system represents the final configurations
of the putative Fzo1 trans tethering complex after a CG-MD simulation. The cis-interactions occur to-
wards the GTPase domain. The trans interactions occur through the HRs (also called HBs) oriented in
an antiparallel fashion as suggested for the human Mfn1 (Koshiba et al. 2004). GTPase domain, orange;
HB1, blue; HB2 (or BSE), green; TM region, pink. The two bilayers represent two mitochondrial OM
before fusion (M1 and M2 in (b)). Lipid head groups and tails are shown as spheres from red to blue
according to the z-axis. Solvent is omitted for clarity. (b) Proposed Fzo1 fusion path. The color code is
the same as in (a). Taken from [133]. Structure produced in [2].

Finally, in 2019 [2] membrane tethering models through cis and trans oligomers were investigated,
taking advantage of the Fzo1 model produced in 2017 [1]. In this proposed model, two Fzo1 molecules
would form oligomers in cis via their GTPase domain (Figure 1.24b). Within this cis-oligomer, the

33



HB2/trunk region would expose a hydrophobic spine from the HR2, available for trans interactions as
described by De Vecchis et al. in 2017 [1]. Consequently, the spines of HRs would align in an antiparallel
manner, consistent with the crystal structure of Mfn1 [82]. The model was subjected to coarse-grained
simulation, revealing a 25% increase of the lipid-protein contact surface, attributed to the observed mem-
brane curvature. Moreover, the tethering distance appeared to be about 5.5 to 9.5 nm throughout the
simulation, which would agree with the observed 8 nm previously mentioned [137].

1.5 Using computational simulations to gather insights into mem-
brane fusion

Efforts of many computational groups have been devoted to model the process of lipid bilayer fusion.
Through computer simulations, it is possible to reveal which key physical properties the lipid layers
must possess, as well as which external conditions could influence the mechanism [49]. Various meth-
ods of computer simulation exist, such as molecular dynamics, as well as Monte Carlo simulations or
brownian-dynamics simulations. These computer experiments mimicking the lipid-water mixtures can
have different degrees of accuracy. However, the propensity of the membranes to fuse and the inter-
mediate structures emerging in the course of bilayer merger are directly ‘observed’ rather than derived
by physical analysis. These tools were developed by fitting them to experimentally measured physical
characteristics of lipid membranes, such as the bending and stretching moduli, the line tension of pores
formed in the lipid bilayers, the rate of lateral diffusion of lipid molecules in the membrane plane, the rate
of water permeation through the lipid bilayer matrix, and the temperatures of the lipid transition between
the liquid and the crystalline phases and between different mesophases. It is implicit that fitting to these
experimental values will make these tool suitable for describing the intramembrane energy changes in
the course of the structural rearrangements accompanying the fusion process.

1.5.1 Investigation of preliminary conditions favorable for membrane fusion

To examine the merging capability of the membranes, different protocols were employed, and various
parameters were observed and analyzed. As a membrane is more prone to undergo fusion when hy-
drophobic areas of the membrane are exposed to the solvent, the packing defects (Figure 1.25A) were
studied in lipidic systems, involving lipids such as phosphatidylcholine (PC), phosphatidylethanolamine
(PE) or diacylglycerol (DAG) [52, 145]. These analysis show that there is packing defect induced by
conical lipids, such as PE and DAG, as well as by unsaturated carbon tails.

Another parameter that has been studied to assess the fusion capabilities of membranes is the presence
of lipid tail protrusion in the membrane (Figure 1.25B). A protrusion event happens when a carbon atom
from a lipid tail extends 0.1 nm above (or below, depending on the leaflet) its phosphorus atom, protruding
into the polar layer [146, 147]. Two modes of protrusion were identified by Tahir and collaborators in
2016 [147]. The (i) "elbow" protrusion, which represented the majority of protrusions observed in planar
bilayers, and corresponds to an hydrophobic atom near the lipid head extended into the solvent. In
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contrast, (ii) "splay" protrusion involve the exposure of atoms near the end of a lipid tail, more prevalent
in in curved vesicles or micelles. In fact, Larson and collaborators [146] have shown that protrusions
increased in the presence of fusion inducing amphipathic helices. The scale to which the protrusions
increased depended of the conformation of the helix, as well as the distance of the lipids to the peptide.
Tahir et al. 2016 [147] showed an increased protrusion likelyhood for curved membranes and suggested
a significant effect of unsaturated lipids and the presence of proteins.

Figure 1.25: Demonstration of packing defects and protrusion analysis. (A) Example of packing
defect analysis for a pure POPC bilayer. In all panels, the light gray grid represents the matrix M at 1
resolution. The aliphatic atoms are colored in yellow, and the other atoms are colored in gray (including
polar head and glycerol group). Left, a three-dimensional view is shown. Middle, a top view is shown
of a patch of upper leaflet. Right, the same top view as in the middle with the coordinates of the packing
defects. Taken from [145]. (B) Left, example of protrusion and definition of the distance between
a hydrophobic tail atom its phosphorus atom projected along the membrane normal (dp). Two type
of protrusion are showed : in the middle image is the "elbow" protrusion (lipid tail atom close to the
phosphorus protruding), in the image on the right is defined the "splay" (end of lipid tail atom protruding).
Taken from [147].

1.5.2 Analysis of the full fusion process through molecular dynamics

These studies [146, 147] hypothesized that the protrusions exist prior to the stalk phase. This starting
phase of fusion, the stalk, was studied by Smirnova and collaborators in 2010 [148], and suggested that
membranes would fuse via a prestalk intermediate favored at low hydration numbers. The prestalk inter-
mediate is a state defined by a lipid adopting a conformation where its tail resides in the headgroup region
of the layer to which the lipid belongs to. This lipidic conformation could correspond to a protrusion
event. In this context, protrusion may promote the formation of the prestalk intermediate, subsequently
facilitating the fusion process. Poojari et al. 2021 [149] showed, through free energies analysis, that the
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inner leaflet of the plasma membrane was more prone to fusion. This finding prompted the study of a
wide range of lipids and membrane composition, and their associated free energies of stalk formation. In
fact, stalk formation was shown to be facilitated by increased tail disorder, lipids with negative intrinsic
curvature (stabilizer of the large negative curvature of the stalk), while anionic headgroups would in fact
be unfavorable [149]. In accordance to the prestalk phase favored by low hydration numbers, Smirnova
et al. 2019 [150], showed that stalk stability increases with decreasing intermembrane distance. It was
also shown that SNARE transmembrane domains favors the stalk phase, while PE lipids did not affect
the stalk barrier [150]. However, the research did not dismiss the idea that PE lipids, owing to their coni-
cal shape, reduce the overall stalk barrier by influencing the membranes distance to one another through
membrane curvature. A smaller head group would lead to increased exposure of the tails to the solvent,
generally resulting in reduced repulsion between the membranes.

Figure 1.26: Branching reaction pathway for vesicle fusion. Pathway I illustrates the conventional
progression from an initial unfused state (a) through an early intermediate resembling a stalk (b) and
a hemifused late intermediate (c), ultimately leading to the fully fused state (d). Pathway II portrays an
additional reaction route that emerged in simulations: the rapid transition from the stalk-like intermediate
to the fully fused state. Lipids are color-coded to differentiate between the outer leaflets (in red and green)
and the inner leaflets (in gold and blue) of each vesicle. Taken from [151].

Furthermore, the axially symmetric fusion stalk as the first lipidic bridge forming between fusion
bilayers was confirmed through molecular dynamics simulation in atomic detail [152, 49]. The fusion
behavior was able to be reproduced using atomistically detailed models, and specific features, such as
lipid mixture were studied [153, 151, 152]. The simulations allowed to observe events that are compli-
cated to observe by experimental techniques, such as the prefusion complex, and established that this
reaction proceeds on a 6- to 9-µs time scale, with a metastable hemifusion intermediate (Figure 1.26)
[151].
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Figure 1.27: Stages of SNARE-mediated membrane fusion revealed by simulations. (A) I: Stalk, II:
inverted micelle intermediate (IMI; single SNARE complex), III: Hemifusion-diaphragm (single SNARE
complex), IV: fusion. (B) Cross-sections of the fusion plane showing the transition from stage I (stalk)
to stage II (inverted micelle) in more detail. The stalk (664 ns), shows a worm-like expansion (740 ns)
and eventually, after bending (920 ns), forms a closed ring that encapsulates exterior solvent forming an
inverted micelle (968 ns). (C) SNARE-free control setup with the vesicles strongly pressed against each
other. Taken from [154].

Finally, the SNARE fusion mechanism was detailed using coarse-grained molecular dynamics [154].
In fact, the simulations revealed multiple stages of membrane fusion (Figure 1.27A,B): (i) stalk formation
phase, followed by (ii) an inverted micelle intermediate and (iii) the hemifusion diaphragm, and finally
(iv) the fusion pore formation. Furthermore, in the absence of SNARE embedded in the membrane, the
occurrence of the stalk phase was not observed under normal conditions, and even when the vesicles were
pressed against each other (Figure 1.27C), it happened rarely. In contrast to the conventional hemifusion
pathway (described previously in Figure 1.6) [49], the simulation revealed an inverted micelle stage:
the stalk expanded in a manner resembling a worm’s shape within the cross-section of the fusion plane,
eventually closing and shaping into a ring that encloses an external solvent bubble. This study helped
shifting the views on SNARE-mediated membrane fusion. In fact, the study showed the key role of the
SNARE complex in the initiation of the fusion stalk as well as the opening of the fusion pore [154],
in contrast to the previously described mechanism, confining the SNARE to the role of bringing the two
membranes together. Furthermore, experimental data confirmed the contribution of SNARE into the stalk
expansion and the formation of the pore [155], confirming that SNARE complexes play a role during all
stages of fusion by helping overcoming subsequent fusion barriers.

1.6 Thesis aim
The goal of the Ph.D is to study the structures of mitofusins using mainly theory-based methods (molec-
ular dynamics). This work mainly focuses on the mitofusin of S. Cerevisae Fzo1, with the intent that the
developed protocols can then be applied to the human mitofusin. This project is a part of an ANR project
(MITOFUSION) shared between different partners (Laboratoire de Biochimie Théorique: Antoine Taly,
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Marc Baaden, Laboratoire des Biomolécules: Patrick Fuchs, Laboratoire de Biologie Moléculaire et Cel-
lulaire des Eucaryotes: Mickaël Cohen, Institut de Psychiatrie et Neurosciences de Paris: David Tareste)
whose goal is to understand the structure-function relationships of mitofusins.

Chapter 3 studies the transmembrane domain of Fzo1. The work on mitofusins started in a Master
2 internship before the Ph.D, and focused on the transmembrane domain (TM) of fzo1 using multiscale
molecular dynamics. This project was first meant to last for about 6 month. This region of the protein
was initially described using the ab initio method PREDDIMER [156, 1]. In this first project, the goal
was to undertake a physics-based investigation, using coarse-grained molecular dynamics, to sample the
conformations of the helices in a membrane environment. After 6 month of internship, the conformations
observed were in fact quite different to what PREDDIMER predicted. This finding, combined with (i) the
newest version of the MARTINI force-field coming out in April 2021 and (ii) the aim to test protonation
states of the basic conserved residue Lys716 (neutral and charged), compelled us to thoroughly study
this section of the protein, using the multiple versions of the MARTINI force-field followed by all-atom
simulations. Considering the improvement of the force-field with the 3rd version, we decided to use
the main conformation produced by the MARTINI3 simulations with a neutral lysine for further all-
atom simulations. Based on this model we ran some simulations using the enhanced sampling technique
Temperature-Replica Exchange Molecular Dynamics (T-REMD) method [157]. In the end, we obtained
a good structural candidate for the TM domain of Fzo1.

Chapter 4 presented was the comparative study of the two MARTINI force-fields (MARTINI2 and
MARTINI3). One of the main changes made between the MARTINI2 and MARTINI3 versions of the
force-field is the backbone definition of the helices (described in more detail in Section 2.2). In fact,
helices were defined neutral in MARTINI2, while the backbone is fully considered as polar (including
helices) in MARTINI3. Hence, helices are more hydrophilic in MARTINI3 systems, which compelled
us to comparatively study the membrane-peptide interactions in the MARTINI force-fields, through two
cases : the cell pentratin peptide penetratin, and the amphipathic helix located in the HR1 domain of
Mfn1 (Mfn1-AH). This analysis stemmed from two collaborations, a first one on the penetratin with LBM
colleagues Sophie Cribier and Nicolas Rodriguez, and a second one on Mfn1-AH with ANR collaborator
David Tareste. Major differences were observed between the two force-field tested. Hence, we decide to
study different membrane observables in order to assess the changes and limitations of the new version
of the force-field.

Chapter 5 presented is the study of Mfn1-AH using all-atom molecular dynamics. This AH is located
in the HR1 domain, which had been previously shown to promote fusion. This 18 residues amphipathic
helix was hypothesized to confer the membrane-binding and fusion capacity to the domain [135]. As
there are few experimental data on the properties and functions specific to the peptide, the goal of this
project is to have an overview on the effects of this amphipathic helix on a membrane environment. This
work is part of the overall goal to characterize the various elements necessary for outer membrane fusion,
and more generally to learn about the fusion mechanism of mitofusins. This work uses regular all-atom
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simulations, as well as the enhanced sampling technique T-REMD to provide insights on this peptide.

As a last project of the Ph.D, we started working on the structure of Fzo1 as a whole. We tested the
AlphaFold2 [158] method for our protein. AlphaFold is a deep learning model developed by DeepMind,
used to predict the 3D structure of proteins from their amino acid sequence, a long-standing challenge
in structural biology [158]. AlphaFold achieved very good results in the critical assessment of protein
structure prediction (CASP14) experiment, and outperformed other existing methods [159]. The neural
network was trained using only supervised learning on experimental protein structure deposited in the
Protein Data Bank, and is able to achieve remarkable accuracy. However, despite the very good perfor-
mance it usually yields, the first Fzo1 model predicted by the machine learning method was not validated
by all of the experimental data collected when the homology model was first established in 2017 [1]. Fur-
thermore, the transmembrane domains of the protein are partially predicted as intrinsically disordered,
opposing results of the secondary structure prediction. A first preliminary study of these models pro-
duced by AF are presented at the end of the manuscript (Section 6). An adjustment of some parameters,
such as the multiple alignment sequence, which is usually produced by Alphafold2, have shown some
improvement in the models produced.

39





CHAPTER 2

MATERIAL AND METHODS



2.1 Fundamental Concept of Molecular Dynamics
Molecular Dynamics (MD) stands out as the predominant method across the diverse Ph.D projects show-
cased in this manuscript. Employed within the realm of molecular modeling and simulations, this com-
putational technique is geared towards investigating the temporal behavior and movements of atoms and
molecules. By mathematically resolving the equations of motion rooted in classical mechanics, it delves
into the study of various biomolecules. Here, its application involves the study of the behavior of diverse
biomolecules, predominantly lipids and proteins, particularly those belonging to the mitofusin family.
This technique will provide us insights into the dynamic behavior of systems at the atomic and molecular
level.

2.1.1 Representation Accuracy

Molecular Dynamics has the capacity to provide detailed and valuable insights of a molecular model that
may not be reachable through experiments, as illustrated in figure 2.1. Nonetheless, this computationally
acquired information necessitates validation. Typically, this validation process requires a comparison
with experimentally derived data.

Molecules in a molecular dynamics systems are represented by a set of particles linked to one an-
other. Multiple representation can be used in molecular dynamics (Figure 2.2). Indeed, each force field
establishes its own level of representation precision. The most straightforward approach to defining a
molecule would involve depicting each individual atom within the molecule, a representation referred
to as "all-atom". This detailed representation poses certain challenges, particularly when attempting to
conduct simulations over extended time or when dealing with systems that encompass a vast number of
atoms.
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Figure 2.1: Spatiotemporal resolution of various biophysical techniques. The time scales of MD
simulations are juxtaposed with those of experimental methods, highlighting a noteworthy discrepancy.
MD simulations yield considerably shorter time scales in contrast to the more extensive time frames
characteristic of experimental assays. Taken from [160].

Hence, alternative modes of representation are available, one of which is the "united-atom" approach.
This approach simplifies the "all-atom" approach by treating groups of atoms as single entities, with
each bead representing a heavy atom along with its associated aliphatic hydrogen atoms. This repre-
sentation considers every atoms of the molecules besides the hydrogen atoms, reducing the complexity
of the simulated systems. Finally, some of the most common representations are the "coarse-grained"
representations, wherein several heavy atoms are combined into a single particle or bead. Notably, the
MARTINI family of force fields holds prominence as the most widely employed, and has a mapping of
4 heavy atoms to 1 particle [161, 162, 163, 164].
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Figure 2.2: Various representation precision used in molecular dynamics. The example used for the
various resolution is a Palmitoyl-Oleoyl-Phosphatidyl-Choline (POPC). Provided by Patrick Fuchs.

2.1.2 The Force-Field

The various particles composing the molecules in the systems are either bonded (particle belonging to the
same molecule) or engaged in non-bonded interactions with one another.Force fields, which encompass a
set of parameters and equations, provide the framework for quantifying and describing these interactions
by evaluating the potential energy of the system. This potential energy dictates how the particles of
the system interact with each other and allows the prediction of structural, thermodynamic, and kinetic
properties. The potential energy is defined as a set of equations and parameters that determine the forces
and energies associated with two classes of terms, bonded and non-bonded interactions (Figure 2.3 and
Equation 2.1).

Figure 2.3: Potential Energy terms illustration.
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There exists four distinct bonded terms: the bonds connecting two consecutive atoms, the angles
formed by three consecutive atoms, the proper dihedral angles created by four consecutive atoms, and the
improper dihedrals. The latter, referred to as improper dihedrals, involve angles between four atoms de-
signed to maintain planarity within groups such as aromatic rings or to prevent molecules from inverting
into their mirror images (for instance, a tertiary asymmetric carbon with a United-Atom representation).
In contrast, the non-bonded terms encompass electrostatic and Van der Waals (VdW) interactions. The
sum of both the bonded and non-bonded terms contributes to the system’s potential energy calculation,
thereby determining its overall potential energy:

Epotential = Ebond +Eangles +Etorsions +Eimpropers +EV dW +EElectrostatic

Epotential = ∑
bonds
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2
(l − l0)2 + ∑
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2
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(2.1)

The various elements are defined as:

Bonds: l is the distance between the atoms, l0 is the equilibrium bond length and kl is the force
constant.

Angles: θ is the angle between the atoms, θ0 the equilibrium angle and kθ the force constant.

Dihedrals: Vm is the dihedral amplitude, m is the dihedral multiplicity ω is the dihedral angle and
γ is a phase factor .

Impropers: kω is the force constant, ω is the improper angle value and ω0 is the value at equilib-
rium.

VdW: i and j are the two atoms, εi j the Lennard-Jones well-depth, ri j is the the distance between
i and j, and σ the distance at which the Lennard-Jones equals zero.

Electrostatic: qi and q j are the partial atomic charges and ε0 the permittivity of vacuum.

It’s crucial to note that non-bonded interactions are not computed between atoms directly bonded or
separated by two bonds. For atom pairs separated by three bonds, these non-bonded terms are modified,
often referred to as 1-4 interactions. Typically, these 1-4 terms complement dihedral angles to achieve
accurate dihedral distributions. The attenuation of 1-4 interactions concerning normal non-bonded inter-
actions varies depending on the specific force field employed.

While the concept of computing non-bonded interactions for every imaginable pair of atoms might
seem optimal, the practicality of implementing this approach becomes unfeasible when considering the
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vast number of atoms used in typical simulations of biological systems, notably because it scales with
the square of the total number of particles (N2 complexity where N is the number of particles). In fact,
due to the rapid decay of these interactions over interatomic distances, a cutoff distance is commonly
implemented, which serves to exclude interactions beyond a certain range. Nevertheless, employing a
finite cutoff distance introduces significant artifacts when dealing with highly charged systems, such as
nucleic acids, lipids, and ionic liquids [165]. An adverse consequence is the accumulation of charged
molecule pairs at the cutoff distance, a behavior that contradicts the intended simulation behavior. To
address this issue, a widely accepted solution known as the Particle Mesh Ewald (PME) algorithm has
gained prominence [166, 167]. This concept builds upon the foundational Ewald summation [168],
incorporating optimizations to enhance computational efficiency.

The fundamental premise of PME involves computing contributions beyond the cutoff distance (as
depicted in figure 2.4) through ingenious computational strategies. This is accomplished by assuming
the simulation box to be replicated in all spatial directions, mimicking a crystal lattice. Electrostatic
interactions are divided into two components: the initial part calculated in real space using the classical
Coulomb law (as expressed in Equation 2.1), up to a relatively short cutoff (typically around 10 Å), and a
subsequent part encompassing atoms beyond the cutoff, which is evaluated in Fourier space, similar to the
treatment in a crystal lattice. To expedite the calculation of this latter part, a grid-based approach (hence
the term "Mesh" in PME) is employed, allowing the utilization of the fast Fourier transform (FFT), which
results in a computational complexity of Nlog(N) (where N denotes the number of atoms). In the scope
of this thesis, PME is used for handling electrostatic interactions, while a switch function is applied for
van der Waals interactions.

Figure 2.4: Non-bonded interactions: Lennard-Jones potential and Coulomb law. (A) The Lennard-
Jones potential is shown. (B) Coulomb law representing the electrostatic interactions, with the application
of the PME algorithm.
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Each force-field have been developed to specialize in specific sets of molecules or macromolecules.
Indeed, it is complicated for one force-field to fit all types of molecules. Hence, specific force-fields are
developed for specific systems. For instance, AMBER [169] is tailored for nucleic acids and proteins,
among other molecular categories. These FFs are typically referred to as "empirical" due to their reliance
on simple functional forms (as seen in the above equation), often fine-tuned through calibration against
experimental data and/or more advanced quantum calculations.

The molecular dynamics (MD) simulations presented in this manuscript employ two distinct FFs.
The all-atom force-field CHARMM36 [170], chosen for its robustness and broad applicability across a
wide range of molecules. On the other hand, MARTINI (2 and 3) [161, 162, 163, 164] is employed for
coarse-grained (CG) simulations, a mode that simplifies systems and extends simulation timescales.

2.1.3 Molecular Dynamics Algorithm

In this section, vectors are written with bold face (e.g. ri), while scalars use regular font (e.g. mi).

The fundamental concept behind MD is to numerically solve the equations of motion for each particle
(atom or molecule) in a system, defined by a specific temperature, pressure and molecular composition.
These equations are derived from classical mechanics and describe how the positions and velocities of
particles change over time. As the force field (FF) evaluates the system’s potential energy (Epotential,
denoted as E), a simulation determines the force vector, Fi = (Fix,Fiy,Fiz), experienced by an atom i

within the system. This force is derived from the potential energy E by calculating its gradient with
respect to the atom’s position vector ri = (xi,yi,zi):

Fi =−∂E
∂ri

(2.2)

Subsequently, this force can be incorporated into Newton’s second law equation:

Fi = mi ·ai (2.3)

Consequently, the formulation of Newton’s equation can be modified, considering that the particle i’s
position corresponds to the second derivative of its acceleration ai:

Fi

mi
=

d2ri

dt2 (2.4)

The equation 2.4 indicates that the position rin of a particle i after a small fraction of time δ t, can be
deduced from its mass mi and the exerted force Fi. The modified version of Newton’s equation is a differ-
ential equation which can be solved either analytically or numerically. Solving the equation analytically
means finding a functional expression that describes the relationship between an unknown function and its
derivatives while satisfying the given equation and any initial or boundary conditions. This solution can
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be applied to simple systems such as the harmonic oscillator. Most of the time the differential equation is
solved numerically which involves using computational methods to approximate the solution rather than
finding an exact analytical expression. This approach is better suited for systems that typically include a
high number of particles, as well as for comprehensively accounting for the intricate interactions among
these particles. By iteratively alternating between Equation 2.4, which provides updated positions, and
Equation 2.2, which calculates the forces acting on a specific system conformation, a molecular dynam-
ics trajectory can be generated. This trajectory comprises consecutive frames that enable the observation
of system dynamics. The Leap Frog algorithm [171] (Figure 2.5) was used for the various simulations
conducted in this manuscript. The particle positions at a given time t are computed, while the velocities
are determined at the time t +δ t:

vi(t +
1
2

δ t) = vi(t −
1
2

δ t)+δ tai(t)

ri(t +δ t) = ri(t)+vi(t +
1
2

δ t)δ t
(2.5)

Figure 2.5: Leap Frog algorithm.

As a reminder, δ t represents the time step utilized in the simulations. This parameter needs to be
carefully adapted to the system and the force-field used, as it has to be slower than the most rapid motions
within the specific system. In fact, the fastest movements in molecules are bond vibrations. However,
in our all-atom systems the bonds involving hydrogen atoms were "frozen" to enable an augmentation
of the time step δ t and decrease the computational cost of the simulation, typically 2 fs. Furthermore,
when utilizing the coarse-grained MARTINI force field, the δ t can be increased even further (up to 20
fs) because we are not dealing with regular atoms but coarser beads.

2.1.4 Periodic Boundary Conditions

The molecules composing MD systems are conventionally placed within a simulation box (Figure 2.6B).
However, molecules situated at the perimeter of the box cannot be treated as in contact with void, as this
would lead to an artificial and implausible surface tension. In order to avoid this issue, Periodic Boundary
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Conditions (PBCs) are established. The simulation box is duplicated across all spatial directions, as
depicted in Figure 2.6A,C. Using this process, particles positioned at the box’s periphery can exit the box
through that border and immediately re-enter through the opposite border. There is now the illusion that
molecules on one edge of the simulation box interact with molecules on the opposite edge, effectively
eliminating edge effects and enabling the study of larger and more realistic systems. The utilization of
PBCs necessitates the application of a cutoff, which must be smaller than the shortest half-length of the
box. It is nonetheless very important to be careful about the size of the system, as it should not be too
small, ensuring that a single large molecule (such as a protein) is incapable of interacting with itself.

Figure 2.6: Periodic Boundary Conditions (PBCs). (A) 2D Schema of the PBCs. The black particle is
coming out of the box, and the two white particles interact with each other. (B) Simulation box, snapshot
from the side of the box, and from the top of the box. The solvent is represented in cyan and in transparent
surface representation. The lipids are in grey and in licorice representation. The protein is in red and in
surface representation. The border of the box can be seen in blue. Atoms appear positioned beyond the
confines of the box, as the molecules distributed across two borders were reconstructed to avoid being
divided in half. (C) 3D representation of the PBCs. All the duplicated boxes can be seen around the
simulation box, and shown transparent. The color scheme remains consistent with (B).

2.1.5 Energy of the system

In Molecular Mechanics (MM), and thus Molecular Dynamics (MD) systems, the different energies are
fundamental quantities that characterize the interactions and dynamics of atoms and molecules. The total
energy is defined as the sum of the kinetic energy and the potential energy (Equation 2.6). Kinetic energy
originates from the motion of particles and depends on their mass and velocity. The equation is defined
in Equation 2.7, where mi as the mass of the particle i, vi its speed (i.e. the magnitude of the velocity
vector), and N the total number of particles. The potential energy is defined in the Force-field section
2.1.2 and in Equation 2.1.
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Etot = Ekinetic +Epotential (2.6)

Ekin =
1
2

N

∑
i=1

miv2
i (2.7)

2.1.6 Thermodynamic Ensembles

Thermostat

The movements of molecules is inherently linked to temperature. In fact, according to the theorem of
equipartition of energy, the kinetic energy (Ekin) is directly associated with the temperature of the system.
This underscores the connection between temperature and the velocities of the particles.

Ekin =
1
2

Nd f kBT

Nd f = 3N −Nc

(2.8)

where Nd f is the number of degrees of freedom, kB the Boltzmann constant, T the absolute tempera-
ture, N the number of particles and Nc the number of constraints. There is as much degrees of freedom as
there is Cartesian coordinates (3×N) from which is subtracted the number of constraints Nc in the sys-
tem. A constraint refers to a degree of freedom that has been immobilized by assigning a predetermined
value set by the modeler, such as constraining bond lengths or eliminating the overall movement of the
system center of mass. For instance, in the CHARMM36 force field, all bonds involving hydrogen atoms
are constrained. In this thesis, the LINCS algorithm [172] was employed for this purpose. Equation 2.8
depicts the relationship between the system energy and its temperature.

Since temperature and particle velocities are interconnected, temperature can be controlled by rescal-
ing velocities, which is the purpose of a thermostat. Amplifying velocities corresponds to heating, while
diminishing them corresponds to cooling. Within this project, two distinct thermostat algorithms have
been utilized. The Berendsen thermostat [173] adjusts the temperature in each simulation step propor-
tionally to the disparity between the current temperature and a reference temperature. Although it quickly
converges to the desired temperature, it does not accurately reproduce genuine temperature fluctuations
found in a canonical (NVT) ensemble. The second thermostat employed is v-rescale [174], which is
slightly slower at reaching the target temperature compared to Berendsen. However, it incorporates an
additional stochastic term in the equation of motion to ensure correct temperature fluctuations.

Barostat

In the systems presented in this manuscript, the pressure is fixed, with the assistance of a barostat. For a
3D system, the pressure is represented in the form of a tensor as seen in the Equation 2.9, where V is the
volume of the system, vi is the velocity vector of particle i, ri j the distance vector between particles i and
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j, Fi j is the force acting on i due to j. The first term of the equation corresponds to the kinetic energy
and the second to the virial (contribution due to cohesive forces between particles).

P =
1
V

[
∑

N
i=1 mivi ⊗vi +∑i< j ri j ⊗Fi j

]
(2.9)

The ⊗ sign corresponds to the tensor product. Starting with two vectors in n dimensions, we generate
a matrix with dimensions of n×n. Hence, with the velocity vector vi of particle i which has 3 components
(corresponding to dimensions x,y,z) we obtain :

vi ⊗vi =

vixvix vixviy vixviz

viyvix viyviy viyviz

vizvix vizviy vizviz

 (2.10)

In Equation 2.9, there are two tensor products, one for the kinetic energy and one for the virial
term. As a result, the pressure emerges as a 3x3 tensor, encompassing pressure values along all spatial
directions:

P =

Pxx Pxy Pxz

Pyx Pyy Pyz

Pzx Pzy Pzz

 (2.11)

In most MD simulations, the off-diagonal values Pxy, Pxz, and Pyz are set to zero, otherwise the box
deforms (it is no longer cubic). The diagonal elements represent the component according to each di-
mension. The mean of the diagonal terms represent the scalar pressure P of the system.

The pressure is regulated by modifying the volume and consequently adjusting the positions of the
particles. When the volume adjustment is uniform across all three spatial directions, it is referred to
isotropic coupling. Isotropic coupling is typically employed for simulating isotropic liquids like water.
In this project, it was implemented for an all-atom system containing a peptide within a water box.
Nevertheless, when dealing with a system containing a membrane, it becomes mandatory to treat the x

and y directions separately from the z direction. This approach corresponds to semi-isotropic coupling,
where adjustments are made to the x and y dimensions independently to the z dimension. In fact, for a
membrane simulation, the semi-isotropic coupling ensures the imposition of zero surface tension, i.e. the
area fluctuates around an equilibrium value. When volume scaling operates independently in all three
spatial directions, the coupling becomes anisotropic. However, anisotropic coupling was not employed
in this manuscript.

As for temperature, multiple algorithms can be used to control the pressure in a MD system. The
Berendsen barostat [173] employs a similar principle to the Berendsen thermostat, adjusting the simula-
tion box volume at each step. It rapidly reaches the target pressure but again exhibits incorrect fluctu-
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ations expected in the isothermal/isobaric (NPT) ensemble. On the other hand, the Parrinello-Rahman
barostat [175] introduces an extra term to the equation of motion. It takes more time to converge to the
desired pressure compared to the Berendsen algorithm, yet it generates correct pressure fluctuations, thus
maintaining the NPT ensemble.

2.1.7 Molecular Dynamics Protocol

Figure 2.7: Scheme depicting the various stages within an MD Protocol.

System Construction

Before the initiation of an MD simulation, we have to deal with system preparation (as illustrated in
Figure 2.7). The initial step involves constructing the system, often facilitated by tools included in the
GROMACS software [176, 177] or the CHARMM-GUI web server [178]. The CHARMM-GUI web
server was predominantly employed for constructing systems. The process of building the systems entails
specifying the molecules to be included, ion concentrations, and the box dimensions. When dealing with
a lipidic system, the box is automatically set to a rectangular shape, with its size contingent on the
presence of proteins and the number of water molecules per lipid. Additionally, prior knowledge of the
desired simulation temperature is crucial, ensuring compatibility with the molecules used and the chosen
force field, as lipid systems can undergo gel-like transformations between a certain temperature.

Energy Minimization

After constructing the system and preparing all requisite files, relaxing the potential energy of the system
is necessary to ensure a proper MD simulation. This minimization step is crucial to avoid high forces that
could lead to algorithmic failure. Several algorithms exist for energy minimization, including steepest
descent and conjugate gradient methods. Within this project, the Steepest Descent (SD) algorithm [179]
was adopted.

This technique seeks the local minimum of the current conformation (as depicted in Figure 2.8)
by utilizing the first derivative of the energy function. At each step of the process, the SD algorithm
adjusts the structure to decrease potential energy by moving opposite to the gradient direction. To achieve
this, it relies on the step length, called λ , which is often determined through a "line search" procedure
[179]. The new conformation (b) must exhibit lower energy than both the preceding conformation (a)
and the conformation obtained by increasing λ (c). When employing a line search, the molecular system
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advances in consecutive orthogonal directions across the energy landscape (as depicted in Figure 2.8).
Two parameters are essential to halt the minimization process. (i) The threshold for the maximum force
(concerning each atoms of the system): once the maximum force is lower than the threshold value,
the minimization is stopped. (ii) The maximum number of iterations for the algorithm : a maximum
number of steps is defined and once attained, the minimization process is stopped. An example of energy
minimization is shown in Figure 2.9, which shows the minimization of three water molecules.

SD serves as an efficient energy minimization technique for addressing unfavorable structures char-
acterized by steric clashes, as it systematically reduces potential energy (Figure 2.8B). Nonetheless, it
can encounter convergence issues, occasionally leading to oscillations around a minimum due to the or-
thogonal nature of consecutive directions. However, SD is generally suitable as a preliminary step before
commencing an MD simulation because we just need to relax potential energy, not high convergence
such as that needed for normal modes calculations.

Figure 2.8: Energy minimization main concepts. (A) Example of a 2D energy landscape with one local
minima and one global minimum. (B) Steepest descent (SD) and Conjugate gradient (CG, only for this
figure) example.

Figure 2.9: Energy minimization of 3 water molecules. (A) Three water molecules before minimiza-
tion. (B) Three water molecules after minimization.
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Equilibration Phase

Upon successful completion of energy minimization, the equilibration phase follows. During this phase,
a short MD trajectory spanning a few nanoseconds is conducted to raise the system temperature to the
desired one and permit molecules to adjust their conformations and relative positions more reliably. Tem-
perature generation involves imparting random velocities to particles following the Maxwell-Boltzmann
distribution. Position restraints can also be applied to the main solute molecule (e.g., proteins) to gently
relax the solvent around or prevent large conformational changes. For instance, restraining the pep-
tide/protein facilitates relaxation of water molecules around it. In instances where the equilibration phase
comprises multiple steps, it’s common to apply progressive reductions to the magnitude of position re-
straints. Equilibration can be initiated with an NVT (constant Number of particles, Volume, and Tem-
perature) phase, followed by an NPT (constant Number of particles, Pressure, and Temperature) phase,
although this sequence may vary. During this phase, the Berendsen thermostat and barostat are suitable,
as they rapidly attain the desired temperature and pressure. Despite their tendency to produce less reli-
able fluctuations, this limitation is tolerable since the equilibration phase is not employed for producing
results, just for preparing the system towards the next production phase.

Production Phase

The system generated through the preceding stages is now employed for the production step, which serves
as the basis for subsequent analysis. This step is conducted under NPT conditions, utilizing the v-rescale
thermostat and the Parrinello-Rahman barostat due to their capability to replicate accurate fluctuations.
The initial frame of this trajectory is designated as the simulation’s starting point, often referred to as
"time 0". The first ns of the production are however often discarded for analysis, as the system is still
equilibrating. The snapshots of molecules are taken with the visualisation softwares VMD [180].

2.2 Coarse-Grained Molecular Dynamics: two versions of the MAR-
TINI force-fields

Molecular dynamics, as a powerful computational technique, can provide valuable insight in the inves-
tigation of intricate biological processes. Its application enables the exploration and analysis of various
biological phenomena, thereby contributing to our understanding of complex biological systems. It is
important to note that atomistic simulations are constrained to a limited number of molecules and sub-
microsecond time scales, while cellular processes often span time scale ranging from nanoseconds to
seconds, and involve numerous molecules interacting across various length scales. Consequently, many
biologically significant events, such as vesicle fusion, lie beyond the capabilities of atomistic simulations.
Coarse-grained (CG) molecular dynamics are a solution to this issue, as their simplistic representation of
molecules allows us to model larger and longer timescale biomolecular systems, for a lowest computa-
tional cost, while providing realistic structural details. In this thesis, we extensively used this approach,
we thus describe with more details in this section how CG MD works.
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In our projects, we employed the MARTINI 2.2 (MARTINI2) [162] and MARTINI3.0 (MARTINI3)
[164] force-fields for our coarse-grained simulations. The simulations with the MARTINI force fields
were carried out using the GROMACS molecular dynamics software package [181, 176, 177], versions
2018 and 2022.

2.2.1 MARTINI2: The coarse-grained model tailored for proteins

The MARTINI force-fields (FF) are the most commonly employed CG force-field. Theses FFs were
parametrized using a top-down approach with thermodynamic partitioning data as the main target [161,
162]. MARTINI uses a four-to-one mapping scheme, meaning that on average four heavy atoms and
their associated hydrogens are matched into one CG bead.

The mapping for MARTINI2 is described for lipids and amino acids in Figure 2.10. The Martini
model encompasses four primary classes of coarse-grained particles, labeled as C, N, P, and Q, repre-
senting nonpolar, moderately polar, polar, and charged chemical groups, respectively (see Figure 2.11B)
[161]. Sublabels are employed within each class to further differentiate based on polarity levels or hydro-
gen donor/acceptor properties. In general, all beads are considered to be of the same size and are referred
to as regular (R) beads (Figure 2.11A). However, special small (S) beads were introduced to accurately
model ring-like compounds, where the standard four-to-one mapping scheme proves inadequate [161].
Furthermore, to replicate the correct stacking and hydrogen-bonding distances between nucleotides, even
smaller tiny (T) beads were deemed necessary [182].

Figure 2.10: MARTINI mapping. (A) Mapping between the chemical structure and the coarse grained
model for DPPC, cholesterol, and benzene. The coarse grained bead types which determine their relative
hydrophilicity are indicated. The prefix “S” denotes a special class of CG sites introduced to model
rings. Taken from [161]. (B) Coarse-grained representation of the Martini model extension to amino
acids [162], colored by bead type (where purple is apolar, blue and green are intermediate, gray and
orange are polar and red represents charged particles). Image taken from [183].

Each amino acid is assigned to a specific class that defines the characteristics of its side chain (Figures
2.10B and 2.11) [162]. Amino acids with apolar side chains, including Leu, Pro, Ile, Val, Cys, and Met,
are represented as C-type particles. Polar uncharged amino acids like Thr, Ser, Asn, and Gln are denoted
as P-type particles. Raphaelle Versini Amino acids with small negatively charged side chains, such as Glu
and Asp, are categorized as Q-type particles. Positively charged amino acids Arg and Lys are modeled
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using a combination of a Q-type particle and an uncharged particle. Amino acids with bulkier ring-
based side chains, namely His, Phe, Tyr, and Trp, are represented by three (His, Phe, Tyr) or four (Trp)
beads of a special class of ring particles denoted as S. Glycine (Gly) and Alanine (Ala) residues are solely
represented by the backbone particle. The type of the backbone particle depends on the protein secondary
structure (see Table 2.1): when free in solution or forming a coil or bend, the backbone is strongly polar
(P type). In contrast, as part of a helix or β strand, the presence of inter-backbone hydrogen bonds
significantly reduces its polar character, leading to the N type. Proline (Pro) is less polar due to its
limited hydrogen-donor capabilities.

Figure 2.11: Description of MARTINI2 particles. (A) Bead size, and associated σ parameters. (B)
Beads chemical types (18 different types). Grey is apolar particles, purple is intermediate, green is polar,
and red is charged. (C) List of labels used in MARTINI2.

Table 2.1: MARTINI2 Interaction Matrix. (A) The level of interaction indicates the well depth in the
LJ potential, described in (B). (B) σ and ε parameters for each levels described in (A). Taken from [161].

Non-bonded interactions within the Martini force field are determined by Lennard-Jones potentials
for neutral beads, while charged beads also account for Coulombic interactions. The strength of these
Lennard-Jones potentials, specifically their well depth, serves to differentiate between various levels of
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bead polarity within the coarse-grained particles. Both bonded and non-bonded interactions are described
by Equation 2.1. For the van der Waals interactions, which are modeled using Lennard-Jones potentials,
the parameter ε takes on different values, ranging from εi j = 5.6 kJ/mol for interactions involving strongly
polar groups to εi j = 2.0 kJ/mol for interactions between polar and apolar groups, effectively simulat-
ing the hydrophobic effect (refer to Table 2.1). The effective size of the particles is dictated by the LJ
parameter σ , which remains constant at 0.47 nm for all regular particle types. However, for the special-
ized class of particles used to model ring-like molecules, slightly reduced parameters are employed to
replicate ring-ring interactions, where σ = 0.43 nm, and εi j is scaled to 75% of the standard value (as
illustrated in Figure 2.11). Furthermore, charged groups (designated as type Q) that carry a charge q in-
teract via a Coulombic energy function, with a relative dielectric constant of εrel = 15, reflecting explicit
screening. To eliminate the generation of unwanted noise, the non-bonded potential energy functions are
utilized in their shifted form, ensuring that both energy and force vanish at the cutoff distance rcut = 1.2
nm. Specifically, the LJ potential is shifted from rshi f t = 0.9 nm to rcut , while the electrostatic potential
is shifted from rshi f t = 0.0 nm to rcut . The shifting of the electrostatic potential in this manner effectively
mimics the impact of distance-dependent screening. Notably, non-bonded interactions between nearest
neighbors are excluded from these calculations.

2.2.2 MARTINI3: mitigating overaggregation issues from MARTINI2

While the MARTINI2 force field has proven to be valuable, it revealed certain shortcomings, with the
main concern being its tendency to overestimate interactions between proteins and carbohydrates in so-
lution, as well as proteins integrated into lipid membranes [184, 185, 186]. To address the issues, a
rebalancing of the force-field was undertaken, which resulted to the development of MARTINI3 [164].

MARTINI2 presents four particle category (Figure 2.11B), but MARTINI3 had three other cate-
gories added (seven chemical bead types in total): polar (P), intermediate/non-polar (N), apolar (C),
halo-compounds (X), monovalent ions (Q), divalent ions (D) and water (W) (Figure 2.12B) [164]. X, D,
and W represent entirely new chemical types that were not present in the previous version. Except for
W and D beads, each bead category includes subtypes differentiated by numbers, which indicate their
relative polarity level, ranging from 1 (low polarity) to a maximum of 6 (high polarity). N and Q beads
show the largest expansion. The inclusion of additional bead types is expected to provide a more pre-
cise representation of the chemical properties found in the original atomistic structure. The chemical
bead types are categorized into distinct blocks, each having its own set of parameters (such as σ and ε).
Specifically, P, N, C, and X beads belong to the organic block, while Q and D beads are associated with
the ion block. Currently, W is the sole bead included in the solvent block.

Furthermore, three different particle sizes have been introduced for broader applicability in mapping
molecules like amino acids: regular (R-bead, assumed default), small (S-bead, denoted with prefix S),
and tiny (T-bead, denoted with prefix T) [164]. The bead sizes typically correspond to the mapping of
different numbers of non-hydrogen atoms: regular ("R", with a 4-to-1-bead mapping, or simply 4-1),
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small ("S", 3-1), and tiny ("T", 2-1).

Figure 2.12: Description of MARTINI3 particles. (A) Bead size, and associated σ parameters. (B)
Beads chemical types (18 different types). Grey is apolar particles, purple is intermediate, green is polar,
red is charged, orange is halo-compounds, blue is water molecules and yellow is divalent ions. (C) List
of labels used in MARTINI3.

Similar to Martini 2, Martini 3 employs a limited set of epsilon and sigma values (Table 2.2) [164].
These values are categorized into various tiers representing attractive, intermediate, and repulsive inter-
actions. Notably, Martini 3 introduces a broader spectrum of defined levels, in order to facilitate a more
gradual shift between distinct chemical bead types. Specifically, in the context of organic and ion-organic
block interactions, Martini 3 introduces a total of 22 defined levels, in contrast to the 10 levels present in
Martini 2 for these interactions. Additionally, Martini 3 assigns specific sets of levels to the W, D, and Q
beads.

The final step in fine-tuning the interactions involves the incorporation of "labels" into particle defini-
tions (Figure 2.12C) [164]. The concept of labels existed in previous versions but was initially limited to
N and Q types, where it accounted for varying hydrogen bond capabilities among molecules with similar
hydrophobicity levels. In Martini 3, the concept of labels has been expanded and can now be applied
to all beads, leading to subtle changes in their behavior, reflected in their associated level within the
interaction matrix.

Of these labels, three are chemically specific and are only applied to certain chemical types: hydro-
gen bonding, electron polarizability, positive/negative. Hydrogen bonding labels are denoted as "d" for
hydrogen donors and "a" for hydrogen acceptors. These labels serve to reduce self-interactions between
beads with the same hydrogen bond capability. For smaller-sized beads, they enhance interactions be-
tween "d" and "a" types. Electron polarizability label is represented by “v” for electron poor (vacancy)
and “e” for electron richer, which, similar to hydrogen bond label, decreases self-interaction and increase
“e-v” cross-interaction, in a size dependent way. Positive and negative labels (p/n) is related to charged
particles. Interestingly, charged molecules can also exhibit hydrogen bonding capabilities, which de-
pend on the sign of their charge. Typically, positive charges function as hydrogen donors, while negative
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charges act as hydrogen acceptors. Cross-interactions between the three categories of labels are also
defined.

Table 2.2: MARTINI2 Interaction Matrix. (A) Colors indicate blocks with different sets of interaction
levels. The level of interaction indicates the well depth in the LJ potential, described in (B). (B) Example
of the organic bloc set of σ and ε parameters for each levels described in (A). Taken from [164].
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The remaining two labels, namely "self-interaction" and "partial charge," are more generic and can be
applied to all beads within the organic block. This includes beads that may have already been modified
with some of the chemically specific labels. The "self-interaction" labels categorize self-interactions as
either higher "h" or reduced "r", but they are limited to certain chemical types. For P/N beads, they mimic
minor differences in dipole moments, whereas for C/X beads, they could represent variations in dispersive
interactions. Importantly, these labels do not affect interactions between P/N and C/X beads but only
influence interactions within these two subgroups. Finally, partial charges were not widely used in the
earlier non-polarizable versions of Martini, except for specific applications. However, in MARTINI3,
partial charges can be incorporated using the "q" label. The "q" labels modify the Lennard-Jones (LJ)
potential of the non-labeled beads in the organic block, assuming that these particles now possess a
partial charge. This results in beads with "q" labels having increased interactions with themselves and
their environment, particularly with W and Q beads.

2.3 Temperature-Replica Exchange Molecular Dynamics
A classical MD simulation runs for a defined duration at a consistent temperature. However, observ-
ing lengthy molecular processes or acquiring a substantial number of conformations can be intricate.
Temperature-Replica Exchange Molecular Dynamics (T-REMD) [157] offers an advanced sampling tech-
nique. This approach involves simultaneously conducting numerous replicas, each simulated at varying
temperatures. Typically, the lowest temperature corresponds to physiological conditions, while the upper
temperature can be considerably elevated. For systems involving membranes, the upper temperature is
often set around 400K, as this level maintains membrane integrity. To enhance sampling efficiency, a dis-
tinct random seed can be assigned to each replica. Throughout the simulation, GROMACS periodically
attempts to exchange replicas between adjacent temperatures (i.e., those with consecutive temperatures)
and evaluates whether the exchange should occur based on a predefined probability. A fundamental re-
quirement for such an exchange is that the obtained ensemble of conformations at each temperature fulfils
the Boltzmann distribution of conformations at equilibrium.

To ensure these requirements, the Metropolis criterion is imposed at each exchange (Equation 2.12).
To simplify calculations, we introduce the concept of inverse temperatures, denoted as βi =

1
kBTi

and
β j =

1
kBTj

, where kB is the Boltzmann’s constant. The Metropolis criterion then reads:

pi↔ j = min(1,e(βi−β j)(Ei−E j)) (2.12)

where pi↔ j defines the probability of exchanging the temperatures Ti and Tj between replicas i and
j, Ei and E j are the corresponding potential energies. When using the Metropolis criterion, Ti and Tj

represent respectively the lower and higher temperature (hence, Tj > Ti). Applying the Metropolis crite-
rion consists in selecting the minimum value between 1 and the term e(βi−β j)(Ei−E j). When Ei > E j, the
resulting exponential term is always higher than 1. Hence, the chosen value is 1 and the exchange is auto-
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matically accepted. Given that higher temperatures typically correspond to increased potential energies,
the more common scenario is actually Ei < E j, which leads to the exponential term falling between 0 and
1. As a result, the probability pi↔ j is equivalent to this exponential term. This calculated probability is
then compared to a random number drawn from a uniform distribution spanning between 0 and 1. If the
random number is less than pi↔ j, the temperature exchange is accepted; otherwise, it is rejected. As the
energy difference and/or temperature difference increases, pi↔ j approaches 0, reducing the likelihood of
accepting the exchange. It is evident that to enhance the likelihood of a successful exchange, significant
overlap of the Gaussian energy distributions is necessary, as depicted in Figure 2.13.

Figure 2.13: Boltzmann distribution of the Potential Energy of each replica of an T-REMD simula-
tion.

The utilization of the Metropolis criterion as defined in equation 2.12 ensures the establishment of
an appropriate equilibrium Boltzmann distribution. This is because it fulfils the fundamental principle of
detailed balance [157]:

pi↔ j p(X) = p j↔i p(Y ) (2.13)

where p(X) is the probability of the system existing in state X , p(Y ) is the probability of the system
existing in state Y . What are X and Y ? For instance, in a scenario involving replicas i and j, X is a
vector containing the state of all replicas: X = (i, j), prior to the execution of the exchange i ↔ j. On the
other hand, p(Y ) signifies the probability of the system existing in state Y after the exchange i ↔ j has
been completed (Y = ( j, i)). The concept of detailed balance essentially signifies that the likelihood of
exchanging i ↔ j from state X equals the likelihood of exchanging j ↔ i from state Y .

Equation 2.12 is employed when simulating within the canonical ensemble (NVT). However, when
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operating in the isothermal-isobaric ensemble (NPT), the consideration of pressure and volume of the
replicas becomes necessary [187]. The probability of exchange acceptance then becomes:

pi↔ j = min(1,e(βi−β j)(Ei−E j)+(βiPi−β jPj)(Vi−V j)) (2.14)

where Pi and Pj represent the pressure of replicas i and j respectively, while Vi and Vj denote the
corresponding system volumes. In most cases, the contribution stemming from volume fluctuations has
minimal impact on pi↔ j particularly at low pressure settings [188].

Ultimately, upon the successful acceptance of an exchange, the velocities are rescaled to match with
the new temperature. The overall concept of Replica Exchange Molecular Dynamics (REMD) is illus-
trated in Figure 2.14.

Figure 2.14: Illustration of the T-REMD method. A set of n replicas are simulated. At regular intervals,
replica exchanges are attempted between neighboring temperatures, some of which are accepted, such
as the exchange between replica 0 and replica 1, while others are rejected, like the exchange attempt
between replica 3 and replica 4.

How does replica-exchange enhance sampling? Conducting simulations at various temperatures en-
ables the system to explore diverse conformational ensembles while preserving a physically plausible
distribution. Moreover, elevating the temperature imparts higher kinetic energy to the molecular system,
facilitating its traversal across elevated free energy barriers more effectively than under physiological
conditions (Figure 2.15A). As the energy landscapes changes when the temperature increases (Figure
2.15B), these free energy barriers can be further reduced, enhancing the efficiency of the process. As a
result, enhanced sampling leads to the exploration of a larger conformational landscape. Furthermore,
this method permits the acquisition of data at lower (ambient) temperatures and the stabilization of newly
sampled conformations. However, a drawback of this technique lies in the fact that the system kinetics
are altered by temperature changes, often making it challenging to extract accurate kinetic information.
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Figure 2.15: Free energy landscapes and the effects of temperature. (A) Illustration of the effect
of temperature on the free energy barriers. Provided by Patrick Fuchs. (B) Illustration of the effect of
temperature on the energy landscape. Taken from the REMD tutorials of Mark Abraham.

When preparing an REMD simulation, meticulous consideration must be given to selecting an appro-
priate total number of replicas. Striking the right balance is essential; having too many replicas should be
avoided, while ensuring that the temperature intervals are sufficiently close for effective exchanges be-
tween replicas. The temperature ranges depends on the specific molecular system of interest. Patriksson
and van der Spoel proposed a method for predicting these ranges [188]. They also offer a helpful web
tool available at http://virtualchemistry.org/remd-temperature-generator/. To ascertain the replica tem-
peratures, the initial step involves determining the extreme temperatures. For instance, in our projects,
we opted for a range between 300 and 400 K. Moreover, factors such as the number of atoms, constraints
(e.g., rigid bonds, rigid water molecules), and the mean acceptance probability of each exchange need to
be considered. In this context, a standard value of 0.20, as commonly used in the literature [189], is em-
ployed. Utilizing this information, the web server predicts various temperatures by computing a Gaussian
distribution of the potential energy, ensuring that there is an overlap between two consecutive temper-
atures. This overlap plays a crucial role in determining the final probability of exchange. Figure 2.13
provides an illustration of potential energy distributions following an REMD simulation we conducted.

When performing an REMD, the choice of the simulation length and the temperature range are crit-
ical. The simulation has to be long enough so that each replica shuttles between the lowest and highest
temperatures several times. This depends on the choice of these temperatures. Certain REMD studies
involving peptides in water have employed temperatures much higher than 400 K [190]. In this context,
we selected 400 K as a compromise. This temperature is sufficiently elevated to augment conformational
sampling, while not excessively high to maintain the bilayer structural integrity. Importantly, no position
restraints were applied to the lipids. In literature, it has been demonstrated that temperatures exceeding
500 K led to the explosion of a DMPC bilayer [191]. In response, some researchers introduced restraints
on lipids to prevent such explosion [191]. We chose not to employ these extreme measures. With the
temperatures chosen, the bilayer remains stable, and during the time it takes for a replica at 400 K to
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descend to the lowest temperature (which typically spans a few tens of nanoseconds), the bilayer has
an opportunity to relax and more closely resemble a genuine bilayer at room temperature. In summary,
selecting 400 K struck a favorable balance between intensified sampling and preserving the bilayer struc-
tural integrity. For our systems, we typically obtained between 30 and 40 replicas in the range 303-400K
or 310-400K. Within a few hundreds of ns, each replica could visit the extreme temperatures several
times.

Figure 2.16: Analysis of REMD. (A) Ensemble of conformations at the lowest temperature. (B) Contin-
uous replica, transitioning from one temperature to an other.

REMD simulations can be analyzed in two ways. Either by temperature or by replica (Figure 2.16).
The analysis by temperature is useful for computing averaged properties. It has to be reminded that the
successive conformations at a given temperature do not represent a continuous trajectory, since there are
frequent exchanges, even if GROMACS delivers these conformations with a time stamp. However, the
detailed balance explained above warrants that all the conformations at a given temperature follows a
Boltzmann distribution. Thus, we can safely compute averages and we can take advantage of the better
sampling thanks to the visit of each replica to high temperatures. For example, if we simulate the folding
of a peptide, we can measure the mean helix content at the bottom temperature. This will give more
solid statistics compared to a regular MD at the same temperature. The other way of analyzing an REMD
is per replica. This time, we follow one (or several) individual replica which diffuses in temperature
space. Thus, this represents a continuous trajectory. In the peptide folding example, this would consists
in monitoring the different conformations of the peptide between an unfolded to the folded state. This
allows to understand the mechanism, for example folding from N- to C- or vice-versa.

2.4 Advancing molecular modeling: Revolutionizing protein struc-
ture prediction with AlphaFold

Predicting the three-dimensional structure of proteins has been a pivotal and persistant challenge. In fact,
as proteins are central to biological processes, their structure are necessary to provide insights into their
functions and mechanism within cells, as well as into the designs of targeted therapies. Modeling pro-
teins using bioinformatics tools is valuable as experimental methods can be time-consuming, expensive,

63



and/or technically challenging. Prediction methods provide a faster and cost-effective means to predict
3D structures, which can be applied to all proteins, albeit with varying accuracy. AlphaFold [158] and
RoseTTaFold [159] are two tools that revolutionized the landscape of structural biology and are consid-
ered as largely reliable. In this work, we were able to use AlphaFold.

Figure 2.17: AlphaFold model architecture. Arrows show the information flow among the various com-
ponents described in this paper. Array shapes are shown in parentheses with s the number of sequences ;
r the number of residues ; c the number of channels.

AlphaFold demonstrates a new architecture (described in Figure 2.17) using both amino acid sequence
and multiple sequence alignments (MSAs) to predict the 3D coordinates of all heavy atoms for a given
protein [158]. The sequence is given in a fasta file, and the MSAs are built using JackHMMER [192]
and HHBlits [193]. The MSA can also be provided by the user, in an A3M format. The MSA produced
are then used to retrieve templates (a maximum of 4 are used). A pair representation matrix of size r× r

(r, the number of residues) is then built using the sequence and the template provided. These various
information are fed to the neural network, which comprises two main stages. (i) The network input
processing involves iterative layers of a novel neural network block known as Evoformer. This produces
two arrays: one of dimensions s× r (s, the number of sequences) representing the processed MSA, and
the other of dimensions r× r. (ii) Subsequently, the structure module processes the two arrays produced,
outputting an explicit 3D structure. This section of the network include breaking the chain structure to
allow simultaneous local refinement of all parts of the structure, as well as a novel equivariant transformer,
which empowers the network to implicitly infer information about the unrepresented side-chain atoms.

Iterative refinement is applied at the end of the structure module as well as throughout the whole
network: the outputs are fed to either the same module (Evoformer module outputs) or the previous
module (Structure module outputs). The iterative refinement using the whole network is termed recycling.
Each residues of the model is then assigned a value of predicted local-distance difference test (pLDDT),
which predicts the C-α local-distance difference test accuracy of the corresponding prediction. The lower
this value is, the less confidence the model has in the position of the residue.
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CHAPTER 3

MOLECULAR DYNAMICS BASED
PREDICTION OF FZO1 TRANSMEMBRANE

DOMAINS STRUCTURE

The pages that follow present the initial draft of the article stemming from the principal project under-
taken during this Ph.D endeavor. The central focus of this project was a meticulous examination of the
transmembrane (TM) domain of Fzo1, a critical protein in mitochondrial fusion. To comprehensively
understand this essential domain, we employed a sophisticated multiscale analysis approach, combining
MARTINI simulations for a massive conformational sampling and all-atom Temperature Replica Ex-
change Molecular Dynamics (T-REMD) for detailed, high-resolution refinment and test of robustness.
Futhermore, experiments were carried out by our ANR collaborators Laetitia Cavellini and Michael Co-
hen. This combined methodology allowed us to gain intricate structural knowledge about the TM domain
of Fzo1, providing a foundation for unraveling its functional intricacies and contributions to mitochon-
drial dynamics. The aim was to not only unravel the structural aspects but also to shed light on how
this domain potentially influences the fusion process. Through this concerted effort, we sought to bridge
the gap between structural understanding and functional implications, forming a solid basis for further
explorations into the dynamics of mitochondrial fusion.

All simulations and their analyzes were performed by the Ph.D. student. The experimental work was
completed by our collaborator Mickael Cohen and his team.
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3.1 Introduction
Mitochondria form a complex network inside the cells, undergoing continuous fusion and fission events.
These processes shape mitochondrial dynamics and are essential for the maintenance, function, distribu-
tion and inheritance of mitochondria. The morphology of the latter therefore respond to the ever-changing
physiological changes of the cell [3].

Mitofusins are large GTPase transmembrane proteins involved in the tethering to and fusion of mito-
chondrial outer membranes (OM) [91]. The mitofusins Mfn1 and Mfn2 are found in mammals [97, 98].
Fzo1 (Fuzzy Onion 1) is the only mitofusin homolog in Saccharomyces cerevisiae [94]. The structure of
Mfn1 was partially solved, but without its transmembrane domain [194, 195], and no solved structures are
available for either Mfn2 or Fzo1. Mitochondrial inner membrane fusion and cristea organisation are me-
diated by human OPA1 (Optic Atrophy 1) [196] and yeast Mgm1 (Mitochondrial Genome Maintenance

1) [197].

Mitochondrial fusion dysfunction can cause neurodegenerative diseases such as Parkinson’s, Alzheimer’s,
and Huntington’s [117, 118] as well as cancer [123, 126]. A number of studies have linked Mfn1 and
Mfn2 to various cancers, including breast cancer [127], liver cancer [128], lung cancer [129], cervical
cancer [130], and colon cancer [131]. They showed that their dysregulated expression was associated
with increased cell proliferation, invasion, and resistance to chemotherapy. Regulation of mitofusin ac-
tivity has been shown in preclinical studies to reduce cancer cell growth and spread. In addition, research
has shown that mutations in Mfn2 trigger the development and progression of muscular dystrophies such
as Charcot-Marie-Tooth type 2A, the most common form of axonal CMT disease[119, 120]. The precise
mechanism by which mitofusins contribute to cancer or neurodegenerative disease, as well as the exact
molecular fusion mechanism mediated by mitofusins, require further structural investigation.

From other membrane fusion machines such as the SNARE proteins, we know that anchoring in the
membrane, transmembrane domain amino-acid composition, and dynamic properties are crucial elements
that determine the interplay between the main players of the fusion process at different stages [198,
199, 200, 201]. With the help of a membrane-embedded structural model of Fzo1, such properties, the
fusion itself as well as its intermediate stages could be studied by computational approaches, in particular
molecular dynamics simulations. To this end, we are striving to build a complete structural model of
Fzo1, including in particular the fusion-related transmembrane domains, for which we have very limited
data.

Fzo1 has two heptad repeat domains (HRs) with coiled-coils on its N-terminal side: HRN (only in
yeast) and HR1 flanking a GTPase domain. A third heptad repeat domain HR2 is located at the C-
terminus [94, 202]. Some models of Fzo1 are based on the mitofusin-related bacterial dynamin-like
protein (BDLP) [65, 68]. BDLP is involved in membrane remodelling and exists in two conformational
states, a closed, compact version that transitions to an open, extended structure upon GTP binding. The
latter structure can therefore bind lipid bilayers and results in self-accelerating polymerization leading to
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a coated lipid bilayer and strong curvature. However, BDLP has no transmembrane part, whereas Fzo1 is
embedded in the mitochondrial OM via two transmembrane segments exposing N- and C-terminal parts
to the cytosol and a loop to the intermembrane space [99]. The two transmembrane segments are putative
α-helices called TM1 and TM2 [1].

We previously constructed an initial model of Fzo1 based on the closed compact conformation of
BDLP, which was experimentally validated by mutation studies [1]. The opened extended structure of
BDLP was used to create a second model [2, 133]. In the absence of a BDLP transmembrane template, the
structure of TM1 and TM2 of Fzo1 was predicted using an ab initio method, namely the PREDDIMER
[156] web server. Here we attempt a more comprehensive investigation of the possible membrane asso-
ciations of the two helices to form a dimer using coarse-grained molecular dynamics simulations. Indeed
a new version of the popular Martini force field, solved a bias favoring protein/protein association in
membranes [164]. This new force field, Martini 3, therefore paved the way to more realistic studies of
membrane protein associations[203]. In the case of Fzo1, the TM domain presents a particular challenge,
as there is a basic conserved lysine residue in the middle of TM1. In addition to dimerization itself, we
are also investigating the extent to which the protonation state of this residue may affect dimer stability,
membrane incorporation, and destabilization. Lysine protonation may be functionally relevant, as the
literature has hypothesized specific roles for individual transmembrane domains in fusion and, in partic-
ular, charge-related effects. Specifically for the SNARE system, Lindau et al. postulated a mechanism
in which the formation of fusion pores is triggered by the movement of the charged C-terminus of the
transmembrane helix syb2 within the membrane [198].

Through extensive molecular simulations across coarse-grained and atomistic scales, we arrive at
an improved model of the Fzo1 transmembrane domain that reveals new insights into the dimerization
interface, key regulatory residues, and their potential influences on mitochondrial fusion.
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3.2 Materials and Methods

Figure 3.1: Protocol. (A) Sequence definition of the peptides PEPT1-29, PEPT1-41 and PEPT2. The TM
domains are represented in yellow and the flanking residues are in orange. This color code is maintained
for the snapshots in B,C,E,F. (B) Images of the all atom structures of the peptides PEPT1-41 and PEPT2.
(C) Snapshot of the coarse-grained system. In blue are the phosphate groups, in silver are the lipids
POPC and POPE. (D) A detailed scheme of the protocol. (E) Center of mass distances throughout the
simulation, with snapshots of the beginning and end point. (F) Center of mass distances throughout the
simulation, for a replica with TM1 expelled from the membrane. Snapshots throughout the simulations.

The transmembrane (TM) domain of Fzo1 contains two TM α-helices (called TM1 and TM2) connected
by a loop, plus some flanking residues on the N-terminal part of TM1 and C-terminal part of TM2. In
addition, TM1 possesses a lysine residue (Lys716) at its exact center, thus located in the middle of the
membrane. It therefore questions its protonation state knowing that the local pKa of lysine may go below
7.0 in very apolar environments [204, 205, 206].

The computational protocol used in this study consisted in two main parts. The first part used coarse-
grained (CG) simulations for sampling the TM1/TM2 contacts and selecting the best possible TM1/TM2
dimer. Two CG force-fields (Martini 2 and Martini 3) were tested as well as the two protonation states
of Lys716 (neutral or positively charged). In the second part, the best CG dimer was chosen, the loop
between TM1 and TM2 added, the structure backmapped to an all-atom (AA) representation, followed
by AA simulations to refine the whole Fzo1 TM domain. Everything is summarized in Figure 3.1. Below,
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we explain the details of each part. The GROMACS 2018.5 program was used to perform all molecular
dynamics (MD) simulations [177].

3.2.1 Coarse-Grained conformational sampling

Peptide Definition

The S. cerevisiae Fzo1 sequence and domains were obtained from the UniProtKB database (Universal
Protein Resource Knowledgebase [207], entry: P38297). The secondary structures of the protein were
predicted using PSIPRED 4.0 [208, 209]. The positions of the transmembrane helices of Fzo1 were deter-
mined using TMHMM2.0 [210, 211]. Some peptides were defined (PEPT1 or PEPT2) which contained
either TM1 or TM2 respectively, plus various flanking residues: one from Arg695 to Lys735 called
PEPT1-41 (of 41 residues length), an other from Ser702 to Ser730 called PEPT1-29 (of 29 residues
length), and a last one from Ser733 to Leu761 called PEPT2 (of 29 residues length). PEPT1-29 and
PEPT2 were used with Martini 2, whereas PEPT1-41 and PEPT2 were used with Martini 3. All se-
quences are shown in Figure 1A. The peptide 3D-structures were built using Basic Builder 1.0.2 on the
Mobyle server (https://mobyle.rpbs.univ-paris-diderot.fr) [212]. The residues from Thr706
to Ile726 (TM1) and from Leu737 to Leu57 (TM2) were defined as a perfect α-helix and the flanking
residues were defined as coil. This step gave a first all-atom 3D structure for each peptide, which was
then used as an input to Martini / CHARMM-GUI tools (next section).

Box setup

When we started the work, Martini 2 was the main CG Martini force field and Martini 3 was in its
beta version. However, Martini 3 force field came out during the course of this work [164]. We thus
decided to test the two versions of the force-field Martini 2 or Martini 3. We also tested the two possible
charge-states of Lys716 (positively charged or neutral), resulting in a total of four systems.

The Martini 2 systems were built using the CHARMM-GUI Membrane builder [178, 213, 163] with
the Martini 2 coarse-grained (CG) force field [161, 162]. The two peptides were separately embedded
in a mixed lipid bilayer of 50 palmitoyl-oleoyl-phosphatidylcholine (POPC) and 50 palmitoyl-oleoyl-
phosphatidylethanolamine (POPE) (these two lipids are the most abundant in mitochodrion OM). Thus
we had one box with PEPT1 (PEPT1-29 or PEPT1-41) and another one with PEPT2. About 40 water
molecules per lipid were used as solvent for both PEPT1-29 and PEPT2, and about 50 water molecules
per lipids were placed in the system of PEPT1-41. To the solvent were added 0.15M of NaCl for each
system. The two systems were then assembled, in order to have the two peptides embedded in the same
membrane at a distance of about 5.2 nm. In order to obtain a neutral Lys716 system, we replaced in the
ITP file the Qd charged bead by a P1 neutral and polar bead.

Since the mapping between Martini 3 and Martini 2 is different, we could not convert the topologies
directly. Instead, the Martini 3 systems were built from atomistic models of the peptides (using the same
coordinates than for Martini 2) using the martinize2.py workflow module (see https://github.com/
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marrink-lab/vermouth-martinize). These Martini 3 structures of the peptides were then placed in
lieu of the peptides structures in the Martini 2 system. In order to obtain a neutral Lys716 system, we
replaced in the ITP file the SQ4p charged bead by a SN6d neutral and polar bead. As the mapping of
the lipids did not change between the two versions of the force-field, we were able to use the membranes
produced with Martini 2.

Simulation parameters

For all systems, we followed the protocol of CHARMM-GUI which consisted in two energy minimiza-
tions of 5000 steps, followed by an equilibration of 5 simulations within the NPT ensemble. The velocity-
rescaling thermostat [174] at 303.15 K and the Berendsen barostat at 1 bar [173] were applied for a se-
quence of 5 simulations of 1 ns, 1 ns, 1 ns, 0.75 ns and 1 ns (with a timestep of 0.002 ps, 0.005 ps, 0.01 ps,
0.015 ps, 0.020 ps respectively). From the equilibrated system, a last step of 1 ns equilibration (time step
0.020 ps) with the same thermostat and barostat parameters was then used to redefine the velocities of the
system (with a fixed seed). A production run of 10 µs followed, at 303.15 K using the velocity-rescaling
thermostat [174] (lipid, water and proteins coupled separately) and 1 bar using the Parrinello-Rahman
barostat [175] (compressibility of 3.0× 10−4bar−1). Pressure coupling was applied semi-isotropically.
These final two steps were repeated multiple times, the seed being changed for each preceding equilibra-
tion step. A time step of 0.020 ps was used with the leapfrog integrator. Lennard-Jones interactions were
cutoff at 1.1 nm. Bond lengths were constrained using the LINCS algorithm [214]. The reaction-field
method [215] was used for evaluating electrostatic interactions, with a Coulomb distance cutoff of 1.1
nm, a relative dielectric constant of 15. The neighbor list was updated every 20 steps.

Clustering and model extraction

We ran as many simulations as necessary in order two obtain 25 trajectories ending in successful dimer-
ization for each condition (two Martini versions and two protonation states). The unsuccessful trajectories
were discarded. The successful ones were submitted to a conformational based clustering. The first 2
µs of the productions were systematically ignored. All simulations were then concatenated (using 161
frames per simulation representing 8 µs) resulting in a total of 4025 frames. This concatenated trajectory
was used as input to the gmx cluster program of GROMACS. The GROMOS method [181] was used.
Briefly, one first computes the pairwise RMSD matrix of TM1 and TM2 (RMSD of all pairs of confor-
mations, considering backbone beads only) and then group conformations in different clusters. Within
each cluster, any pair of conformations presents an RMSD below a cutoff that has to be chosen. This
non-supervised method (the number of clusters is not fixed and is a result of the clustering) maximizes
the size of the clusters. The cutoff was set to 0.3 nm in order to get 5 to 6 clusters totalizing 80 to 90 %
of all conformations.

Trajectory analysis

The crossing angle between the TM domains calculation was calculated as described by Chothia et al.

[216] using an in-house script. Only the backbone beads of TM1 and TM2 were considered.
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Contacts between TM1 and TM2 were studied using the python library MDAnalysis [217, 218]. The
minimum distance between each residues was then plotted using the R library ggplot2 [219].

A principal component analysis (PCA) of the cartesian coordinates was carried out using the programs
gmx covar and gmx anaeig of the GROMACS package. It was done on a combined trajectory of the
dimerized structures of the 4 systems using the backbone beads of TM1 and TM2. The results are
presented in terms of free energy projection against the two first principal components (PC1 and PC2)
using a grid:

∆G(i, j) =−RT ln pi j

where i and j are indices of the grid points, pi j the probability of finding a conformation in grid point
(i, j) and ∆G(i, j) the relative free energy of that grid point. The lowest free energy was set to 0 kJmol−1.
150 grid points were used for PC1 and PC2.

Lipid packing defects are small apolar areas of the membrane which are accessible to water. They
were quantified using PackMem [52, 145]. A protrusion event is defined as one of the carbon atom of a
tail bulging into the polar layer (or a backbone bead of a lipid tail), extending 0.1 nm above (or below
depending on the leaflet) its phosphorus atom [146, 147]. Protrusions were identified using an in-house
script. Both analyses were performed separatly for each leaflet.

3.2.2 All-Atom refinement of the model

The CHARMM36m force field for proteins [220] and CHARMM36 for lipids [170] were used for the
remaining all-atom simulation described in this section.

System building and equilibration

Prior to all-atom simulations, the loop between TM1 and TM2 was reconstructed and sampled using CG
simulations. We used position-restraints on TM1 and TM2 in order to keep the contacts predicted in the
previous phase. The details of this step can be found in the Supplementary Material (section 3.6). Briefly,
the best loop conformation was chosen based on conformational clustering.

The whole TM domain including the loop was then backmapped using the CHARMM-GUI backmap-
ping tool [221]. We reduced the box size in order to have 100 lipids located around the TM domains, as
well as 40 water molecules per lipids and 0.15M of NaCl. In total, the system consisted in 26144 atoms.

The preceding step introduced a layer of vacuum on the box edges. Using 8 minimizations of 5000
steps, we progressively shrinked the box size to get rid of this vacuum layer and recover periodic bound-
ary conditions. The system was then submitted to a sequence of 6 equilibrations of 125 ps, 125 ps,
2 ns, 2 ns, 2 ns, and 2 ns (with a timestep of 0.001 ps, 0.001 ps, 0.001 ps, 0.002 ps, 0.002 ps, 0.002
ps respectively) in which we progressively released the position-restraints on the protein. The first two
equilibrations were performed within the NVT ensemble, with the Berendsen thermostat, and the follow-
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ing simulations were performed within the NPT ensemble, with the Berendsen thermostat and barostat.
The temperature was maintained at 303.15 K and the pressure at 1 bar. Pressure was applied semi-
isotropically. Electrostatic interactions were calculated with the particle-mesh-Ewald (PME) method
[166, 167], with a real-space cutoff of 1 nm. Van der Waals interactions were computed using a Lennard-
Jones force-switching function over 10 to 12 Å. Bond lengths were constrained using the LINCS algo-
rithm [214]. Water molecules were kept rigid with the SETTLE algorithm [222].

Temperature replica-exchange molecular dynamics

In order to explore efficiently the conformational landscape of the TM domain, we used temperature
replica-exchange molecular dynamics (T-REMD)[157]. The replica temperatures were predicted using
the webserver https://virtualchemistry.org/remd-temperature-generator/ [188] by setting
the exchange probability to 0.2 and the temperature range between 303.15 and 399.83 K. The upper limit
of nearly 400 K was chosen so that conformational sampling of the protein was more efficient, but the
membrane stayed intact (if heated too much, it can explode). In total, we obtained 38 replica.

Each replica was equilibrated at the chosen temperature for 1 ns (time step 0.002 ps) using the Berend-
sen thermostat and barostat (at 1 bar) with different starting velocities. The production run of 500 ns
followed with the velocity-rescaling thermostat [174] (lipid, water and proteins coupled separately) and
the Parrinello-Rahman barostat at 1 bar [175] (compressibility of 4.5×10−5bar−1). Exchanges between
neighboring replicas were attempted every 10 ps. The other settings were identical to those described in
the previous section.

Trajectory analysis

All the analyses were performed either based on individual replica that diffuse in temperature, or on on
the conformations of the bottom temperature (303.15 K). On the latter, crossing-angles (using helical Cα

atoms only), conformational clustering (using a cutoff of 0.2 nm and a distance between the TM1 and
TM2 center of mass below 2 nm) and contact-maps were calculated using the same programs as for the
CG simulations. The cutoff of 0.2 nm used for the clustering was chosen so that each cluster roughly
coincided with the group of points obtained in the PCA analysis below.

A PCA was carried out on a trajectory combining the REMD structures used for the clustering and
the Martini 3 neutral Lys716 structures. To do this, the all-atom conformations were converted to a CG
representation, and concatenated to the Martini 3 structures for the covariance matrix calculation. Only
the backbone beads of TM1 and TM2 were considered.

A conformational clustering was performed on the Cα atoms of TM1 and TM2 using the same al-
gorithm and tool as for CG simulations (cutoff of 0.2 nm). The central structure of the first and third
clusters were then extracted. We selected these two structures because of their positioning within the
deepest energy wells identified by the previous PCA.

Hydrogen bonds were calculated using gmx hbond from GROMACS 2018.5. Contacts within a dis-
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tance cut-off of 3.5 Åand up to 30 degree off-axis angle were considered.

3.2.3 AlphaFold2 predictions

To predict the structures of Fzo1, we used Alphafold version 2.2 [158, 223], and Colabfold 1.3.0 [224],
both monomer and multimer versions. The provided sequences of Fzo1 (from residues 491 to 813, total
length of 323 residues, Uniprot: P38297) and Ugo1 (Uniprot: Q03327) were taken from uniprot [207].

Plasmids,yeast strains and growth conditions.

Mutations on K716 (plasmids MC430, MC437, MC587 and MC589, Table1) were generated by PCR
using QuikChange Lightning Site-Directed Mutagenesis Kit (Agilent Technologies 210518, Santa Clara,
California, USA). The QuikChange Primer Design Program is available online at
https://www.agilent.com/store/primerDesignProgram.jsp and was used to design mutagenic primers based
on the Fzo1 sequence. Standard methods were used for growth, transformation and genetic manipulation
of S. cerevisiae. Minimal synthetic media [Difco yeast nitrogen base 291940 (Voigt Global Distribu-
tion, Inc., Lawrence, Kansas, USA), and drop-out solution] supplemented with 2% dextrose (SD) or 2%
glycerol (SG) were prepared as previously described in Sherman et al, J. Methods in Yeast Genetics
(1986)[225]. All experiments were performed with the fzo1D shuffle strain MCY571 where mitochon-
drial fusion efficiency is maintained by the pRS416-FZO1 shuffle plasmid carrying a copy of the Fzo1
wild-type gene and the URA3 selection marker. This strain was transformed with the pRS314 FZO1 plas-
mids described in Table 1 carrying the TRP1 selection marker and resulting transformants were plated
on SD selective media lacking uracil and tryptophan. Colonies were isolated on SD selective media
and replica-plated on 5’-fluoroorotic acid (5’-FOA) plates to cure the strains from the FZO1 shuffling
plasmid.

Spot assays.

Cultures grown overnight in SD selective media lacking tryptophan were pelleted, resuspended at OD600=1
and serially diluted (1:10) four times in water. Five microliters of the dilutions were spotted onto SD and
SG selective plates and grown for 2 days at 23 °C, 30 °C or 37 °C.

Protein extracts and immunoblotting.

Cells grown in SD selective media lacking tryptophan were collected during the exponential growth
phase (OD600 = 0.7–1). Total protein extracts were prepared using the NaOH/trichloroacetic acid (TCA)
lysis technique[226]. Proteins were separated on 8% SDS-PAGE gels and transferred to nitrocellulose
membranes (Amersham Protran 0,45 µm 10600002; GE Healthcare, Little Chalfont, United Kingdom).
The primary antibodies used for immunoblotting were monoclonal anti-Pgk1 (Abcam ab113687, Cam-
bridge,United Kingdom) and polyclonal anti-Fzo1 (generated by Covalab, Bron, France). Primary anti-
bodies were detected using horseradish peroxidase-conjugated secondary anti-mouse or anti-rabbit anti-
bodies (HRP, Sigma-Aldrich 12-348 and A5278, Saint-Louis, Missouri, USA), followed by incubation
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with a Clarity Western ECL Substrate (Bio-Rad 1705060, Hercules, California, USA). Images of the
immunoblots were acquired using a Gel DocTM XR+ (Bio-Rad) and analysed using the Image Lab 3.0.1
software (Bio-Rad).

Table 3.1: Plasmids used in this study.

Name (Collection number) Description Reference
pRS314 (MC219) CEN, TRP1, Amp [227]
pRS314-FZO1 (MC250) CEN, FZO1 promoter-FZO1, TRP1, Amp [228]
pRS314-FZO1-K716R (MC430) CEN, FZO1 promoter-FZO1-K716R, TRP1, Amp This study
pRS314-FZO1-K716S (MC437) CEN, FZO1 promoter-FZO1-K716S, TRP1, Amp This study
pRS314-FZO1-K716V (MC587) CEN, FZO1 promoter-FZO1- K716V, TRP1, Amp This study
pRS314-FZO1-K716I (MC589) CEN, FZO1 promoter-FZO1- K716I, TRP1, Amp This study

Table 3.2: Saccharomyces cerevisiae strains used in this study.

Name Genotype Reference
FZO1 (MCY571) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 [1]

fzo1∆::LEU2 pRS416-FZO1
fzo1∆ (MCY620) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 This study

fzo1∆::LEU2 pRS314
FZO1 (MCY1261) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 This study

fzo1∆::LEU2 pRS314-FZO1
FZO1-K716R (MCY1402) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 This study

fzo1∆::LEU2 pRS314-FZO1-K716R
FZO1-K716S (MCY1425) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 This study

fzo1∆::LEU2 pRS314-FZO1-K716S
FZO1-K716V (MCY2258) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 This study

fzo1∆::LEU2 pRS314-FZO1-K716V
FZO1-K716I (MCY2259) MATα ura3-1 trp1-1 leu2-3,112 his3-11,15 can1-100 This study

fzo1∆::LEU2 pRS314-FZO1-K716I

3.3 Results

3.3.1 The association of transmembrane helices is reproducible with two coarse-
grained force fields

Our aim was to predict the structure of the transmembrane domain of Fzo1 in a 1:1 POPC-POPE bi-
layer. This lipid composition was chosen considering the two most abundant phospholipids in the outer
mitochondrial membrane and was the same as in our previous study [1]. To evaluate the possible asso-
ciations between the two helices TM1 and TM2 in coarse-grained (CG) simulations, the domain was cut
into two parts and some peptides were defined containing either TM1 or TM2: PEPT1-29, PEPT1-41,
and PEPT2. Each sequence contains also some flanking residues on both the N- and C-terminal sides
(see Figure 3.1A). In the simulations performed with the Martini 2 force field, PEPT1-29 and PEPT2
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were used. However, in the simulations performed with the Martini 3 force field, this short version of the
TM1-containing peptide, PEPT1-29, was observed to exit the membrane, preventing dimerization events.
Inspired by a recent study of Martini 3 dimerization of TM-helices [203], we replaced the short sequence
with the longer PEPT1-41 variant, which contains additional flanking residues at both the N- and C-
termini, effectively reducing the number of ejections. The longer TM1 sequence allowed us to generate
25 successful dimerizations (for each protonation state of Lys716) for subsequent analyses. Because the
simulations with Martini 2 and Martini 3 produced quite similar results in terms of dimer associations,
and because Martini 3 addresses a number of shortcomings of Martini 2, such as exaggerated protein-
protein aggregation, we decided to present only the Martini 3-based results in the remaining sections of
this article. The corresponding Martini 2 results can be found in supplementary Figure S3.4.

3.3.2 Protonation of Lys716 interferes with the formation of a stable TM1-TM2
dimer

The simulations were started with a distance between the two peptides of about 5.2 nm. Most of the time,
spontaneous and irreversible dimerization was observed (Figure 3.1 e1-e2 and f1-f2), but sometimes the
peptide containing TM1 was ejected from the membrane (Figure 3.1 f3-f4-f5). All ejections occurred
on the intermembrane side, which corresponds to the lower leaflet in our simulations. When dimeriza-
tion occurred, we observed that the distance between the two peptides stabilized at 1.5 nm. This event
generally occurred within the first 2 µs in each replicate (supplementary Figure S3.1A). In the Martini
2 simulations, dimerization was irreversible in all runs (supplementary Figure S3.1A). In contrast, in a
considerable number of Martini 3 simulations, TM1 ejection occurred, which affected the dimerization
process. We therefore had to run up to 63 simulations with Martini 3 to obtain the targeted set of 25 tra-
jectories that ended with a stable dimer (supplementary Figure S3.1A and S3.1B). For charged Lys716,
we observed almost 5 times more ejections (38 ejections versus 25 dimerizations) than for the neutral
version (8 ejections versus 25 dimerizations) (see supplementary Figure S3.1). The lower propensity for
dimerization observed with Martini 3 when Lys716 is charged underscores the greater compatibility of a
neutral form for self-association within the hydrophobic environment of the membrane.

3.3.3 Protonation of Lys716 acts as a switch for remodeling the TM1-TM2 inter-
face

Next, we analyzed the TM1-TM2 contacts that resulted from the CG simulations after dimerization. To
identify the most important dimer conformations from the two sets of 25 trajectories, we clustered the
dimers using the GROMOS method [181]. This clustering was based on the pairwise RMSD matrix of
the backbone beads of each pair of dimerized TM domain conformations. In the Martini 3 simulations
with a neutral Lys716, clustering resulted in 5 clusters representing 96% of the conformations, with the
first 3 clusters corresponding to 91.4% of the structures. However, when Lys716 was charged, we found
that the first cluster was smaller, while the others were larger. Also, the total number of clusters was
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larger with charged Lys716. This is an indication of a greater conformational diversity. The same trend
was observed in the Martini 2 simulations (Table 3.3, Supplementary Figure S3.4).

Table 3.3: Cluster populations from the CG Martini simulations. Shown is the fraction of the 5 first
clusters, the sum of these 5 fractions and the total number of clusters.

FF version
charged
state of
Lys716

cluster
1 (%)

cluster
2 (%)

cluster
3 (%)

cluster
4 (%)

cluster
5 (%)

total
(%)

total number
of clusters

Martini 3 neutral 55.7 21.6 14.1 3.4 1.9 96.7 16
Martini 3 charged 34.1 26.7 19.3 6.7 2.3 89.1 25
Martini 2 neutral 60.0 13.9 10.0 7.4 3.0 94.3 13
Martini 2 charged 31.9 25.7 20.6 10.1 4.3 92.6 17

The interactions between the two TM helices can be observed conveniently by plotting the position of
the center of mass of TM1 relative to TM2. All structures used for the clustering analysis were fitted to
the backbone beads of TM2, and the positions of the center of mass of TM1 were then plotted in Figure
3.2A,B. This plot shows the position of TM1 around TM2, which is fixed in the center. Overall, this
analysis reveals that the charge state of Lys716 controls the TM1-TM2 association. For charged Lys716,
TM1 contacts TM2 on the left and top (Figure 3.2B), whereas for neutral Lys716, TM1 contacts TM2
on the right and top (Figure 3.2A). TM-TM contacts are therefore completely different depending on the
charge state of Lys716.

3.3.4 The TM domain energy landscape quantifies Lys716-mediated dimer de-
stabilization

A principal component analysis (PCA) was performed on the dimerized structures from the 4 sets of sim-
ulations. Figure 3.2C shows the projection of each conformation onto the first two principal components,
in terms of free energy, for neutral Lys716 with Martini 3. For charged Lys716 (as well as for Martini 2
simulations), the PCA plots are shown in supplementary Figure S3.4. For neutral Lys716, there is one
main free energy well (Figure 3.2C), whereas there are several shallow wells when it is charged (supple-
mentary Figure S3.4). This observation is consistent with the clustering results (Table 3.3). The charged
residue promotes the exploration of a greater variety of conformations. We compared these results with
dimers previously obtained in Ref. [1] predicted with PREDDIMER [156]. It can be observed that none
of the PREDDIMER predictions match the first 5 clusters or the deepest wells (Figure 3.2A, 3.2B, 3.2C).

For the neutral Lys716 system, the deepest free energy well (Figure 3.2C) coincides exactly with the
center of the first (largest) cluster (Figure 3.2A). Therefore, we decided to choose this latter structure as
our best CG model. We extracted it for further analyses and conformational sampling at the all-atom level
(see below). This best model shows a compact structure characterized by a crossing angle of −137.4◦

(Figure 3.2C) and it is a left-handed antiparallel dimer. The GX3G motif contained in TM2 is involved
in the interaction with TM1 (Figure 3.2C), consistent with the literature [229]. However, this motif is
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usually observed in right-handed dimers [230, 231, 232], which is not the preferred arrangement here.

Figure 3.2: TM1-TM2 contacts determined using Martini 3 and best model extraction. (A,B) Po-
sitions of the center of mass of TM1 around the center of mass of TM2 (midpoint) for neutral (A) and
charged (B) Lys716. The coloring of TM1 positions is based on the cluster to which the structure belongs
to. Shown on the right side of each plot are the central structures of the first three clusters, colored sim-
ilarly. (C) Free energy projection on the first two principal of a PCA analysis (neutral Lys716 system).
This PCA was performed on a concatenated trajectory containing all CG simulations (Martini 2 and 3,
neutral and charged Lys716). On the plot, only the CG data are shown. The crosses 1, 2 and 3 correspond
to the 3 dimers obtained with PREDDIMER in ref. [1]. Shown on the right are two snapshots of the best
model (labeled "a" and corresponding to the center of cluster 1 in panel A and to the deepest free energy
well), together with its crossing angle. The glycines of the GX3G motif are shown in van der Waals
representation. Lys716 is shown in stick representation. (D) Contact map of the best model. (E,F) Best
model back-mapped to an all-atom representation with the loop between TM1 and TM2 added. The pro-
tein is shown in a cartoon representation. TM1 and TM2 are shown in yellow and the flanking residues
(with the loop) are shown in orange. Lys716 is shown in stick representation, and the GX3G motifs are
shown in van der Waals representation. The phosphorus atoms of the lipids POPC and POPE are shown
as blue spheres, and the water molecules are shown as cyan sticks. The loop was added according to the
procedure described in the supplementary material.

To have a better idea of the contacts, Figure 3.2D shows a contact-map of this best CG structure,
and Figure 3.2E and 3.2F shows a back-mapping of it to an all-atom representation. The part of each
helix involved in the interaction ranges from T706 to N720 for TM1 and S738 to L753 for TM2. The
N-terminal part of TM1 interacts mainly with the C-terminal part of TM2 (Figure 3.2B).
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3.3.5 Charged Lys716 destabilizes the membrane

The presence of a Lys residue in the middle of a TM helix raises the question of its putative role in the
fusion process. Here, we performed CG simulations of the dimerization of TM1 and TM2 (as well as
some flanking residues) with charged or neutral Lys716, allowing us to assess the effects of the dimers
on the surrounding membrane environment. Thus, we analyzed two parameters associated with the onset
of hemifusion, the fusion of the outer layers of each membrane: (i) lipid packing defects, which quantify
the hydrophobic membrane surface in contact with the solvent [52, 145] and (ii) lipid tail protrusions,
defined as the appearance of a carbon atom (or a coarse-grained bead belonging to a lipid tail) protruding
above the level of the phosphate group [146, 147]. When such a protrusion occurs, the hydrophobic lipid
tail is assumed to be in contact with the solvent. Thus, both parameters indicate the probability that the
hydrophobic tails are exposed to the solvent, which is a prerequisite for hemifusion [233, 234, 235].

For lipid packing defects, the π constant provides information on the occurrence and size of such
defects, with a higher value indicating more frequent and larger defects. Interestingly, the π constants
are higher when the TM domains are present compared with pure membranes (supplementary Figure
S3.2A). The constant for charged Lys716 is slightly higher, which suggest more packing defects, than
that for neutral Lys716. The effect is however too modest to draw a definitive conclusion for this param-
eter. As for the protrusions, the presence of the protein favors their occurrence (Supplementary Figures
S3.2B), which is consistent with the analysis of packing defects. In addition, an increased occurrence
of protrusion events is observed when Lys716 is charged, indicating a destabilizing effect of the charge
on the membrane. In summary, the route to hemifusion is favored not only by the presence of the TM
domain, but the charge state of Lys716 also matters.

3.3.6 Replica exchange MD provides a refined atomistic model and verifies stable
TM assembly

To fine-tune a model of the whole TM domain, we performed all-atom simulations (AA) using an en-
hanced sampling technique, temperature replica-exchange molecular dynamics (T-REMD). As a starting
structure, we chose the best dimer of the Martini 3 simulations obtained with neutral Lys716, as described
above and in Figure 3.2. The missing loop was added and sampled as described in the supplementary
methods. Finally, the system was back-mapped to an AA representation (see Figure 3.2E and 3.2F) and
used as the initial structure for a T-REMD simulation of 500 ns. In total, 38 replica were simulated
ranging from 303.15 K to 400 K. This REMD protocol allowed us to test the robustness of the model by
exposing it to high temperatures while maintaining a physical Boltzmann distribution at each tempera-
ture.
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Figure 3.3: TM domain prediction based on REMD simulations. (A) Positions of the center of mass
of TM1 around the center of mass of TM2 (center point) colored as function of the free energy. The
orange cross is the best CG model obtained with Martini 3 (in Figure 2) used as a starting point of the
REMD. (B) Free energy projection on the first two principal components of a PCA analysis. This PCA
was performed on a concatenated trajectory containing Martini 3 (neutral K716) and all-atom (bottom
temperature) conformations. On the plot, only the all-atom data are shown. The crosses 1, 2 and 3
correspond to the 3 dimers obtained with PREDDIMER in ref. [1]. The structures selected for both (A,
B) have a TM1-TM2 COM-COM (center-of-mass) distance of less than 2 nm. (C,D) Center structure
of the first and third cluster respectively, for a cutoff of 0.2 nm. These clusters roughly correspond to
the 2 main free energy wells (bluest parts) seen in (A,B) and labeled C and D. The TM domains and the
flanking residues are in cartoon representation. TM1 and TM2 are in yellow, and the flanking residues
(with the loop) are in orange. The glycines of the GX3G motif are shown in van der walls representation.
The Lys716 is shown in stick representation. (E,F) Contact map of the models (C,D) respectively. (G,H)
Addition of respectively (C) and (D) to the model of Fzo1 built by De Vecchis et al. in 2017 [1]. TM1
and TM2 are seen in yellow, the other residues used for the REMD are seen in orange, HRN is in purple,
HR1 in blue, HR2 in green and the domain GTPase is in red. The residues that do not belong to a specific
domain are in light grey. The second image is the TM portion, zoomed in. The residues before Ser702
and after Lys761 are represented in transparent gray.
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We first analyzed the behavior of each replica as it propagated through temperature space. Of the
38 replicas, 19 showed persistent interactions between the two TM helices (center of mass / center of
mass distance below 2 nm) throughout the simulation, 12 showed TM dissociations, while 7 showed TM
dissociations and re-associations (Supplementary Figure S3.5A). Importantly, the Cα RMSD of TM1
and TM2 showed minimal structural changes for each replica when the two TM regions maintained their
interaction during the simulation (Supplementary Figure S3.5B), indicating stability and robustness of
the original structure.

Next, we focused on the ensemble of structures at the lowest temperature (303.15 K) (Figure 3.3).
In total, 79.2 % of the conformations presented stable TM1 / TM2 contacts. In addition, all conforma-
tions showed stability of their secondary structures in the two TM helices, even those which displayed
dissociation (Supplementary Figure S3.6). Figure 3.3A shows the position of TM1 around TM2 fixed at
the center, similar to Figure 3.2A for CG simulations, in terms of free energy. The conformations of the
bottom temperature quickly left the area of the starting structure (represented by a cross), and populated
mainly the right side of TM2, as well as its upper side but in a less pronounced way. The Martini 3
simulations had captured the right and upper parts overall, but not the exact upper right region found
here.

In the following, we consider only the conformations with TM1 / TM2 in contact. From this ensemble
of structures, we extracted the two best models of the entire TM domain from the two wells with the
lowest free energy, as shown in Figure 3.3A-F. The two wells are labeled C and D in panels 3.3A and
3.3B, whose structures are shown in panels 3.3C and 3.3D. In both models C and D, TM1 touches TM2
in the lower part (the most likely contacts in Figure 3.3E-F are below the diagonal of the contact map),
especially in model C. Both models C and D were then compared with the overall Fzo1 model that we
proposed in 2017 [1] to check which model fits better (Figure 3.3G-H). As can be seen, model D (Figure
3.3D/H) fits better with the overall model of Fzo1 because the TM domain can be connected to the rest
of the model at both the N- and C-terminal sides. We therefore selected model D as our best all-atom
model. However, it is important to keep in mind that the TM contacts have a certain degree of flexibility,
so that the alternative conformation C cannot be completely excluded.

We also analysed the promiscuous stabilizing interactions between TM1 and TM2 (Figure 3.3E-F).
While we observed a similar set of residues involved in the interactions in TM1, there is a clear shift in
the interactions involving TM2 (Figure 3.3). Instead of Gly745 and Gly749 of the GX3G motif, residues
Val741 and Leu748 were the most involved in the interactions. We also found that among the structures
located within the energy wells (Figure 3.3), Thr706, Leu709, Gly713, Lys716 from TM1 and Leu737,
Val741, Val744, Leu748 from TM2 were the most promiscuous residues.

In terms of hydrogen bonds, we found some between the side chains of Lys716 and Ser738 with 8%
of persistence. However, the latter residue frequently formed hydrogen bonds with the side chain of the
TM1 residue Asn720 (12% of persistence) as well as with the residues of the loop from Lys726 to Lys735
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(both side chains and backbone with 7% of persistence) and most frequently with the solvent (21% of
persistence).

3.3.7 Experiments show that the polar residue 716 is crucial for mitochondrial
respiration in yeast

Figure 3.4: The polarity of K716 is essential for Fzo1 function. (A) Anti-Fzo1 and anti-Pgk1 im-
munoblots of total protein extracts prepared from, fzo1∆ shuffle strains transformed with an empty plas-
mid or plasmids expressing FZO1 WT or mutated in K716. (B) Dextrose and glycerol growth spot assay
with strains used in (A).

We sought to obtain experimental confirmation of our theoretic observations on residue K716. We rea-
soned that mutating this Lysine into apolar residues (I or V) should impact mitochondrial fusion efficiency
while mutation into polar (S) or charged (R) residues should have no effect. To test this prediction, we
took advantage of the established link between mitochondrial fusion efficiency and respiratory growth
of Saccharomyces cerevisiae. Depending on the carbon source provided in their media, yeast cells grow
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through either fermentation or respiration. Dextrose is a fermentative carbon source that inhibits respira-
tion whereas Glycerol is a fully respiratory carbon entry [236, 237]. Consequently, since mitochondrial
fusion is essential for respiration, its inhibition abolishes yeast growth in Glycerol-containing media
[94]. WT, fzo1∆ and cells expressing distinct versions of Fzo1 mutated in K716 as the sole source of
Fzo1 (Fig. 4a) were thus subjected to serial dilutions growth assays on Dextrose or Glycerol-containing
media at 23, 30 or 37°C (Fig. 4b). All mutants were expressed at levels comparable to WT Fzo1 (Fig.
4A). However, respiratory growth of FZO1 K716I and FZO1 K716V cells was abolished at all temper-
atures, similar to fzo1∆ cells. In contrast, respiratory growth of FZO1 K716S and FZO1 K716R cells
was not affected, similar to WT cells. These results indicate that mutation of Lys716 to an apolar residue
(K716I or K716V) impairs respiration likely because of an inhibition of mitochondrial fusion. Moreover,
mutation of Lys716 to an Arg (K716R), the main alternative in Mammalian mitofusins, or Mutation of
Lys716 to a polar residue (K716S) has no effect on respiration. In this context, the positive charge of Arg
or Lys does not seem to be mandatory, but the residue polarity of Lys, Arg or Ser at position 716 would
be essential for mitochondrial fusion.

3.4 Discussion
Our extensive simulations provide new insights into the structure and dynamics of the transmembrane
domain of Fzo1. Comparison with previous predictions reveals important differences, while independent
validation suggests that the refined model accurately reproduces the folding of the TM domain. In this
discussion, we first examine the robustness of the predicted TM1-TM2 interface in different simulation
methods. Comparison of coarse-grained and all-atom approaches shows the robustness of the main TM
domain contacts. Next, we explain how our extensive multiscale simulations have led to a new structural
model that significantly improves on previous computational predictions for the Fzo1 TM domain. We
analyze the areas where our model deviates and discuss on the possible reasons for the increased accuracy.
An independent prediction of the Fzo1-Ugo1 complex from AlphaFold2 is used to externally validate
our new TM domain fold. We examine the remarkable agreement between these completely different
approaches. We then discuss the functional implications of our refined structure, including how specific
residues may be actively involved in the membrane fusion process. Our model sheds light on how the
properties of the TM domain may facilitate the hemifusion and full fusion stages. Finally, we compare
the results with other studies of dimerization, which give a consistent picture of such processes when
examined with coarse-grained MD simulations.

3.4.1 The TM1-TM2 interface is robust across force fields and levels of represen-
tation

To investigate the possible association of TM1 and TM2, we generated twenty-five 10 µs coarse-grained
(CG) MD trajectories showing dimerization. Although the TM1-TM2 biological construct is connected
by a loop in the intermembrane space, we intentionally cut the TM domain into two peptides so that
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dimerization was freely driven by TM1-TM2 contacts within the membrane. This assembly approach can
be considered equivalent to docking, but confined within an explicit membrane environment. Because
we used the CG Martini force fields [161, 162, 164] with smoother energy surfaces than a fully atomistic
model, we were able to benefit from accelerated kinetics and thus efficiently sample the different modes
of interaction of the two TM helices. As a result, we obtained robust statistics on TM1-TM2 contacts.

Our protocol was first tested with the Martini 2 force field (supplementary Figure S3.4). During
the progress of this work the Martini 3 force field was released, which encouraged us to use it as well.
Interestingly, the Martini 2 simulations yielded a very similar dimerization pattern compared to Martini
3, albeit with a stronger association, which is a known artefact of Martini 2 [164]. Conformational
clustering showed the same trends for both force fields, i.e., the charged Lys716 system has a larger
number of clusters, and the first cluster of the simulations with neutral Lys716 accounts for more than
50% of the sampled structures. Experimentally, some 2H experiments were performed on a TM helix
containing a Lys in its center [205]. A charged Lys was leading to a multistate behavior in terms of
peptide orientation in the membrane (tilt and azimuthal rotation), whereas a neutral Lys gave a single
orientation. In our CG simulations we have two TM helices dimerized, but we find the same kind of
behavior since we get a single free energy well for neutral Lys716, and multiple shallow ones for the
charged version.

When the model was subjected to all-atom simulations (AA) using an enhanced sampling method
(T-REMD), we observed a slight shift in the most frequent interactions between the two TM helices.
Lamprakis et al. showed that Martini 3 does not always favor the experimentally solved interface of
interactions between TM domains [238] and recommended that a refinement procedure be used. Nev-
ertheless, the interfaces of the interactions involving TM1 are overall the same in the Martini 3 and
CHARMM36 refinements. The change to a detailed AA representation affected mainly the interactions
involving TM2, while in the overall model, the interface of the interactions and the crossing angle were
only slightly affected.

3.4.2 How can we interpret TM1 expulsion from the membrane with Martini 3?

Next to experiments of biophysics or cellular biology, CG simulations with Martini 2 or 3 have been
widely used to predict TM-TM helix dimerization (or higher order oligomerization), for example in
recent refs [239, 240, 241, 242]. Both force field versions are able to predict TM-TM interfaces, but
Martini 2 has a tendency to overaggregate TM segments. Considerable efforts have thus been put in
the development of Martini 3 to solve this issue [164]. This new version was recently tested on many
known TM-TM dimers with success [203], but the authors highlighted the ability of Martini 3 to sample
alternative conformations as well as the importance of flanking residues (around TM helices). Subsequent
studies found the possible ejection of TM helices with Martini 3 [242, 243], ending adsorbed on the
membrane in a horizontal orientation. To avoid this, some solutions were proposed such as adding
position restraints or rescaling protein-water van der Waals interactions [244]. In summary, Martini 3
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is still in a testing phase by the scientific community. We are learning progressively how it behaves and
how to interpret its outcomes by testing it on several different systems. In our case, we tested the rescaling
procedure [244], but still observed TM1 ejections (data not shown).

In this context, how can we interpret the ejections of TM1 observed in our simulations with Martini
3? On one hand, this is unexpected since we are dealing with a TM helix. 2H NMR experiments have
confirmed that a single TM helix containing a Lys in its center assumes a transmembrane topology re-
gardless of the charge state [205]. On the other hand, we have to consider that there are 3 consecutive
polar residues STK in the middle of TM1. Moreover, Lys 716 may be charged depending on the con-
ditions. In the context of the full protein, which bears the HR1 cytoplasmic domain on its N-terminal
side, these ejections are probably not realistic. But due to the simplified description of coarse-grained vs
all-atom representation (fixed secondary structure, etc.), due to the absence of the cytoplasmic domains,
this is how Martini 3 is warning us that something is going on with TM1: it is not an ideal helix for a
hydrophobic environment like the center of a membrane. Yet, we demonstrated that TM1 destabilizes
the membrane. If Lys716, were to be charged, this would be even more pronounced. This is interesting,
because in the context of membrane fusion, a TM helix able to destabilize the membrane is clearly an
asset, such as in SNARE proteins [154, 199]. We discuss this aspect further 2 sections below. Last, as
stated by Sahoo et al., we observed that the flanking residues matter, since the longer PEPT1-41 under-
went less ejections than the shorter PEPT1-29 [203]. We also observed that charged Lys716 was ending
in far more ejections than neutral Lys716. The ratio of ejections may thus be seen as a proxy towards the
likeliness to perturb the membrane.

3.4.3 Extensive multiscale simulations yield a new structural model of the Fzo1
TM domain improving over previous predictions

The TM domain model refined with our multiscale protocol shows significant deviations from the 2017
prediction [1]. The soluble part of the previous model could be validated by experimental mutation
studies, while the TM1-TM2 contacts of the transmembrane part were based on an ab initio prediction
by the PREDDIMER method [156] that could not be experimentally assessed at that time. Of the three
PREDDIMER models created, the highest scoring conformation was selected, a right-handed antiparallel
dimer characterized by a crossing angle of 119.7◦. In contrast, the model created here with Martini 3 is
a left-handed antiparallel dimer with a crossing angle of -137.4◦, and the model refined with REMD has
an angle of -161.4◦. In addition, the Martini 3 model shows involvement of the GX3G motif, while the
refined model no longer shows interaction of these residues with TM1. This motif could thereby be free
for other contacts such as homodimerization, or with another partner in the membrane. In addition, TM1
shows no matching interactions with the residues observed with PREDDIMER. T715 is most closely
associated with the GX3G motif in the PREDDIMER model, whereas in the new model it is not T715
but L709, Y710, and G713, among others.
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3.4.4 An independent Fzo1-Ugo1 complex prediction matches the novel TM do-
main fold

The field of structure prediction has been revolutionized recently by the success of AlphaFold2 (AF2)
[158, 223]. Other systems have appeared like ESMfold [245], and it has been shown that comparing
those tools could help solve structures [246]. These observations prompted us to use AF2 and ESMFold
to independently predict the structure of the TM domain of Fzo1.

Using AF2, we first predicted the TM domain of Fzo1 alone, then a whole Fzo1 monomer and a
homodimer of Fzo1. All these predictions led to the two TM helices unstructured, with a low pLDDT
(Predicted Local Distance Difference Test), which is the confidence value per residue (Supplementary
Figure S3.8). This observations seems to echo the difficulty to predict membrane-inserted protein seg-
ments with AF2.

Figure 3.5: AlphaFold2 prediction of Fzo1 in interaction with Ugo1. (A) Scheme of the protocol.
(B,C,D,E) The four proteins are in cartoon representation. In dark blue and light blue are the models
of Ugo1. TM1 and TM2 are seen in yellow, the other residues used for the REMD are seen in orange,
HR1 in blue and HR2 in green. The residues that do not belong to a specific domain are in light grey.
(B) The overall result of AlphaFold. (C) Zoom on the TM domains of the Fzo1-small dimers. (D) One
Fzo1-small monomer. (E) Zoom on TM1 and TM2 of Fzo1-small monomer. (F) Contact map of TM1
and TM2.

In yeast, Fzo1 has an important biological partner in the outer membrane named Ugo1 [108] which
is involved in mitochondrial fusion [109, 247]. Interestingly, when two Fzo1 monomers and two Ugo1
monomers were subjected to AF2, we observed that the two TM helices were correctly predicted to
interact with each other (Figure 3.5). Strikingly, compared to our best model from the REMD simulations
(Figure 3.3D), the two structures are very close: the RMSD (on backbone Cα atoms of TM1 and TM2
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only) is as low as 0.27 nm, the promiscuous residues are very similar, and the crossing angles are close (-
159◦ for AF2, -163◦ for our model) (Figure 3.5). Moreover, the AF2 model shows that the TM domain of
each Fzo1 monomer interacts with each other around the TM helices (mainly TM2-TM2 contacts). This
result is interesting because it suggests that Fzo1-Fzo1 dimerization may also involve contacts between
the two TM domains. As the GX3G motif does not actually interact with TM1, these TM2 residues could
be involved with the other monomer, even if we find closer interactions with other residues.

In summary, the overall agreement between our strategy and an artificial-intelligence-based method
reinforces the pertinence of our physics-based model.

3.4.5 Could Fzo1 TM domain play an active role in membrane fusion?

The fusion process starts with the two membranes getting close to one another. The approach is fol-
lowed by the formation of a stalk intermediate resulting from the mixing of the outer bilayer leaflets.
Then a hemifused state follows prior to the final fused state. Outer leaflet mixing is possible when the
hydrophobic areas are in contact with one another [49].

Recent experimental studies have shown the importance of lipid conformations in the initiation of the
outer leaflets mixing. The ability of lipids to splay, i.e. expose a part of their hydrophobic tail towards
the solvent also known as protrusion, was shown to trigger membrane fusion [248]. It was also shown
that lipid packing defects, small hydrophobic areas exposed to the solvent, were qualitatively correlated
to the nucleation rate of fusion [235]. Protrusions and packing defects are logically directly correlated on
lipid composition and membrane curvature [52, 249, 145, 147]. These two parameters are thus critical in
the initiation of membrane fusion.

Regarding membrane fusion mediated by proteins, it is now well established that their TM domains
play a pivotal role [250]. In the well-studied case of SNARE proteins, the unique presence of a single
TM helix in each leaflet catalyses outer leaflet mixing [154]. The TM helix sequence matters since some
mutants induce less protrusions than the wild type [199]. In addition, the lipids are more perturbed near
the TM helix than far away. Another well known example is the influenza fusion peptide [234]. Again,
the TM sequence is decisive for the generation of protrusions around it (leading to membrane fusion),
while some mutants are less efficient. A recent experimental study on model TM helices has also shown
that the amount of lipid splay (i.e. protrusion) was directly correlated with membrane fusion [248]. Also
there it was sequence dependent, a poly LV16 being more efficient than a poly L16 TM peptide. Similar
to these examples, our results suggest also a destabilization of the membrane promoted by the presence
of the Fzo1 TM domain.

We discuss now the possible role of Lys716 in membrane fusion. First, this lysine is well conserved
in fungi (Figure S3.8). In mammals, an arginine is rather found at this position. In organisms that have
a full TM domain (not a paddle which only partially binds the membrane like in bacterial BDLP), it
is interesting to note that evolution have conserved a basic residue in the middle of TM1, which raises
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questions about its role. Our experiments showed that mitochondrial respiration is disabled when Lys716
is mutated to an apolar residue (Leu or Val), but mutation to an Arg or Ser has no effect on respiration.
Amino-acid polarity is thus required, but having a basic one is not mandatory. These data are in line with
the membrane destabilization hypothesis, since a polar residue will anyway pertub the membrane (recall
there are also two other polar residues next to Lys716). However, these findings do not preclude the
possibility of Lys716 positive charge to play a role. The experiments of Gleason et al. evaluated the pKa
of a Lys in the middle of a TM helix to be around 6.2 at 50 ◦C [205]. Correcting for temperature, the pKa
was then estimated to be ∼ 6.5 at 37 ◦C and ∼ 6.8 at 25 ◦C. Given an acidic pH in yeast cytoplasm[251],
these values would suggest that Lys716 could be, at least partially, protonated.

The role of positively charged residues is not new in the context of membrane fusion. In the case
of the SNARE fusion machinery, Lindau et al. examined the transmembrane domains in detail and hy-
pothesized that well-placed charges could significantly assist membrane deformation and destructuring,
thereby initiating the fusion process. In particular, they investigated the role of charged residues at the end
of a Syb2 TM domain construct when pulled into the membrane [198]. It has further been suggested that
charged motifs play an important role for fusion to occur, such as shown by the bilayer destabilization by
a conserved membrane-embedded motif at the juxtamembrane region of the vesicle-anchored v-SNARE
comprising for fusion to occur, membrane bilayers must be destabilized by a conserved membrane- em-
bedded motif located at the juxtamembrane region of the vesicle- anchored v-SNARE comprising several
basic residues [252]. In TM1 of Fzo1, the Lys is in the middle of the TM helix, not flanking it, but it
does not exclude that a similar mechanism may be operating. Overall, these observations echo the idea
of a protonation-state induced switch of Lys716 to assist membrane fusion. Such a switch could increase
membrane destabilization when the cell needs to fuse its mitochondria. The lack of effect when the Lys
is mutated in a polar, but not titratable, residue is however arguing against this effect being decisive. It is
therefore tempting to speculate that the ability to protonate could be associated with some other function
of Fzo1, besides mitochondrial fusion.

3.5 Conclusion
We have constructed an improved model of the TM domain of mitofusins using both coarse-grained
and all-atom molecular dynamics. This model has been further confirmed using the deep-learning toll
AlphaFold2. This model has revealed the role of Lys716 that is found in the middle of the membrane. The
importance of this residue is confirmed by its evolutionary conservation and the effect of its mutations on
mitochondrial fusion. Further studies will therefore be needed to explore the exact role of this residue in
mitochondrial fusion but could also target other functions associated with mitofusins.
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3.6 Supplementary Material

Coarse-grained loop conformational sampling

System Building

The center of the first cluster obtained through Martini 3 simulations with a neutral Lys716 was selected
for the following simulations. The lipids and solvent of the corresponding frame were also extracted.
This dimer conformation was used as a starting point for the addition of the missing residues between
PEPT1-41 and PEPT2 (containing respectively TM1 and TM2).

In order to add the missing residues between TM1 and TM2, a structure of the loop was built using
Basic Builder 1.0.2 on the Mobyle server (https://mobyle.rpbs.univ-paris-diderot.fr) [212].
This structure was then converted to coarse-grained (CG) representation using the martinize2.py work-
flow module of the Martini 3 force field. As a first step, the residues at the end of the loop were used to
align the structures of the dimer with the structure of the loop. Coordinates of residues Lys727 to Lys736
of the dimers were then removed and replaced by the coordinates of the structure available. Residues
Arg695 to Thr701 included were also removed.

Simulation parameters

The GROMACS 2018.5 program was used to perform all MD simulations [177]. This system was then
subjected to two energy minimization phase of 5000 and 10000 steps. Position restraints of 100000
kJ.mol−1.nm−2 were used for the TM1 and TM2 residues. Subsequently, all simulations were performed
within the NPT ensemble. The velocity-rescaling thermostat [174] at 303.5K and the Berendsen baro-
stat at 1bar [173] was applied for 500 ps of equilibration, with a time step of 0.01 ps. The position
restraints for the TM1 and TM2 residues were lowered at 20000 kJ.mol−1.nm−2. A production run of 5
$µ$s followed at 303.5K using the velocity-rescaling thermostat [174] (lipid, water and proteins coupled
separately) and at 1 bar using the Parrinello-Rahman barostat [175] (compressibility of 3.0 x 10\-4 bar).
Pressure coupling was applied semi-isotropically. The position restraints for the same residues were fixed
at 1000 kJ.mol−1.nm−2. A time step of 0.01 ps was used with the leapfrog integrator. Lennard-Jones
interactions were cutoff at 1.1 nm. Bond lengths were constrained using the LINCS algorithm [214]. The
reaction-field method [215] was used for evaluating electrostatic interactions, with a Coulomb distance
cutoff of 1.1 nm, a relative dielectric constant of 15. The neighbor list was updated every 20 steps.

At the end of this stage, we thus have a coarse-grained system with TM1 and TM2 connected by the
loop and embedded in the bilayer surounded by solvent and ions.

Clustering

The loop was submitted to a conformation based clustering. The first 200 ns of the production were
ignored, resulting in a total of 9601 frames. The frames underwent a clustering with the GROMOS
method [181] using a cutoff of 0.2 nm (in order to obtain around 5 clusters representing 80-90 % of all
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conformations). The center conformation of the first cluster was then selected for the next step.

3.7 Supplementary Results

Supplementary Figure S3.1: Distance between the center of mass of the two TM domains, as a func-
tion of time. (A) Results for Martini 2 and Martini 3 systems. For all trajectories, TM1 and TM2 have
dimerized after 2 µs. (B) Results for Martini 3 simulations for which TM1 was expelled from the mem-
brane. There are way more TM1 expulsions for the charged lysine than for the neutral one.
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Supplementary Figure S3.2: Effect of the TM domain on lipid properties relevant for fusion. (A)
Illustration of lipid packing defects between polar heads. (top) Scheme of a bilayer. Polar heads are
represented in dark blue spheres, aliphatic tails in gray sticks, water in light blue surface. (bottom) Top
view of the bilayer with the grid. Blue spheres are the lipid polar heads, the orange surface is the TM
peptide (not considered in the analysis), the green dots are elementary defects. A packing defect is
defined as a merge of contiguous elementary defects. It represents a spot where polar heads are not well
packed against each other, leaving some apolar area exposed to water. (B) Packing defect π constants
in units of Å2 for the Martini 3 simulations. (C) Definition of a protrusion event. (top) Definition of a
lipid “splay” which typically occurs when the terminal beads of a lipid tail (gray spheres) goes above the
phosphate bead (dashed blue line). (bottom) Definition of a lipid “elbow” which occurs when the first
beads of the aliphatic tail (C1 and/or C2) goes above the phoshate group (dashed blue line). (D) Average
number of protrusions per lipid. (E) Average number of protrusions per lipid as a function of the distance
from the TM domain.

Supplementary Figure S3.3: Position of TM1 relative to TM2 colored as a function of the free energy.
(A) Neutral Lys716. (B) Charged Lys716. This plot is obtained by aligning all conformation on TM2
backbone beads (center point), so that we can observe how TM1 is placed around TM2. Each plot is
colored as a function of the free energy. For neutral Lys716, there is one main deep well, whereas there
are many shallow wells for charged Lys716.
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Supplementary Figure S3.4: PCA colored as a function of the free energy for the MARTINI simula-
tions. The PCA was performed on all concatenated trajectories, but only one condition is shown in each
plot, so that the 4 conditions are comparable. For neutral Lys716, there is one main deep well, whereas
there are many shallow wells for charged Lys716.

Supplementary Figure S3.5: Conformations of the TM domain during the REMD simulations. (A)
Distance between the center of mass of TM1 and TM2 as a function of time for for all replicas. (B)
RMSD of TM1 and TM2 (considering Cα only) with respect to the starting structure as a function of
time. For both panels, we follow each replica which diffuse in temperature space (thus the trajectories
are continuous). The bands becoming yellow in panel A and light blue in panel B undergo TM1-TM2
dissociation, those remaining dark indicate intact TM1-TM2 contacts.
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Supplementary Figure S3.6: Supplementary results of the REMD. Here is shown the ensemble of
structures at 303.15 K (thus this does not represent a continuous trajectory). Both TM1 and TM2 remain
α-helical.

Supplementary Figure S3.7: Comparison of the PCA between AA and CG simulations. (A) Martini
3 Lys716 neutral structures colored as function of free energy. (B) REMD structures colored as function
of free energy. (C) REMD structures colored as a function of the cluster number to which they belong
to. The PCA analysis was performed on a concatenated trajectory between AA REMD simulations and
Martini 3 (neutral Lys716) simulations, so that they can be compared. However, in panel A or B, only the
Martini 3 or AA simulations are shown respectively. Note that panel B is identical to panel B of Figure
3.3. The way the PCA was done illustrate how the AA simulations (panel B) transition to a new region
from the starting structure obtained with Martini 3 (panel A).
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Supplementary Figure S3.8: Fzo1 model predicted with AlphaFold2. (A) Model colored as a function
of pLDDT (predicted local distance difference test, i.e. the confidence score of AlphaFold2). (B) Model
colored as a function of Fzo1 domains (TM in orange, HR1 in cyan, HR2 in green, HRN in purple,
GTPase in red, the rest in gray). (C) Model built in 2017 [?] for comparison purposes. In each panel,
the model is shown in cartoon representation. The AlphaFold2 model shows a large portion of the TM
domain predicted as unfolded with a low pLDDT. Compared to the model of 2017, the AlphaFold2 model
presents a new placement of the HRN domain, the absence of a hinge in the heptad-repeat domains HR1
and HR2, and a different orientation of the GTPase domain.
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Supplementary Figure S3.9: TM domain sequence alignments from eucaryotic mitofusins. Each
predicted TM helix is represented as a yellow rectangle. The basic residue in TM1 is highlighted in red.
For most yeast species, a lysine is found, whereas an arginine is found in mamals.
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CHAPTER 4

A CASE BY CASE STUDY OF THE
PROTEIN-MEMBRANE INTERACTIONS OF
MARTINI2 AND MARTINI3 FORCE-FIELDS



4.1 Introduction
Molecular dynamics (MD) simulations provide a unique opportunity to investigate biological processes
with exceptional spatial and temporal precision, surpassing the limitations of experimental approaches
[253]. Indeed, despite the computational time and cost, simulations offer the ability to capture atomic-
level details and explore dynamic processes occurring at very short timescales, thus providing valuable
insights into molecular behavior. Simulations can also sample diverse conformations and configurations,
contributing to a more comprehensive understanding of biological systems. Moreover, certain biologi-
cal states or conformations might be difficult to access experimentally due to kinetic barriers or limited
experimental conditions. Here, MD simulations prove to be particularly advantageous, as they can over-
come these limitations and reveal elusive states that are otherwise challenging to observe. Additionally,
MD simulations furnish detailed information on molecular interactions, energetics, and spatial arrange-
ments. These insights are often difficult to obtain through experiments alone, underscoring the unique
value of simulations in enhancing our comprehension of intricate molecular phenomena. To enable these
simulations, biomolecular force field parameters have been developed extensively, encompassing diverse
molecules such as inorganic ligands, small organic compounds, proteins, lipids, and nucleic acids. These
force fields are carefully tuned and validated based on thermodynamic measurements and structural fea-
tures of individual components, such as soluble proteins or lipid bilayers.

Nonetheless, numerous pertinent biological processes encompass significantly larger biomolecular
assemblies or unfold over extended periods, requiring simulations that span considerable timeframes and
use considerable computational power. As seen before in the previous chapters (Material and Methods
Chp. 2, Fzo1 TM study Chp. 3), the computational complexity of these challenges can be reduced by
grouping atoms into single particles referred to as "beads". These coarse-grained (CG) models vary in
resolution, encompassing representations that involve one or a few beads per amino acid up to a single
bead per hundreds or thousands of DNA bases. The Martini model stands as one of the most widely
adopted coarse-grained (CG) models in biomolecular simulation, owed to its user-friendly building block
approach. Utilizing a four-to-one mapping scheme, the Martini model aggregates an average of four
heavy atoms and their associated hydrogens into a single CG bead [161, 162, 163] (a more detailed
description of the force-field can be found in Material and Methods Chp. 2, Figure 2.10).

The primary motivation for employing CG models is the accelerated sampling they offer. This
speedup can be attributed to four key factors [254] (Figure 4.1). (i) The first one is a reduced number of
particles to compute (less degrees of freedom) and a decreased number of neighbors to take into account.
The reduction factor varies from 3 to over 10, as certain models can map multiple water molecules into
a single CG particle. The Martini model traditionally consider 1 water particle to be equivalent to 4
water molecules. (ii) The second reason is that only short-range interactions are computed (with a cut-
off at 1 nm). Costly Particle Mesh Ewald (PME) methods are unnecessary as the short-range potentials
effectively capture the electrostatic interactions. (iii) The third factor is an other consequence of low
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number of degrees of freedom (DOFs). Due to the smoothing of the potential energy surface resulting
from reduced DOFs, there is less friction, leading to a phase space that is more highly sampled within the
same simulation time. (iv) Lastly, the overall smoother energy surface allows for the utilization of larger
integration time steps, typically in the range of tens of femtoseconds, as opposed to the 1-4 femtoseconds
used in all-atom MD simulations.

Figure 4.1: Comparison of a Coarse-Grained system with its All-Atom version. The CG system is
shown in van der Waals representation. The all-atom system is shown in licorice representation. Water
particles (CG) and water molecules (all-atom) are represented in cyan. Lipids are represented in orange.
The phosphate group particle (CG) and phosphate atom (all-atom) is represented in blue. The protein is
represented in red.

However, the precision of MD outcomes relies on the quality of the employed force field, and there
could be constraints in accurately representing specific molecular interactions. The Martini force-field,
more precisely the Martini2.2 version, has been criticized for a number of shortcomings, such as over-
estimation of aggregation of molecules. This phenomenon has been observed not only for proteins and
carbohydrates in solution but also for proteins embedded in membranes [184, 185, 186]. In fact, the Mar-
tini 2 force field tends to overestimate the dimerization free energy for membrane proteins [185, 164],
resulting in instantaneous, nonselective, and irreversible binding [185] (Table 4.1, Figure 4.2). This can
lead to the formation of unrealistic protein oligomers or superaggregates. This adds further complexity to
the interpretation of simulation data concerning dimerization interfaces. When the binding between two
proteins is excessively strong and rapid due to the force field’s characteristics, the dimerization interface
predicted by coarse-grained simulations may be inaccurate. Moreover, the lateral association of embed-
ded amphipathic helices was also investigated, revealing that the Martini2.2 force field underestimates
the repulsive free energy between the two amphipathic helices to a significant extent [255].
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EphA1 ErbB1
Experimental -15.4 ± 0.5 -10.5 ± 0.4
Standard Martini2.2 -29.9 ± 1.0 -39.5 ± 1.0

Table 4.1: EphA1 and ErbB1 TM domain dimerization free energy ∆GDIM (in kJ/mol). Values taken
from [185].

Figure 4.2: Lateral association of embedded amphipathic helices. (A) Snapshot of amphipathic H0
helices (red and yellow) embedded in DOPC bilayer (gray) with a center-of-mass distance of 3.0 nm and
(B) potential of mean force as a function of center of mass distance between the two embedded helices
for the atomistic (blue) and MARTINI 2.0 (red) models. Sampling error bars are shown on each curve.
Taken from [255].

To alleviate the problems lised above, all nonbonded interaction terms of the Martini model were
rebalanced, and new beads were added in the version Martini3 (see Material and Methods chp. 2, Figures
2.11 and 2.12) [164]. Moreover, with the availability of the beta version of Martini3, numerous studies
on this version became quickly accessible around the time the paper was published. As time has passed,
an increasing amount of data has been accumulated in the literature concerning Martini3 simulations. To
begin with, the updated version of the force field demonstrated improvements in packing and protein-
protein interactions (see Figure 4.3) [164]. Addressing the issue of hyper hydrophobicity resulted in
noticeable enhancements in predicting protein-membrane interfaces as well [256]. However, even though
it was shown to reproduce experimental trends for amphipathic helilx, the relative binding free energies
were shown to be generally lower than those calculated from atomistic simulations [257]. Furthermore,
transmembrane (TM) domains have been shown to not integrate membranes or micelles as expected
when simulated with Martini3 [244]. This study showed that scaling down protein-water interactions
improved the TM domains insertion and interaction with the membrane. Ironically, Martini 3 simulations
of intrinsically disordered proteins (IDPs) exhibit overly compact conformational ensembles, leading to
limited agreement with small-angle X-ray scattering (SAXS) and paramagnetic relaxation enhancement
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(PRE) experiments [258]. Increasing the strength of protein-water interactions by 10% showed that more
expanded ensembles are observed, which better align with experimental data [259].

Figure 4.3: Improving packing and reducing protein stickiness. (A) Aggregation levels of the soluble
proteins villin headpiece and the modified EXG-CBM in different salt concentrations. (B) Aggregation
levels of polyleucine helices in POPC and 1,2-dilauroyl-sn-glycero-3-phosphocholine (DLPC) bilayers.
Errors in the average monomer percentage of (A) and (B) are estimated by block averaging. (C) Dimer-
ization of transmembrane helices. The left panel shows a comparison between experimental and calcu-
lated values for the mole fraction standard Gibbs free energy of dimerization (∆GX

ass) of the following
transmembrane protein domains: ErbB1, EphA1, WALP23 and GpA. (A), (B) and (C) are taken from
[164]. (D) Free energy evaluation for the dimerization of EphA1. Taken from [238].

To compare the performance of Martini 2 and Martini 3 force fields, we have employed various
membrane systems involving amphipathic helices and transmembrane domains. Firstly, membrane only
system were simulated and analyzed in order to compare the membrane behavior between the two force-
fields. Next, we performed molecular dynamics simulations on peptides interacting with the membrane,
including penetratin, a well-studied cell-penetrating peptide with known experimental data [260], and the
amphipathic helix of Mfn1, which was identified in this study [135]. By examining the peptide-membrane
interactions, we aim to assess the force fields’ accuracy in reproducing experimental observations and
characterizing the peptides behavior in different environments.

Through this comparative study, we aim to discern any improvements or discrepancies introduced
by Martini 3 compared to Martini 2 in representing peptide behavior and interactions. This investigation
will provide insights into the strengths and limitations of the Martini force-fields, facilitating the informed
selection of the most suitable force field for specific peptide systems and membrane-related studies.
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4.2 Materials and Methods

Figure 4.4: Stick representation of the lipids used in this chapter. POPC stands for Palmitoyl-Oleoyl-
Phosphatidyl-Choline, DOPE stands for DiOleoyl-Phosphatidyl-Ethanolamine, POPS Palmitoyl-Oleoyl-
PhosphatidylSerine, POPG stands for Palmitoyl-Oleoyl-Phospho-Glycerol. In fact, the first two letters
of the lipids refer to the carbon tails : 16:0 is Palmitic acid (P), 18:1 is Oleic acid (O). POPG and DOPE
phospholipids are neutral. POPG and POPS phopshoipids are anionic. DOPE has a smaller hydrophilic
head, and has thus a conic shape. The negative phosphate group is represented in a blue circle. The neutral
head, rendering the phospholipid charged, are in green. The positively charged heads, neutralizing the
phospholip, are in red.
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System type Lipidic composition Ratio Simulation Force-Field
time (µS)

POPC 100 10
POPG 100 10

Membrane only POPS 100 10 MARTINI 2 and 3
systems POPG:POPS 50:50 10

POPC:DOPE 70:30 10
POPC 100 10

Penetratin in POPG 100 10 MARTINI
membrane POPS 100 10 2 and 3

POPG:POPS 50:50 10
Mfn1-AH in POPC 100 10 MARTINI

solvent POPC:DOPE 70:30 10 2 and 3
POPC 100 10

Mfn1-AH in POPC:DOPE 70:30 10 MARTINI
membrane POPC:DOPE 30:70 10 3

POPS 100 10
Mfn1-AH in POPC 100 10 MARTINI3
membrane POPC:DOPE 70:30 10 scaled
Fzo1-TM1 POPC:POPE 50:50 10 MARTINI3 (normal and scaled)

Table 4.2: Summary table of the simulation systems. POPC stands for Palmitoyl-Oleoyl-
Phosphatidyl-Choline, DOPE stands for DiOleoyl-Phosphatidyl-Ethanolamine, POPS Palmitoyl-Oleoyl-
PhosphatidylSerine, POPG stands for Palmitoyl-Oleoyl-Phospho-Glycerol.

4.2.1 Software details

All MD simulations were performed using the GROMACS (v 2018x) [176, 177] package, with the Mar-
tini2.2 (MARTINI2) [161, 162] and Martini3 (MARTINI3)[164] versions of the force-fields.

4.2.2 Systems setup

Various membrane systems were analyzed and are listed in Table 4.2, and the different lipids used in
these systems are describe in Figure 4.4.

Membrane systems

The MARTINI2 systems were built using the CHARMM-GUI Membrane builder [178, 213, 163] with
the MARTINI2 coarse-grained (CG) force field [161, 162]. As the mapping of the lipids does not change
between the two version of the force-fields, the same systems were used with the new version of the
force-field [164]. The phospholipidic composition of the various systems is described in Table 4.2.
Furthermore, about 40 molecules per lipids were used as solvent, to which was added 0.15 M NaCl.

Amphipathic helix systems

The penetratin and Mfn1 amphipathic helix (Mfn1-AH) peptides were built using Basic Builder 1.0.2
on the Mobyle server (https://mobyle.rpbs.univ-paris-diderot.fr) [212]. The sequences used
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were: RQIKIWFQNRRMKWKK for the penetratin (N-ter neutral and C-ter charged) and DVKKKIKEV-
TEEVANKVS for Mfn1-AH (both termini kept charged, in accordance to the experimental data). The
alignments between the sequences and their associated predicted secondary structures (α-helix) were
submitted in order to build a 3D structure of the peptides.

The MARTINI2 systems were built using the CHARMM-GUI Membrane builder [178, 213, 161,
162, 163] with the MARTINI2 coarse-grained (CG) force field [161, 162]. In the systems with penetratin
or Mfn1-AH embedded in the membrane, about 40 molecules per lipids were used as solvent. In the
systems with Mfn1-AH in water, about 65 molecules per lipids were used as solvent. To the solvent were
added 0.15M of NaCl for each system.

As the mapping of the lipids did not change between the two versions of the force-field, we were able
to use the membranes produced in MARTINI2 for our MARTINI3 systems. Atomistic models of the
peptides were converted to the MARTINI3 CG representation using the martinize2.py workflow mod-
ule of the MARTINI3 force field (see https://github.com/marrink-lab/vermouth-martinize).
These MARTINI3 structures of the peptides were then placed in lieu of the peptides structures in the
MARTINI2 system.

Fzo1-TM1 system

The systems involving the transmembrane domain TM1 of Fzo1 (Fzo1-TM1) were built in the same
manner. The sequence used is SKIPTLTLYFLGSTKVVGNIILNGIKLSS and was provided to Basic
Builder 1.0.2 on the Mobyle server (https://mobyle.rpbs.univ-paris-diderot.fr) [212]. All
residues were defined as helical except the first and last two, defined as coiled.

MARTINI2 system [161, 162] were built with the CHARMM-GUI Membrane builder [178, 213, 161,
162, 163]. The peptide was placed in the center of the box, the main axis of the helix being parallel to the
normal of the membrane. From this system was built the MARTINI3 system, with the MARTINI3 struc-
ture of the peptide being built from the all-atom structure, and then replacing the MARTINI2 structure in
the box. About 40 molecules per lipids were used as solvent to which was added 0.15M of NaCl.

4.2.3 Scaling of water beads non-bonded interactions in MARTINI3

Two simulations were ran with 10% scaled down non-bonded interactions. Hence, a uniform scaling
factor α =0.9 was applied on energy well depths εi j of the Lennard-Jones potentials of all pairs involving
water beads, as described in Cabezudo et al. (2023) [244] :

ε
new
i j = αεi j (4.1)

4.2.4 Simulation parameters

For membrane-only and amphipathic helix system, we followed the protocol of CHARMM-GUI which
consisted in two energy minimizations of 5000 steps, followed by an equilibration of 5 simulations within
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the NPT ensemble. The velocity-rescaling thermostat [174], at 295 K for the penetratin and 310 K for the
Mfn1-AH (in accordance with the experimental data [260] and [135] respectively), and the Berendsen
barostat at 1 bar [173] were applied for a sequence of 5 simulations of 1 ns, 1 ns, 1 ns, 0.75 ns and 1
ns (with a timestep of 0.002 ps, 0.005 ps, 0.01 ps, 0.015 ps, 0.020 ps respectively). A production run
of 10 µs followed, at 295 K for the penetratin and 310 K for the Mfn1-AH using the velocity-rescaling
thermostat [174] (lipid, water and proteins coupled separately) and 1 bar using the Parrinello-Rahman
barostat [175] (compressibility of 3.0× 10−4bar−1). Pressure coupling was applied semi-isotropically.
A time step of 0.020 ps was used with the leapfrog integrator. Lennard-Jones interactions were cutoff
at 1.1 nm. Bond lengths were constrained using the LINCS algorithm [214]. The reaction-field method
[215] was used for evaluating electrostatic interactions, with a Coulomb distance cutoff of 1.1 nm, a
relative dielectric constant of 15. The neighbor list was updated every 20 steps.

4.2.5 Analysis details

Helix wheels

The helix wheels were built using the HELIQUEST webserver [261]. Both sequences of the pene-
tratin (RQIKIWFQNRRMKWKK) and Mfn1-AH (DVKKKIKEVTEEVANKVS) were submitted, and
the "full window" option was used, in order to have all the residues of sequences on one helix wheel. We
then adapted the colors of the amino acids in the sequence based on their physico-chemical properties:
in green are represented charged residues, polar residues are in pink, hydrophobic residues are in yellow.

Membrane thickness, position of the peptide, and partition plots

These analysis of the positions of the peptide and its residues were carried out using GROMACS (v
2018x) [176, 177], with the command gmx traj. The positions on the z-axis of the center of mass of
the protein was determined using the backbone beads only. The positions on the z-axis of the center of
mass of each residues of the penetratin was determined using the side chain beads only. The positions
of the peptide or the residues with respect to the bilayer center were then calculated using the R library
ggplot2 [219]. The position of the center of mass of the peptide was studied throughout all simulations.
The positions of the residues side chains were determined only when the peptide was foud to bind the
membrane.

To assess the membrane thickness, we initially divided the 10 µs interval into five segments (ex-
cluding the initial 0.05 µs). For each segment, we computed the density along the z-axis for both the
membrane and the solvent separately. The command "gmx density" of the GROMACS package was
used. Using the density data, it becomes feasible to compute the membrane thickness (using an in-house
R script). This is achieved by determining the distance between the two points where the densities of the
solvent and the membrane are equal.
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Packing Defects

Lipid packing defects between the lipid polar heads are small apolar areas of the membrane which are
accessible to the solvent. They are useful proxy to understand the binding of amphipathic helices [52,
249] or for predicting the fusogenicity of a lipid composition [235].

Packing defects were quantified using the PackMem software [52, 145]. The principle is illustrated
in Figure 4.5. The software uses a grid of 1 A2 granularity. For each grid point, it evaluates if the atom
accessible vertically below the grid point is hydrophobic (from the aliphatic tails in yellow). If so, the
grid point is considered as an elementary defect (red dot). Using a connected component algorithm,
the red dots are merged into a packing defect on which it is possible to calculate its area. 3 types of
defects are considered, deep ones (below the glycerol level), shallow ones (above the glycerol), or "all"
corresponds to deep + shallow. In this work, we only used the "all" category, which is the relevant one
for studying fusion [235]. In panel C of Figure 4.5, we can see an example of 3 defects ("all" category).
Then statistics are collected on all the packing defects observed in a molecular dynamics trajectory (each
leaflet is considered separately). The corresponding distribution is fitted to a monoexponential decay:

p(A) = be−A/π

where A is the area of a given packing defect, p(A) is the probability of finding a packing defect of
area A, π is the packing defect constant, and b is the pre-exponential factor (not used here). The packing
defect constant π thus reports on the quantity and size of packing defects. It is in unit A2. The larger,
the more probable and the larger (in terms of area) the packing defects for a given lipid composition. An
example is given in 4.5 on four lipid compositions and two force fields.
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Figure 4.5: Quantification of lipid packing defects. (A) Scheme of the bilayer and the grid. Polar heads
are in gray, aliphatic tails in yellow. (B) Top view with the grid. (C) Illustration of the quantification of 3
packing defects. Each red dot represents 1 A2. (D) and (E) Exponential fits for a few simulations (4 lipid
compositions and two force fields, CHARMM36 and Berger). (F) Barplot of packing defect constants
for "deep", "shallow" and "all" defects.

When the peptide is observed binding to the membrane, the first ns of simulations without the peptide
embedded in the membrane are discarded for the various analysis. In this case, the packmem analysis
take into account the peptide for packing defects calculations. In situations where the peptide does not
bind to the membrane, only the membrane is analyzed (in the case of packmem), and the entire simulation
is assessed, with the initial 50 ns discarded.

Area per Lipids and Protrusion events

The area per lipids is calculated using the fatslim software [262]. This value is obtained by initially
computing local Voronoi cells for each lipid and subsequently calculating the area of each cell.

A protrusion event is defined as one of the carbon atom of a tail bulging into the polar layer (or a back-
bone bead of a lipid tail), extending 0.025 nm above (or below depending on the leaflet) its phosphorus
atom [147, 146]. Protrusions were identified using an in-house script.

4.3 The penetratin has a more realistic behavior in MARTINI3
simulations

To investigate the positioning of the penetratin in various membrane composition, we initially positioned
the helix within the membrane, at the level of phosphate groups (Figure 4.6A). First, the protein’s dis-
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tance from the bilayer center over time was calculated and depicted in Figure 4.1C. Additionally, the
distribution of this distance was graphed in Figure 4.1D. Instances in which the minimum distance was
approximately 2 nm were identified as membrane-bound states, aligning with the general position of the
upper layer’s phosphate groups within the membrane.

Figure 4.6: Characterization of penetratin membrane binding. (A) Initial state of the penetratin
placed in a POPG membrane. This state corresponds to the bind state of the penetratin with the mem-
brane. The membrane is shown in grey and stick representation, the phosphate groups in blue and van
der Waals representation, and the protein in orange and surface representation. The water and ions were
omitted for clarity. (B) Unbound state of the protein, with a POPC membrane. (C) Distance from the
bilayer center over time. In blue, the MARTINI2 systems; in red, the MARTINI3 systems. The dashed
dark line represent the position of the upper layer phosphate group. (D) Probability density distribution
of the same distances.

These analyses reveal distinct behaviors of the penetratin as a function of membrane composition be-
tween the two versions of the MARTINI force field. Specifically, while MARTINI2 simulations consis-
tently exhibit a highly stable bound state across all membranes, MARTINI3 simulations indicate that the
stability of the bound state varies with membrane composition. Notably, the POPS environment demon-
strates the highest stability, while the POPC bilayer displays the lowest, the penetratin being unbound
from the membrane throughout the MARTINI3 simulation. The POPG membrane simulation showed
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dissociation events of the protein from the membrane, rapidly succeeded by a new binding event. Hence,
within a POPG-POPS membrane, the penetratin is less deeply embedded, all while remaining within the
vicinity of the membrane. Notably, it is interesting to observe that, despite relatively consistent distri-
butions of bound distances across different membrane types in MARTINI2, there are differences in the
binding state within MARTINI3 simulations for POPG and POPS membranes. Specifically, in a POPS
membrane, the protein appears to be embedded more profoundly, even if POPS lipids only constitute a
portion of the entire membrane.

Figure 4.7: Membrane thickness analysis of the penetratin. (A) Density profile of a POPC membrane
only MARTINI3 system. The density of water is represented in cyan, the density of the membrane is
represented in grey. On the right of the plot is shown the snapshot of the POPC membrane system. The
water beads are in cyan and van der Waals representation. The POPC molecules are in grey and licorice
representation. The phosphate groups (PO4 beads) of the POPC molecules are shown in blue and van
der Waals representation. The membrane thickness is computed by calculating the distance between
the two crossovers of water and membrane densities (red dashed lines). (B) Barplot representation of
the membrane thickness values. Errors were calculated by dividing the simulation in XXX blocks and
computing the standard deviation of the mean of each block. The membrane only system are filled with
grey. The MARTINI2 systems are in light blue, the MARTINI3 systems are in red.

Furthermore, we analysed various membrane parameters in order to investigate the impact of the pro-
tein on the membrane as well as to conduct a comparative assessment of the two versions of the MAR-
TINI force fields. Our examination first focused on the membrane thickness (Figure 4.7A). MARTINI3
membranes seem to exhibit a reduced thickness compared to MARTINI2 membranes. This inclination is
confirmed by the area per lipid analysis (APL) (see Figure 4.8A). A lower value indicates a more compact
membrane, as it signifies that each lipid occupies less space. Except for POPC, the APL demonstrates
an increase upon employing MARTINI3 simulations, showing that MARTINI2 simulations consistently
have a more compact membrane. Additionally, it is evident that the inclusion of penetratin leads to an
increase in APL, hence, indicating that the peptide increases the fluidity of the membrane. Regarding
the POPC system within MARTINI3 simulations, an interesting observation is that the distribution of
the APL remains rather unchanged, with or without penetratin. This can be attributed to the fact that the
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penetratin interactions with the membrane are limited throughout the simulation. Moreover, it is worth
noting that APL values exhibit greater consistency for the POPC membrane, even with the application of
the two force field versions. Overall, these analyses show that both versions of MARTINI give similar
results with zwitterionic POPC but different ones when some anionic POPG or POPS are present.

Figure 4.8: Membrane analysis of penetratin systems. Color scheme can be seen at the top of the
plots. The membrane only system are filled with grey. The MARTINI2 systems are in light blue, the
MARTINI3 systems are in red. (A) Area per lipid of the different Penetratin systems. The values are
given in nm2. (B) Packing deftects in Å2. (C) Average number of protrusions per lipids.

Additional membrane analyses were conducted, including the assessment of packing defects [145]
and protrusion events [147] (Figure 4.7B,C). Yet, these analyses did not reveal substantial differences
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when comparing systems with or without the peptide. It is logical with POPC since penetratin is bound
to the membrane, for the the other compositions this is a result. Given the large error bars for packing de-
fects, it would be interesting to carry out the analysis per leaflet (w/wo peptide). Importantly, these values
exhibit a systematic increase in MARTINI3 systems compared to MARTINI2, aligning coherently with
the findings from the membrane thickness and APL. It is worth highlighting that the POPC membranes
exhibit the highest occurrence of protrusion events, in agreement with the packing defect tendencies.

Figure 4.9: Distribution of the residues of the penetratin in the membrane. (A), (B) Boxplot of the
position on the z-axis of the residues side chains, of respectively MARTINI2 and MARTINI3 systems.
Only the frames of our simulations showing the penetratin embedded in the membrane were used. Hence,
there is not the POPC membrane system in (B). The dashed dark line represent the position of the upper
layer phosphate groups. (C) Helix wheel of the penetratin, colored as function of the properties of the
residues. Hydrophobic residues are colored in yellow, hydrophilic residues are colored in pink, and
charged residues are colored in green. The dashed dark line represent the position of the upper layer
phosphate groups. Snapshots of the helix embedded in the membrane are presented, of the MARTINI3
POPS membrane system. The residues are colored according to (C) and the phosphate groups of the
phospholipids are in blue van der Waals representation.

Figure 4.9A,B shows the positioning of penetratin residues within the membrane. As the penetratin
is not embedded in the POPC membrane in the MARTINI3 simulation, this simulation was not used for
Figure 4.9B. A common aspect across all systems was the alignment of a similar helical face embedded
within the membrane (Figure 4.9C). The non-polar residues, particularly Ile3, Trw6, Phe7, and Trp14, are
frequently positioned beneath the phosphate groups. Additionally, in MARTINI3 simulations, the polar
residue Gln2 is commonly observed beneath the phosphate groups. Furthermore, the charged residues
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Arg1, Lys4, Arg10, Arg11, and Lys15 occupy the same level as the phosphate groups, along with the polar
residue Glu2. Interestingly, MARTINI3 simulations can exhibit a more profound peptide integration into
the membrane compared to MARTINI2, except for the C-termini residues, whosse positions fluctuate in
and out of the membrane when the membrane contains POPG. In fact, the POPS membrane simulation
demonstrated the deepest burial of residues, which corroborates what has been observed in Figure 4.6D.
However in the MARTINI3 POPG and POPG-POPS membrane systems we can observed that the C-
terminal fluctuates more along the z-axis compared to POPS. This observation suggests that the stability
of C-terminal residues is compromised when POPG is present in the membrane.

4.4 The behavior of Mfn1-AH exhibits distinct dissimilarities be-
tween MARTINI2 and MARTINI3.

As a second project, we wanted to investigate the binding capability of Mfn1-AH in two membrane
environment : a full POPC membrane, and a POPC:DOPE membrane with a ratio of 70:30. These
ratios were chosen with David Tareste our collaborator on the study of Mfn1-AH. The helix was initially
positioned outside of the membrane, in the solvent. The distribution of the distance of the protein to
the bilayer center was plotted in Figure 4.10B. The two force fields yield contrasting outcomes, with
MARTINI2 showing protein binding to the membrane, while MARTINI3 does not exhibit such binding
(Figure 4.10A,B). Hence, the MARTINI3 system does not manifest any discernible impact of the peptide
on the APL (Figure 4.10C), as it remains similar across both membrane-only and membrane-peptide
systems. In contrast, MARTINI2 simulations with the peptide show increased APL values in comparison
to membrane-only system.

Regarding pure lipids, MARTINI2 shows a decrease of APL, and conversely an increase of thickness
(Table 4.3), ongoing from POPC to POPC-DOPE. This is expected, since the conical shape of DOPE
(small polar head) results in its partitioning slightly below POPC leading to a thickening of the membrane.
This is the exact same effect as when adding diacylgycerol (DAG) to a membrane made of PC lipids
[52, 263]. Interestingly, MARTINI3 shows the opposite trend (increase of APL and thinning of the
membrane) thus failing at predicting the right behaviour upon DOPE addition to POPC.

MARTINI2 MARTINI3 MARTINI2 MARTINI3
Lipidic composition membrane only membrane only with Mfn1-AH with Mfn1-AH

POPC 4.17 ± 0.06 4.14 ± 0.17 4.17 ± 0.07 4.11 ± 0.07
POPC-DOPE 4.24 ± 0.05 3.98 ± 0.09 4.00 ± 0.06 4.07 ± 0.09

Table 4.3: Summary table of the membrane thickness for the Mfn1-AH systems. The membrane
thickness of the POPC membrane systems is different than in the previous section, as the temperature has
increased (310K for Mfn1-AH and 295K for penetratine).
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Figure 4.10: Membrane analysis of the Mfn1-AH simulations. (A) Snapshot of the POPC-DOPE
membrane-peptide MARTINI2 and MARTINI3 systems. The POPC molecules are in grey and licorice
representation. The phosphate groups (PO4 beads) of the POPC molecules are shown in blue and van
der Waals representation. The peptide is represented in orange. Only one peptide is present in each
MARTINI systems, but the two distinct results are shown here on the same membrane. In MARTINI3
systems the protein is located in the solvent throughout the simulation, with limited membrane-peptide
interactions. In contrast, the MARTINI2 simulations show the peptide consistently embedded in the
membrane for the entire simulations. (B) Probability density distribution of the distance of the peptide
from the bilayer center over time. In blue, the MARTINI2 systems; in red, the MARTINI3 systems. The
dashed dark line represent the position of the upper layer phosphate group. (C) Area per lipids of the
different Mfn1-AH systems. The values are given in nm2. (D) Packing defects barplot, comprising both
shallow and deep defects. The values are given in Å2. As the membrane-peptide MARTINI2 systems
exhibit the peptide being embedded, the analysis considered the peptide as a polar group concealing the
hydrophobic regions of the membrane. Conversely, for the MARTINI3 systems, the analysis excluded
the peptide. (E) Average number of protrusions per lipid barplot. (C),(D),(E) Color scheme can be seen
at the right of the plots.

Variations are observed with other parameters, such as packing defects and protrusion events (Figure
4.10C,D). First of all, these parameters are shown to increase in all systems with the DOPE phospholipid
in the membrane. Moreover, the MARTINI3 systems exhibit larger values compared to those of the
MARTINI2 systems. Consistently with the APL, the membrane-peptide and membrane-only systems
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show very similar values in the MARTINI3 systems (which is consistent given that the peptide does not
bind), but surprisingly in MARTINI2 systems as well. These analysis show very little disturbances of
the membrane integrity caused by the peptide. Last, MARTINI3 predicts systematically more packing
defects and protrusions than MARTINI2.

Figure 4.11: Distribution of the residues of Mfn1-AH in the membrane for the MARTINI2
membrane-peptide systems. (A) Boxplot of the position on the z-axis of the residues side chains,
of the MARTINI2 systems. Only the frames of our simulations showing the penetratin embedded in the
membrane were used. Ala14 is not shown, as in MARTINI2 there is no side chains for this residue. The
dashed dark line represent the position of the upper layer phosphate group. (B) Helix wheel of the pene-
tratin, colored as function of the properties of the residues. Hydrophobic residues are colored in yellow,
hydrophilic residues are colored in pink, and charged residues are colored in blue. The dashed dark line
represent the position of the upper layer phosphate groups. On the bottom is shown a snapshot of the
peptide embedded in the membrane.

Finally, the positions of the residues of the peptide in the membrane is analysed in Figure 4.11A
for the MARTINI2 simulations. As anticipated, the hydrophobic residues Val2, Ile6, Val9, Val13, and
Val17 demonstrate the deepest integration into the membrane. Charged residues Lys3, Lys5, Lys7, and
Lys16 align with the phosphate groups, suggesting potential interactions between these residues and the
phosphate beads.

The MARTINI3 simulations of Mfn1-AH reveal an absence of interactions with the membrane. Inter-
estingly, this lack of membrane-peptide interactions persists even under conditions of heightened packing
defects with the POPC:DOPE membrane. To explore the interaction potential of MARTINI3 and ascer-
tain whether these interactions remain intact upon peptide integration into the membrane, we opted to
conduct simulations where the peptide initiates from the same plane as the upper leaflet’s phosphate
groups (similar to the initial state of the penetratin systems, described in Figure 4.6A). We also opted to
assess two other membrane compositions: one with an elevated proportion of DOPE and another with the
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anionic phospholipid POPS. Increasing the DOPE content allow us to evaluate Mfn1-AH responsiveness
to packing defects (Figure 4.12A), while the inclusion of the anionic phospholipid POPS will enable us
to examine the peptide sensitivity to a charged membrane.

Figure 4.12: Study of the driving force in membrane-Mfn1-AH interactions. (A) Packing defects
of the new membrane-peptide systems. (B) Probability density distribution of the distance of Mfn1-AH
from the bilayer center. The dashed dark line represent the position of the upper layer phosphate groups.
Because of the presence of ions, the POPS system has more solvent particles (water + ions) so the box is
thicker in the z-axis.

The distribution of the distance of the peptide to the center of the bilayer is seen in Figure 4.12B.
All of the simulations show very early Mfn1-AH exiting the membrane and remains unbound for the
duration of the simulation. However, slight variations can be observed, as the membranes composed
of DOPE show a subtle shift of their highest peak towards the centre of the membrane. This shift is
nevertheless minor when compared to the peptide distribution in a POPS membrane system. In fact,
in the POPS system, the peptide is frequently situated closest to the membrane compared to the other
systems. In this particular system, the peptide can also reach higher positions along the z-axis. In POPS
we thus observe a two-state system: membrane bound or diffusing in solvent.

Overall, none of the composition studied here leads to a real Mfn1-AH binding to the membrane with
MARTINI3. Negative PS shows only a slight adsorption. In contrast, MARTINI2 predicts Mfn1-AH
binding to POPC and POPC-DOPE.

4.5 Discussion

4.5.1 Martini3 membranes exhibit a reduced level of compactness in membranes

Through the preceding findings, distinct membrane behaviors in the two force fields were discerned by
analyzing various parameters, encompassing membrane thickness, area per lipid (APL), packing defects,
and protrusions. Both membrane thickness and APL serve as metrics for gauging the membrane com-
pactness. The identification of packing defects and protrusions are surface properties. They refers to the
defects within a membrane, which exposes its hydrophobic regions to the solvent. They are key parame-
ters for the binding of amphipathic helices. They are also key in the initiation of hemifusion (see previous
and next chapters).

113



These analyses highlights several aspects. Notably, MARTINI3 membranes exhibit reduced thick-
ness in the penetratin associated simulations (except in POPC where no binding occurs), and the phos-
pholipids constituting the membrane adopt a comparatively less tightly packed arrangement. It would be
nevertheless worthwhile to run replica simulations of the systems presented here, in order to build more
confidence in the results shown.

This observed shift suggests that the MARTINI3 correction addressing the previously observed hy-
drophobicity overestimation in the MARTINI2 system [184, 255] has also an effect on the properties of
membranes. The change of APL and thickness upon DOPE addition to POPC is correct with MARTINI2
but not MARTINI3. However, the two versions of the force-field show a consensus in the effects of the
conical lipid DOPE on the packing defects (Figure 4.10D,E).

4.5.2 The MARTINI3 simulations of the penetratin shows good agreement with
experimental data

Penetratin belongs to the category of cell-penetrating peptides (CPPs), a group of cationic peptides en-
dowed with the capacity to permeate cell membranes [260]. These peptides employ two primary mech-
anisms for cell entry: endocytosis and direct translocation across the plasma membrane. The penetratin
translocation abilities were assessed in a prior study of Gehan et al. 2020 [260]. Notably, translocation
was absent in membranes composed solely of pure POPC or when POPC constituted one of the leaflets in
asymmetric membranes, as well as in cases where POPC dominated the membrane composition. In our
work, the results from the POPC membrane-peptide MARTINI2 simulation contrast with these findings,
revealing continuous interactions between penetratin and the POPC membrane throughout the simulation
duration. However, the MARTINI3 system portrays a distinct pattern, with minimal interactions observed
between penetratin and the POPC membrane. This aligns more closely with the results reported in ref
[260].

Furthermore, the later study [260] found that POPG or POPS on the proximal leaflet leads to fluo-
penetratin accumulation on bilayers, as well as POPG is essential for penetratin translocation. In addition,
both POPG or POPS on the opposing leaflet can facilitate penetratin translocation. These findings show
how negatively charged lipids are center for the penetratin to penetrate cell. Notably, the MARTINI3
simulation involving POPG/POPS membrane-peptide interactions exhibited robust binding between the
membrane and the peptide. However, the most pronounced interactions were observed within the POPS
membrane, despite pure POPS membranes showing fewer translocation events and weaker adhesion to
POPS leaflets when tested experimentally [260]. These results demonstrated MARTINI3 improved ca-
pability, compared to MARTINI2, in faithfully reproducing the importance of the negative membrane
charges. Nevertheless, we found penetratin less deeply buried in POPG than in POPS, although it translo-
cates in POPG but in POPS.
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4.5.3 Insufficient role of Packing Defects in driving membrane binding of amphi-
pathic helices: Insights from Mfn1-AH

In this portion of our study, we examined the membrane binding capacity of the amphipathic helix sit-
uated within the HR1 domain of Mfn1, unveiled in the study by Daste et al. (2018) [135]. The latter
study showed the HR1 domain capacity to bind membranes as well as to induce membrane fusion, which
strongly suggests membrane-destabilizing effect in the domain. Given the domain’s inherent membrane-
interacting capability, it was entirely anticipated that our simulations would depict the peptide engaging
with the membranes. Furthermore, an enhanced propensity for binding to a DOPE-containing membrane
was expected due to the potential facilitation of hydrophobic membrane-peptide interactions, attributed
to induced membrane defects. While binding is observed in the MARTINI2 simulations, the MARTINI3
simulations revealed a lack of observable interactions between Mfn1-AH and each membrane type (as
depicted in Figures 4.10 and 4.12). Nevertheless, there were indications of closer interactions with an-
ionic lipids, despite the absence of embedding. This discrepancy raises intriguing questions about the
specific mechanisms governing peptide-membrane interactions in MARTINI3 simulations.

In the context of MARTINI3, the existence of membrane defects alone does not appear to suffice for
the facilitation of membrane binding by Mfn1-AH. Arriving at a definitive conclusion regarding whether
(i) the peptide has inherently a lack of sensitivity for packing defects and affinity for membrane binding,
or whether (ii) a potential flaw exists within the MARTINI3 force-field, is a complex matter. Intriguingly,
interactions are increased when the lipids are anionic, which imply that Mfn1-AH binding mechanism
would necessitate more than packing defects in the membrane. In fact, the existence of positive charges in
Mfn1-AH suggest a compatibility with the anionic lipids constituting the mitochondrial outer membrane
(mainly phostatidylinositols, see Table 1.1). The predominant force behind membrane-peptide interac-
tions in MARTINI3 appears to stem from electrostatic interactions, rather than hydrophobic interactions.
However, it is important to note that Srinivasan et. al [256] showed good agreements with experimen-
tal data for the mastoparan and Amphipathic Lipid Packing Sensor (ALPS) motifs, and even showed
overestimation of the interactions in some instances.

Considering the surprising results showing TM1 of Fzo1 (refered later as Fzo1-TM1) coming out
of the membrane (Chapter 3), we can reasonably doubt the results showed here with MARTINI3, and
more specifically the results obtained for the amphipathic helix Mfn1-AH. The helix could be sensitive
to packing defects and in the event that MARTINI3 underestimate hydrophobic interactions of helices,
the sensitivity of the helix for hydrophobic defects would be underestimated. In the preceding Chapter,
it was suggested that the surprising result of Fzo1-TM1 exiting the membrane was an illustration of
the instability in the membrane conferred by Fzo1-TM1. As the helix results in more instability (i.e.
hydrophobic defects) with a charged Lys716, it is more often expulsed from the membrane. Since Mfn1-
AH is expelled by the membrane, we could wonder if it is the instability provided by the helix that drives
the peptide out of the membrane (Figure 4.12). However, as the peptide comes out of the membrane
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within the first ns of the simulation, it was not possible to assess the actual effect of the peptide on
the membrane in MARTINI3 simulations. Other simulations with position restraints could answer this
question.

Figure 4.13: MARTINI3 scaled results. (A) Snapshots of the MARTINI3 (normal) simulations of Fzo1-
TM1 in a POPC-POPE membrane. The POPC molecules are in grey and licorice representation. The
phosphate groups (PO4 beads) of the POPC molecules are shown in blue and van der Waals represen-
tation. The peptide is represented in orange. (B) Snaphots of the MARTINI3 rescaled simulations of
Fzo1-TM1 in a POPC-POPE membrane. (C) Thickness of the membranes of the Mfn1-AH systems in
nm. (D) Mean position of the peptide on the z-axis in nm. (E) Probability density distribution of the
distance of Mfn1-AH from the bilayer center. The dashed dark line represent the position of the upper
layer phosphate groups.

In fact, Cabezudo et al. (2023) [244] observed that MARTINI3 simulations failed to show insertion of
TM helix dimer into phospholipic micelles or bilayers, only production TM-water interactions. To solve
the issue, the study proposed to reduce the protein-water interactions by introducing a small uniform
scaling factor of the Lennard-Jones interactions in MARTINI3. The insertion issues were solved with
this method, suggesting that the original version of MARTINI3 overestimate the hydrophilic properties of
proteins able to interact with membranes. We were able to test a version of the MARTINI3 rescaling with
a Master 1 student, Hanene Samia Hameur, who implemented the scaling of Lennard-Jones interactions
involving water molecules. This scaling was used to produce simulations of TM1 in a 50-50 POPC-POPE
membrane as well as Mfn1-AH in both 100 POPC and 70-30 POPC-DOPE membranes. The results are
shown in Figure 4.13. In the simulations involving Mfn1-AH, the peptide consistently interacts with
both membranes over the course of the simulation (Figure 4.13D,E). The membranes show an increased
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thickness (Figure 4.13C) in comparison to the results showed in Table 4.3. However, in the case of Fzo1-
TM1, the helix remains expelled from the membrane (Figure 4.13A,B). The key distinction from the
initial MARTINI3 version is that the peptide still engages interactions with the lipid heads, resembling
an amphipathic helix. Given the TM1 results, and the unexpected effect on membrane thickness (Figure
4.13C), we have reservations regarding the scaling of interactions to be a sound solution to the issue of
TM helices expulsions with the MARTINI3 force-field. Indeed, the proliferation of such methods is likely
to result in an extensive array of customized versions of the MARTINI force-field, rendering them less
universally applicable. Moreover, these modifications could yield unforeseen effects on other parameters
or molecules, necessitating thorough benchmark testing and rigorous comparisons to experimental data
for validation. It would be perhaps interesting to look into some of the changes made between the two
versions of the MARTINI force-field. One of the main changes in the later version of the force-field is the
withdrawal of a specific backbone defined for α-helix and β -strands. In contrast to MARTINI2, where the
backbone particles were designated as neutral beads, MARTINI3 now characterizes the helix backbone
as polar beads. This alteration theoretically promotes hydrophilic interactions with our helices rather
than the anticipated hydrophobic interactions. After some discussion with some MARTINI developers,
we are aware they are working on a new version which could address this issue of TM expulsion.
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CHAPTER 5

COMPUTATIONAL INVESTIGATION OF THE
INSERTION OF AN MFN1-HR1 DOMAIN

AMPHIPATHIC HELIX



5.1 Introduction
As described in the Introduction (Chapter 1.4), mitofusins are key molecular players of the outer mi-
tochondrial membrane fusion. However, the underlying mechanisms of the fusion remains unknown.
While the domain composition of the mitofusins have been thoroughly described [99, 96, 1, 133], the
role of each domains in the fusion process is still debated. In fact, Huang et al. (2017) [134] suggested
that the C-terminal section of mitofusins binds to and destabilizes the lipid bilayer by means of an am-
phipathic helix in HR2. HR1 was proposed to target the membrane as well. Furthermore, Daste and
colleagues (2018) [135] have shown that isolated HR1 and HR2 domains of Mfn1 mediate membrane
docking in vitro. Furthermore, in this study, the HR1 domain induced membrane fusion, and it was postu-
lated that an identified amphipathic helix (AH) confered membrane-binding capacity to the domain. This
helix will be referred as Mfn1-AH. From these findings, the HR1 domain was proposed to induce OM
fusion through the perturbation of the membrane, while the HR2 domain was suggested to participate
in membrane tethering through trans-dimerization. These hypothesis were described in more detail in
section 1.4.

Amphipathic helices (AHs) are protein sequences known to fold into an α-helical structure when
interacting with a polar/non-polar interface. Typically short in length (< 25 residues), these sequences
remain unfolded in an aqueous environment. The helix formed presents two faces with opposite chemical
features: a hydrophobic face and a polar face. When the AH folds in contact with the surface of a bilayer-
bound organelle or a lipid droplet inside the cell, the hydrophobic side of the AH faces the lipids. The
affinity of the AH for the membrane will depend on the AH sequence, as well as the physico-chemical
membrane properties such as the degree of curvature, the charge of the lipid heads, or the hydrophobic
defects. Additionally, research has shown that numerous AHs not only serve as anchors to the membrane
but also have diverse functions due to their prolonged interaction with membrane interfaces [264, 265].

In fact, Mfn1-AH has been suggested to confer membrane binding capacity to the domain HR1, as
well as being involved in membrane fusion (Figure 5.1) [135]. In Figure 5.1A is shown the circular
dichroism spectra of HR1 and HR2 to characterize their secondary structure in presence, or absence,
of liposomes. The mean residue molar ellipticity of HR1 at 208 and 222 nm shows an increase in the
absolute values when in the presence of liposomes, showing an increase of α-helical content in HR1, as
depicted in the right panel as well. These findings suggest a folding of the amphipathic helix of HR1
into the liposome membrane. Furthermore, Figure 5.1B shows the inability of the Mfn1-∆AH mutant to
recover the typical tubular mitochondrial morphology in Mfn1 KO cells. These results, in addition to the
inability of an AH deleted HR1 fragment to induce liposome fusion or docking, suggest that the docking
and fusion ability of HR1 is due to its interactions with the membrane facilitated by the AH [135].
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Figure 5.1: Experimental investigation of the interaction between Mfn1-AH and lipid bilayer struc-
ture. (A) Left, circular dichroism spectra of the HR1 and HR2 domains of Mfn1 in the absence or pres-
ence of maleimide-containing liposomes. The circular dichroism spectra of HR1 and HR2 were recorded
after 30 min of incubation at 37◦C with or without POPC liposomes. Right, helical content of HR1 and
HR2 in the absence or presence of liposomes. (B) Top, Domain architecture of Mfn1: N-terminal GT-
Pase domain in purple; two heptad repeat domains HR1 in red and HR2 in blue; transmembrane (TM)
region in green. Middle, Mfn1 KO MEFs were co-transfected with a plasmid expressing mtEGFP and a
plasmid expressing Mfn1-Myc lacking the conserved amphipathic helix of HR1 (Mfn1-∆AH). The right
panels show magnified views of the boxed area in the left panels. Expression of Mfn1-∆AH in Mfn1 KO
MEFs could not rescue filamentous mitochondrial morphology. The scale bar is 10 µm for the left panels
and 2 µm for the right panels. Bottom, mitochondrial morphologies were classified as either individu-
als (structures with no junction, which can be puncta or rods) or networks (structures with at least one
junction and three branches. The mean length of rods and network branches, and the mean number of
branches per network were calculated and plotted as boxplots. Mfn1 KO MEFs were transfected with a
plasmid expressing mtEGFP alone (control) or in combination with a plasmid expressing Mfn1-Myc full
length (Mfn1 WT). Taken from [135].

120



An amphipathic helix sequence is characterized by hydrophobic amino-acids regularly distributed
every N + 3 and/or N + 4 positions with polar residues in between. These sequences can be recognized
by representing the relative position of each residues in the α-helix, as first described by Schiffer et. al
in 1967 [266], as a so-called helix wheel. This can be achieved using the Heliquest webserver [261].
Furthermore, the amphipathicity of the helix can be quantified by calculating the helical hydrophobic
moment µH [267]. A high µH value signify high amphipathicity, indicating a clear separation of polar
and non-polar residues on opposite sides of the helix. The helical wheel of Mfn1-AH is shown in Figure
5.2C and the AH is characterized by a high hydrophobic moment µM of 0.508 (when the value is superior
to 0.3, the peptide is often considered as AH).

Figure 5.2: Description of Mfn1’s amphipathis helix propoerties. (A) Side view of Mfn1-AH. (B)
Front view of Mfn1-AH. (C) Helical Wheel of Mfn1-AH. The peptide is characterized by a sequence
composed of 33% apolar residues and a hydrophobic moment µM = 0.508. For all three sections of this
figure, the residues are colored as followed : green for basic residues, cyan for acidic residues, yellow for
apolar, and pink for apolar. The backbone is colored in grey.

The general mechanism of AH membrane binding can be summarized by three steps : attraction,
adsorption and folding [268]. These steps are described in Figure 5.3. The first attraction step corresponds
to the peptide approaching the membrane. In the case where the peptide comprises charged residues, this
step is mainly driven by electrostatic interactions, given that the peptide will initially interact with the
exposed polar heads of the phospholipids. On the other hand, if the peptide or the membrane lacks
charged residues, the hydrophobic defects of the membrane will drive the interactions. In the second
step, the adsorption, the peptide is now parallel to the surface of the membrane, adopting an unfolded
and extended conformation along the membrane. The residues are not fully inserted yet. The final step
involves the peptide folding into an α-helix, a process that occurs simultaneously with the partitioning
of the peptide into the membrane. The position of the residues first involved in the insertion depends on
the sequence of the peptide. The apolar residues will partition within the hydrophobic aliphatic chains
of the membrane, while the polar and/or charged residues will partition within the polar heads / solvent.
This partitionning will drive the folding and more globally the binding to the membrane. Throughout this
phase and upon its conclusion, the peptide remains in a parallel orientation to the membrane.
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Figure 5.3: Phases of amphipathic helix / membrane interaction. Adapted from [268].

In this study, we delve into the molecular dynamics of the amphipathic helix Mfn1-AH. This peptide
is assumed to promote fusion by inducing membrane destabilization. By employing advanced molecular
dynamics simulations, we aim to unravel the intricate details of how this amphipathic helix interacts with
lipid membranes, exploring its potential involvement in the fusion process. Our goal is to highlight the
effect of the peptide on the membrane, but also to get insights into the binding event of Mfn1-AH.

At the same time, our colleague from the ANR David Tareste is performing in vitro experiments on
the same systems: i) fusion experiments using fluorescence dequenching on liposomes w/wo Mfn1-AH,
ii) CD experiments to evaluate the helix content upon binding to liposomes. Thus, the choice of the
systems presented here (lipids, peptide, P/L ratio, ions, temperature, etc.) was done in partnership with
David Tareste.

5.2 Materials and Methods
The various systems analyzed in this Chapter are listed in Table 5.1. The building of each systems, as
well as the simulation parameters of each force-field are described below.

Simulation type System (ratio) Lipid Quantity Replica T (K) Time (ns)
normal MD POPC (100) 100 / 256 1 310 300 / 400
normal MD POPC:DOPE (70:30) 100 / 256 1 310 300 / 400
normal MD AH-POPC (1-100) 100 / 256 1 310 300 / 400
normal MD AH-POPC:DOPE (1-70:30) 100 / 256 / 512 1 310 300 / 400 /400
normal MD AH-POPC (1-100) 100 1 400 300
normal MD AH-POPC:DOPE (1-70:30) 100 1 400 300
T-REMD AH in water (1) 0 26 310-400 500
T-REMD AHh-POPC:DOPE (1-70:30) 100 35 310-400 500
T-REMD AHu-POPC:DOPE (1-70:30) 100 35 310-400 1000

Table 5.1: Summary table of the simulation systems. POPC stands for Palmitoyl-Oleoyl-Phosphatidyl-
Choline, DOPE stands for DiOleoyl-Phosphatidyl-Ethanolamine. T stands for temperature. AHh repre-
sents AH in helix structure, AHu represents AH in an unfolded structure. The first 4 lines show multiple
options of membrane size per system composition.
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5.2.1 Preliminary 300 ns simulations

Systems Setup

The Mfn1 amphipathic helix (Mfn1-AH) peptide was built using Basic Builder 1.0.2 on the Mobyle server
(https://mobyle.rpbs.univ-paris-diderot.fr) [212]. The sequence used was DVKKKIKEV-
TEEVANKVS (both termini kept charged). The alignment between the sequence and its associated
predicted secondary structures (α-helix) was submitted in order to build a 3D structure of the peptide.

The systems were built using the CHARMM-GUI Membrane builder [178] with the CHARMM36m
force field [170, 220]. Two phospholipid composition were used: 100 POPC (50 per leaflet) and 70:30
POPC:DOPE (35:15 POPC:DOPE per leaflet). For each membrane composition, two systems were
built: one with Mfn1-AH and one without. Furthermore, about 40 water molecules per lipid were used
as solvent, to which was added 0.15 KCl.

Simulation Parameters

The following simulations were ran with the GROMACS software (v2022x) [176, 177].

For membrane-only and amphipathic helix system, we followed the protocol of CHARMM-GUI
which consisted in an energy minimization step of 5000 steps with the steepest descent algorithm, fol-
lowed by an equilibration of 6 simulations within the NPT ensemble. The first two equilibration steps
of 125 ps were done in an NVT ensemble, with the Berendsen thermostat [173] and a timestep 0.001 ps.
The next equilibration steps were ran in an NPT ensemble, with the Berendsen thermostat [173] and the
Berendsen barostat at 1 bar [173]. A sequence of 4 simulations of 125 ps, 500 ps, 500 ps and 500 ns were
ran with a timestep of 0.001 ps, 0.002 ps, 0.002 ps and 0.002 ps respectively. The temperature used for
the equilibration as well as the production steps is 310 K for membrane only systems and either 310K or
400K for the AH-membrane systems.

A production run of 300 ns followed, using the velocity-rescaling thermostat [174] (lipid, water
and proteins coupled separately) and 1 bar using the Parrinello-Rahman barostat [175] (compressibil-
ity of 4.5×10−5bar−1). Electrostatic interactions were calculated with the particle-mesh-Ewald (PME)
method [166, 167], with a real-space cutoff of 1 nm. Water molecules were kept rigid with the SETTLE
algorithm [222]. Pressure coupling was applied semi-isotropically. Bond lengths were constrained using
the LINCS algorithm [214]. A time step of 0.002 ps was used with the leapfrog integrator. Electrostatic
interactions were calculated with the particle-mesh-Ewald (PME) method [166, 167], with a real-space
cutoff of 1 nm. Van der Waals interactions were computed using a Lennard-Jones force-switching func-
tion over 1.0 to 1.2 nm and were cutoff at 1.2 nm. Water molecules were kept rigid with the SETTLE
algorithm [222]. The neighbor list was updated every 20 steps.
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5.2.2 Membrane analysis simulations

Additional simulations were ran, specifically to understand the effect of the peptide on the membrane.
The setup steps and simulation parameters are exactly identical to the previous preliminary simulations
(see Section 5.2.1), but the membrane size is increased for each systems. 256 are used: one membrane
with 256 POPC (128 per leaflet) and one membrane with 180:76 POPC:DOPE (90:38 POPC:DOPE per
leaflet). For each membrane composition, like previously, we proceeded to built 2 systems: one with
Mfn1-AH and one without.

One additional simulation was ran for the MfnA-AH and 70:30 POPC:DOPE ratio, with an increased
membrane size of 512 lipids. The simulation setup and parameters are described in Section 5.2.1.

5.2.3 Computational strategy for studying Mfn1-AH / membrane interaction fur-
ther

In order to study the interaction between Mfn1-AH and the membrane more in depth, we used, like in the
previous chapter, an enhanced sampling method: Temperature Replica Exchange Molecular Dynamics
(T-REMD). This technique allows to address more complicated problems such as peptide insertion in the
membrane and its folding. The strategy we used is resumed in Figure 5.4. First, we did a T-REMD of
Mfn1-AH in water (REMD water) which allowed us to assess the structure of the peptide in solution,
and generate a representative (unfolded) conformation. Second, we carried out a T-REMD of Mfn1-AH
already folded in alpha-helix and inserted in the membrane (REMD helix) to verify its stability. Last,
we performed a long T-REMD starting with the unfolded peptide in water and followed its insertion and
possible folding within the membrane / water interface (REMD folding). All these T-REMD simulations
were performed with the GROMACS software (v2018) [176, 177] together with the CHARMM36m force
field [170, 220]. Unless otherwise stated, all parameters are identical to the simulations described in the
previous section.

Figure 5.4: Schematic description of all three REMD carried out for this project.

5.2.4 T-REMD of Mfn1-AH in water (REMD-water)

Systems setup and equilibration

The peptide, in its α-helix conformation, was placed within a dodecahedron-shaped water box. The box
is composed of 2857 water molecules (TIP3), to which was added enough ions to neutralize the system,
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as well as 0.15 KCl.

A first minimization step of 5000 steps is conducted, using the steepest descent algorithm. The
system was then submitted to one equilibration step of 125 ps within the NVT ensemble and with a
timestep 0.001 ps. The Berendsen thermostat was used, at 310K. The other settings were similar to the
classical simulations presented in the previous section.

REMD parameters

In order to efficiently explore the conformational landscape of the AH in water, we used temperature
replica-exchange molecular dynamics (T-REMD)[157]. The replica temperatures were predicted using
the webserver https://virtualchemistry.org/remd-temperature-generator/ [188] by setting
the exchange probability to 0.2 and the temperature range between 310K and 402.76 K. The upper limit
of nearly 400 K was chosen to stay consistent with the REMD parameters of the membrane systems. In
total, we obtained 26 replica.

Each replica was equilibrated at the chosen temperature for 1 ns (time step 0.002 ps) using the Berend-
sen thermostat and barostat (at 1 bar) with different starting velocities. The production run of 500 ns
followed with the velocity-rescaling thermostat [174] (lipid, water and proteins coupled separately) and
the Parrinello-Rahman barostat at 1 bar [175] (compressibility of 4.5×10−5bar−1). Exchanges between
neighboring replicas were attempted every 10 ps. The other settings were identical to those described in
the previous section.

Extraction of a representative unfolded conformation

The conformations at 310K were used for this analysis. For this selection we removed the first 100 ns of
the trajectory, as the initial α-helix structure was still retained. The updated smaller simulation was then
used as input to the gmx cluster program of GROMACS. The non-supervised GROMOS method [181]
was used, with a cutoff set to 0.45 nm. The center structure of the first cluster was used for the following
steps.

5.2.5 T-REMD of Mfn1-AH with membrane (REMD-helix and REMD-folding)

Two T-REMD were run (Figure 5.4): a first with the AH adopting a folded conformation binding the
membrane (REMD-helix), a second with the AH in an unfolded conformation in the solvent (REMD-
folding), without interactions with the membrane. The two systems have the exact same molecular com-
position.

Systems setup and equilibration

A first system with the peptide folded and binding to the membrane was built using CHARMM-GUI
Membrane builder [178]. The same system composition previously described was used (in Section 5.2.1),
except one type of membrane was used, the 70:30 ratio of POPC:DOPE. The second system starting with
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an unfolded AH was first built using a POPC:DOPE membrane only system. This system was submitted
to a steepest descent minimization of 5000 steps. The minimization was followed by a sequence of 6
equilibrations of 125 ps, 125 ps, 125 ps, 500 ps, 500 ps, and 500 ps (with a timestep of 0.001 ps, 0.001
ps, 0.001 ps, 0.001 ps, 0.002 ps, 0.002 ps respectively) in which we progressively released the position-
restraints on the protein. The first two equilibrations were performed within the NVT ensemble, with the
Berendsen thermostat, and the following simulations were performed within the NPT ensemble, with the
Berendsen thermostat and barostat.

The second system starting with an unfolded AH was first built using a POPC:DOPE membrane-only
system. This system was submitted to a steepest descent minimization of 5000 steps. The minimization
was followed by a sequence of 6 equilibrations of 125 ps, 125 ps, 125 ps, 500 ps, 500 ps, and 500 ps
(with a timestep of 0.001 ps, 0.001 ps, 0.001 ps, 0.001 ps, 0.002 ps, 0.002 ps respectively) in which we
progressively released the position-restraints on the protein. The first two equilibrations were performed
within the NVT ensemble, with the Berendsen thermostat, and the following simulations were performed
within the NPT ensemble, with the Berendsen thermostat and barostat. The temperature was maintained
at 303.15 K and the pressure at 1 bar. Pressure was applied semi-isotropically. The most representative
conformation of the AH in water, previously extracted from the REMD simulation in a water box (cluster
1 center structure, described previously in section 5.2.4), was then placed in the solvent of the system.
We proceeded to multiple steepest descent minimizations (a total of 19), in order to remove all the clashes
present in the system from the addition of the peptide. The system was subjected to a last equilibration
step, of 500 ps and a timestep of 0.002 ps. This step was performed within the NPT ensemble, with the
Berendsen thermostat (310K) and barostat (1 bar).

Simulation Parameters

The replica temperatures of both systems were predicted using the webserver https://virtualchemistry.
org/remd-temperature-generator/ [188] by setting the exchange probability to 0.2 and the temper-
ature range between 310K and 400.54K. In total, we obtained 35 replica.

Each replica was equilibrated at the chosen temperature for 1 ns (time step 0.002 ps) using the Berend-
sen thermostat and barostat (at 1 bar) with different starting velocities. The production run of 500 ns
followed with the velocity-rescaling thermostat [174] (lipid, water and proteins coupled separately) and
the Parrinello-Rahman barostat at 1 bar [175] (compressibility of 4.5×10−5bar−1). Exchanges between
neighboring replicas were attempted every 10 ps. The other settings were identical to those described in
the previous section.

5.2.6 Analysis

Helix

The helix wheels were generated using the HELIQUEST webserver [261]. Mfn1-AH sequence (DVKKKIKEV-
TEEVANKVS) was submitted, and the "full window" option was used, in order to have all the residues
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of sequences on one helix wheel. We then adapted the colors of the amino acids in the sequence based
on their physico-chemical properties: in green are represented positively charged residues, negatively
charged residues are in cyan, polar residues are in pink, hydrophobic residues are in yellow.

The helicity of the peptide was calculated using the GROMACS tools gmx helicity and gmx dssp.

Membrane thickness, order parameter, position of the peptide, and partition plots

The analysis of the positions of the peptide and its residues were carried out using the GROMACS tool
gmx traj. The positions on the z-axis of the center of mass of the protein was determined using the
backbone beads only. The positions on the z-axis of the center of mass of each residues of the peptide
was determined using the side chain beads only. The positions of the peptide or the residues with respect
to the bilayer center were then calculated using the R library ggplot2 [219]. The position of the center
of mass of the peptide was studied throughout all simulations. The positions of the residues side chains
were determined only when the peptide was found to bind the membrane.

The order parameter was calculated using the GROMACS tool gmx order. The computation charac-
terizes the motion of the C-H bond vector using the following equation:

SCH =
1
2
⟨3cos2(θ)−1⟩ (5.1)

where ⟨...⟩ means ensemble averaging (over all lipids and frames for a given C-H bond vector), θ is
the angle between the C-H bond vector and the bilayer normal (z-axis). Of note, we represent −SCH in
each plot as is usually done for the order parameter of lipid tails in literature. In this chapter, −SCH will
be refered interchangeably to order parameter or simply SCH . For each C-H, since we average over many
orientations, the order parameter usually varies between 0 (fully disordered, all possible C-H orientations)
to 0.5 (fully ordered, very restrained C-H orientation(s)).

To assess the membrane thickness, we initially divided the 300 ns interval into three segments (ex-
cluding the initial 10 ns). For each segment, we computed the density along the z-axis for both the
membrane and the solvent separately. The command gmx density of the GROMACS package was used.
Using the density data, it becomes feasible to compute the membrane thickness (using an in-house R
script). This is achieved by determining the two crossovers between membrane and solvent densities,
and measuring the distance between them.

Area per Lipid, Packing Defects and Protrusion events

The area per lipid is calculated using the FATSLiM software [262]. This value is obtained by initially
computing local Voronoi cells for each lipid and subsequently calculating the area of each cell. When
Mfn1-AH is in the system, the calculation was performed individually for each leaflet and averaged
across the various lipids composing the membrane.

Lipid packing defects are small apolar areas of the membrane which are accessible to water (Figure
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1.25). They are not only important for the binding of peptides or proteins rich in hydrophobic residues
(such as amphipathic helices) [249, 52], but also for the nucleation of hemifusion [269]. Packing defects
were quantified using the Packmem software [52, 145]. The principle of this analysis is described in
section 4.2.5. Briefly, Packmem quantifies each packing defect using a grid, and collects statitics over a
trajectory. The corresponding distribution is fit to an exponential decay, which gives the packing defect
constant in units of nm2. The higher this constant, the more numerous and the larger the packing defects.
For the leaflets with peptide, we considered it analogous to membrane polar heads so that PackMem
ignored it and did not considered it as a large defect. When Mfn1-AH is in the system, the calculation
was performed individually for each leaflet.

A protrusion event is defined as one of the carbon atom of a tail bulging into the polar layer (or a
backbone bead of a lipid tail), extending 0.1 nm above (or below depending on the leaflet) its phosphorus
atom [147, 146], as shown in Figure 1.25. Protrusions were identified using an in-house script. When
Mfn1-AH is in the system, the calculation was performed individually for each leaflet.

5.3 Mfn1-AH leads to thinning of the membrane
As an initial investigation, our objective was to assess the impact of the amphipathic helix (AH) on the
membrane. Simulations of 300 ns and at a temperature of 310 K were performed. The helix was ini-
tially positioned in the membrane, at the same level as the phopshate groups of the phospholipids. The
parameters used to measure the influence of the AH on the membrane environment are identical to those
presented in Chapters 3 and 4 : (i) membrane thickness, (ii) area per lipid, (iii) order parameter, (iv)
protrusions, and (v) packing defects. These analyses can be seen in Figures 5.5, 5.6 and 5.7. These ob-
servables are suitable for quantifying the potential disturbance in the membranes induced by the peptide.
In the AH-membrane systems, some analyses were done separately per layer (Figure 5.7A,B): (i) the
upper layer containing the peptide and (ii) the lower layer, which remained peptide-free throughout the
simulation. The pure lipid systems have one and only value for each parameter, as there is no distinction
between the two layers.

First, we examined the membrane thickness and area per lipid (APL) in Figure 5.7. We start with pure
membranes. Addition of DOPE to POPC decreases the mean APL which is expected since DOPE has
a smaller polar head, and thus a lower APL, than POPC. This has the effect of increasing the thickness,
POPC:DOPE membrane is thicker than pure POPC. This effect has been already observed in simulations
composed of DOPC in which the small headed phospholipid diacylglycerol (DAG) is added [52, 263].
In fact, DOPE which has a smaller polar head partitions slightly below POPC, which expulses the POPC
towards the exterior and thus thickens the membrane. For both compositions POPC and POPC:DOPE,
the thickness decreases when the peptide is embedded in the membrane, whereas the APL increases. This
is perfectly consistent, Mfn1-AH induces thinning of the membrane which leads to its lateral expansion.
We then examine the APL on the POPC:DOPE simulations with Mfn1-AH. We were expecting to have a
lower APL in the leaflet with the peptide compared to that without. This is not the case, since both leaflets
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give nearly equal APL. This result was somewhat of a surprise and we are still investigating a possible
explanation. We have been suspecting the software FATSLiM [262] since some artefacts were observed
on the APL calculations (inconsistent spikes, described in Figure S5.1). However, the next analysis on
the order parameter may tell that this equal area is relevant.

Figure 5.5: Mfn1-AH effect on the membrane global properties. (A) Membrane thickness in nm. (B)
Area per lipid in nm2. For a better readability on the POPC:DOPE system, each bar represents a mean
value on POPC and DOPE. (C) Snapshot of the starting frame of a simulation containing Mfn1-AH.
The upper layer contains the helix. (D) Snapshots of the (i) upper layer and (ii) lower layer. For both
(C) and (D) the POPC molecules are in grey and licorice representation (in D is shown in transparent
the surface of the lipids). The phosphates of the POPC molecules are shown in blue and van der Waals
representation. The protein is shown in ribbons and orange.

Next, we examined the order parameter SCH which informs on the mobility of lipid tails (Figure
5.6. The closer to 0, the more disordered the tails, the closer to 0.5 the more ordered. This analysis
is complementary to membrane thickness and APL, but this time at the level of individual C-H bonds.
The first striking result is the decrease of SCH upon peptide addition for both lipid compositions. This is
perfectly in line with the thickness and APL. A lower order parameter means that the tails occupy more
space, which leads to a lateral expansion and a thinning of the membrane. We can also see that the order
parameter of POPC in presence of DOPE is higher than that in pure POPC. This is expected since we
observed membrane thickening (and decrease of APL) upon DOPE addition. Again, a similar effect has
been observed upon DAG addition in DOPC [52]. Regarding the leaflets w/wo peptide, we hardly see
a difference in terms of order parameter. This result is again surprising, since we could have thought
that the peptide could influence it. Yet we saw that the APL is also equal between both leaflets. At this
point, we could question how the peptide would fit in a membrane with the same APL and tail order
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parameters? To answer this question, that would be interesting to calculate the order parameter of the
polar heads, since the APL is largely influenced by the internal mobility of both polar heads and aliphatic
tails.

Figure 5.6: The impact of Mfn1-AH on the order parameter of the lipid tails. (A) Chemical structure
of POPC lipids. (B) Chemical structure of DOPE lipids. (C) Order parameter of sn1 carbon tail for
POPC. (D) Order parameter of sn1 tail for DOPE. (E) Order parameter of sn2 tail for POPC. (F) Order
parameter of sn2 tail for DOPE.

So far, the different observables we have examined were classical analyses reporting on the structure
and dynamics of a membrane. Here, we want to go further and analyze the surface properties of the
membrane since they are directly connected to the binding of a peptide and more importantly to the
initiation of hemifusion. These properties are lipid tail protrusions and polar head packing defects. Figure
5.7A reports on the average number of protrusion per lipid and Figure 5.7B on the packing defect constant
π .

We start with the simulations on pure lipids. The number of protrusions reduces upon DOPE addition.
This is expected since DOPE thickens the membrane by partitionning below POPC, which reduces the
APL, thus impairing the capacity of the aliphtatic tails to protrude. For packing defects, the values
is slightly upper for POPC:DOPE compared to POPC, but within the error bars. In literature, it was
shown that POPE addition to POPC (or DOPE addition to DOPC) increases the packing defect constant
[263, 235]. Thus we believe the trend we observe is relevant and more sampling would confirm this. The
explanation comes from the shape of DOPE, which is conical due to its small polar head compared to
POPC. This directly creates packing defects between polar heads, since PE impairs the (more) efficient
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packing of cylindrical POPC between them. Overall, protrusions and packing defetcs are in essence
different phenomenons. Even if they both promote hemifusion, they have different origins and can have
different behavior when we compare two lipid compositions.

Figure 5.7: The impact of Mfn1-AH on the membrane surface properties. (A) Average number of
protrusions per lipids. (B) Barplot of the packing defect constants π in Å2.

We now examine what happens to protrusions when the peptide is added. They spectacularly increase
in the leaflet with peptide for both lipid compositions. This result is very interesting, since this means
that the binding of Mfn1-AH would promote hemifusion. It is in line with what was proposed by the
study of Daste et al. [135]. For the lower (peptide free) leaflet, the value is equal or slightly greater than
that for pure lipids, but definitely lower than the leaflet with peptide. Even if interesting fusion-wise, the
difference of protrusion between both leaflets (whatever the lipid composition) is a bit counter-intuitive.
Especially, we would have expected more protrusions in the lower leaflet, since it does not contain the
peptide volume which is present in the upper leaflet, yet both leaflets have the same APL. At this stage,
we have not found a convincing explanation to these observations, but we are actively searching.

Last, we examine packing defects. For both lipid compositions, the packing defect constant increases
in the lower leaflet compared to pure lipids. It is expected, since it follows the increase of APL. Each
lipid takes laterally more space, which means the polar heads are less packed against each other. For the
upper leaflet (with peptide), we find a puzzling result. For both lipid compositions, the packing defect
constant decreases compared to the other leaflet and pure lipids. We already mentioned that protrusions
and packing defects are different phenomenons, however this decrease contradicts what we found with
the protrusions. This would mean Mfn1-AH does not promote hemifusion, and contradicts the study
of Daste et al. [135]. It also contradicts the increase of APL. How an increased APL would not lead
to an increase of packing defects? Currently, we are suspecting a problem with Packmem and how we
managed the presence of the peptide. We do not consider this result of packing defects on the leaflet with
peptide relevant.
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5.4 Mfn1-AH is more structured and stable in a DOPE membrane

Figure 5.8: Mfn1-AH stability in POPC and POPC:DOPE membranes. (A) Density distribution
of the position of Mfn1-AH to the membrane. The vertical lines represent the phosphate groups mean
position. (B) Evolution of the helicity content as a function of time. (C) Distribution of Mfn1-AH residues
in the membrane. Hydrophobic residues are colored in yellow, hydrophilic residues are colored in pink,
positively charged residues are colored in green and negatively charged residues are colored in cyan. The
dashed dark line represent the position of the upper layer phosphate groups. (D) Snapshot of Mfn1-AH
embedded in a POPC:DOPE membrane. (E) Snapshot of Mfn1-AH embedded in a POPC membrane.
For both (D) and (E) the POPC molecules are in grey and licorice representation. The phosphates of the
POPC molecules are shown in blue and van der Waals representation. The protein is shown in ribbons
and orange.
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One of the objectives of these initial simulations was to compare the incorporation of Mfn1-AH in POPC
and POPC:DOPE membranes. For this goal, we ran replica simulations at 400K, as the structural stability
/ instability of the peptide is more evident at such a temperature. In fact, while the peptide seems to be
more embedded in the POPC membrane than in the POPC:DOPE membrane, this tendency is reversed in
the simulations at 400K (Figure 5.8A) suggesting that Mfn1-AH is more likely to exit a POPC membrane
than a POPC:DOPE membrane. This is confirmed by the secondary structure analysis in Figure 5.8B.
The helicity is shown to be lower in the POPC membrane at 400K, while the secondary structure of the
peptide is more stable in the POPC:DOPE at the same temperature. The partitioning analysis depicted in
Figure 5.8C indicates that the C-terminal segment of the helix is less embbeded in the membrane. The
lowest stability in terms of secondary structure is located at the C-terminal end of the peptide, which
can be observed in Figure 5.8E. As expected, apolar residues are deeply embedded in the membrane (as
well as the polar residue Thr10), and the lysines are located around the same levels as the phosphates,
probably stabilized by electrostatic interactions.

Figure 5.9: REMD-helix : Ensemble of Mfn1-AH conformations at 310K. (A) Evolution of the helix
content as a function of time. (B) Distribution of Mfn1-AH residues in the membrane. Hydrophobic
residues are colored in yellow, hydrophilic residues are colored in pink, positively charged residues are
colored in green and negatively charged residues are colored in cyan. The dashed dark line represent the
position of the upper layer phosphate groups.

Considering these results, we decided to proceed on studying the dynamics of the helix in a POPC:DOPE
membrane. Initially, we conducted a T-REMD simulation with Mfn1-AH adopting a helical structure
and being embedded within the membrane (REMD-helix). With REMD-helix, we were able to further
analyse the stability of the peptide embedded in the membrane. We first analysed the ensemble of con-
formations at 310K, which according to the REMD protocol follows a Boltzmann distribution. We recall
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that the successive conformations do not represent a continuous trajectory (see Figure 2.16). In this
ensemble at 310 K, the secondary structure of Mfn1-AH remains highly helical as described in Figure
5.9A. In fact, 74% of the frames have about or more than 80% of the peptide structured, and 99% of the
simulation show the 50% or more of the peptide structure in α-helix. The position of the sampled residue
exhibits a strong resemblance to the previous simple MD simulations, suggesting a consistent behavior
and a robustness of the predicted AH-membrane interactions.

Moreover, we had a closer look at the different replicas of the simulation (Figure S5.2). This time,
we analyze individual replica which diffuse in temperature space (see Figure 2.16). 34 out of 35 replicas
demonstrate that the peptide remains firmly embedded within the membrane (Figure S5.2A). Further-
more, the secondary structures remain stable throughout the 34 simulations (Figure S5.2B). Indeed, 33
out 35 replica show at least 50% of the peptide structured in α-helix for about 95% of the simulation
time, and 25% replica show at least 70% of the peptide structures for about 89% of the trajectory.

5.5 Structural dynamics of Mfn1-AH: Unfolding, Insertion, and
Folding processes in water and membrane environments

Our aim was to investigate the dynamics of the peptide within a membrane environment. To achieve this,
we decided to study the protein as it is positioned in the solvent, enabling us to observe both the insertion
and folding processes. Therefore, we initially focused on sampling AH conformations in water using an
REMD approach (REMD-water). An unfolded structure could then be extracted and placed in the solvent
of a membrane POPC-DOPE system.

5.5.1 Unfolding process of Mfn1-AH in water

Figure 5.10: REMD-water: Evolution of the helicity content as a function of time. The ensemble of
conformation at 310 K was studied. The completely unfolded structure was used as the starting structure
of Mfn1-AH in REMD-folding.
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The conformations used for model extraction corresponds to those at 310K. We observe that the helix
content decreases at the beginning of the simulation (Figure 5.10) and highly fluctuates between 0 and
20%. In the last 400ns of the simulation, the helix content stabilizes at a mean of 2.5 %, and the peptide
is most often in a fully coiled structure.

Hence, the last 400 ns were used to select a representative structure, with the clustering method
GROMOS. The cutoff used, 0.45 nm, revealed 5 groups representing 77% of the structures used. The
first cluster represent 37% of the structures. The center structure of the first cluster can be seen in Figure
5.10d. This conformation was used as the starting structure of the REMD-folding.

5.5.2 The insertion process of Mfn1-AH in a POPC:DOPE bilayer

Figure 5.11: REMD-folding: Study of replica 4. (A) Evolution of the helix content as a function of
time. (B) Evolution of the distance of the peptide to the center of the bilayer. On the bottom, snapshots
showing the first stages of interactions between the peptide and the membrane.

One of the goals of this project is to study the insertion and folding process of the helix. Hence we
first sampled the most probable conformation of the peptide in the solvent, which was then placed in
a POPC:DOPE membrane only system. In the REMD-folding, it was observed that only one of the
replicas consistently interacted with the membrane upon binding (Figure S5.3A). Indeed, at 310K, Mfn1-
AH was observed to interact with the membrane for only 9% of the time in the replica. Nevertheless,
upon analyzing the distribution of distances for each residue in the membrane across all replicas (Figure
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S5.3D), it became evident that hydrophobic residues Ile6, Val2 and Val9 are predominantly engaged in
interactions with the membrane. The lysine residues in the beginning of the sequence show low distance
with the bilayer center throughout the simulations as well. As a consequence, we can observe Asp1
and Glu8 at a low distance as well. It could be argued that residues Lys3, Lys4 and Lys5 foster the
hydrophobic interactions between the peptide and the membrane, through their interactions with the
phospholipids heads, and more specifically the phosphate groups.

The replica in which binding and folding was observed is number 4 (Figure S5.3A,B). The binding
process of replica 4 was further studied in Figures 5.11 and S5.3C. In accordance with the previous
description of the peptide interactions with the membrane (see previous section), we first observe the
peptide interacting through the lysines which will favor the deeper hydrophobic interactions involving
the apolar residues. Mfn1-AH is then able to fully bind the membrane, first in an unstructured manner
(Figure 5.11A,B). It is important to highlight that the peptide can adopt a partial α-helical structure
before a complete embedding within the membrane. Nevertheless, a complete structuration of Mfn1-
AH outside the membrane was not observed in our study. Indeed, outside of the membrane, the peptide
remains predominantly unfolded.

5.5.3 The folding process of Mfn1-AH in a POPC:DOPE bilayer

Very few replicas showed Mfn1-AH folding into an α-helix (Figure S5.3B). Moreover, the folding of
the helix was not consistently synchronized with its interaction with the membrane. In fact, among the
conformations showing 30% or more of helicity, 65% of them have a distance from the bilayer of 2.5
nm or less. However, 95 % of the structure with an helicity above 70% are within 2.5 nm of the bilayer
center, which suggest that binding to the membrane in necessary to obtain a fully folded AH.

As described previously in Figure 5.11, we observe the complete folding of the peptide in replica 4,
shown in Figure 5.13. As described in the previous section, the folding was preceded by interactions
between a mostly unfolded peptide, and the membrane. In fact the folding first starts at 300 ns, and
proceeds for about 100 ns. In replica 4, the embedding of HA is primarily initiated by the residue Ile6.
While some folding was noted in the C-terminal section outside of the membrane, complete folding of
the peptide occurs once the N-terminal section is fully embedded and folded. The N-terminal section of
the protein is in fact the most stable section of the protein, as can be seen in Figure 5.12.

Figure 5.12: REMD-folding: Secondary structure evolution of replica 4.
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Figure 5.13: REMD-folding: Folding process of Mfn1-AH.

5.6 Discussion

5.6.1 Can Mfn1-AH fold into the membrane on its own ?

The various simulations ran in this chapter showed first and foremost that the POPC:DOPE membrane
is an environment in which Mfn1-AH is more stable. In fact the secondary structure was the most stable
in the POPC:DOPE membrane at high temperature (Figure 5.8B). The embedding of the protein varies
the least as well (Figure 5.8C). This could be explained by the conical shape of PE lipids, which could
be more accomodating to the peptide. Furthermore, the position of the Lysines at the same level as the
phosphate groups can participate in initiating or maintaining of the AH-membrane contacts.

However, the REMD-folding showed most of the replica not interacting with the membrane. What
could drive the embedding of Mfn1-AH in a membrane? Indeed, the OM comprises some anionic lipids
(phosphatidylinositides and cardiolipins), potentially promoting interactions between the membrane and
the peptide, given the positively charged nature of the N-ter portion of the residues in Mfn1-AH. More-
over, the diameter of the liposomes used in the 2018 study was smaller than 100 nm, meaning that HR1
requires some level of curvature (i.e. packing defects), to bind the membrane. Our systems might not
accurately reproduce the packing defects necessary for the folding of Mfn1-AH. In addition, the unfolded
structure of the helix could participate in reducing the peptide-membrane interactions. In fact, in the con-
text of the full protein Mfn1, this peptide is most likely to harbor an α-helix structure. Futhermore, Daste
et. al 2018 [135] showed HR1 domain to be partially folded without any lipids (Figure 5.1A). Hence,
an α-helix starting structure could participate in the docking of the helix. Finally, Daste and collabo-
rators [135] have also showed that HR1 could not dock any membrane and induce membrane fusion if
the domain was not chemically linked to the membrane. In that sense, the REMD-folding results are in
accordance to what was experimentally shown. It is worth noting that in the context of the whole protein
Mfn1, HR1 will be anchored to the membrane through the TM domain.

While our simulations did display only one spontaneous folding, the simulations with the peptide
already embedded in the membrane demonstrated a robust and sustained interaction observed between the
peptide and the membrane, as indicated by the REMD-helix. Based on these findings, it can be inferred
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that the helix plays a crucial role in maintaining the interactions between HR1 and the membrane.

5.6.2 Has Mfn1-AH fusion inducing properties?

In agreement with what Daste and collaborators [135] expected, our simulations showed more protru-
sions in the leaflet with peptide.Moreover, the peptide did affect the membrane thickness, area per lipid,
and the order parameter, which increased in the layer containing Mfn1-AH. These events were in fact
hypothesized to favor fusion events and initiate the stalk phase [147, 146]. It is nonetheless complicated
to draw any conclusions on the fusion properties of the peptide alone with the simulations ran for this
projects. It could be interesting to proceed to study the effects of the peptide in a two membrane systems,
and observe the stalk or fusion events. Furthermore, other simulations could be performed with peptides
inducing fusion, such as influenza fusion peptide [146], in order to compare the results obtained in our
systems.

Figure 5.14: Liposome-liposome docking and fusion by HR1 of Mfn1 probed by Dynamic Light
Scattering (DLS). (Left), the size (diameter) of liposomes, composed of mainly POPC (92%) and pre-
pared by extrusion, was measured by DLS before and after 90 min of incubation at 37°C with the HR1
or HR2 domain of Mfn1. (Middle) Size distribution of 100 nm POPC:C45(95:5) liposomes prepared by
extrusion before and after 1 hour of incubation at 37degC with HR1 or HR2. (Right) size distribution
of POPC:C45(95:5) liposomes before and after 1 hour of incubation at 37°C with the amphipathic helix
deleted HR1 mutant, HR1-∆AH. Taken from [135].

The 2018 study [135] studied the docking and fusion process in presence of HR1 (red) or HR1-∆AH,
an amphipathic helix deleted HR1 mutant, both showed in Figure 5.14. When the incubation starts with
small size lipisomes (lower than 100 nm), their size increase after 1 hour, which indicates docking and
fusion events in the system. However, when HR1 is placed with larger liposomes, no size changes are
observed after an hour, indicating the absence of docking and fusion in the system. This underlines
the necessity of high membrane curvature for HR1 to dock and then induce fusion. As a matter of fact
our membrane composition used in the REMD-folding might not have reproduce the curvature and/or
packing defects necessary to induce the peptide’s docking to the membrane. Finally, HR1-∆AH systems
did not show any increase of liposomes size, showing that without the AH, HR1 cannot mediate liposome
docking. This latter result is in fact in agreement with the in vivo experiment showed in Figure 5.1B.

In light of our most recent findings, we are inclined to propose a hypothesis: the peptide functions in
anchoring the Mfn1 domain within the membrane. The data suggests that establishing a stable connection
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between Mfn1/HR1 and the membrane could be one of the functions of the amphipathic helix, which
would result in facilitating HR1 induced fusion. Further investigations and in-depth analyses will be
essential to substantiate this hypothesis and unveil the precise mechanisms at play. Our collaborator
David Tareste is currently doing experiments on Mfn1-AH in interaction with liposomes (fusion and
CD). Comparing the outcome of these experiments with our simulations will be particularly interesting.
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5.7 Appendix

Supplementary Figure S5.1: Area per lipid as a function of time during classical simulations at 310K.
Above the dashed line, we consider the values as artefact as they rapidly spike to very high points within
only a few nanoseconds. The cause of this anomaly remains unresolved.
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Supplementary Figure S5.2: REMD-helix : Analysis per replica. The 35 ensemble of conformations at
each temperature were rearranged to obtain 35 continuous trajectories per replica which can be analysed.
(A) Evolution of the distance of Mfn1-AH from the bilayer center as a function of time. The closer the
peptide from the bilayer center, the darker the color. (B) α-helix content for all the replica of the REMD
starting with the helix embedded in the membrane.
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Supplementary Figure S5.3: REMD-folding : Analysis per replica. The 35 ensemble of conformations
at each temperature were rearranged to obtain 35 continuous trajectories per replica which can be anal-
ysed. (A) Evolution of the distance of Mfn1-AH from the bilayer center as a function of time. The closer
the peptide is from the bilayer center, the darker the color is. (B) α-helix content for all the replica of
the REMD starting with helix embedded in membrane. (C) Evolution of the distance of the residues of
Mfn1-AH from the bilayer center as a function of time. (D) Distribution of the positions of individual
residues across all replicas. The dashed line represents the position of the phosphates.
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CHAPTER 6

EXPLORING THE MITOFUSIN
CONFORMATIONAL LANDSCAPE WITH

ALPHAFOLD



6.1 Introduction
Throughout this Ph.D, we were able to study specific domains of two mitofusins, Fzo1 and Mfn1. How-
ever, we studied the structures produced by AlphaFold (AF) [158] as well. This tool is recognized as
largely reliable and effective method for protein structure prediction [158, 159].This method was tested
on mitofusins, and did not show completely satisfactory results. Here, we are studying the different
results and limitations of the AlphaFold method.

6.2 Materials and methods
To predict the structures of mitofusins, we used Alphafold versions 2.2 and 2.3.1 [158, 223], and Colab-
fold 1.3.0 [224], both monomer and multimer versions. The various predictions are described in Table
6.1.

Protein(s) (Sequence) MSA
Monomers of Ugo1[1-502] AF
solute carriers SLC25A46[1-418] AF

Fzo1[1-855] AF
Monomers Fzo1[1-855] Custom

of mitofusins Mfn1[1-741] AF
Mfn2[1-757] AF

2×Fzo1[1-855] AF
Oligomers 2×Mfn1[1-741] AF

of mitofusins 2×Mfn2[1-757] AF
Mfn1[1-741] + Mfn2[1-757] AF

2×Fzo1[60-855] + 2×Ugo1[100-502] AF
Oligomers with 2×Mfn1[1-741] + 2×SLC25A46[1-418] AF
fusion partners 2×Mfn2[1-757] + 2×SLC25A46[1-418] AF

Mfn1[1-741] + Mfn2[1-757] + 2×SLC25A46[1-418] AF

Table 6.1: Summary table of the models produced with AlphaFold. AF stands for AlphaFold. The
provided sequences were taken from uniprot [207] for Fzo1 (P38297), Mfn1 (Q8IWA4), Mfn2 (O95140),
Ugo1 (Q03327) and SLC25A46 (Q96AG3).

Each structure underwent a verification process to detect any clashes. Following this, two mini-
mization steps of 5000 steps were conducted using GROMACS version 2022.x versions. We then
proceeded to initiate the complex refinement pipeline using HADDOCK3 [270] (see github https:

//github.com/haddocking/haddock3/). The models produced by the refinement stage were ranked
according to the HADDOCK score, and the best scored model was selected for analysis.

Custom Multiple Sequence Alignment. 47 sequences of mitofusins were found using PSI-BLASTP
version 2.13.0 [271, 272] and residues 702-760 of Fzo1 sequence (Uniprot: P38297). The sequences
obtained are listed in Supplementary Table S6.1 and the MSA of the TM domains are shown in Supple-
mentary Figure S6.1. The full sequence of the mitofusins were then aligned using the T-coffee alignment
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procedure [273, 274]. This alignment was then provided to Alphfold in A3M format for the prediction
of the Fzo1 monomer.

Contact Analysis. The lowest distances between all residues pairs was measured using all the atoms
of the structures.

6.3 AlphaFold provides a new type of cis-dimerization conforma-
tion involving the coiled-coil domains in the interactions

6.3.1 AlphaFold exclusively produces mitofusins structures in an open conforma-
tion, unsuitable with membrane tethering mechanism

The results of AF (default usage) on Mitofusins monomers can be observed in Figures 6.1 and 6.2. First,
we can observe that the structures predicted for these three molecules are all in an open conformation
(Figures 6.1A and 6.2A,E). Supplementary Figure S6.2 presents on the left of each panel, the structure
colored as a function of the pLDDT, and on the right, as a function of the domains. Each structure
presents low plDDT values in the TM domains, and both Mfn2 and Fzo1 have low values in the N-ter
section of the structure. In Fzo1, the N-ter section of the protein (before the HRN domain) are in fact
predicted as intrinsically disordered by AF. In addition, Fzo1 TM domain and N-ter section are predicted
as mainly disordered, in direct contradiction with the PSIPRED secondary structure predictions (for Fzo1,
described in Section 3). For both Mfn1 and Mfn2, although the helicity content is higher, AF does not
find a two helices conformation for any of the models (Figure 6.2D and H). Half of TM1 is in fact folded
as α-helix for both Mfn1 and Mfn2. It is interesting to note that the helix starts at the conserved Arginine
residue (observed in Supplementary Figure S3.9 and annotated on D and H panels of Figure 6.2).

The Fzo1 structure proposed by AF displays a very different structural organization than the models
proposed in 2017 [1] and 2019 [2]. Both Fzo1 original models (closed and open conformation) are shown
and detailed in Figure 1.22 and Section 1.4.3. First and foremost, the TM section exhibits significant
differences, notably because AF fails to generate the anticipated helical structures. The TM section of
this first model has been disputed in Section 3. The HRN domain is the second main difference with
the first model, as it is organized differently : the domain is now placed underneath the GTPase domain,
instead of on its left. In fact, the HRN domain is placed similarly to the N-termini helices observed in
both Mfn1 and Mfn2 (Figure 6.2 and see Figure 1.1 of Section 1.4.3).

Finally, the hydrophobic residues of HR1 and HR2 domains are distributed differently in the AF than
what was predicted in 2017 [1]. These domains organized in a coiled coil conformation are structured in
one continuous block in the AF models, instead of the two sections of helices, based on BDLP [65, 68]
(see Section 1.3.2 and Figures 1.14 and 1.16). Furthermore, while the hydrophobic spine of HR2 was
constructed solvent exposed, here the two heptad repeat domains, as well as the residues from 570 to
605, are involved in more typical HR interaction pattern (Figure 6.1C). Similar interactions are observed
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in Mfn1 and Mfn2 models. A third helix is involved in the hydrophobic coiled-coil interactions as well
(Figure 6.2C and G). Finally, the hydrophobic spine of the amphipathic helix of Mfn1 HR1 domain
(described in 2018 [135]) is facing the coiled-coil instead of the solvent. This implies that the amphipathic
helix is not readily disposed to interact with the membrane, contrary to what was suggested by the 2018
study [135].

Figure 6.1: AlphaFold model of Fzo1. (A) Monomeric model of Fzo1 produced by AF. The domains
are colored as function of the domains defined in (B). The unassigned sections of the protein are colored
in grey. (B) Schematic representation showing the domain organization of the mitofusin Fzo1. GTPase
domain in red; HR1/2, heptad repeat 1/2 in blue/green; HRN in purple; TM, transmembrane region
(including the loop in between TM1 and TM2) in orange. Boundaries of each element are indicated by
residue numbers. (C) Zoom in on HR1 and HR2 domains. The surface of hydrophobic residues of both
domains are represented in cyan for HR1 and green for HR2. On the right panel, a third helix (residues
570 to 605) is represented in grey, as it is involved in hydrophobic interactions. (D) Zoom in on the TM
domain.

The absence of a loop in the center of the mitofusins HR1/2 coiled-coil implies strong conformational
rearrangement in order to fit the hypothesized mechanisms described in Section 1.4.3 and Figures 1.23
and 1.24. In fact, to fit these proposed mechanisms (specifically presented in Figures 1.23B and 1.24B),
the helix bundles of the mitofusins models would have to locally break and unfold into a loop. However,
as these fusion models have not yet been validated by experimental data, new mechanisms could arise
from the analysis of the models produced by AF, and more specifically from the analysis of multimers of
mitofusins.
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Figure 6.2: AlphaFold model of human mitofusins Mfn1 and Mfn2. (A) Monomeric model of Mfn1
produced by AF. The domains are colored as function of (B). The unassigned sections of the protein are
colored in grey. (B) Schematic representation showing the domain organization of the mitofusin Fzo1.
GTPase domain in red; HR1/2, heptad repeat 1/2 in blue/green; HRN in purple; TM, transmembrane
region in orange. Borders of each element are indicated by residue numbers. (C) Zoom in on HR1 and
HR2 domains. The surface of hydrophobic residues of both domains are represented in cyan for HR1
and green for HR2. On the right panel a third helix (residues 445 to 485) is represented in grey, as it is
involved in hydrophobic interactions. (D) Zoom in on the TM domain. (E) Monomeric model of Mfn2
produced by AF. The domains are colored as function of (F). The unassigned sections of the protein are
colored in grey. (F) Same as (B). (G) Same as (C). The third grey helix are residues ranging from 470 to
503. (H) Zoom in on the TM domain.

As the experimentally solved structures of mitofusins and homologue BDLP show homo-dimerization
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through the GTPase domain, we decided to investigate the dimers generated by AF (Figure 6.3). First and
foremost, Fzo1 dimers were produced and again showed very different results from the Fzo1 open cis-
dimer previously modeled (see Figure 1.22). While the model retains the open conformation previously
described, the type of dimerization is very different to the BDLP homologue (see Figure 1.15). In fact, the
model shows a cross-type of dimerization, involving the GTPase domain as well as residues of the HRN
and HR2 domains in the interactions (Figure 6.3A, B and C). In contrast, the dimer produced in 2019
[2] only involved the GTPase domain, similarly to what has been established for BDLP [68]. Precise
interactions between monomers of Fzo1 are described in the Supplementary Table S6.2A. In fact, it can
be observed that the dimeric structure seems to me maintained through salt briges, observed in the HRN,
GTPase, and HR2 domains. Indeed, polar and charged residues able to form salt bridges and hydrogen
bonds are observed in close proximity.

In comparison, the human mitofusins seem to present models compatible with a first step of mem-
brane tethering. In fact, the Mfn1 homodimer, as well as the Mfn1-Mfn2 dimer, show a trans-dimer
type of interactions, with two mitofusins that would be placed on different membranes. On the other
hand, the Mfn2 homodimer, as well as an other model of the Mfn1-Mfn2 dimer, show what appears to be
cis-dimers. In the case of the Mfn2 homodimer, we have obtained a BDLP type of interactions, mainly
involving the GTPase domain in interactions between monomers, while the Mfn1-Mfn2 model presents
a cross type of cis-dimerization. Surprizingly, AF was able to produce a diversity of models in the case
of Mfn1 and Mfn2 heterodimer. Furthermore, one of this model involves interactions between the coiled
coil helices, similarly to the prediction of Fzo1 dimer. Similarly to the Fzo1 dimer previsously described,
salt bridges between the human mitofusins are observed, mostly involving the GTPase domain (Supple-
mentary Table S6.2B). In the cross-like cis-dimer of Mfn1-Mfn2, proximity between residues able to
form hydrogen bonds is described as well, involving the HR2 domain of the mitofusins with residues
located between HR1 and TM domains.

Theses models of dimers can be sorted into two categories: trans-dimers (two monomers on op-
posite membranes) and cis-dimer (two monomers on the same membrane). Trans-dimers may inspire
novel concepts for the fusion mechanisms of mitofusins. However, as expected from members of the
dynamin superfamilly, important conformational changes are required to facilitate the outer mitochon-
drial membrane fusion (see Section 1.3). While the rupture of coiled-coil structures might be conceivable
and consistent with previously proposed mechanisms, these structures could also undergo bending with-
out necessitating helical breakage, bringing the two opposing membranes closer together and possibly
interacting with the membrane, upon reorganization of the HR domain hydrophobic spines. Further-
more, these new cross-type of cis-dimerization could be induced by interactions of the GTPase domain,
which will help finalize membrane tethering.The first trans-membrane interactions could first involve the
GTPase domain only, followed by these HR domains interactions (HRN and HR2 for yeast Fzo1, and
HR2 for human Mfn1/2), similar to inter-protein coiled-coil interactions observed in SNARE [199]. The
dimers observed in Figures 6.3A and G would be post-fusion complexes.
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Figure 6.3: AF dimeric models of human and yeast mitofusins. (A) Dimer model of Fzo1 produced
by AF. The domains are colored as function of domains, defined in Figure 6.1B. The unassigned sections
of the proteins are colored in grey. (B) Zoom in on HR1 (cyan) and HR2 (green) domains, as well
as residues 570 to 605 (grey). (C) Zoom in the HRN domains. (D), (E), (F) and (G) AF models of
respectively Mfn1 homodimer, Mfn1-Mfn2 heterodimer (version 1), Mfn2 homodimer and Mfn1-Mfn2
heterodimer (version 2). The domains are colored as function of domains, defined in Figures 6.2B and
F. The unassigned sections of the proteins are colored in grey. (H) Zoom in on the model of Mfn1-Mfn2
version 2: HR1 (cyan) and HR2 (green) domains, as well as residues 445 to 485 for Mfn1 and residues
470 to 503 for Mfn2 (grey).

6.3.2 The AF models are validated by the available experimental data

In the previous implementation of the model [1, 2] various salt-bridges and hydrophobic interactions
were underlined and validated experimentally, using swap mutations[1]. These salt bridges are shown
described in Figure 6.4D. A first salt-bridge was found involving the Lys464 residue, a target for post-
translational modification by ubiquitin in Fzo1 [142], and Asp335. Single point mutations mutations
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D335K and K464D induced a total inhibition of respiratory growth, while the swap mutation D335K-
K464D partially but significantly corrected the defect. Similarly, K200-D313 and D523-H780 salt-
bridges were found although the H780D mutant did not show respiratory inhibition [1]. Figure 6.4D
underlines that salt bridges D335K-K464D and K200-D313 predicted in 2017 were found in the AF
model (and validated in the experimental structure, result not shown), while D523-H780 residues are
found to be quite far apart in the AF model. However, D523-H780 salt-bridge could be reasonably ques-
tioned, as one of the two single point mutant does not show respiratory inhibition. Hydrophobic contacts
were hypothesized as well in the 2017 study [1]. L501-L504-L802 and T490-L819 were observed to be
in close contact, however they are farther apart in the AF model.

Figure 6.4: Experimental structures aligned with the Alphafold models. In all panels the AlphaFold
model is in grey, the experimental structure is in cyan. (A) AlphaFold prediction of Mfn1 aligned with
Mfn1 structure PDB: 5GOF. (B) AlphaFold prediction of Mfn2 aligned with Mfn2 structure PDB: 6JFK.
(C) Left, model obtained using AF. Right, model obtained using homology modeling [1, 2]. Residues in
contact described in the 2017 model are shown in van der Walls representation and color-coded according
to their respective groups of residues.

These experimental data show a first partial validation of the AF model, it however does not allow
us discriminate between it and the 2017 model [1]. For the human mitofusins, partially solved structure
are available (see Section 1.4.3 and Figure 1.1). The alignment of these AF models with experimental
structures are shown in Figure 6.4 A and B. Each couple of structures (AF and experimental structures)
present very low RMSD with each other (Figure 6.4). It is indeed expected for both Mfn1 and Mfn2
as these structures are present in the PDB, on which AF was trained. However, the unpublished Fzo1
dimer produced by our collaborator Philippe Meyer (using the methodology developed by Mirabello et
al. [275]) showed strong agreement with the AF structure (results not shown), validating the position of
the HRN domain produced by AF. In fact, the structures presented an RMSD of 0.36 nm with the AF
structure (for each monomer). Furthermore, the position of each monomer short coiled-coil conformation
in the experimental structure seemed to agree with the cross-like cis-dimerization observed in the AF
models. Hence the dimerization scenario does present strong differences with the BDLP homologue.
However, considering that the two proteins exhibit only 43% similarity [1], the structural disparities
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observed between them could be attributed to their differences in sequence.

6.3.3 New models involving fusion partners Ugo1 shed new light on cross-type
cis-dimer

Ugo1 is a modified mitochondrial solute carrier embedded in the outer mitochondrial membrane showed
to be required for outer mitochondrial membrane fusion. Indeed, Sesaki et al., 2001 [108] demonstrated
that mutants lacking Ugo1 exhibit numerous small mitochondrial fragments, contrasting with the few
long tubular-shaped mitochondria observed in wild-type cells. The human orthologue to Ugo1 would
be the member of the mitochondrial solute carrier family SLC25A46 [138, 276]. SLC25A46 has been
showed to participate in both upregulation [277] and downregulation [278, 138] of mitochondrial fusion.
Hence, the role of the protein is argued to be associated with an overall regulation of mitochondrial
dynamics. Neither of Ugo1 and SLC25A46 have an identified substrate, despite their apparent belonging
to the solute carrier family [277, 276].

Figure 6.5: AF structure prediction of mitofusins fusion regulators. (A) Modified mitochondrial
solute carrier Ugo1. (B) Top view of Ugo1. Residues 1 to 100 were removed from the visualization, as
they were predicted intrisically disordered. (C) Mitochondrial solute carrier SLC25A46. (D) Top view of
SLC25A46. Residues 1 to 90 were removed from the visualization, as they were predicted intrinsically
disordered.

The AF structure prediction of these two proteins is shown in Figure 6.5. It can be observed that
AF predicts a typical solute carrier structure, similar to what was described by Kunji and collaborators in
2020 [279]. The top perspective of the proteins depicted in Figure 6.5B and D reveal the channels formed
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by the proteins, suggesting the potential passage of a substrate. However they both show an extended N-
terminal intrinsically disordered section, which is atypical for mitochondrial metabolite carriers [280].
Ugo1 has an additional extended intrinsically disordered domain in the middle of the sequence (residues
143 to 227). Ugo1 NH2 terminus has been showed to face the cytosol while its COOH terminus faced
the intermembrane space [108]. The experimental description of the SLC26A46 termini localization
has not been reported in literature yet. That being said, the interactions between the proteins involved
in mitochondiral dynamics, such as mitofusins, and those solute carriers has been previously described
[108, 109, 110, 280, 279, 276, 277]. Consequently, we decided to study the oligomers of mitofusins and
these mitochondrial solute carriers.

Tetramers involving two mitofusins and two solute carriers yielded the most interesting results and are
showed in Figure 6.6. Interestingly, the presence of these solute carriers impacts the predicted structures
of the associated mitofusins. First and foremost, both Ugo1 and SLC25A46 are localized on the same
level as the TM domains on the mitofusins involved (showed in Figure 6.6A, D, E, H). Consequently,
the structure of the TM domain of mitofusins is the most impacted. In the absence of solute carriers,
the transmembrane (TM) domain of mitofusins appears to be unfolded and/or less compact. However,
with the presence of Ugo1/SLC25A46, a more compact conformation of the domain is evident (Figure
6.6B, F, G and I). In Fzo1, although a structure of two TM helices seperated by a loop is not observed,
an α-helix secondary structure is present throughtout the TM domain. Notably, a kink is located on the
Lys716 of Fzo1 TM1, which can be observed as well in TM1 of Mfn1 and Mfn2 (models of Figure 6.6E
and H) on respectively Arg595 and Arg614. Nonetheless, the model of Figure 6.6D (2 Mfn1 with 2
SLC25A46) seems to lean toward a more continuous structure of TM1. None of the models presented
here show interactions between TM1 and TM2 of the mitofusins.

Secondly, the other impact of the solute carriers on the structure of mitofusins is the type of dimeriza-
tion between the mitofusins. In fact the Mfn1 and Mfn2 homodimers (Figure 6.6D and E) now present
a cross-type of dimerization, which was not observed in the previous section (Figure 6.3). However,
AF produced diversity in the conformation of these tetramers. While they all showed an intersection in
the HR coiled-coil, certain models had their GTPase domains dissociated (as observed in the (2)Mfn2-
(2)SLC25A46 tetramer, Figure 6.6E). This dissociation has also been noted in other models of (2)Mfn1-
(2)SLC25A46 (results not shown here). Furthermore, diversity of conformation was also observed in
the positioning of SLC25A46, as it seemed to have troubles in positioning the protein in the plane of
the membrane (the various conformations of each tetramers are not shown here). Nevertheless, when
combining Mfn1 and Mfn2 with two SLC25A46, we consistently obtain a GTPase dimerization and the
two solute carrier aligned with the membrane plane and the two Mfn1 and Mfn2 TM domains.
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Figure 6.6: AF tetrameric models of mitofusins and solute carriers Ugo1/SLC25A46. (A) Tetradimeric model of two
yeast mitofusins Fzo1 (without the first 60 intrinsically disordered residues) and two Ugo1 (without the first 100 intrinsically
disordered residues). Fzo1 is colored as a function of its domains, defined in Figure 6.1B. The unassigned sections of the
proteins are colored in grey. The two Ugo1 monomers are represented in magenta. The membrane position is represented
with a grey stripe. (B) Zoom on the model in (A) showing the conformation of two Fzo1 TM domain. Flanking residues to
the TM domain are shown in grey. (C) Zoom on the model in (A) showing the conformation of Ugo1. (D) Tetrameric model
of two yeast mitofusins Mfn1 and two SLC25A46. Mfn1 is colored as a function of its domains, defined in Figure 6.2B. The
unassigned sections of the proteins are colored in grey. The two SLC25A46 monomers are represented in magenta. (E) Same
as (C) but with Mfn2 instead of Mfn1. The residues of the two Mfn2 are colored as a function of Mfn2 domains defined in
Figure 6.2F. (F) Zoom on the TM domains of Mfn1 monomers in (D). (G) Zoom on the TM domains of Mfn2 monomer in
(E). (H) Tetrameric model containing Mfn1, Mfn2 and two SLC25A46. The coloring of each monomers is conform with the
previous panels. (I) Zoom on the mitofusins TM domain. (J) Zoom on one of the SLC25A46 monomers.
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Finally, it can be noticed that Ugo1 N-termini (corresponding to the residue 101 of Ugo1 sequence) is
in fact located on the intermembrane space(IMS), which is unexpected, as the opposite was described by
Sesaki and collaborators in 2001 [108]. However, we are lacking the first 100 amino acid in our model,
as they are intrinsically disordered. Furthermore, the C-term is in fact on the IMS side which is coherent
with the experimental data [108]. The second extended intrinsically disordered domain of the protein is
located on the cytosol side of the membrane, and seem to interact with the HR domains. Similarly, the
N-termini disordered section of SLC25A46 is interacting with the human mitofusins coiled sections. In
fact, some of the closest contacts between the mitofusins and their solute carriers involve the intrinsically
disordered sections of those solute carriers (described in Supplementary Table S6.3). It can be noted
that the position of Ugo1 in interaction with Fzo1 seems to be the reverse of the position of SLC25A46
in interaction with Mfn1/2. No significant changes were observed in the nearest contacts (within 2Å)
between mitofusin monomers.

6.4 A specific MSA provides additional insights into TM domain
interactions and structure prediction

In this last section, we decided to investigate more Fzo1 TM domain throught AF predictions. In fact, AF
models present strong limitations in modeling the mitofusins, as first and foremost, the two TM helices
of mitofusins are predicted as fully or partially unstructured in the absence of Ugo1. However, even in
the presence of the solute carrier, TM1 and TM2 are not interacting with one another, contrary to our
expectations and predictions (see Section 3). In fact, residues located within the plane of the membrane
(Figure 6.6B) exceed the range of residues defined as transmembrane by Fritz and collaborators in 2001
[99].

Hence, we decided to test two protocols: first a custom MSA, and second a prediction involving
Ugo1 and Fzo1 without its GTPase domain. The second protocol is presented in Section 3, and in Figure
6.7 is presented the other set of models produced using an MSA composed of 48 sequences of fungal
species (see Supplementary Table S6.1). This MSA is particularly well aligned on the TM domain of
Fzo1 (Supplementary figure S6.1). In this figure can be observed one of the conformations produced:
two helices in the TM domain are shown corresponding to TM1 and TM2, evidently interacting with
one another. It can be noted that the TM domain produced show a diversity of conformations (Figure
6.7A). However, the residues involved in interactions are similar to ones described previously in Section
3 and Figures 3.3 and 3.5. These interaction are shown for the second ranked model in Figure 6.7,
however all conformations show similar sections of the helices involved. It is interesting to note that
the dimer obtained with this custom MSA proposed a cross-type cis-dimer without interactions in the
GTPase domain (result not shown), similar to the previous predictions in Figure 6.5E.
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Figure 6.7: Models produced with AF provided with a custom MSA. (A) Superposition of 5 models
produced by AF. (B) Left, 2nd ranked model colored as a function of domains, previously described in
Figure 6.1. Right, contact map between TM1 and TM2.

Two conclusions can be drawn from these observations. First, when AF is given a more specific
alignment, it converges (i) onto a two helices type of TM domain (with interactions between the two
helices), and (ii) with our TM domain model. In fact, removing the GTPase domain most probably
allowed AF to find sequences for the MSA better aligned with the TM domain, similar to our custom
MSA. However, it is important to note that the results of the prediction is drastically different without
Ugo1 in the system and the TM domain is partially intrinsically disordered (similar to the full Fzo1 dimer
predictions, results not shown). These results underline that a variation of conformations can be obtained
with AF, when parameters are adapted to the specific case studied. Nevertheless, as observed previously,
all conformations are open. These observations underline that conformational diversity can be observed
in local domains of mitofusins, but large-scale conformational transition can be more complicated to
obtain.

6.5 Conclusion
In this Chapter, we extensively studied the modelization of mitofusins thought the use of AlphaFold.
Monomers, dimers and tetramers involving fusion partners Ugo1/SLC25A46 were produced and anal-
ysed. While AF is rarely able to provide conformational diversity for one given model, we obtained
variations of structures by changing the mitofusins environment.

Each model produced showed mitofusins in an open conformation, and an absence of hinges in coiled
structures, in opposition to the bactarial homologue BDLP [65, 68]. Moreover, the dimers and tetramers
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displayed unique interactions among mitofusins, implicating the HR domains and resulting in a cross-
type cis-dimerization, which contrasts with the homologous BDLP. This might be attributed to the rel-
atively low similarity (about 43% [1]) between BDLP and mitofusins, leading to structural differences.
However, it’s worth noting that the low-resolution structure of the open conformation of BDLP could
also play a role. Given the advancements in electron microscopy (EM), there is potential to revisit and
improve the structure. Interestingly, the tetramers involving the mitochondrial solute carriers SLC25A36
(humans) showed that these inter-protein HR interactions are possible between any combination of mito-
fusins.

Nevertheless, the models produced by AF necessitate important conformational changes in order
to fully drive OM fusion. This implies that AF produces only a fraction of the conformations that these
proteins can adopt. This issue could be attributed to the lack of structural information related to mitofusins
in the PDB.
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6.6 Appendix
Species Gene ID NCBI Alignment Identity (%)

Accession Number Length
Saccharomyces paradoxus 54628961 855 93.450
Saccharomyces kudriavzevii 80922466 855 88.070
Saccharomyces uvarum WBF12004.1 855 85.965
Saccharomyces eubayanus 28930342 855 86.082
Saccharomyces pastorianus QID84352.1 855 85.848
Saccharomyces arboricola EJS44778.1 855 86.901
Saccharomyces mikatae 80916627 855 89.123
Torulaspora delbrueckii 11502587 854 55.504
Naumovozyma dairenensis 11496578 867 55.017
Naumovozyma castellii 11525200 860 55.116
Zygosaccharomyces rouxii 8205611 863 53.187
Torulaspora globosa 59323954 843 53.737
Zygotorulaspora mrakii 59238749 845 55.621
Zygosaccharomyces mellis GCF01234.1 842 53.800
Zygosaccharomyces parabailii AQZ09951.1 837 55.197
Kazachstania saulgeensis SMN19588.1 894 50.783
Nakaseomyces glabratus 2891667 861 52.149
Kazachstania barnettii 64856637 892 51.345
Kazachstania africana 13883486 863 52.028
Eremothecium cymbalariae 11471225 830 52.892
Kazachstania exigua KAG0667837.1 866 50.924
Lachancea lanzarotensis 34685323 861 50.290
Ashbya aceris AGO10664.1 840 51.190
Lachancea dasiensis SCU84805.1 841 51.011
Zygosaccharomyces bailii SJM85540.1 781 55.698
Eremothecium gossypii 4619254 842 50.950
Lachancea thermotolerans 8292224 837 51.135
Lachancea nothofagi SCU94789.1 839 51.013
Kazachstania unispora KAG0656311.1 917 48.637
Lachancea sp. ’fantastica’ SCU87952.1 837 50.060
Kazachstania naganishii 34523668 853 50.645
Lachancea meyersii SCV03020.1 837 51.732
Lachancea quebecensis CUS23951.1 837 50.179
Lachancea fermentati SCW03635.1 847 51.712
Eremothecium sinecaudum 28724097 779 51.220
Kluyveromyces dobzhanskii CDO95175.1 791 51.327
Kluyveromyces lactis 2894339 786 50.382
Kluyveromyces marxianus 34714445 790 50.759
Tetrapisispora phaffii 11532272 824 49.029
Tetrapisispora blattae 14497819 896 42.299
Saccharomycodes 70107361 793 43.253
Hanseniaspora osmophila OEJ83133.1 805 40.870
Hanseniaspora valbyensis OBA27200.1 676 35.947
Hanseniaspora opuntiae OEJ81218.1 760 33.684
Hanseniaspora guilliermondii SGZ40984.1 760 33.289
Hanseniaspora uvarum OEJ90379.1 743 32.840

Supplementary Table S6.1: Summary table of the sequences selected for a custom alignment. When
Gene ID could not be retrieved, the NCBI Accession Number was writen instead. Identity stands for
amino acid identity. The percentage of identity with the mitofosin Fzo1 of Saccharomyces Cerevisae is
written in the last column.
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Supplementary Figure S6.1: TM domain alignment of the mitofusins used for the custom MSA. Here
is the TM domain alignment of the custom MSA. Each predicted TM helix is represented as a orange
rectangle.
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A
Fzo1 - M1 Fzo1 - M2 Distance

LYS141 LYS141 1.863
LYS141 ASP143 1.659
ASP143 ASN139 1.955
ASP143 LYS141 1.631
LYS163 ASN155 1.990
ASN197 GLU344 1.758
ASP216 ARG380 1.852
GLN217 ARG376 1.904
ASN318 LEU349 1.902
GLU344 ASN197 1.909
ASN345 ASN345 1.836
LEU349 ASN318 1.895
LYS352 MET319 1.730
LYS374 GLN217 1.867
ARG380 ASP216 1.591
ASP523 ARG795 1.600
ASP523 ARG799 1.590
GLU527 ARG795 1.643
ARG799 ASP523 1.603
ARG803 GLU806 1.663
ARG803 ASP810 1.599
GLU806 ARG803 1.785
ASP810 ARG803 1.646

B
Mfn1 - M1 Mfn2 - M2 Distance

SER85 GLU230 1.746
ILE105 GLU266 1.822
HIS107 GLU266 1.687
HIS144 GLU272 1.686
ALA145 GLN276 1.868
HIS147 GLU272 1.918
ASP183 GLN235 1.763
ASP183 THR236 1.643
THR186 GLN235 1.844
GLU209 SER106 1.705
GLU209 ARG259 1.751
THR211 THR105 1.909
ASN214 ASP204 1.744
THR215 ASP204 1.717
ARG238 GLU230 1.685
GLU245 ILE126 1.774
GLN255 ALA166 1.975
ARG259 GLN169 1.982
ILE496 GLN701 1.841
ASP502 HIS686 1.860
ASP502 GLN690 1.814
SER504 ASN683 1.844
SER660 LEU528 1.937
THR661 TYR679 1.900
ASN664 ASN525 1.954
GLN671 SER523 1.804
GLN682 MET515 1.834

Supplementary Table S6.2: Distances in Å between the closest residues of mitofusin monomers in
mitofusins dimers. (A) Residues at a distance lower than 2Å of the Fzo1 homodimer AF model. (B)
Residues at a distance lower than 2Å of the Mfn1-Mfn2 heterodimer AF model. Lines colored in grey
represent the salt bridges.
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A - (2)Fzo1-(2)Ugo1

Fzo1 Ugo1 Distance
VAL615 PRO189 2.100
ARG617 PHE187 1.916
ARG617 GLU191 1.592
LYS624 GLU182 1.776
LYS624 GLU183 2.888
ARG625 GLU182 1.583
LYS631 ASP165 1.908
ARG632 ILE162 2.060
ARG632 ARG164 2.922
LEU637 ASP238 1.823
ILE639 ASN234 1.844
LYS736 LYS501 2.883
THR520 GLU184 1.935

B - Mfn1-Mfn2-(2)SLC25A45

Mfn1 SLC25A46 Distance
LYS608 GLY235 1.784
ARG455 ARG15 2.917
ARG594 GLU177 1.559
GLU579 GLN96 1.727
LYS608 GLY235 1.784
PHE553 GLU182 2.002
ARG594 LYS206 2.073
GLU578 GLN96 2.256
GLU579 GLN92 2.552
THR592 GLU316 2.737
ILE552 GLU182 2.835
ILE582 ARG99 2.969
THR592 GLN283 2.990

C - Mfn1-Mfn2-(2)SLC25A45

Mfn2 SLC25A46 Distance
ARG613 GLU189 1.646
ARG613 GLU177 1.801
GLU598 ARG99 1.946
VAL601 ARG99 2.564
ARG519 ARG5 1.696
ARG476 ARG15 1.782

Supplementary Table S6.3: Distances in Å between monomers of the tetramers. (A) Residues at a
distance lower than 3Å for Fzo1-Ugo1 in the (2)Fzo1-(2)Ugo1 tetramer AF model. (B) Residues at a
distance lower than 3Å for Mfn1-(2)SLC25A46 of the Mfn1-Mfn2-(2)SLC25A46 tetramer AF model.
(C) Residues at a distance lower than 3Å for Mfn2-(2)SLC25A46 of the Mfn1-Mfn2-(2)SLC25A46
tetramer AF model. Lines colored in grey represent the salt bridges.
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Supplementary Figure S6.2: AlphaFold monomeric models of mitofusins. (A) Schematic represen-
tation showing the domains organization of mitofusins. GTPase domain in red; HR1/2, heptad repeat
1/2 in blue/green; HRN in purple; TM, transmembrane region in orange. Borders of each element are
indicated by residue numbers. (B) Left, Foz1 AlphaFold model colored as a function of pLDDT score.
Right, Identical model colored as a function of the domains. (C) Left, Mfn1 AlphaFold model colored as
a function of pLDDT score. Right, Identical model colored as a function of the domains. (D) Left, Mfn2
AlphaFold model colored as a function of pLDDT score. Right, Identical model colored as a function of
the domains.
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Supplementary Figure S6.3: AlphaFold oligomeric models of mitofusins. (A) Left, AF model of Mfn1
homodimer colored as a function of pLDDT score. Right, iIdentical model colored as a function of
the domains. (B) Left, AF model of Fzo1 homodimer colored as a function of pLDDT score. Right,
identical model colored as a function of the domains. (C) Left, AF model of Mfn2 homodimer colored
as a function of pLDDT score. Right, identical model colored as a function of the domains. (D) Left,
AF model of Mfn1 and Mfn2 cis-dimer colored as a function of pLDDT score. Right, identical model
colored as a function of the domains. (E) Left, AF model of Mfn1 and Mfn2 trans-dimer colored as a
function of pLDDT score. Right, identical model colored as a function of the domains.
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CHAPTER 7

CONCLUSION



The diverse projects within this Ph.D can be categorized into distinct phases focused on the study
of mitofusins: the TM domain of Fzo1, the amphipathic helix of the Mfn1 HR1 domain, and the over-
all structure of the yeast mitofusin Fzo1. A significant portion of the Ph. D duration was dedicated to
investigate the TM domain of Fzo1. Through this study, structural insights on this TM domain was ac-
quired, as well as understanding of the MARTINI force-fields. With this knowledge, we were able totest
the MARTINI force-fields on amphipathic helices (AH) systems and assess their predictive accuracy in
peptide-membrane interactions. This first work on AH was followed by a thorough characterization of
the AH of the HR1 domain of the human mitofusin Mfn1, carried out using all-atom simulations. These
structural analyses of various mitofusins domains allowed us to propose various functional roles associ-
ated to these domains. finally, we also studied the overall structure of Fzo1 using the AlphaFold tool,
described in Chapter 6. In depth analysis of monomeric, dimeric and tetrameric conformations involving
yeast and human mitofusins with their fusion partners was carried out.

7.1 Production of a TM domain structure fitting mitofusins small
loops

Chapter 3 focused on the TM domain of Fzo1. When the first model of Fzo1 was produced in 2017 [1],
the PREDDIMER webserved was used in order to produce multiple conformations of the two TM helices
(TM1 and TM2). However the structure produced for Fzo1 TM domain had not been validated through
either massive conformational sampling or experimental data. In this chapter, our primary objective was
to generate a substantial number of conformations to evaluate and identify the most probable structure.
We decided to not investigate the energy of association between these two helices TM1 and TM2 as
they are linked by a loop, which induces a close distance between them and significantly modifies the
energy of interaction between the helices alone. Additionally, a specific focus was given to Lysine 716, a
peculiar residue for a TM region, and given its position in the first helix TM1, this titrable residue is most
likely placed in the middle of the membrane. The pKa of the residue changes in the membrane, resulting
potentially in a neutral residue at pH = 7. As the hydrophobic center of the membrane is an unfavourable
environment for charged residue, we decided to test whether the residue was charged or neutral. Using the
MARTINI family of force-fields, numerous conformations were produced for both a charge and neutral
Lys716. Parameters such as crossing angles, contacts between the two helices and analysis such as a
clustering were used to assess the most representative conformations produced. This sampling revealed
that the presence of a protonated Lys716 disrupted stability within the interactions between the helices
TM1 and TM2, as well as within the membrane. In fact the protonated state disturbed the integrity
of the peptide within the membrane, which often resulted in the surprising event of the peptide exiting
the membrane. The neutral Lys716 simulations converged toward one main conformation, which was
used for the following refinement steps. As MARTINI2 and MARTINI3 showed similar predictions, the
structure produced by the latest version of the force-field was used. A Temperature Replica-exchange
was used for a refinement step, during which slight changes were observed in the interactions between
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the two helices. An overall hairpin TM structure was found, with the helices presenting an anti-parallel
left-handed dimerization. This final structure was confirmed with the tool AlphaFold, by predicting the
structure involving a portion of Fzo1 and its partner Ugo1 or by using a custom MSA for AF prediction
(see Section 6.4). Minimal interactions were detected involving Lys716; nevertheless, we did observe
proximity between the Lys716 of different monomers. This suggests that the residue might play a role in
the dimerization process of Fzo1.

In this first result chapter, an hairpin structure of the TM domain was found. This structure is actually
quite similar to the structure observed in the paddle domain of BDLP. Furthermore, while Fzo1 presents
10 amino-acids between the two helices, the human homologues Mfn1 and Mfn2 do not have as many
residues between TM1 and TM2. The hairpin structure may likely accommodate this specific constraint.
In addition, the conformation was predicted by Huang et al. 2017 [134] for both atlastins and Mfns. This
hypothesis was explored using the homology method MODELLER [281, 282, 283] and can be observed
in Figure 7.1. This preliminary study shows as expected similar structures between the mitofusins, how-
ever for both human mitofusins a portion of TM1 and TM2 are predicted as a loop. These observations
strongly suggest a need to reexamine the alignment used for the prediction. A T-REMD simulation could
also be conducted for these novel models, much like the Fzo1-TM procedure, to assess its robustness and
sample the most prominent structure.

Figure 7.1: Homology modeling of mitofusins transmembrane domains. (A) Sequence alignement
of the TM domains of mitofusins Fzo1, Mfn1 and Mfn2. The TM domains are in yellow. The flanking
residues before and after the TM domains are in orange. The same color scheme is conserved in the
snaphots. (B) Fzo1 TM domain model produced in Section 3. (C) Mfn1 TM domain produced using
the homology modeling method MODELLER (v10.4) [281, 282, 283]. (D) Mfn2 TM domain produced
using the homology modeling method MODELLER (v10.4) [281, 282, 283].

Finally, an experimental protocol could be implemented for this section of the protein. As we pre-
dicted Fzo1 Lys716 as neutral in a membrane environment, it would be of interest to calculate this value
experimentaly, using titration experiments. This value could be predicted as well using simulations, with
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the method explored by Maccallum et al. in 2003 [204], or using pH-replica exchange simulation, as
studied by Panahi et al. in 2015 [206]. NMR experiments could be considered to solve the structure of
these domains, which was initially planned at the start of the Ph.D project. These experiments would
have determined the protonation state of Lys716 as well.

7.2 A first preliminary study of Mfn1-AH
Chapter 5 focused on the Mfn1-AH as well, using all-atom simulations. The study focused on an in-depth
investigation of the behavior and interactions of Mfn1-AH with the membrane, using regular simulations
and a T-REMD (REMD-helix). These simulations revealed some levels of AH induced disturbance as
well as a more stable binding of the peptide in a membrane with PE than a full PC membrane. Fur-
thermore, despite the high temperature conditions, the interactions with the membrane were maintained,
demonstrating the robustness of Mfn1-AH bonding. Nonetheless, in the REMD-folding simulations
where Mfn1-AH initiated in an unfolded state within the solvent, it was observed that the peptide ex-
hibited reduced tendency for spontaneous docking. The very different results between REMD-helix and
REMD-folding raises questions on the conditions favorable for the insertion of the peptide in the mem-
brane. It was suggested that the helix played a significant role in preserving interactions between HR1
and the membrane, but less in the embedding itself. Furthermore, in the context of the protein itself, the
AH would not be fully unfolded and would be linked to the membrane through the TM domain anchored
to the membrane. In fact, a starting α-helix structure of the peptide might indeed facilitate embedding. To
test this hypothesis, it would be interesting reproduce the protocol of the REMD-folding, with Mfn1-AH
constrained to an α-helix structure. Further research is necessary to deepen our understanding of these
mechanisms and their implications in cellular processes.

In fact, new all-atom regular simulations need to be run, as there is not enough sampling from our
current simulations. Longer simulations, with more lipids for each layers are in fact necessary to study
the packing defects, as well as the protrusions as a function of distances to the AH. Furthermore, in order
to test with computer simulations the fusion inducing properties of Mfn1-AH, we would have to simulate
the latter peptide in a two membrane environment. A similar protocol, involving the full HR1 domain
and/or the TM domain could be implemented as well, following a method similar to the one introduced
by Risselada et al. [154]. This protocol could be easily implemented using coarse-grained simulations.
However, the latest version of the MARTINI force-field, MARTINI3, shows strong limitations, which
will have to be overcome if we want to be able to build a protocol with this version of the force-field. The
MARTINI2 version could however be tested in the meantime.

Finally, conducting in vitro studies on the peptide to evaluate its fusion abilities, as well as its binding
to the membrane, is imperative. These experiments are currently carried out with our collaborator David
Tareste.
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7.3 This Ph.D work gave us valuable insights on the MARTINI3
force-field

The various analysis performed for the first project (Section 3) were able to build a strong basis for skills
within the study of protein-membrane systems, as well as within the two MARTINI force-fields. While
dimerizations of TM1 and TM2 showed similarities between the versions 2 and 3 of the MARTINI force-
field, the first limitations of the MARTINI3 force-field were observed as well in this chapter, as TM1 was
displaying the peculiar behavior of exiting the membrane. Furthermore, it’s worth to note that this project
reaffirmed the necessity for a refinement step for interactions predicted by MARTINI. In fact, as shown
by Lamprakis and collaborators [238], the MARTINI3 force-field does not sample the experimentally
evaluated interface of TM dimers as the global minimum, emphasizing the need for a critical evaluation
of the models produced by MARTINI3. In most cases studied by Lamprakis et al., the predicted energies
underestimated the experimentally calculated free energy of dimerization, which would explain how the
dimerisation of Fzo1 TM1 and TM2 did not prevent TM1 exiting of the membrane.

Chapter 4 focused on the AH-membrane interactions, testing various lipid compositions. The main
goal was to compare the AH-membranes interactions of the MARTINI2 and MARTINI3 force-fields. The
first AH studied was the cell-penetrating peptide called penetratin. This peptide is known to enter cells
either through endocytosis or translocation within the membrane. The capacity of the peptide to interact
and bind to negatively charged membranes has been experimentally documented and investigated, while
no interactions were shown with neutral membranes such as POPC [260]. Here, we studied the peptide
interaction with POPC, POPG and POPS membranes. While the MARTINI2 force-field showed the
peptide interacting with all three phospholipids, the MARTINI3 simulations showed opposite behavior of
the peptide with neutral and anionic lipids. In fact, MARTINI3 reproduced the experimentally observed
result: no binding was observed with PC membranes, while binding throughout the simulations involving
anionic lipids. However, we were not able to draw any conclusions on the translocation mechanism of
the peptide. The second AH studied is the amphipathic helix located in the HR1 domain of Mfn1. The
overall HR1 domain was shown to interact with the membrane and induce fusion, and it is assumed
that the AH contained herein participates in the interactions. The AH portion of the domain has only
been studied in the context of the overall domain. Outside of the context of either the domain or the
protein, the proposed membrane perturbation and fusion inducing capabilities of the peptide has not yet
been investigated. With this peptide, the interactions predicted were again very different between the two
force-fields: irreversible binding with MARTINI2, while barely any interactions were observed in the
MARTINI3 simulations. However, the peptide was observed to interact more with an anionic membrane.
These outcomes suggested by MARTINI3 are in direct contradiction with the experimental data related
to Mfn1-AH [135]. The partitioning of the residues in the membrane was studied for both AH, and as
expected, apolar residues were the most embedded residues of the sequences.

This Chapter clearly demonstrated that MARTINI3 has corrected the overestimation of hydropho-
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bicity observed in the MARTINI2 force-field. However, as shown in Chapters 3 and 4, the newest ver-
sion MARTINI presents a number of shortcomings. First, an underestimation of TM-membrane and
AH-membrane interactions was observed in the first two results chapters. This new behavior could be
explained by the change in backbone bead described in Section 2.2. In fact, the helices are not de-
scribed by a neutral bead in MARTINI3, as all of the backbone is composed of polar beads, promoting
hydrophilic interactions. MARTINI developers are currently working on this issue. Furthermore, very
different dynamics within the membranes were observed: a decrease of membrane thickness was ob-
served in penetratin simulations, as well as an increase of area per lipids, protrusions and packing defects
in all MARTINI3 systems studied in both Chapters 3 and 4. In addition, the DOPE effect on membrane
thickness and APL is opposed to the tendency observed in all-atom and MARTINI2 simulations. These
significant alteration in lipid behavior and protein-membrane interactions should be taken into careful
consideration. The membrane behavior could be studied further using membrane only systems with
more lipids per leaflet and by confronting the results against all-atom simulations and experimental data.
The current protocol lack sampling necessary to correctly assess these membrane dynamics parameters
(which explains the error bars, which should be smaller).

The all-atom simulations proposed in chapter 5 provide results opposed to the AH-membrane inter-
actions predicted by the MARTINI3 simulations in Chapter 4. In fact, Mfn1-AH stays binded to the
membrane throughout the 300 ns regular simlations and the 500 ns of the 35 replica of REMD-helix,
while the MARTINI3 simulations show the peptide exiting the membrane within the first ns. Further-
more, the REMD-folding did show interactions of the peptide with the membrane, as well as one replica
partitioning into the membrane. It is crucial to emphasize as well that the area per lipid and the pack-
ing defect constant π demonstrated values much more aligned with the MARTINI2 simulations than the
MARTINI3 of Section 4. These results show that the membrane dynamics simulated with the MARTINI2
force-field are more consistent to the all-atom force-fields, underlining the need for further refinement
and validation of the MARTINI3 force-field for accurate membrane simulations. If we want to simulate
new membrane systems, as suggested before for Mfn1-AH, the MARTINI2 force-field might be more
appropriate, given the MARTINI3 limitations outlined.

While improving the protein-protein interactions is the goal of the MARTINI3 version, it is important
that the protein-membrane interactions and the membrane dynamics are not neglected. Parameters such
as membrane thickness, area per lipid and packing defects should be focused on in the future versions of
the force-field. However it might not be possible to change the protrusion values, as lipid molecules in
a coarse-grained representation is less flexible than in an all-atom representation. Finally, a multi-scale
approach, combining CG and AA simulations (as described in Chapter 3), could be more appropriate in
certain cases of protein simulations.
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7.4 A new cross-type cis-dimer is unveiled by AlphaFold predic-
tions

Chapter 6 focused on yeast and human mitofusins overall structure, through the use of AlphaFold. A first
screening of the monomeric conformations was performed. The Fzo1 monomer exhibited significant
disparities with the first homologue model built in 2017 [1]: the HRN domain was placed underneath the
GTPase domain, and HR1/2 did not present any hinges breaking the continuous coiled-coil, contrary to
what was expected from the BDLP homologue [68]. The absence of hinges in the coiled-coil domains are
observed for the human mitofusins Mfn1/2 as well. Furthermore, AF demonstrated poor prediction skills
of mitofusins TM domain. In fact, Fzo1 TM domain was predicted partially as intrinsically disordered,
and Mfn1/2 showed dissociated TM helices, with TM1 presenting an important kink. However, it was
later shown that a prediction of Fzo1 with a custom MSA, which exhibited a strong conservation of the
TM domain, indeed assembled the two TM helices as anticipated in Section 3. Additionally, it converged
towards analogous interactions predicted in this same chapter. As this protocol showed interesting results
in the TM domain of Fzo1, it would be interesting to test the same protocol for both Mfn1 and Mfn2.
This would require to create a custom MSA for each of the human proteins, ensuring that the MSAs are
highly conserved on the TM section of each mitofusins.

Second, oligomers of mitofusins and their fusion partners were produced. These oligomers showed a
new unexpected cross type of cis-dimers, involving contacts between the coiled-coil structures, involving
the HR2 domain for the closest contacts. In addition, theses contacts appeared to be induced by the inclu-
sion of the mitochondrial solute carriers Ugo1 (yeast) and SLC25A46 (human). Surprisingly, the latter
proteins induced a more compact conformation of the mitofusins TM domain. While it was possible,
through oligomerization with Ugo1, to obtain two helices TM1 and TM2 interacting with one another
for Fzo1, such predictions was not achieved for the human mitofusins Mfn1/2. In fact, a kink in TM1 in-
volving the conserved arginine (see Supplementary Figure S3.9) was almost consistently observed in our
models. It is noteworthy that the positioning of Ugo1 appeared to be the inverse of SLC25A46. It would
be interesting to explore a biased docking approach, such as HADDOCK [270], incorporating Fzo1 and
Ugo1, with Ugo1 positioned in the "correct" orientation for further investigation. Testing the protocol of
the custom MSA could help determining the most suitable model for these mitofusins. Nevertheless, AF
has generated a range of potential dimers, including some that are trans-dimers, which could potentially
facilitate membrane tethering and fusion. The precise interactions between the mitofusins and between
mitofusins and their mithochondrial solute carriers was assessed in this chapter. Multiple salt bridges and
polar interactions were revealed, which could serve as a basis for future experimental validation of the
models, using cross linking-mass spectrometry and mutagenesis as demonstrated by Boopathy et al. in
2023 [276] or by De Vecchis et al. in 2017 [1]. However, as said before in Chapter 6, the structure of
Fzo1 was partially solved by our collaborator Philippe Meyer, revealing that the position of the GTPase
domain as well as HRN domain was in fact correctly predicted by AF. The mutagenesis conducted to
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evaluate the 2017 model [1] has largely supported the validity of the Fzo1 model.

Figure 7.2: Proposed mechanism based on AF models. The mitofusins are schematized, with the main domains
represented as renctangle or circles: the orange boxes represent the TM domain, the blue and green long rectangle
represent respectively HR1 and HR2 domains, and the red circle is the GTPase domain. The solute carrier partner
(either Ugo1 or SLC25A46) is represented as a pink square. In light grey stripes are represented the membranes.
(a) Trans-dimerization of mitofusins through the GTPase domain. (b) Conformational changes mainly occurring
between the HR and TM sections, but the GTPase domain might need reorganization as well. These drive the
mitofusins and membranes closer to one another. (c) Conformational changes leading to the cross-type dimers and
membrane fusion. (d) The initial trans-dimer is now a post-fusion cis-dimer. Here is shown Ugo1, which was
suggested to stabilize the cross-type cis-dimer in Section 6.

As the models produced by AF are validated by the available experimental data, we decided to fo-
cus on the potential mechanism that could arise from these structures. From this variety of possible
oligomeric mitofusins conformations, we are able to propose a mitofusin induced fusion mechanism,
showed in Figure 7.2. Given that AlphaFold exclusively generated open conformation models, we opted
to suggest a mechanism that doesn’t require a transition between open and closed conformations. Here the
membrane tethering starts with the trans-dimerization of the mitofusins (similar to the human mitofusins
model presented in Figure 6.3D and E), which can drive the two membrane closer together upon two con-
formaional rearrangement : (i) a first one mainly located onto the base if the TM domain (Figure 7.2b),
and (ii) a second one mainly involving the coiled-coil structures and leading to the cross-type dimer as
well as the full membrane fusion (Figure 7.2c). The events triggering the conformational changes from
(a) to (b), and from (b) to (c) are unknown. However we could speculate that Ugo1/SLC25A46 and
GTP/GDP binding/unbinding participates in inducing those conformational changes. A final conforma-
tional rearrangement involving the TM domain will occur during the various steps of membrane fusion
(Figure 7.2d). The precise structural rearrangement of the molecules from one conformation to an other is
still unknown; however, it is possible to assess the possible movements of AF mitofusins models through
normal mode analysis. Furthermore, this mechanism does not show the potential effect of the mitofusin
on the membrane behavior itself, through its HR and TM domains. In fact, it is still complicated to as-
sess if AF can produce any conformation of the mitofusin allowing for the HR1 domain to interact with
the membrane. The amphipathic helix of Mfn1 revealed in 2018 [135] is in fact not accessible to the
solvent and available for binding to the membrane in the AF model. Finally, the solute carrier partner is
represented in the final step of the proposed mechanism, as a stabilizer of the cross-type dimer. However,
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the protein could be involved earlier in the mitofusin fusion mechanism. Furthermore, Ugo1 was placed
upside down to SLC25A46.

7.5 What’s next ?
These agreements of the AF models with our TM domain predictions and the experimentally solved
structure puts in perspective the models first produced for Fzo1. The open conformation could in fact
be more similar to the AF model. However, besides the BDLP structure, we have very few information
in regards to the closed conformation of mitofusins. So far, the BDLP structure (see Section 1.3.2 and
Figure 1.14) as well as the BDLP homology based models of Fzo1 (see Section 1.4.3 and Figure 1.22)
predict two loops called hinges 1a and 1b breaking the helix structure of HR1 and HR2. This local
structure could be questioned, and a possible bend of the helix or loss of structure upon conformational
transition in this section of the two heptatd repeat domains cannot be excluded.

Figure 7.3: Updated cis-dimer model of Fzo1. The domains are colored as function of the domains
(see Figure 6.1B). The Fzo1 dimer was extracted from the 2×Fzo1[60-855] + 2×Ugo1[100-502]. The
TM domains built in the model 2×Mfn1[1-741] + 2×SLC25A46[1-418] were extracted and replaced
the initial TM structure of the dimer.
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With the various information produced in this Ph.D and the generation of a partial structure from
collaborators, we have been able to produce an updated model of the full structure of Fzo1 (Figure 7.3), as
well as a new fusion mechanism (Figure 7.2). Based on these models produced, a protocol similar to what
Risselada and collaborators established in 2011 for the SNARE proteins [154] could be applied. In fact,
coarse-grained simulation involving two monomers of Fzo1 placed on two different membranes could
be performed: the goal would be to observe fusion of the two tethered membranes. These prospective
avenues hold promise for further unraveling the intricate mechanisms underlying mitochondrial fusion.
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