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RÉSUMÉ SUBSTANTIEL EN FRANÇAIS

Cette thèse s’inscrit dans la continuité du projet de recherche initié par les articles
[DR20, DR22], et, plus généralement, dans l’étude la stabilité orbitale asymptotique
d’ondes solutions d’équations aux dérivées partielles non linéaires.

0.0.1 Rappels généraux

Ondes progressives

Un ouvrage introductif à ce sujet est [KP13]. Rappelons juste que la notion de stabilité
généralement utilisée dans le domaine des ondes, bien que proche de la notion de stabilité
d’un point d’équilibre d’une équation différentielle, est plus complexe. Il s’agit de la sta-
bilité orbitale. Elle diffère de la stabilité classique en ce qu’elle autorise une perturbation
de l’onde à ne pas rester proche de l’onde elle-même, mais seulement de l’ensemble de ses
translatés.

Équations de lois d’équilibre

En particulier, la problématique générale qu’il s’agit ici d’étudier est la stabilité
asymptotique de chocs dans des lois d’équilibre.

Rappelons qu’unsystème de lois d’équilibre est système d’équations aux dérivées par-
tielles de la forme

Btu` divxpfpuqq “ gpuq,

où f et g sont des fonctions indéfiniment différentiables, de Rn dans Rnˆm et Rn res-
pectivement, et u, l’inconnue, est une fonction de la variable temporelle (t P R) et de la
variable spatiale (x P Rm).

De plus, des conditions dites d’hyperbolicité sont requises sur f pour obtenir le ca-
ractère bien posé de l’équation dans des espaces usuels. La théorie classique d’existence
et d’unicité des solutions à ces équations dans le cadre d’un problème dans l’espace tout
entier et dans un domaine à bord est décrite dans [BGS].

La formation de singularités en temps fini est un phénomène habituel parmi les solu-
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tions lisses de telles équations. Pour s’en coinvaincre, le cas de l’équation de Burgers sans
viscosité

Btu` Bx

ˆ

u2

2

˙

“ 0,

pour laquelle une donnée initiale lisse à support compact a une unique solution maximale
lisse qui reste bornée dans L8 mais la norme L8 de sa dérivée spatiale qui n’est pas
bornée sur cet intervalle. Pour des équations de lois de conservation (c’est-à-dire g ” 0)
scalaires, ce phénomène est systématique si tant est que f2p0q ‰ 0. Dans le cas d’un
système, de tels résultats ont également été prouvés en dimension 1 suite aux travaux
pionniers de [Joh74]. Des résultats généralisant ce travail, en particulier en travaillant en
dimension supérieure, ont depuis été obtenu. De plus, des limites de ces phénomènes dans
des espaces de dimensions assez grandes ont également été établies, en particulier dans le
cas de l’équation des ondes. Le lecteur intéressé peut se référé aux livres [Ali95, Spe16].

Un aspect crucial de la formation de ces singularité est que la norme L8 de la solution
elle-même reste bornée. Il est même possible, dans le cas scalaire, d’obtenir une limite de
la solution dans un sens faible au temps de la singularité. De ce fait, il est possible de
tenter de prolonger cette solution en considérant une notion plus faible de solutions.

Différents travaux ont apporté des réponses partielles à ces questions, et sont discutés
plus loin dans cette thèse.

Chocs

L’étude des chocs commencent par l’étude du cas scalaire, et des conditions de Rankine-
Hugoniot et d’Oleinik qui caractérisent les chocs admissibles.

Pour tenter de développer une théorie permettant d’inclure les chocs parmi les solu-
tions admissibles de ces équations, des travaux de Majda [Maj83b, Maj83a] et de Métivier
[Mét01], ont permis d’obtenir le caractère bien posé de perturbations des chocs.

Approximations visqueuses

Une notion importante concernant les équations hyperboliques est leur approximation
visqueuse. En effet, pour différents systèmes déquations hyperboliques, dont les équations
d’Euler compressible, le système d’équations peut être plongé dans une famille de systèmes
visqueux dont il est le cas particulier associé à la viscosité nulle. Évidemment, la limite
formellement associée est singulière. En particulier, les problèmes de couches-limitesen
mécanique des fluides compressibles sont liés à ces questions.

Un objectif naturel est donc de montrer que les solutions des équations paraboliques

8



approchent, dans la limite de faible viscosité, la solution de l’équation hyperbolique. Dans
le cas scalaire et en temps court, c’est l’un des accomplissements du travail de Kružkov
[Kru70]. Ici, l’un des objectifs est d’obtenir une version de ce résultat valable globalement
en temps autour d’objets stables. En particulier, le cas d’un choc est d’intérêt car il s’agit
d’un des blocs principaux. La présente thèse se focalise principalement sur le cas scalaire
en dimension 1.

0.0.2 Travaux de la thèse

Problèmes de détonation

Dans le premier chapitre, un travail [BW22] réalisé avec Aric Wheeler , doctorant sous
la direction de Kevin Zumbrun, est présenté. Il s’agit d’étudier la formation de singula-
rités dans le cadre de modèles de combustion.

Les modèles étudiées sont le modèle de Majda et le modèle Zel’dovich-Neumann-
Döring (ZND). Certaines solutions de ces modèles-ci sont des ondes représentant une
détonation. Le premier objectif était de montrer que l’on peut étendre le résultat de
[Joh74] à ce cadre en considérant une topologie sans poids. Le second objectif était d’en
étudier les limites en présence de poids augmentant la localisation à l’infini.

En particulier, dans le modèle de Majda, il est possible, pour les ondes de faible am-
plitude, de montrer leur stabilité non linéaire en introduisant des poids adaptés. Pour des
ondes arbitraires, l’absence de phénomène de formation de singularité de type Burgers
est prouvé pour de petites perturbations. À l’opposé, dans le cas du modèle ZND, il est
montré qu’il y a instabilité, y compris pour des espaces à poids stabilisant les détonations
du modèle de Majda.

Stabilité uniforme d’approximations visqueuses d’un choc

Dans le second chapitre, un travail [BR23] réalisé avec mon directeur de thèse, Miguel
Rodrigues, est présenté. Il s’agit d’un analogue visqueux de [DR20]. L’équation considérée
est

Btu` Bxpfpuqq “ gpuq ` εB2
xu

9



où ε ą 0 est un paramètre de viscosité.
L’objectif est de prouver une version uniforme en le paramètre de viscosité de stabilité

orbitale asymptotique de [DR20]. La difficulté principale ici est qu’en utilisant la méthode
classique de [Sat76], le traitement dans la formulation de Duhamel de la partie nonlinéaire
du terme Bxpfpuqq repose sur les effets régularisants de l’équation de la chaleur de diffusion
ε et donc induise une perte en ε´1{2 incopatible avec l’uniformité visée. Ce problème reflète
un véritable obstacle, lié à la présence de couches-limites visqueuses, raides par définition.
Pour contourner ce problème, nous avons mis en place une stratégie originale, dont les
deux principaux points-clés sont les suivants. D’une part, nous travaillons avec des normes
multi-échelles

}v}W 1,8
ε,θ

:“ }v}8 `
›

›

›

›

εBxv

ε` e´θε´1|¨|

›

›

›

›

8

où θ ą 0 est un paramètre de localisation indépendant de ε, et nous bouclons en régula-
rité par une estimation vraiment non linéaire (plutôt qu’avec la formulation de Duhamel
seule). D’autre part, pour pouvoir injecter ces estimations multi-échelles dans la for-
mulation de Duhamel, nous revisitons, en variable rapide, la méthode de fonctions de
Green, développée principalement par Kevin Zumbrun et ses collaborateurs, notamment
dans [ZH98], la quête d’uniformité nous conduisant à une choix radicalement nouveau
d’opérateur de phase.

Influence des poids sur la stabilité uniforme d’approximations visqueuses

Le dernier chapitre discute d’un travail effectué seul, pas encore exploité sous forme de
(pré)publication. Il s’agit d’une variation visqueuse du travail [GR] qui cherche lui-même
à étendre l’analyse de [DR20, DR22] par l’introduction de poids pour stabiliser les fronts
qui sont par ailleurs instables dans des normes invariantes par translation.

L’on commence par étudier des chocs de Riemann dont une des valeurs est associé
à un problème spectralement instable en s’intéressant d’abord à des poids stabilisant le
problème spectral en créant un trous spectral, et ensuite au cas limite d’une stabilisation
marginale. Cette fois, des ondes lisses solutions du problème hyperboliques sont aussi
étudiées dans la limite de faible viscosité . Pour les deux types d’ondes, on s’intéresse à
la fois au cas où la stabilisation est suffisamment forte pour créer un trou spectral et au
cas critique où, au niveau hyperbolique, le spectre à poids contient l’axe imaginaire pur.

Le problème principal pour le choc de Riemann est celui de la stabilisation margi-
nale, qui nécessite l’introduction de poids polynomiaux en plus des poids exponentiels
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initialement introduits. Plus précisément, les poids sont de la forme

x ÞÑ
eθεx`

p1` x2q
α
2
,

où l’instabilité est en x proche de `8, θε est le coefficient associé au poids assurant une
stabilisation marginale, α ą 1 un coefficient permettant d’améliorer la localisation de la
donnée initiale sans changer le caractère critique du spectre.

Dans le cas du front hyperbolique lisse, la construction du profil repose sur une pro-
cédure de type perturbation singulière, et est elle-même non triviale. La stabilité non
linéaire est en revanche montrée par la conception, relativement élémentaire, d’un prin-
cipe du maximum adapté au problème non linéaire.
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Chapter 1

INTRODUCTION

1.1 Hyperbolic systems

1.1.1 Local existence theory

This section is there to remind classical results of the resolution of the Cauchy problem
for hyperbolic problems.

In particular, classical solutions are discussed, and, then, the formation of singularities,
and, afterwards, a few results on the Cauchy problem for weak solutions are presented :
the Kružkhov theory for scalar equations and the BV theory for one-dimensional systems.

Smooth solutions

The functional framework will be based on the spaces BUCk for the scalar. The
notations here will be that W8,8pRdq :“

Ş

kPN W k,8 and for any k P N, BUCkpRdq “

W8,8pRdq
Wk,8

.
First, the classical results for scalar equations are presented. Fix d, a positive integer,

f and g, smooth functions from R with value in Rd and R respectively.

Theorem 1. The Cauchy problem associated to the equation Btu` divxpfpuqq “ gpuq is
locally well-posed in the functional space BUC1pRdq, with blow-up criteria in BUC1pRdq

and continuous dependence on the initial data.

Now, for multi-dimensional system, this presentation will follow the results from [BGS]
(to state the theorem 10.2 from this reference).

Let d and n be positive integers, as well as smooth functions f 0 : Rn Ñ Rn,
f :“ pf 1, ..., fdq : Rn Ñ pRnqd and g : Rn Ñ Rn. Consider the equation Btpf 0puqq `
řd
k“1 Bkpf

kpuqq “ gpuq.
Define Akpuq :“ pdf 0puqq´1 ˝ dfkpuq (as usual, identified with the matrices in the

canonical basis) for k P t1, ..., du and u P Rn.
Furthermore, consider the symbols Apu, ξq :“

řd
k“1 ξkAkpuq. To ensure well-posedness

in some Sobolev spaces, it is enough to require the existence of a symbolic symmetrizer of

13



the quasilinear system, that is the existence of a smooth mapping S : Rn ˆ pRdzt0uq Ñ
MnpCq homogeneous of degree 0 in ξ, with value in the subset of hermitian definite
positive matrices and such that, for every u and ξ, Spu, ξqApu, ξq “ Apu, ξq˚Spu, ξq.

Theorem 2. Assume that gp0q “ 0. Then, the Cauchy problem in Hs for s ą 1 ` d
2

is locally well-posed, and the blow-up criteria is the explosion of the W 1,8 norm of the
solution.

The continuous dependence is not stated in their theorem, but can be obtained for
Hs1 norm for s1 ă s by showing it for the L2 norm and applying interpolation by the
local boundedness of the solution in Hs (the result in L2 using the boundedness in Hs

and interpolation inequalities).

Formation of singularities

An important subject in the study of hyperbolic equations is the formation of singu-
larity, and especially of wavebreaking type. In particular, a well-known striking feature
of such equations is that, even for one of the simplest nonlinear models, the Burgers’
equation (given by Btu ` Bx

´

u2

2

¯

“ 0), the solution induced by an initially smooth and
compactly supported nonzero initial data will blow up in W 1,8pRq, but remain bounded
in L8pRq. Such a phenomena gave raise to the theory of Kružkhov in the scalar case
(that will be discussed afterwards), and, in the system case, to several extensions of this
blow-up result, as well as study to give a well-suited notion of weak solutions to extend
these solutions after the blow-up of the L8 norm of the gradient of the solution.

Regarding the formation of discontinuity, the study of systems needed the introduction
of a particular class of hyperbolic pdes, to guarantee that the nonlinearity is of Burg-
ers type, and not a simple linear equation. A landmark paper on that subject, [Joh74],
proved the blow-up of solutions associated to arbitrarily small smooth initial data for
one-dimensional problems containing only genuinely nonlinear characteristic fields.

As they will be discussed in the first chapter, the definition of linearly degenerate and
genuinely nonlinear characteristic fields in such a context are given here. These notions
are also presented in [Bre00].

First fix A : Rn Ñ MnpRq, smooth, such that for every u P Rn, Apuq is diagonizable
with n distinct real eigenvalues. The system is then called strictly hyperbolic. Under these
assumptions, the said eigenvalues λ1puq ă ... ă λnpuq are smooth. Furthermore, there ex-
ist (right) eigenvectors prkpuqqk such that, for every k and u, Apuqrkpuq “ λkpuqrkpuq.
Automatically, the rk are also smooth.

14



Definition 1. The k-characteristic field of A is called genuinely nonlinear if for every
u P Rn, dλkpuqprkpuqq ‰ 0.

It is called linearly degenerate if for every u P Rn, dλkpuqprkpuqq “ 0.

In fact, this notion can be adapted in the multi-dimensional setting, as in [Maj84].
Furthermore, the strictly hyperbolic assumption can be relaxed. In particular, assuming
only that one has access to d families of smooth left and right eigenvectors to Apuq,
plkpuqq1ďkďd and prkpuqq1ďkďd is enough to give sense to for the previous definition, despite
A not being strictly hyperbolic.

The result from John implies the following :

Theorem 3. Assume that every characteristic field of A is genuinely nonlinear. Then,
there exists δ ą 0 such that any v0 P C

2pR,Rnq with support in r0, 1s satisfying }v0}W 2,8 ď

δ generates a solution to Btu ` ApuqBxu “ 0 that remain bounded in L8 but blows up in
W 1,8 in finite time.

Since then, tremendous progresses have been achieved to generalize this result in
various directions, and the interested reader can start by looking to the following books
for the conservation laws [Lax73, Joh74, Liu79, Ali95, Spe16].
In the opposite direction, there are various types of hyperbolic equations for which there
is not any formation of such singularities. In particular, the use of dispersive effects can
allow one to prove that such a blow-up cannot happen in high-dimension, as discussed
in [H9̈7]. Furthermore, the study of the totally linearly degenerate case, that is, when
every characteristic field is linearly degenerate, is also of importance. It is conjectured in
[Maj84] that in that case, classical solutions are global.

Scalar case

Consider n, an integer, and smooth functions f : R Ñ Rn and g : R Ñ R.
The challenge was until the 70’s, to understand what was the right notion of solutions

for such equations. In fact, even though some Cauchy theory of classical solutions was
available for smooth enough initial data, a major issue remained to be understood. In fact,
the blow-up criteria (which was known to be optimal) was that either the L8 norm of the
solution blows up at time Tmax or the L8 norm of the derivative blows up at time Tmax.
In particular, in some cases, both happen, and, in other cases, only one of them occurs
(and cases were known for each one of them). Furthermore, in the context of bounded
initial data, the lack of uniqueness of distributional solutions was known. Kružkhov thus
needed to define a notion of solutions that allowed both the restoration of the existence
and uniqueness of solutions at least in a class containing data coming from the blow-up
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of the gradient of an initially smooth classical solutions to the problem.
Since the seminal work from [Kru70] , the notion of entropy solutions to equations of

the form

Btu` divxpfpuqq “ gpuq

has been considered to be the right notion of solutions in this context (that is, for the
scalar problem). They are defined through

Definition 2. A function u P C0pr0, T r, L8pRdqq X C0pr0, T r, L1
locpRdqq is an entropy

solution to the equation Btu`Bxpfpuqq “ gpuq if it satisfies the inequalities, for all convex
and C2 functions η, and with Fη such that F 1η “ η1f 1

Btpηpuqq ` divxpFηpuqq ď η1puqgpuq

in the distributional sense.

In particular, such solution have been constructed in this article as limits the solutions
to

Btu` divxpfpuqq “ gpuq ` ε∆xu

where ε is a positive parameter which goes to 0.
In particular, this shows that in the short time theory, solutions to the hyperbolic

problem are actually the limits of the solutions to the parabolic equations in the vanishing
viscosity limit. There have been work done to understand the speed of the convergence,
as in [Kuz76], in which study of the speed of the convergence at time t in the case of a
conservation law is of size

?
εt.

In our setting, the main theorem proved in that paper reads as follows :

Theorem 4. For f and g smooth from R to Rd (respectively R) and any u0 P L
8pRdq,

there exists u P C0pr0, T r, L8pRdq ´ w˚q for some T Ps0,`8s such that u is a maximal
entropy solution to the equation Btu ` divxpfpuqq “ gpuq and for which up0, ¨q “ u0.
Furthermore, any entropy solution v such that T 1 Ps0,`8s u P C0pr0, T 1r, L8pRd ´ w˚qq

and up0, ¨q “ u0 is such that T 1 ď T and v “ u|r0,T 1rˆRd.
Finally, the following L1

locpRdq continuity results holds true : for any entropy solutions
u and v, defined on r0, T s, and M ě 0, if the bounds }upt, xq} ďM and }vpt, xq} ďM , we
have, for any t P r0, T s, R ą 0 and x0 P Rd, as well as N :“ maxt}f 1puq}2 |u P r´M,M su,
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γ :“ }g}8,r´M,Ms and St :“ ty P Rd | }y ´ x0}2 ď R ´ tNu, that
ż

St

|upt, yq ´ vpt, yq|dy ď eγt
ż

S0

|u0pyq ´ v0pyq|dy.

System case

Even for systems, such entropy-entropy flux pairs (that is, such a couple pη, Fηq) have
analogous, which are also important, but have the huge inconvenient that, quite often,
there are not that many of them. For further discussions on that subject, see [Daf00, BGS],
in particular the section 4, chapter VII of the first reference, and, for the second one, the
section 2 of the chapter 10.

More generally, obtaining for general hyperbolic systems a good local theory for a
suitable subclass of weak solutions is still an open problem, discussed in the aforemen-
tioned books.

Still, results were obtained for particular cases.
Let us mention the case of one-dimensional systems for which there is a theory of

solutions initially small in BV. To do so, consider a smooth function F : Rn Ñ Rn, and
the equation Btu`BxpF puqq “ 0. In that context, the following result is proved in [Daf00]
(in the chapter XIII).

Theorem 5. Under the assumptions that dF puq is a diagnalizable operator on Rn with
distinct real eigenvalues for every u P Rn.

There exist δ ą 0 and C ą 0 such that for every u0 P L1pR,Rnq X BV pR,Rnq

satisfying }u0}L1 ă δ and TV pu0q ă δ, there exists u, locally of bounded variation on
R` ˆ R, such that, for every t P R upt, ¨q P BV pR,Rnq, with TV pupt, ¨qq ď CTV pu0q,
}upt, ¨q}L8 ď C}u0}L8, and, for every pt, t1q P pR`q

2 }upt, ¨q ´ upt1, ¨q}L1 ď C|t ´ t1|,
up0, ¨q “ u0.

Furthermore, it is a solution in the weak sense.

Discussion on the uniqueness is more delicate, and the interested reader can refer to
[Bre00, Daf00] for such results : see the chapter for the first one, and the section 10 of the
chapter XIV for the second one. It can be noted that a particular uniqueness result will
be reminded later on. In fact, the solution constructed in the aforementioned books is
constructed by a particular method, and it is actually also given as the solution obtained
in the sense of the vanishing viscosity limit, as in [BB05].
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1.1.2 Shocks

Scalar case

The short time existence theory in the scalar case has been given in the paper by
Kružkov.

To study the asymptotics stability of shocks, one first needs to have some local in time
persistence result. This is not given by Kružkov’s result. To know whether an initial data
containing a shock will give raise to a solution that still contains a shock for small time
needs to take into account the conditions of Oleinik, that is, in the one-dimensional case,
a function u :s0, T rˆR Ñ R C1ps0, T rˆRztpt, ψptqq | t Ps0, T ru,Rq, upt, ¨q discontinuous
at ψptq for every t and bounded as well its spatial derivative on s0, T rˆR where ψ is a C1

function on r0, T r is an entropy solution if it is a solution on s0, T rˆRztpt, ψptqq | t P Ru
and that it satisfies the Rankine-Hugoniot condition ψ1ptq “ fpupt,ψptq`qq´fpupt,ψptq´qq

upt,ψptq`q´upt,ψptq´q
.

A multi-dimensional analogous exists. Both are presented in [DR20].

One-dimensional systems

In the case of one-dimensional systems, shocks, and more genrally, solutions to the
Riemann problem (that is, finding the solution, in an adequate sense to the initial value
problem Btu ` BxpF puqq “ 0 with up0, xq “ u` for x ą 0 and up0, xq “ u´ for x ă 0)
has been understood in the context of small BV initial data, as described in [Bre00].
In particular, (approximately) solving this kind of problem is the building block of the
Glimm scheme.

Persistence theory for multidimensional systems

In this part, we will focus on the conservative case. The case of balance laws is similar
but the theorems are more cumbersome to write, as for the theory of Kružkov. Thus, for
the sake of simplicity, we restrict the description to that case, as the references described
do.

Now, it is important to consider the problem of proving the existence of perturbations
of Riemann shocks under certain stability conditions.

Here, the presentation will be restricted to equations of the form (for u with value
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in Rn)

Btu`
d
ÿ

k“1
Bkpf

k
puqq “ gpuq

where f : Rn Ñ pRnqd (with f “ pf 1, ..., fdq, each f j : Rn Ñ Rn) is a smooth function.
In various references, the equations are generally given in the more general form

Btpf
0
puqq ` divxpfpuqq “ 0

with df 0puq being invertible for every u. This choice is made due to the form of various
equations, such as the compressible Euler equations which will be discussed later on.
However, the changes needed to adapt to that case are not consequential (mainly, one
needs to replace the operators dfkpuq by df 0puq´1 ˝ dfkpuq, and, in the Rankine-Hugoniot
conditions, U` ´ U´ by f 0pU`q ´ f

0pU´q.
An other important building block is the local in time existence of perturbation of

shocks in the system case. prove well-posedness results in that context. Such work was
done in the most comprehensive way yet realized for Lax shocks by A. Majda (in [Maj83a,
Maj83b]), and then generalized by G. Métivier (in [Met]). Furthermore, these progresses
are presented in [BGS] (especially in the chapter 12 for the general theory, and the chapter
15 for the Euler equations).

First fix U˘ P pRnq2, distinct, such that there exists σ P R such that fpU`q´fpU´q “
σpU` ´ U´q.

Here, the choice of a shock propagating in the direction xn with jump initially on the
hypersurface txd “ 0u and propagating with speed σ. In particular, the function constant
by part taking the values U` if xd ą tσ and U´ if xd ă tσ is the shock studied. It must
satisfies an other condition. The number of eigenvalues of AdpU`q greater than the shock
speed σ must be the number of eigenvalues greater than the shock speed at AdpU q´ -1.
The context under study is associated to functions solutions to the system of equations
outside of some hypersurface, and, such that, the jumps of the solution at each point
of the said hypersurface satisfy the Rankine-Hugoniot condition which are (in a suitable
sense) perturbations of the reference shock.

For other types of shocks, such as undercompressive shocks, works have been done by
Jean-François Coulombel in [Cou03]. For overcompressive shocks, work have been done
to study the viscous analogous. However, some work by Majda seems to prohibit the
existence of such shocks at the inviscid level due to issues at the linear level. In fact, as in
[BGS], it is proven that such shocks have the property that their associated linearization
is not surjective (see the chapter 12, section 2).
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Coming back to the question of Lax shocks, the idea is to first rewrite the problem
as a problem which is called a Free Boundary Problem (FBP). It takes the form of two
initial boundary values hyperbolic pdes (corresponding to the hyperbolic problems on
each side of the positions of the jumps) with the boundary conditions being non trivial
as they arise through the Rankine-Hugoniot conditions, and actually form some lower
dimensional evolution system relating the localization of the shock with the boundary
values. In particular, it reads, for a hyperbolic conservation law given by

BtU ` divxpF pUqq “ 0

as

BtUpt, y, xdq `
d´1
ÿ

j“1
Bjf

j
pUpt, y, xdqq “ 0

for all pt, y, xdq Ps0, T rˆRd such that xd ‰ χpt, yq

pUpt, y, χpt, yq`q ´ Upt, y, χpt, yq´qqBtχpt, yq

`

d´1
ÿ

j“1
pf jpUpt, y, χpt, yq`q ´ f jpUpt, y, χpt, yq´qqByχpt, yq

´ pfdpUpt, y, χpt, yq`q ´ fdpUpt, y, χpt, yq´qq “ 0

on s0, T rˆRd´1.
Here, u and χ are regular enough functions on

tpt, y, xdq P r0, T rˆRd
|xd ‰ χpt, y, xdqu

for u, and on
r0, T rˆRd´1

for χ. More precisely, solutions shall be functions in C0pr0, T r, HsqXC1ps0, T r, Hs´1q and
C0pr0, T r, Hs1q X C1ps0, T rHs1´1q, both small enough in L8, and where s, and s1, are big
enough. In particular, it is natural, and seems necessary, to at least require to have the
regularity threshold of the embedding in W 1,8, that is of s ą 1` d

2 as it is needed for the
proof of existence of smooth solutions.

As said before, an issue that needs to be solved is the determination of compatibility
conditions : given a small perturbation v0, even in one-dimensional systems, in general,
the solution may fail to remain a shock, as intermediate shocks or rarefaction waves may
form, as, in particular, the Rankine-Hugoniot condition will not remain satisfied (even
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by changing the speed σ). Compatibility conditions are there to ensure that this holds
true initially, and, also, that it will continue to hold true at least formally, which imposes
conditions on the time derivatives initially (which are given by the equation) to enforce
the persistence of the solutions.

Compatibility conditions are designed to ensure that the time derivatives of the
Rankine-Hugoniot condition hold initially to be able to rewrite the time derivatives at
the boundary and to replace them by the (boundary) expression given by the equation,
and to apply it iteratively for some k ď n (for some fixed integer n to be chosen later
on). Details are given in [BGS, Met] (chapter 12 again for the first one).

Introduce a few notations to enounce the results below : Aj :“
˜

AjpU`q 0
0 AjpU´q

¸

for j P t1, ..., d ´ 1u and An :“
˜

AnpU`q ´ σIn 0
0 σIn ´ AnpU´q

¸

, as well as (for τ P C

and η P Rd´1) bpτ, ηq :“ τpU` ´ U´q `
řd´1
k“1 ηkpf

kpU`q ´ fkpU´qq and E`pτ, ηq :“
À

=pξnqą0 E`pξ, τ, ηq, with E`pξ, τ, ηq :“ thp0q | with h̃ :“ hp¨qeiξn¨, h a polynomial, such
that h̃ solves AnBnh̃` ipτI2n `

řn´1
j“1 ηjAjqh̃ “ 0u.

Let us now consider the condition that will be enforced to obtain bounds that will
give to have a quantification on the hyperbolic boundary problems associated. They are
called "uniform stability conditions" and take the following form : (in what follows, the
symmetric hyperbolicity in the sense that of the problem is assumed at every point on
the neighborhood of U˘)

Definition 3. The Uniform-Kreiss Lopatinski condition of the shock Upt, xq “ U´ for
xd ă tσ and Upt, xq “ U` for xd ą tσ is defined as : there exists c ą 0 such that for every
τ P C such that =pτq ă 0 and η P Rd´1, if |τ |2 ` }η}2 “ 1 for every pk, hq P C ˆ Epτ, ηq
}ibpτ, ηqk `Mh} ě cp}k} ` }h}q.

To define the regularity of the solutions, consider the sets ωT :“s0, T rˆRd´1 and
ΩT :“ ωT ˆR˚

Definition 4.

CHs
pΩT q :“ tu P C0

pr0, T s, Hs
pRd´1

ˆR˚
qq | @j P t0, ..., su,
B
j
tu P C

0
pr0, T s, Hs´j

pRd´1
ˆR˚

qqu.

Finally, we note upt, xq “ U (sgnqpxdq.
Remark : The uniform stability conditions imply that the shock is actually a Lax shock,
and more precisely that it satisfies

The following theorem can be found as an adaptation of the theorem obtained in
[Met] :
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Theorem 6. Let s ą d`2
2 , an integer and with f satisfying the hyperbolic conditions, and

assume also the uniform stability conditions at the jump associated with the Riemann
shock.

Then, there exists ρ ą 0 and T ą 0 such that, for any u0 P H
s`

1
2 pRdztxd “ 0uq,

such that }u0}L8 ď ρ and u0 satisfy the compatibility conditions up to order s ´ 1, there
exists a unique solution pu, ψq with u : r0, T rÑ Rn and ψ : r0, T rˆRd´1 Ñ R with
u ´ u P CHspΩT q and ψ P Hs`1pωT q to the problem with initial data in the sense that
up0, ¨q “ u0`u, ψp0, ¨q “ 0 and u solves the equation in the classical sense on tpt, x̃, xdq P
s0, T rˆRd´1 ˆ R |xd ‰ ψpt, x̃qu, and pu, ψq satisfies the Rankine-Hugoniot conditions
at xd “ 0 for every t P r0, T r. Furthermore, every solution with the same initial data
coincides with that solution on the intersection of their domain of existence.

Furthermore, a criteria of the maximal time of existence can be derived. It involves
that either }∇xu}L8pΩT q is infinite, or either u´u or ∇yψ exits some small enough neigh-
borhood of 0. The last condition is there to ensure that the uniform Kreiss-Lopatinskii
conditions will remain true at time Tmax.

Actually, optimal regularity (avoiding the loss of half a derivative) has been recently
proved for initial boundary value problems in [Aud22] and we expect that it could also
be obtained here.

Note that the compatibility conditions are automatically satisfied for an initial per-
turbation localized outside of some neighborhood of the shock.

In particular, for the easier case of a one-dimensional system, as, in that case, the
estimates easier to derive with the fact that Rd´1 is of dimension 0, and one just needs
to check the invertibility of a matrix, the uniform Lopatinsky condition can be reduced
to algebraic conditions.

From now on, pλkpuqq1ďkďn will denote the increasing sequence of eigenvalues of A1puq

for u P Rn, which are assumed to be such that λ1puq ă ... ă λnpuq (the system is
strictly hyperbolic) and all distinct from σ. Note k˘, the integers in t0, ..., nu (with the
conventions λ0 “ ´8 and λn`1 “ `8) such that λk´pU´q ă σ ă λk´ ` 1pU´q and
λk`pU`q ă σ ă λk``1pU`q.

Proposition 1. Here, d “ 1. The (uniform) Kreiss Lopatinskii conditions described above
are equivalent to the following conditions : the shock satisfies the Lax condition and CN “

Cb0‘E`‘E´ where b0 “ U`´U´, as before, E` :“
À

kěk``1KerpA1pU`q´σ´λkpU`qq,
and E´ :“

À

kďk´
KerpA1pU`q ´ σ ´ λkpU´qq.

In the above mentioned references, there is no reaction term G. However, it is possible
to adapt the proofs to that case as this term does not change the argument : in fact, it
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induces a perturbation of order 0. Furthermore, it can be noted that for other types of
solutions containing a shock, such as solutions not constant on one side but constant
on the hyperplane txd “ 0u on both sides, there can be adaptations made although one
needs to be careful about the compatibility conditions.

In fact, to adapt the result to that case, one can use the finite speed of propagation
of the hyperbolic equation.

1.1.3 Inviscid limit

Vanishing-viscosity limit : system case

An important subject related to the inviscid limit is the prolongation of Kružkov’s
work towards system problem. As said before, the well-posedness theory does not directly
transpose to the system case : in fact, convex entropies are lacking when it comes to sys-
tems (in general), and, in some cases, on cannot distinguish weak solutions from entropy
solutions as all the entropies are trivial. However, several type of questions have been
studied since then to answer these questions.

A first one is the study of the convergence of classical solutions of a viscous regulariza-
tion towards some hyperbolic limit. See, for instance, the chapter [Mas07], in which the
case of the convergence of the solution to some of the Navier-Stokes system are discussed.

An other important class of problem is the one-dimensional problem. In fact, in that
setting, the celebrated Glimm scheme allowed to define a notion of solution for such prob-
lems in the framework of initial data BV, small enough. In that context, the importance
of Riemann shocks, and, more generally, the solutions to Riemann problems need to be
understood in the vanishing viscosity limit. However, compared to the work of this thesis,
piecewise smoothness is not the context considered. It is rather a work done in the BV
topology or the even rougher L8 one.

In particular, the question is whether or not solutions obtained through that mean
can also be shown to be the limits of the solutions to parabolic equations with a vanishing
viscosity.

The first breakthroughs in that program were obtained in 2 ˆ 2 systems. The tech-
niques used were, for example, based on compensated compactness (a classical reference
being [Tar79]).

To obtain results for more general systems, new ideas emerged, and, in particular a
program was developped by Bianchini and Bressan, which allowed them to obtain con-
vergence for a constant coefficients viscosity εB2

x. The work was done in the following
series of papers [BB00, BB02b, BB01, BB02a, BB05] and the programm is described in
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the following article : [BB02a]. In fact, in the said articles, the hyperbolic systems studied
are more general than conservation laws. However, to obtain that the limits constructed
in the vanishing viscosity limit are the known solutions to the the limiting equation, one
needs some well-posedness theory at the limit. Such a theory is only available in the case
of conservation laws.

However, since that work, the generalization to real quasilinear viscosity is still open.
For many important examples, such as the compressible Navier-Stokes equations and
their limits (the Euler equations) being an inviscid limit of this form. It is still an con-
sidered as one of the main problems of the field. In fact, partial results were obtained,
such as one close to our project here : the uniqueness and stability (locally in time) of
Riemann shocks in the class of inviscid limits of solutions to the Navier-Stokes equations
[KV21b]. Other articles related to that problem are [KV22] which discusses the case of
two shocks, and [VW15] for an inviscid limit in the case of a contact discontinuity.

Boundary layers

A closely related topic to the work here, and related to the convergence of Navier-Stokes
equations towards Euler equations for a bounded domain is the problem of boundary
layers. Related techniques to those used in this thesis have been used in such a problem.
A general introduction to the subject can be found in [M0́4]. In particular, one can
mention [GR01] and [MR12] in which pointwise bounds on Green functions were used.
This kind of techniques will be presented later on. However, in the second article, the
problem at hands
In contrast to the present work, the goal is to study a problem of conservation laws.
Furthermore, the point is to obtain bounds for a time-dependent problem but for finite
time and to apply it to the nonlinear problem, while, here, the aim is to obtain some
bounds on a time autonomous problem in the large time regime to apply it to a nonlinear
problem.
Notably, in [MR12], to bound the nonlinear part, they used conormal spaces, a way to
avoid as much as possible to consider derivatives in the normal direction to the boundary,
that is, the one in which are appearing the layers. Finally, in [MZ05b], limitations of the
Green functions are addressed, but, still, in [MR12], despite the higher dimension context,
Green functions formalism is used for a part of the linear problem.
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1.2 Traveling waves and their stability

1.2.1 Generalities about waves

First, remind that a traveling wave is a solution u to some evolution PDE with u

of the form upt, xq “ upx ´ tσq for some speed σ P Rd. They are stationary solutions
in the right frame. Thus, it is expected that they are important pieces to understand
the asymptotic behavior of pdes. Here, the main discussions will remain at the level of
abstract mathematical models, however, let us indicate [CH93] as a classical reference of
the physical viewpoint.

On the theoretical viewpoint, they also appear in reaction diffusion due to theorems
in the study of the asymptotic behavior of solutions to such a system. In fact, there has
been recently progresses in the literature concerning the problem of the front selection.
This problem is to ask, with a particular compactly supported initial data, which type of
wave will be selected asymptotically.

There is a similar program in the field of dispersive pde ; the so called resolution
conjecture. In [Tao06], a presentation of the basic conjecture and discussions about its
solution in particular cases.

A plane wave is a particular type of wave which can be written as pt, xq ÞÑ vpxσ, xy´ctq

for σ a unit vector and c P R). Waves are objects studied in various parts of the mathe-
matical study of PDEs , and for different types of motivation.

Finally, similar type of statements is actually true in the framework of conservation
laws and balance laws, under some assumptions. The Glimm scheme, which will be dis-
cussed a bit later, is actually some nonlinear procedure built through an (approximate)
decomposition in waves, and the understanding of the interactions of the said waves. Fur-
thermore, in the balance case, similar results actually hold in the scalar case, although
the picture is, in general, broader [MS97].

To study their stability, the closely related notions of orbital stability and the as-
sociated asymptotic orbital stability are in fact better suited. They are defined by the
following (for some Banach space X in which the Cauchy problem with initial data u`v0

for every v0 P X, and u the shape of the traveling wave).
— The wave is orbitally stable in X if, for every ε ą 0, there exists δ ą 0 such that,

for every v0 P X with }v0}X ď δ the solution wpt, ¨q to the PDE with initial data
v0 ` u satisfies that it is defined on R` and for every t ě 0

inf
φPRd

}wpt, ¨ ` φq ´ u}X ď ε,

— The wave is asymptotically orbitally stable if it is orbitally stable and if for some
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δ ą 0 and every v0 P X such that }v0}X ď δ,

lim
tÑ`8

ˆ

inf
φPRd

}wpt, ¨ ` φq ´ u}X

˙

“ 0.

Furthermore, in the context of plane waves in the direction σ things can be modified
slightly to take into accounts other kinds of effects. In particular, a choice is to consider
actually that φ is actually a function from the subspace of vectors orthogonal to the direc-
tion of propagation of the wave with value in R (and in some space Z of such functions)
and to look for infφPZ }wpt, ¨q ´ vpx` φpx´ xx, σyσq ´ tσqq}X). Finally, it is often also of
interest to look for the regularity in time that can be obtained on a phase φ valued in
Z such that }wpt, ¨q ´ vpxx, σy ´ ct ` φpt, x ´ xx, σyσqq}X stays smaller than ε for every
t ě 0 or goes to 0 as tÑ `8.

Some classical techniques to study the stability of waves is the use of the so called
semigroup of the linearization around the wave of the pde. It consists on studying the
solutions of du

dt
ptq “ Apuptqq on R` for some elements u of a certain functional space (and

A is a linear operator acting on a Banach space defined on DpAq Ă X with values in X).

1.2.2 Reaction diffusion and smooth waves

Here are considered parabolic nonlinear partial differential equations (on Rd of the
form

Btu` divxpfpuqq “ gpuq `∆xu,

and the aim will be described the results obtained before for the stability of travelling
waves solutions to such problems. Mainly, here, the points of interest will be the techniques
used before the introduction of the pointwise estimates of Green functions (most cases
presented here, will be restricted to d “ 1, and f or g to be the function vanishing
everywhere).

Here, the waves considered will be plane waves U , solutions of the equation with a
travelling speed σ P Rd, and restricted to the case in which the front u of the wave
is a heteroclinic orbit (more precisely, the assumptions made will be that u converges
exponentially fast towards some constant state u´ at ´8 and towards u` at `8, and
that its derivatives converge exponentially fast towards 0 at ˘8, and that u1 does not
vanish).

The focus on two kind of strategies used to study such problems :
— The first kind are both ways to obtain direct nonlinear results, namely the use of

energy estimates and maximum principles,
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— The second kind are techniques based on spectral estimates, followed by the use
of specif ic properties of parabolic equations to derive linear estimates and then
nonlinear stability.

Energy estimates and maximum principles

For scalar equations, one can use some maximum principles (also known as comparison
principles). For a discussion of the maximum principles, one standard reference is [PW84].
Such an approach is discussed in [VVV94]. In particular, one can illustrate it through
some particular model

Btu “ B
2
xu` gpuq

with g : R Ñ R smooth such that gp0q “ gp1q “ 0, g1p0q ă 0, g1p1q ă and such that
there exists a unique α P p0, 1q such that gpαq “ 0.
Now, some results from [FM77, Fif79] will be described.

First, the following comparison principle

Proposition 2. Let c P R be some constant. If u, v : r0, T s ˆ R be such that up0, ¨q ď
vp0, ¨q on R, Btu´cBxu´B2

xu´gpuq ď 0 ď Btv´cBxv´B2
xv´gpvq on r0, T sˆR, 0 ď u ď 1

and 0 ď v ď 1 on r0, T s ˆR.
Then u ď v on r0, T s ˆR.

Remark 1. u and v are then called (respectively) a subsolution and a sursolution of the
equation Btu´ cBxu “ fpuq ` B2

xu.

Theorem 7. There exists a unique (up to translation) travelling wave of profile u solution
(where c P R denotes its speed) to Btu “ B2

xu ` gpuq such that u is valued in p0, 1q,
limxÑ`8 upxq “ 1 and limxÑ´8 upxq “ 0.

Furthermore, for every φ P C8pR, p0, 1qq, such that there existsM ą 0 and ε ą 0 such
that, for every x ě M , φpxq ě α ` ε and φp´xq ď α ´ ε, the unique classical maximal
solution v with initial data φ is defined on R`, there exist C, ω ą 0 and z P R such that,
for every t ě 0

}vpt, ¨q ´ up¨ ´ ct´ zq}8 ď Ce´tω.

This theorem is proved by designing a subsolution and a sursolution v´ and v` to
the equation, converging towards possible different translated versions of the wave and
which satisfy v´p0, ¨q ď φ ď v`p0, ¨q. Then by using the previous maximum principle, one
can conclude that v is globally defined and that v´ ď v ď v` on R` ˆ R. This allows
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to control from above and below the solution with translations of the wave. Then, by a
compactness argument, a convergence without rate can be obtained. The rate is deduced
by introducing a Lyapunov functional. It relies on the observation that the only thing to
do is to prove it on some domain tpt, xq PsT,`8rˆR | |x| ă δtu for some δ, T positive
(which can be respectively as small and big as needed). This last part is actually obtained
through a weighted energy estimate.

For example, here, introducing the L2 based space with norm

}v}H “

ˆ
ż

R
e´cx|vpxq|2dx

˙

1
2

the basic goal is then to prove that there is some constants δ, ν positive such that, by
assuming that initially }v0}H ă δ then the solution induced by the initially data v0

satisfies that the map t ÞÑ }vptq}2H is differentiable and, as long as }vptq}2H remains small
enough on r0, T s, the bound (on r0, T s)

d p}vp¨q}2Hq

dt
ptq ď ´ν}vptq}2H .

Obviously, various variations of this strategy may be used.
As presented in the example before, it is important to understand that such a strategy

may need to be combine with other ideas to obtain the decay rate in the desired norm,
or even just to be able to obtain the differentiable bound above.

Finally, one point about the example above that needs to be discussed is the lack of
dissipation in the direction of the derivative of the profile of the front. As a consequence,
to obtain the result, one needs to get rid of that zero mode. In the strategy discussed
before, it was already taken care of through the first part of the argument.

To describe other strategies, one can refer to those used in various contexts, such as
the particular case of constant states, for which this kind of direct argument is extremely
powerful.

The method developed by several authors to be able to use direct energy estimates
to obtain the result was to change the unknown and to consider instead a primitive
Upt, ¨q :“

ş¨

´8
upt, xq ´ upxqdx , which forces to consider perturbations in L1 such that

the L2 norm of the primitive is small enough. For scalar one-dimensional viscous conserva-
tion laws, in [MN94], it was proved that such a technique is enough to obtain asymptotic
stability (it can be noted that, in this case, assuming that the perturbation is in L1 im-
plies that, up to choosing a translation of the wave, its integral starting at ´8 vanishes
at `8).

At last, we stress that the method does not seem adaptable to the non conservative
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case considered in the present manuscript.
Finally, let us mention some use of energy estimates in hyperbolic, as well as hyperbolic-

parabolic, equations to conclude nonlinear arguments : the so-called high-frequency damp-
ing estimates. They will be an important part of Chapter 1. They amount to control high
order derivatives by low order ones.

Just to give a bit of context, the idea is, under certain assumptions such that Upx`
ψpt, xqq`V pt, x`ψpt, xqq solves We illustrate this with a non trivial example from [RZ16].
Consider a periodic wave profile U “ pτ , uq, that is a stationary solution to

$

&

%

Btτ ´ cBxτ ´ Bxu “ 0

Btu´ cBxu` Bxpp2F 2q´1τ´2q “ 1´ τu2 ` νBxpτ
´2Bxuq,

where F and ν are some physical positive constants, and c is the wave speed. Let us look
for a solution in the form pτ, uqpt, xq “ Upx` ψpt, xqq ` V pt, x` ψpt, xqq. Then

Proposition 3. For any positive s, there exist positive Cs, θs and εs such that any
solution pV, ψq defined on r0, T s for some T and such that suptPr0,T s }pV, ψt, ψxq}Hs ă εs

satisfies

}V ptq}2Hs ď Ce´θt}V p0q}2Hs ` C

ż t

0
e´θpt´sqp}V psq}L2psq ` }pBtψpsq, Bxψpsqq}

2
Hsqds.

This is a high-frequency damping estimate on V . The result does not say whether
the wave is stable or not. But it does imply that any possible instability is low-frequency
and that the decay of high regularity norms is slaved to the decay of low regularity ones.
The same kind of energy estimates that prove the proposition also yields a control on
resolvents, useful to apply the Gearhart-Prüss-Greiner theorem discussed below.

The high-frequency damping estimates prevent blow-up of wavebreaking type. In
proofs of asymptotic stability, they are typically combined with estimates on the lin-
earized dynamics used in Duhamel formulations to control low-frequency norms (with a
regularity loss compensated by the high-frequency damping).

Linear propagator and inverse Laplace transform

To prepare the next survey of techniques, and, more generally, the rest of this thesis,
some classical results on linear dynamics need to be stated. The presentation here follows
mainly results from [Paz83].

Recall that in the setting of semigroups, one can first rely on the inverse of the
Laplace transform to derive informations on the semigroup petAqtPR` generated by a
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linear operator A from informations on the resolvent Rpλ,Aq :“ pλ ´ Aq´1, that is by a
representation of the form

etA “
1

2π

ż `8

´8

eµt`istRpµ` isλ, Aqpu0qds

for any u0 P DpA2q, and where µ P R is a constant big enough. Of course, such a
representation relies on the fact that A generates a strongly continuous semigroup.

In the context of semigroups of linear operators, a subclass that allows to study various
parabolic problems are those of analytic type. To give a bit of context, they are given by a
generator A such that there exist α P R and M ą 0 such that σpAq Ă tλ P C |<pλq ď αu

and }Rpλ,Aq} ď M
|λ´α|

. Moreover, in this case, the spectrum is actually contained in a
strict cone and the resolvent estimate extends to the exterior of such a cone. For analytic
semigroups, we have a better representation formula

Sptq “
1

2πi

ż

Λ
etλRpλ,Aqdλ

where Λ is a continuous and piecewise smooth function from R to ρpAq, such that Λ passes
at the right of σpAq and such that limξÑ˘8 <pΛpξqq “ ´8 and limξÑ˘8 =pΛpξqq “ ˘8.

The analytic representation formula readily implies that if the spectrum of A lies
strictly on the left of the imaginary axis then the semigroup exhibits exponential time
decay. Yet this situation can not happen naturally for our problems since 0 belongs to
the spectrum because of translational invariance. One way to fix this is to work in expo-
nentially weighted spaces requiring such a strong localization that the derivative of the
profile does not belong to the functional space under consideration.

To match more closely the case of fronts or solitary waves in parabolic systems, let
us assume that A is the generator of an analytic semigroup whose spectrum is contained
in tλ P C |<pλq ą ´2δuzt0u for some δ ą 0. Also, and that 0 is a simple eigenvalue
of A. By the latter we mean that Rpλ,Aq is meromorphic near 0 with a pole of order
1 at 0. Then deforming the above contour through 0 provides the following decomposition

π0 “
1

2πi

ż

Sp0,δq
Rpλ,Aqdλ,

and decay exponentially fast in time.
Historically this has been the most traditional approach [Sat]. This includes the case

of parabolic conservation laws when exponential weights are used to create a spectral
gap.

When adapting the above strategy to systems that are not parabolic, the only part
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that needs to be significantly modified is the one converting a spectral gap into a linear
decay. Indeed, in general, the presence of a spectral gap is not sufficient and some extra
control on resolvents is needed. For instance, on Hilbert spaces, one may deal with general
operators through the Gearhart-Prüss-Greiner Theorem as presented in [EN00, HS21] :

Theorem 8. If A is a densely defined generator of a strongly continuous semigroup
pT ptqqtě0 on a Hilbert space H, such that supλt<pλqą0u }Rpλ,Aq} ă `8 then there exist
C, ω positive constants such that }T ptq}HÑH ď Ce´tω.

The conditions given are also necessary (but not sufficient) in a Banach spaces.
Examples of application of this theorem in the context of the study of the orbital

stability of travelling waves are given in [KP13, EN00].
Let us recall that one of our main goals is to the stability of viscous shock waves

uniformly with respect to the viscosity parameter ε ą 0. A first strategy would then
be to consider the decomposition of the semigroup as described before, and to try to
track done the dependence of the bounds in ε to ensure uniformity of the result in ε.
However, computations do not go smoothly, and a huge issue in trying to do so is that
the perturbation is singular. Indeed, the kernel of the limiting linear problem (obtained for
the hyperbolic problem) involves Dirac functions. By changing variables, taking pτ, ξq “
pεt, εxq, we obtain a new problem, not of singular perturbation this time, but for which
the singularity is linked to the fact that the distance from 0 to the essential spectrum,
shrinks to 0 as ε goes to 0. Because of that, one cannot obtain adequate bounds in this
way. To gain uniformity, we will need to design a phase separation dramatically different
from the one presented here and involving contributions from the essential spectrum.

Structure of the spectrum and weights

In scaled variables, the linear operators are of the form

L : v ÞÑ B
2
xv ` Bxpαvq ` βv

for some smooth functions α and β which will converge (as well as their derivative)
exponentially fast at ˘8.

Here we consider as an operator on L2pRq with domain H2pRq. We recall now how
spectral stability may be decided. To explain how to obtain such results, one needs to
first remind the decomposition of the spectrum in a point spectrum part and an essential
spectrum part for such operators.

Remind that the spectrum of a linear operator A : DpAq Ñ X densely defined on
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a Banach space X is σpAq :“ tλ P C |λI ´ A is not an invertible operator from DpAq

to X or it is invertible and its inverse is not continuous as an operator from X to Xu.
Furthermore, ρpAq :“ CzσpAq, and, for every λ P ρpAq, Rpλ,Aq :“ pλI ´ Aq´1.

For an operator such as L, one can actually obtain a decomposition that allows to
compute rather easily one part of the spectrum , and to reduce the rest of the spectrum
of the operator as the zeros of a holomorphic function.

To define them, first remind, as in [KP13], that, for an unbounded linear operator
A with domain DpAq, its Fredholm index is defined if KerpAq is finite dimensional and
RanpAq is of finite codimension, and, then, indpAq :“ dimpKerpAqq ´ codimpRanpAqq.

Then the splitting is
σpLq “ σesspLq Y σptpLq

where σess “ tλ P C |λI´L´K does not have a Fredholm index equal to 0u, and σptpLq,
its complementary in σpLq. Equivalently, when σpAq ‰ C picking µ P ρpAq, CzσesspAq
may be characterized as the set of λ such that there exists an operator K such that
DpAq Ă DpKq, λI ´ pA`Kq is invertible and K ˝Rpµ,Aq is compact from X to X. We
refer to [EE87] for a proof of the latter. A concrete characterization of σesspLq is given
below.

The full description of σesspLq in the case presented here, as well as the definition of
the holomorphic function described earlier will soon be obtained.

The characterization given above enables us to check that the essential spectrum of
L agrees with the one of L8 defined by

L8pvqpxq “

$

&

%

B2
xvpxq ` a`8Bxvpxq ` b`8vpxq, if x ą 0

B2
xvpxq ` a´8Bxvpxq ` b´8vpxq, if x ď 0

where a˘ and b˘ denote the respective limits of α and β at ˘8. The point is that the
essential spectrum of L8 is easily computed. Indeed, let us set

A˘pλq “

˜

0 1
λ´ b˘ ´a˘

¸

so that pλI ´ L8qv “ 0 implies that V “ pv, v1q satisfies V 1 “ A˘pλqV on R˚
˘.

Then λI ´ L8 is Fredholm of index 0 if and only if neither A`pλq nor A´pλq has purely
imaginary eigenvalues and they have the same number of eigenvalues with positive real
part. We refer to [KP13, Hen81] for details.

Since in the present case, the needed spatial eigenvalues may be explicitly computed
this gives a concrete description of σesspLq. In contrast, σptpLq can not be computed
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explicitly but it can be characterized as the zeros of a holomorphic function. This is
a more tedious task, detailed jointly with our closely related discussion of the spectral
Green functions.

Let us now describe how one can use the description of the essential spectra as well
as the Sturm-Liouville theory to derive orbital asymptotic stability of waves. First, the
classical following result, the Sturm-Liouville theorem on the real line, needs to be stated
(the form is simplified to take only into account the consequences needed here ; a more
detailed statement can be found in [KP13])

Theorem 9. With a linear operator of the form L :“ B2
x`Bxpc¨q`d¨ with c and d smooth

and real valued, converging exponentially fast at ˘8. Then, σptpLq is finite. If it is non
empty, then every eigenvalue of σptpLq is simple and real. Finally, the biggest element of
σptpLq is the only one to be associated with a non vanishing eigenvector.

In particular, with the problem under study, if maxpb`, b´q is negative, then, as u1 is
an eigenfunction which has no zero associated to 0 and that σesspLq Ă tλ P C |<pλq ď
maxpb`, b´qu, we have that 0 P σptpLq.

Furthermore, as u1 has no zero, σptpLqzt0u is included in tλ P C |<pλq ď ´ηu for
some η ą 0, and 0 is a simple eigenvalue. As a consequence, one can apply standard
linear estimates. In particular,

etL ˝ pI ´ π0q “

ż

Λ
etλRpλ, Lq ˝ pI ´ π0qdλ,

and so,
}etLpI ´ π0q}L2ÑH1 ď

ż

Λ
|etλ|}Rpλ,Lq}L2ÑH1 |dλ|.

With Λ valued in ρpLq Y t0u, enclosing the complementary of this set by the right,
and only taking values in the set of complex numbers which have a negative real part.

And, given a semigroup of analytic operators, with a generator which has a spectrum
A contained in tλ P C |<pλq ď ηu, one has that for all δ ą 0 there exist νδ P

‰

π
2 , π

“

and
Cδ ą 0 such that for all λ P Ων`δ,θ

}Rpλ,Aq} ď
Cδ

|λ´ ν ´ δ|
,

and so,
}ARpλ,Aq} ď 1` Cδ|λ|

|λ´ η ´ δ|
.

Thus, in the case considered here, one has that B2
x ˝Rpλ,Lq “ ´I ` λRpλ,Lq ´ pα1 `

βqRpλ,Lq´αBx˝Rpλ,Lq. Hence, as the interpolation inequality }Bxv}L2 ď
a

}v}L2}B2
xv}L2
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holds, for λ P Ων`2δ,θ,

}Bx ˝Rpλ,Lq}L2 ď
C̃δ

a

|λ´ ν ´ δ|
.

Thus, for convection reaction diffusion equations, one can directly obtain linear bounds
from some spectral gap.

To conclude on the structure of the spectrum, we explain how introducing weights
may create a spectral gap. To do so we define L2

wpRq as the set of functions u such that
ewu belongs to L2pRq and Hk

wpRq as the set of functions such that their derivatives up to
order k belong to L2

wpRq. Let us now consider L as an operator on L2
wpRq with domain

H2
wpRq for some C2 function w.
Equivalently one may consider Lw :“ ewpLpe´w¨qq acting on L2pRq with domain

H2pRq. Explicitly

Lwpvq “ pw
12
´ w2qv ` α1v ´ αw1v ` αv1 ´ 2w1v1 ` v2 ` βv

In particular, by choosing w asymptotically linear at˘8 one may improve the stability
of the essential spectrum provided that α has nonzero limits at infinities.

Motivated by nonlinear analysis we shall restrict to the case when lim sup˘8pwq ă 8.
Under minor extra assumptions this implies that H1

w embeds in L8pRq and is an algebra.
With this restriction, we may improve the stability of the part of essential spectrum due
to one endstate with an asymptotically linear w only if the limit of α has the right sign.
Roughly speaking one needs the instability to travel from infinity towards the core. For
this reason, the stability obtained with such weights is often called convective stability.

1.2.3 Pointwise bounds of Green functions

When there is no spectral gap, the time decay cannot be exponential and both the
Hille-Yosida theory and the Gearhart-Prüss-Greiner Theorem become useless in large-
time. Still, algebraic decay rates may sometimes be obtained by other means provided
that the initial data and the solution are measured in different functional spaces. We
explain here how to do so through pointwise bounds on Green functions.

As a preliminary motivation, let us recall that in our analysis of the vanishing viscosity
limit we are actually dealing with a spectral gap of size ε. It is therefore no surprise that
in order to prove a uniform result we need to use techniques adapted to cases with no
spectral gap.

This being said, let us point out that a good toy example is given by the heat equation,
when one trades the localization of the initial data against the time decay of the solution.
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Recall that

etB
2
xpu0qpxq “

ż

R

e´
px´yq2

4t

2
?
πt

u0pyqdy.

From this stems

}Bxpe
tΛ
pu0qq}Lq À }u0}Lp

›

›

›

›

›

›

p¨qe´
¨2

4t

4t
?
πt

›

›

›

›

›

›

Lr

À
}u0}Lp

t1´
1
2r
.

when 1 ď p, q, r ď 8, q ď p, 1` 1{q “ 1{p` 1{r.
Our present goal is to explain how to derive such bounds in a robust spectral way.

Spectral Green function

To begin with, we explain how to build a Green function representation for the resol-
vent operators

Rpλ,Lqpvq “
ż

R
Gλpx, yqvpyqdy

Since this is the region involved in the inverse Laplace formula for the semigroup,
we focus first on the connected component of ρpLq containing the region where <pλq is
sufficiently large.

At least formally, for any y P R, we expect v “ Gλp¨, yq to be a H2pRq solution to

pλ´ Lqpvq “ δy,

which implies that v is smooth on Rztyu and solves λ´ βv ´ pαvq1 ´ v2 “ 0.
The region we are considering is contained in the connected component of CzσesspLq

containing λs with large real part, a region sometimes called the region of consistent
splitting. As a consequence the structure of solutions to the eigenvalue equation that
are L2 near `8, (resp. ´8) is fixed. In the present case, on each side the dimension
of the set of solutions is 1 and one may perform, at least locally in λ, a smooth choice
of such solution wrpλ, ¨q (resp. w`pλ, ¨q). The construction of these elements is standard
; see for instance [BG14, Zum01]. Some high-frequency analysis is however necessary to
uniformize the construction near infinity. For λ in the region of consistent splitting,
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the above discussion motivates to look for Gλpx, yq as

Gλpx, yq “

$

&

%

wrpλ, xqcrpλ, yqifx ą y,

w`pλ, xqclpλ, yqifx ă y.

With this ansatz, the problem is reduced to ensuring that for any y

Bpλ, yq

˜

crpλ, yq

´c`pλ, yq

¸

“

˜

0
1

¸

where

Bpλ, yq :“
˜

wrpλ, yq w`pλ, yq

Bywrpλ, yq Byw`pλ, yq

¸

.

One readily checks that if for some y, Bpλ, yq is not invertible then λ possesses a
nonzero eigenvector. Thus if λ P ρpLq, then Bpλ, yq is invertible for any y. This may also
be deduced from a Wronskian computation

detpBpλ, yqq “ e
şy
0 pf

1puq´σq detpBpλ, 0qq .

When λ R σpLq, we may therefore conclude the construction with
˜

crpλ, yq

´c`pλ, yq

¸

“
e
şy
0 pσ´f

1puqq

Dpλq

˜

´w`pλ, yq

wrpλ, yq

¸

where
Dpλq :“ detpBpλ, 0qq ,

is usually called an Evans’ function.
Incidentally we point out that the construction shows that in the region of consistent

splitting the location and order of the poles of the resolvent agree with the location and
order of the roots of the Evans’ function. This provides the announced characterization
of the point spectrum.

Though we shall not use it now, we mention that, since px, yq ÞÑ Gλpy, xq provides a
Green function for λ̄´L˚, the coefficients crpλ, ¨q and c`pλ, ¨q solve the ODE corresponding
to the dual eigenvalue problem. On a related note we mention that the dual problem has
the same region of consistent splitting and one may introduce similarly w̃rpλ, ¨q (resp.
w̃`pλ, ¨q).
For later use, we need to understand how far beyond the essential spectrum can this
construction be extended by analytic continuation. We warn the reader that a priori the
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extension will not provide a resolvent operator even in regions where such a resolvent
does exist. The decisive step is the extension of the construction of wrpλ, ¨q and w`pλ, ¨q.
A simple inspection of the construction of wr (resp. w`) shows that it can be continued
as long as the the eigenvalues of A`pλq (resp. A´pλq) have distinct real parts. The set
of λ where this fails is called absolute spectrum and the connected component of its
complement containing λs with large real part is called the set of extended consistent
splitting. The conclusion of the present discussion is that an analytic continuation is
possible on any simply connected subset of the region of extended consistent splitting.
Furthermore, in the simple second-order model discussed here, the absolute spectrum is
a half-line included in the real line, making the set of extended consistent splitting itself
a simply connected set, thus making the discussion in that case simpler.

Temporal Green function

We now come to temporal Green functions. Here we mostly follow [ZH98]. We mention
however that those were preceded by the closely related [SX93, LZ95, Zen94, LZ97, HZ95,
Liu97]. More remotely, they also share some similarities with the much older use of
temporal Green functions in short-time studies ; see for instance [Fri64]. The method
pioneered in [ZH98] has been subsequently extended in [HZ00, HZ02, MZ03, MZ04a,
MZ04b] so as to cover the nonlinear stability analysis of most of smooth fronts of systems
with a high-frequency damping mechanism.

We want to bound pt, x, yq ÞÑ Gpt, x, yq the temporal Green function of L, that is, the
function which satisfies, for every φ P L2pRq, pt, xq P R` ˆR,

etLpφqpxq “

ż

R
Gpt, x, yqφpyqdy.

The starting point is that

Gpt, x, yq “
1

2πi

ż

Λ
etλGλpx, yqdλ.

where the contour is as in the inverse Laplace transform formula for etL.
A crucial observation that motivates the introduction of Green functions is that one

may now move contours in a way that depends on pt, x, yq (and not only t) and in par-
ticular we can make use of analytic continuations that go beyond the essential spectrum.
One of the main contributions of [ZH98] is to provide a strategy to decide how to move
the contour that is less sharp but much easier to apply than the saddle-point method.

We now illustrate this strategy on the heat equation. The absolute spectrum of B2
x is
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R´ and for λ R R´ the analytic continuation of the spectral Green function is given by
Gλpx, yq “

1
2
?
λ
e´
?
λ|x´y|. Our goal is thus, by a suitable choice of the path Λ to prove

that for some θ ą 0
ˇ

ˇ

ˇ

ˇ

ż

Λ

1
2
?
λ
e´
?
λ|x´y|dλ

ˇ

ˇ

ˇ

ˇ

À
1
?
t
e´θ

|x´y|2
t .

The path Λ is defined through

<p
a

Λpξqq |x´ y| “ p<p
a

Λ0q ` iξq |x´ y|

with Λ0 P R` still to be determined, so that the contribution of ξ to the complicated
e
?
λ|x´y| can be discarded but its contribution to eλ t provides a e´ξ2 t that ensures the

integrability of the integrand and is responsible for the 1{
?
t factor. The choice of Λ0

is done by minimization over Λ0 P R` of Λ0 t `
?

Λ0 |x ´ y|. This leads to the choice
Λ0 “ |x´ y|

2{4t, and concludes the proof of the claim.
Following this strategy in more general contexts is obviously much more technical but

leads to similar results.

1.2.4 Discontinuous waves in the hyperbolic setting

We now discuss stability results concerning discontinuous waves.
As for the local well-posedness theory, there is a clear separation between analyses

carried out in topologies that can accommodate discontinuities in a soft way (such as L1,
L8, BV ,...) and those that are very sensitive to those (W 1,8, piecewise smooth topolo-
gies,...). There is actually a gap between the two kinds of the result: in dimension one,
the upper limit of the former being BV regularity whereas the lower limit of the latter is
(piecewise) W 1,8.

Our analysis is clearly of the second kind and we mostly refer to [Mas99, Liu21] for
some examples of the first kind. Moreover we focus on cases when some of the main
features of the large-time analysis are already present at the linearized level. However
we mention that this overlooks a well-known hyperbolic dissipation effect, the entropy
dissipation at discontinuities of genuinely nonlinear fields. This mechanism is for instance
used to prove the stability of constant solutions to one-dimensional systems with all char-
acteristics being genuinely nonlinear. In such kind of stability result, the initial data is
bounded and compactly supported but the solution is measured in L1, with decay rate
1{
?
t for the scalar case, t´1{4 in the general case.
The results of main interest for the present contribution are [DR20, DR22, GR]. In

[DR20] the stability of Riemann shocks of balance laws is studied. In [DR22] a full clas-
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sification of traveling waves of balance laws, including those with discontinuities and
characteristic points (thus loss of ellipticity), is obtained. At last, in [GR] the stability
analysis is extended to the study of the stabilization with exponential weights. In the
present thesis, we discard wave profiles with characteristic points (whose analysis is ex-
pected to be dramatically different) so that only constant solutions and Riemann shocks
are the only stable possibilities in unweighted topologies and the consideration of convec-
tive stability only adds more waves of the same type and some smooth fronts.

We also mention two more results in the same spirit. In [FR22], a general result has
been obtained for Riemann shocks of general strictly hyperbolic systems with a spectral
gap. In [JYZ21, YZ20], some discontinuous fronts of the St. Venant equations, a 2 ˆ 2
system, have been proved to be stable, with algebraic decay rates. A common difficulty
of all system cases, not present in the scalar case, is that the linearized problem does
not fit in the semigroup framework and one needs to develop large-time tools for initial
boundary value problems of hyperbolic type.

1.3 Main results

We conclude this introduction with a brief description of the main results of the
following chapters.

1.3.1 Combustion models and weights

The first chapter contains the results of a collaboration with Aric Wheeler (Indiana),
PhD candidate under the supervision of Kevin Zumbrun. The main part of the analysis
was carried out during my two-months stay there.

In our common work the formation of singularities in two hyperbolic systems of bal-
ance laws providing combustion models was studied.

Such systems admit discontinuous traveling waves representing detonation waves. For
both models, the pioneering [Joh74] was extended to show that in weightless topolo-
gies arbitrarily small perturbations of detonation waves may form further singularities
in finite-time despite the fact that the perturbation is done around some traveling wave
solution and not some constant.

For the smallest model, the Majda model, however, this may be cured with expo-
nential weights. Indeed, for the latter, it is proved on one hand weighted high-frequency
estimates near any detonation wave, thus discarding the formation of singularities of
wavebreaking type, and on the other hand, it is proved that small-amplitude detonation
waves are convectively asymptotically orbitally stable. In contrast, for the largest model,
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the ZND model, it is proved that no weighted high-frequency damping estimate may
hold.

Our stability analysis is carried out through energy estimates.
One aspect that affects the whole analysis, notably the convective stability part, is

that the systems exhibit some characteristics that are outgoing and others that are in-
coming, both kinds being coupled by source terms that are not fully dissipative.

1.3.2 Riemann shocks in the inviscid limit

The second chapter is based on [BR23] and contains a proof of uniform stability
of viscous approximations of Riemann shocks, that may be thought as an extension of
[DR20].

In that context is proved the existence of a family of traveling-wave solutions puε, σεq
approaching a given stable Riemann shock pu, σq and their uniform asymptotic orbital
stability. The stability result involves multiscale norms, accounting for the presence of
shock layers of length ε.

These norms are of the form

}v}W 1,8
ε,θ

:“ }v}8 `
›

›

›

›

Bxv

1` ε´1e´θε´1|¨|

›

›

›

›

8

(where θ ą 0 is a parameter small enough and independant of ε ą 0.) Thus, in particular,
they are equivalent for any fixed ε ą 0 to the usual W 1,8pRq norm, and, for functions
supported away from some fixed neighborhood of 0, the equivalence is uniform in ε.

This is consistent at the limit with the space W 1,8pR˚q, encoding piecewise smooth-
ness and used in the hyperbolic case.

There are three main obstacles to overcome.
Firstly, at the linear level we need to identify a phase shift φptq (to encode the orbital

character of stability) suitable in both limits t Ñ 8 and ε Ñ 0. This requires to revisit
the whole machinery in [ZH98] and derive a completely new kind of ε-dependent phase
splitting. In comparison, for the problem at hand, non uniform stability may be obtained
by simply projecting out the elements of the kernel of the propagator as reminded earlier.

Secondly, terms of size 1{ε, such as Bxvpt, xqφ1ptqu1εpxq, appear in the Duhamel for-
mula used to bound v. Here we use that the nonlinear reminders that are not of size ε are
actually spatially exponentially localized at scale ε, which we may transfer into a time
decay at scale ε through a spectral gap argument. The above multiscale norm encodes
that Bxv is not worse than this.

At last, to guarantee uniformity in ε, we cannot close the nonlinear iteration through
parabolic regularization. Instead, we rely on a maximal principle argument with a very
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carefully designed weight.
It is linked to the norm described above.

1.3.3 Convective stability of Riemann shocks and smooth trav-
elling waves in the inviscid limit

In the first part of the third chapter is also proved uniform stability results. This time,
the cases of unstable Riemann shocks in weightless topologies that may be stabilized by
exponential weights are studied. This provides a vanishing viscosity counterpart to the
Riemann shock part of [GR].

The analysis first treats cases associated to a weight allowing the obtention of a
spectral gap (up to the 0 mode associated to the derivative of the front). Then we deal
with the case when the weight is barely sufficient (that is, when the weighted essential
spectrum touches the imaginary axis, thus when there is not any spectral gap)

e´θε | ¨ |

p1` | ¨ |2qα2

with θε critical, and α sufficiently large to close the nonlinear argument. In the critical
case, we obtain algebraic time decay rates by losing spatial moments, thus spatial local-
ization. Consistently we need to lose a sufficiently high power of moments so as to enforce
that the algebraic decay is sufficiently fast to close a nonlinear stability argument. By
many respects the analysis differs dramatically from the unweighted one.

In a second part, we study the same question for smooth fronts instead of Riemann
shocks. Thus, this time, the problem is about the singular perturbation of a smooth trav-
eling wave associated with the hyperbolic problem. It turns out that the corresponding
stability problem may be completely analyzed with arguments of maximum principle
type. Moreover, in the critical case one may also obtain a stability result without losing
polynomial weights. Obviously, however, the latter stability result comes with no time
decay rates, or, in other words, is not asymptotic.
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Chapter 2

MAJDA AND ZND MODELS FOR

DETONATION: NONLINEAR STABILITY VS.
FORMATION OF SINGULARITIES

2.1 Introduction

This work is about expanding a new area [DR20, DR22, YZ20, BR23, FR22]: the invis-
cid global time-asymptotic stability of piecewise smooth solutions of hyperbolic balance
laws: specifically, asking if given a smooth and small enough initial perturbation, that
the solution to (2.1.1) will remain piecewise smooth, without any other discontinuities
appearing.

ut ` fpuqx “ gpuq. (2.1.1)

This is quite different from the behavior of conservation laws, for which we have that,
generically, other shocks are expected to form. Important physical examples include the
Saint-Venant equations [Liu87, JNR`19] and detonation [DF79].

The most comprehensive contributions concerning the local existence theory for such
discontinuous solutions of balance laws were first obtained by Majda in [Maj83a, Maj83b]
and then by Métivier in [Met]. See also the book by Benzoni-Gavage-Serre for a more in-
depth exposition. Since then, a number of 1-D results have also been obtained; see [Bre00]
and references therein. Conditions for finite-time blowup have also been explored, with
discussions of other cases, such as other types of shocks [BGS, Bre00].

In such a framework, it is possible to ask, given a solution with a discontinuity at a
single point (or, in higher spatial dimensions, on a hypersurface) to the equation (2.1.1),
do smooth perturbations of the wave remain smooth outside of the given jump? Here,
the goal is to understand the behavior as t Ñ `8 of perturbations of such waves for
two systems, the Majda and ZND models, which are both detonation models that will be
presented below.
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A crucial part of the analysis of the Majda model is a high-frequency damping es-
timate. Damping estimates were initiated in [Zum04, Zum07] and later expanded in
[Zum10, JNRZ14, JZN11, RZ16]. The existence of a damping estimate is a property of
some systems that allows the control of higher order derivatives of the solution by knowl-
edge of bounds on the lower order ones.

In certain contexts such as hyperbolic-parabolic systems like in [Zum07] and in the
fifth chapter of [FS04], this type of result is obtained through arguments similar to those
of Kawashima in [Kaw84, KS88].

Damping estimates typically take the form

Epvqt ď ´θEpvq ` C}v}2L2
α
, (2.1.2)

where Epuq is an energy equivalent to }u}2Hs
α
and L2

α and Hs
α are weighted L2 and Hs

norms with a weight parameter α. Thus, such an estimate effectively controls the Hs
α

norm of the perturbation by the L2
α norm of the perturbation.

Links with the high-frequency estimates of the resolvent are discussed in [Zum07,
RZ16].

An important point is that they prevent singularity formation. In the case of conser-
vation laws, it is often expected that singularities will form (see [Joh74, Liu79]), which
can’t happen in presence of such damping estimates. In this case, the first order derivative
of the perturbation blows up (more precisely, its L8 norm blows up), but the Lp norms
(1 ď p ď 8q of the perturbation itself does not blow up.

High frequency damping estimates (2.1.2) are tools to close nonlinear iteration. When
proving stability results, they essentially reduce the problem to prove low-regularity es-
timates that may typically be obtained through a Duhamel formulation. See for instance
[YZ20].

Again, this can be contrasted with the classical results on singularity formation
[Lax73, Joh74, Liu79, Ali95, Spe16] for the case g ” 0 of hyperbolic conservation laws.
Hence damping estimates depend importantly on properties of g. For further discussion,
see [DR20, DR22].
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A systematic treatment of damping estimates has been shown in the context of relax-
ation systems [MZ05a, YZ20]. Here our purpose is to explore limitations of this approach
in the physically interesting context of detonation models, which are very similar in
structure to and can be viewed as a degenerate type of relaxation models. We begin by
showing that, for this general type of problem, the singularity formation shown by John
in [Joh74] extends to this case, that is for perturbations around a wave instead of around
some constant. An extensive literature on extensions of this result to more general and
geometrically involved situations can be found in the books [Ali95, Chr07, Spe16]. For
the Majda model, we will show an asymptotic orbital stability result directly thanks to
energy estimates in some weighted space for waves of small amplitude, and damping es-
timates for the general case. For the ZND model, we show that blow-up will occur for
some arbitrarily small initial perturbation and how this prevents the kind of damping
estimates that we described above. In particular, unlike the Majda model, one cannot
stabilize the shock in the ZND model by using exponentially growing weights.

2.1.1 ZND and inviscid Majda models

We focus on two closely related classical models of combustion, an inviscid variation
of the model from [Maj81] (see also [Fic79]), which we will call the Majda model, and the
Zeldovich-von Neumann-Doering (ZND) model. The ZND combustion model is sometimes
tagged as reactive Euler systems or reactive Navier-Stokes systems depending on whether
or not one includes viscous effect. Here, we focus on the inviscid case. For simplicity, we
will focus on one-step reactions. The origins of this model are discussed in [Lai19]. Both
of these models can be written abstractly as

Ut ` fpUqx “ k~qφpUqz,

zt “ ´kφpUqz,
(2.1.3)

where U P Rn is comprised of various gas-dynamical properties such as velocity, specific
volume, and internal energy, z P R is the mass fraction of unburned gas, φpUq is an
“ignition function”, which we will take here to be a rough cutoff depending on the tem-
perature of the gas, ~q corresponds to quantities produced by the reaction, in particular
the amount of heat released by the reaction, and k ą 0 corresponds to the reaction rate.
Note that in the scalar case q is permitted to have either sign, with q ą 0 corresponding
to an exothermic reaction and q ă 0 corresponding to an endothermic reaction. In the
Majda model, we take U, q P R to be scalar quantities, with U being a “lumped variable”
representing features of the density, velocity and temperature of the gas. For the sake of
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concreteness, we write the Majda model as

Ut ` fpUqx “ kqφpUqz,

zt “ ´kφpUqz.
(2.1.4)

We will write the ZND model in Lagrangian coordinates, where U is now taken to be
in R3 with U “ pv, u, Eq for v the specific volume of the gas, u the velocity of the gas,
and E the specific gas-dynamical energy (that is, E “ e ` 1

2u
2 where e is the specific

internal energy). The general system (2.1.3) for the ZND model now takes the form given
in [Zum12, Zum11]

vt ´ ux “ 0,
ut ` px “ 0,

Et ` ppuqx “ qkφpT qz,

zt “ ´kφpT qz.

(2.1.5)

To complete the system (2.1.5), one needs to relate the temperature T and pressure p to
the variables pv, u, Eq, or equivalently pv, u, eq for specific internal energy. One common
choice to complete the system is to use the ideal gas law to define the pressure and
temperature as

ppv, u, eq “
Γe
v
,

T pv, u, eq “
e

c
,

(2.1.6)

where Γ ą 0 is the Gruneisen constant and c is the specific heat constant. For our pur-
poses though, the specific forms of p and T are not so important. For other possible
choices we refer to [Erp].

A right going detonation wave is a traveling (shock) solution pU, zq of (2.1.4) or (2.1.5)
with speed σ ą 0 satisfying

lim
xÑ˘8

pU, zqpx, tq “ pU˘, z˘q, (2.1.7)

with z` “ 1 and z´ “ 0. For the existence of such waves in the Majda model see [Lai19]
and [Maj81]. For the ZND model, a proof of the existence of such waves is given in [GS93,
Wil10] for some particular choices of p and T . Physically, the shock is moving from the
totally burned region to the totally unburned region. A long standing question, initiated
by Erpenbeck in [Erp] for the ZND model, concerns the stability of these detonation
waves. For the ZND model, there are partial stability results such as [Zum12, Zum11] and
works cited therein. In [Zum12], it is shown that ZND detonations are spectrally stable in
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the weak heat release and high overdrive limits by using techniques from asymptotic ODE
theory. The weak heat release limit is q Ñ 0 in (2.1.5). The high overdrive limit concerns
a different a choice of φpT q in (2.1.5) than the one we’ve made here. It is important to
note that our blowup theorem for ZND is specific to the inviscid case.
Let us emphasize that, unless stated explicitly, σ will be a positive constant here.
Finally, a closely related model that has been studied in the past is the viscous variation
of the ZND model, known as the reactive Navier-Stokes, which may be written abstractly
as

Ut ` fpUqx “ k~qφpT qz ` εpBpUqUxqx,

zt “ ´kφpT q ` εpCpU, zqzxqx.
(2.1.8)

For the reactive Navier-Stokes equations, it is known that spectral stability implies non-
linear (orbital) stability [TZ11, Zum11].

It is also known that spectral stability of the detonation waves of the reactive Navier-
Stokes for all ε ą 0 sufficiently small implies spectral stability of the corresponding ZND
detonation wave [Zum11], however, it is still open that nonlinear stability of the detona-
tion wave for all small viscosities implies nonlinear stability of the corresponding ZND
detonation wave. Finally, study of the spectral stability in the inviscid limit has been
partially done in [LZ04].

Furthermore, there have also been studies of the stability of the wave in the viscous
Majda model. In [LRTZ07, Sze99], it shown that nonlinear stability follows from spectral
stability with the help of Green functions methods (the second one being focused on
waves of small amplitudes), and the study of the spectral stability has been studied in
[JYZ21, JY12, LY99] as well as [JLW05] for the low-frequency multi-dimensional varia-
tion.

Turning to the inviscid Majda model, an early result on the stability of the detonation
wave is [Lev92]. In that paper, Levy shows that the weak entropy solution to some
Riemann problem converges to the detonation wave as t Ñ 8. In fact, it is proven by
first showing the existence of what the author calls a normal solution to the Riemann
problem with initial data pu´8, 0q (where u´8 “ limxÑ´8 upxq) on R´ and p0, 1q on
R`. In that case, the solution may be discontinuous at pt, 0q for some t ą 0 and hence
does not follow from our analysis, as we note that the Riemann data is not in general a
small perturbation of our wave, and that our work is centered on the preservation of the
smoothness on both sides of the shock. We mention that Levy’s result does not require q
to be small at the expense of only working with very special initial data. As a final note,
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it can be noted that a large part of the analysis relies on comparing certain solutions
and obtaining monotonicity of Θ1 where Θptq is the position of the shock, while we will
rely on energy estimates in our case. We will not, in general, have monotonicity of the
derivative of the phase and we will not require the initial perturbation of u to have a
special sign. There are also results available on the spectral stability of the Majda model.
For example, [JYZ21] proves spectral stability of the detonation wave for the inviscid
Majda model for piecewise constant ignition functions using Evans function techniques.
One can also study the spectral stability of the Majda via the vanishing viscosity limit
as in [RV98].

2.1.2 Local existence theory

In order to study the asymptotic behavior of solutions to hyperbolic equations in the
presence of a shock, we first need to recall the following result on the Cauchy problem.
It is an adaptation of the results of chapter 4 from [Met](specifically Theorems 4.1.5 and
4.1.6). We state a theorem that can be applied to both models studied here. Furthermore,
from now on, we will consider solutions in the Lax sense, that is, the one developed by
A. Majda and G. Métivier in the references cited before [Maj83a, Maj83b, Met].

We fix an integer n ě 1, an integer s ě 2, two elements u` and u´ of Rn. With
b, h : Rn Ñ Rn two smooth functions, we study the equation:

ut ` pbpuqqx “ hpuq .

Remind some terminology associated to hyperbolic equations. We restrict ourselves to
the framework needed here : hyperbolic systems of balance laws in one space variable.
Consider the equation

utpt, xq ` Apuqux “ 0,

defined on U Ă Rn open where, for every u P Rn, where u ÞÑ Apuq is smooth, and valued
in the set of n ˆ n matrix. The equation is said to be constantly hyperbolic on U if, for
every u P U , Apuq is diagonalizable with real eigenvalues of constant multiplicities.
Now, we assume that there exists b, smooth, : Assume that we have a function b : U Ñ Rn

such that dbpuq “ Apuq for every u P U . Define

upt, xq “

$

&

%

u´ if x ă tσ,

u` if x ą tσ

where u´ P Rn, u` P Rn and σ P R. Assume that bpu`q ´ bpu´q “ σpu` ´ u´q and that
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vt`Apuqvx “ 0 is constantly hyperbolic on a neighborhood of u´ and on a neighborhood
of u`, and note pλkpuqq1ďkďn P Rn, the nondecreasing sequence of eigenvalues of Apuq. We
say that u is a one-dimensional shock solution to the equation ut` pbpuqqx “ 0 satisfying
the stability condition if there exists k̃ P t0, ..., nu such that λk̃´1pu´q ă σ ă λk̃puq,
λk̃pu`q ă σ ă λk̃`1puq and, with b “ u` ´ u´,

Cn
“ Cb‘

à

λďλk̃pu´q

KerpApu´q ´ λkpu´qq ‘
à

λěλk̃`1pu`q

KerpApu`q ´ λkpu`qq .

We are looking for solutions close to a wave (with a discontinuity) satisfying the equation.
More precisely, given σ P R and a smooth function U : R´ Ñ Rn solving the equation

pdbpUpxqq ´ σIdRnqpU 1pxqq “ hpUpxqq ,

with Up0q “: u´ P Rn and for a given u` P Rn such that hpu`q “ 0, and also such
that bpu`q ´ bpu´q “ σpu` ´ u´q, we consider the wave is defined by the extension of
U to R`, defined by Upxq “ u` for all x ą 0. We also assume that U decays exponen-
tially fast to its limit state at ´8, as well as all of its derivatives decay exponentially
fast to 0, and that the shock associated to u´ and u` is stable. We further assume
there exists a neighborhood U` of u` and a neighborhood U´ of u´ such that, on U`
Bt ` dbpwqBx is constantly hyperbolic and on U´ Bt ` dbpwqBx is constantly hyperbolic.
We will be looking for solutions that can be written in the form t ÞÑ pU `vpt, ¨qqp¨´φptqq

with v in C0pr0, T q, HspR˚qq with T P R` Y t`8u and s big enough. At this stage,
we remind that for any s, nonnegative integer, the Sobolev space HspR˚q is defined as
HpR˚q :“ tv P L2pR˚q | for any j P t1, ..., ku vpjq P L2pR˚qu, where vpjq is the j-th order
distributional derivative of v on R˚. In particular, on may have v P H1pR˚q but v not
continuous at 0 ; its distributional derivative on R may contain a Dirac mass δ0.

Notation: As in [Met], we use the following notation: CHspp0, T q ˆ R˚q where
R˚ “ Rzt0u, s is a nonnegative integer, T a positive number or `8 is the subset of
C0pr0, T q, HspR˚qq such that for every j a nonnegative integer with j ď s, we have
ut P C

s´jpr0, T q, HjpR˚qq where r0, T q is r0, T s if T ă `8 and R` otherwise.

Theorem 10. In the above framework, there exists ρ ą 0 such that for every v0 P

Hs` 1{2pRqn supported away from the shock such that }v0}L8 ď ρ, there exists T P p0,`8s
a unique maximum solution to the equation ut`pbpuqqx “ hpuq in CHspp0, T qˆR˚q with
phase φ in Cs`1pr0, T qq with initial data U `v0 for x ă 0 and u``v0 for x ą 0. Further-
more, either T “ `8 or lim suptÑT }vptq}L8pR˚q ě ρ or lim suptÑT }vxptq}L8pR˚q “ `8.
Finally, if we have T P R`, then a sequence of smooth initial data pvnqn that converges
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(strongly) in Hs to v P HspRq localized outside of a neighborhood of the point 0, with vn
giving rise to a solution un and u for v with all of them defined on r0, T s, we have that
punptqqn converges in L2 to uptq for every t P r0, T s.

We will not prove Theorem 10 here. We note the two adaptations needed to go from
the proof presented in [Met] and the one needed here are: first, we need to add a source
term, which barely changes the estimates, and, also to transform the constant state on
R´ to a wave, which can be done by using the finite-speed of propagation of the equation.
Furthermore, in ([Met]) the author proves more precise results that are not needed here.

2.1.3 Main results

In the positive direction, we have a result of asymptotic orbital stability for the Majda
model with weighted norms. In fact, we have the following result, with Hk

ε pR˚q (where
k P N and ε ą 0) being the Sobolev space defined as:

Hk
ε pR˚

q :“ tv P Hk
pR˚

q | @0 ď l ď k , pBlxvq
2 exppε| ¨ |q P L1

u

with norms

}v}2Hk
ε pR˚q :“

k
ÿ

j“0

›

›

›
B
k
xv exp

´

ε|¨|
2

¯
›

›

›

2

L2pR˚q
(2.1.9)

Theorem 11. Fix k ą 0, f : R Ñ R, smooth and u0 P R`, such that f 1pu0q ą σ ą f 1p0q.
For q1 ą 0 small enough, for every q P r´q1, q1s, there exists some wave pu, zq : R Ñ R2

smooth on R´, constant on R`, such that up0q “ u0, zp0q “ 1, upxq “ 0 “ zpxq for any
x ą 0,

u1pxq “
kqzpxq

f 1pupxqq ´ σ
,

z1pxq “
kzpxq

σ
,

as well as infxPR´ f
1pupxqq ą σ.

Then there exists a δ0 ą 0, q0 ą 0, ϑ ą 0, C ą 0 and ε ą 0 such that for every q P r´q0, q0s

and every pv0, ζ0q P pH
5{2pRqXH2

ε pRqq2 supported away from 0 with }v0}H2
ε
`}ζ0}H2

ε
ă δ0,

the solution pu, zq to (2.1.4) with initial data pu ` v0, z ` ζ0q is defined for all t P R`.
The position of the shock at time t, ψptq, is C1 and for all t ě 0

}upt, ¨`ψptqq´u}H2
ε pR˚q`}zpt, ¨`ψptqq´z}H2

ε pR˚q`|ψ
1
ptq´σ| ď Cp}v0}H2

ε
`}ζ0}H2

ε
qe´ϑt.

Remark that, in Proposition 4, the existence of the q1 mentioned in the theorem above
is given for any such f , u0 ą 0, k ą 0, and gives a condition on q P R for such problems
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ensuring the existence of the wave.
In the negative direction, we have a generalization of the blow up theorem in [Joh74] for
perturbations of rapidly decaying shocks. See also [LXY22] and references cited therein
for related results. Before we state Theorem 12, we recall some terminology. We recall
that a smooth matrix-valued function Apuq is strictly hyperbolic if Apuq has all distinct
real eigenvalues for all values of u in some range. By [Kat76], strict hyperbolicity implies
that Apuq has a smooth set of left and right eigenvectors ηipuq and ξipuq respectively. We
then say that Apuq has a genuinely nonlinear field if

lim
tÑ0

d

dt

´

ηipuqApu` tξ
i
puqqξipuq

¯

“ 0, (2.1.10)

for all values of u and some index i.

Theorem 12. Let Apuq :“ DF pUq, where F : Rn Ñ Rn is smooth, be strictly hyperbolic
with at least one genuinely nonlinear field. Consider a stationary shock solution U of

Ut ` ApUqUx “ 0. (2.1.11)

Assume that U is smooth for x “ 0 and the bounds

|B
k
xUpxq| ď cke

´c|x|, (2.1.12)

hold for some c ą 0, all nonzero x, and for all k “ 0, 1, 2, .... Then, for all θ ą 0 small
enough, there exists an initial perturbation Ûpx, 0q satisfying

1. Ûpx, 0q is compactly supported on an interval I of width one and such that the
distance from I to 0 is comparable to θ´1.

2. The C2 norm of Ûpx, 0q is Opθq.

3. There exists a T0 „ θ´1 and T˚ ď T0 such that U given by U “ U`Û is a solution of
(2.1.11) on the time interval r0, T˚q, and the perturbation Ûpx, tq remains bounded
in L8 for t ď T˚ but

lim
tÑT´˚

||BxÛp¨, tq||8 “ 8. (2.1.13)

We note here that the perturbation constructed in the proof of Theorem 12 has the
property that its support remains bounded away from the underlying discontinuity on
the interval r0, T˚s. In particular, the singularity that forms is not caused by a phase shift
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of the underlying shock profile. With that in mind, our analysis is not precise enough to
determine the nature of the singularity that forms.

As a corollary, we obtain a blowup result for the ZND model.

Corollary 1. Let U “ pv, u, E, zq be a right going Neumann shock of the ZND model
(2.1.5). Then, for all θ ą 0 small enough, there exists a perturbation Ûpx, 0q “ pv̂, û, Ê, ẑqpx, 0q
satisfying

1. Ûpx, 0q is supported on an interval I of width one with the distance of I from 0
comparable to θ´1 and I Ă p´8, 0q.

2. ẑpx, 0q “ 0.

3. The C2 norm of Ûpx, 0q is Opθq.

4. There exists a T0 „ θ´1 and T˚ ď T0 such that there is a solution U of (2.1.5)
of the form U “ U ` Û , on the time interval r0, T˚q. Moreover, the perturbation
Ûpx, tq remains bounded in L8 for t ď T˚ but

lim
tÑT´˚

||BxÛp¨, tq||8 “ 8. (2.1.14)

Moreover, one can arrange BxÛpx, 0q to be “maximal” in an outgoing genuinely nonlinear
direction.

This result also applies to Majda with unweighted norms.
During the proof of Theorem 12, we will show that Û satisfies an equation of the form

Ût ` pApÛq `Bpx, ÛqqÛx “ Gpx, ÛqÛ , (2.1.15)

for known matrix functions B and G which are small on the support of Û . What we mean
by “maximal in an outgoing genuinely nonlinear direction” is that the Û in the statement
of Corollary 1 is such that the quantity maxi supx |ηipÛpx, 0qqBxÛpx, 0q| is achieved for
some i with ηi associated to an eigenvalue of A which is strictly negative and genuinely
nonlinear.

We note that Corollary 1 is not an immediate application of Theorem 12 due the
presence of the reaction terms. The key idea of the proof of Corollary 1 from Theorem 12
is to note that ẑ “ 0 effectively allows one to take z “ 0 in the ZND model, reducing the
ZND model to gas dynamics. We also note that Corollary 1 also prevents any stability
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result of a similar form to Theorem 11 due to the presence of the outgoing undamped
mode.

2.1.4 Discussion and open problems

One of the main questions that remains unanswered is the stability of waves for which
u is not necessarily of small amplitudes. As we have obtained high-frequency estimates
and that spectral stability results have been obtained, it is of interest to study the non-
linear stability by using the high-frequency damping estimates and the linear stability.

In the recent work [LXY22], the authors perform an in depth study of the blow up
of initially small in L8 but large in W 1,8 initial data to systems of conservation laws, as
well as the details of such a blow up.

Another main question that is not answered here is whether or not the W 1,8-norm
blows up for the ZND model for initial perturbations which are small in the weighted
space H2

α as the data v constructed in the proof of Theorem 12 has H2
α norm of size

||v||H2
α
„ θe

α
θ " 1.

Here, we only show the instability of the wave or the lack of high-frequency damping as
long as the solution remains small. It does not give us finite time blow-up for initial data
which is small in the weighted norm. The main issue is that our adaption of the John
arguments requires the characteristics to not interact with the shock on a sufficiently large
timescale determined by }vxp0q}8 for v the perturbation of the shock. Letting V “ e´αθ

´1
v

so that ||V ||H2
α
„ θ, then gives us an expected blowup time for the perturbation V of size

T˚ „
e
α
θ

θ
,

which is more than long enough for the characteristics emanating from an interval of
distance θ´1 to interact with the shock.

We note that Corollary 1 implies there can be no Hs damping for s ě 2 by Sobolev
embedding. For the case of conservation laws, through a separate argument one can show
that there is no H1-damping either. To see this, we recall from the book [Bre00] and
the articles [BCP00, BLY99], and references cited therein, that initial data with small
BV -norm have unique solutions in BV . Since H1 functions with compact support are
BV functions, the H1 solution agrees with the BV solution on the time of existence.
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On the other hand, it is shown in [Liu77, Liu20] that (suitably rescaled) solutions of
conservation laws converge to linear combinations of N -waves in L1 as time increases.
These two results can be combined to show that there is W 1,p-blowup for all p ą 1, in
particular the H1 norm blows up as well. Briefly, the observation is the variation in the
solution V pu, Iq, for an interval I, is bounded from above by

V pu, Iq ď |I|1´
1
p ||ux||LppIq ď |I|

1´ 1
p ||ux||LppRq, (2.1.16)

for |I| the width of the interval. However, because the N -wave has a discontinuity, even-
tually there is a point px˚, t˚q where the solution has variation bounded away from zero
for any interval I containing x˚. This then forces the Lp norm of ux to be infinite at t˚
for p ą 1. Interestingly, this argument does not imply that the W 1,1-norm blows up, and
indeed the equality

||ux||L1 “ ||u||BV , (2.1.17)

for smooth solutions u seems to imply that the W 1,1-norm remains finite up to the for-
mation of the shock.

It would be interesting to adapt these results to the case with exponentially small
perturbations in the coefficients. Another interesting question is how much longer does
the W 1,p norm take to blowup? It is easy to check, and part of the construction, that for
compactly supported initial data, as long as the C1 norm of the solution remains finite,
theW 1,p norm also remains finite. On the other hand, the C1 norm blowing up does not a
priori imply that any other W 1,p norm blows up. For scalar conservation laws, motivated
by [GX92, Yu99] [CG23] provide an asymptotic expansion of the solution in the vanishing
viscosity limit in the time period just before shock formation.

The key difference in our results between the Majda and ZND models is that the
ZND model has an undamped outgoing genuinely nonlinear mode, whereas the outgoing
mode in the Majda model is damped. This suggests that genuinely nonlinear outgoing
undamped characteristics play a key role in the formation of singularities in spaces with
weighted norms, as incoming characteristics can be handled by having exponential weights
which “trap” the perturbations near the shock which would then prevent blowup since
incoming signals would interact with the shock before they have a chance to blowup. It
would be interesting to see if this mechanism is present in systems of hyperbolic balance
laws where one assumes that damping is absent at the equilibrium endstate only for some
characteristic direction which is outgoing.
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As in [BR23], one can ask if there is a uniform stability result in the inviscid limit of
the viscous Majda model. More precisely, for the viscous Majda model

Ut ` fpUqx “ qkφpUqz ` νUxx,

zt “ ´kφpUqz ` νzxx,
(2.1.18)

can one show that there is a one parameter family of shocks pUν , zνq such that pU ν , zνq

converges to the detonation wave of the inviscid Majda model as ν Ñ 0, there is a ϑν

such that the decay estimate in Theorem 11 holds for the viscous shock, and such that
ϑν can be chosen independently of ν provided ν is sufficiently small?

The final question we ask here is what does stability, in say the class BV of solutions,
look like in the cases where the damping estimates fail? Could one have algebraic decay
of small perturbations in time? We note that, at the linear level, the Hille-Yosida theo-
rem prevents exponential decay in any exponentially weighted norm, and, as in [Rod15]
the theorem of Datko-Pazy prevents any decay at the linear level without a change of
topology between the solution and the initial data.

Outline: We establish Theorem 11 in Section 2.2 via energy estimates in weighted
Sobolev spaces. We construct the background wave in Proposition 4. We then derive the
evolution equations for perturbations of the constructed background wave and prove the
desired bounds on the weighted energy of the perturbation and on the traces of the per-
turbation at the location of the shock. Finally, we conclude this section with a discussion
of left going shocks in the Majda model in Proposition 7.

We establish Theorem 12 and Corollary 1 in Section 2.3. We prove Theorem 12 by
adapting the argument in [Joh74] to certain variable coefficient systems. We then establish
Corollary 1 and show that the shock is unstable in the weighted norm.

Acknowledgement We thank our thesis advisors L. Miguel Rodrigues and Kevin
Zumbrun for suggesting this problem, and for their guidance and discussions.

2.2 Stability for Majda’s model

In this section we establish the positive result Theorem 11.
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2.2.1 Existence of the wave

Let ui ą 0, and φ be defined as
$

&

%

φpuq “ 1 if u ą ui,

φpuq “ 0 if u ď ui,

and f : R Ñ R, a smooth function.
Let k ą 0, q ą 0.
We consider the following system

$

&

%

ut “ kqφpuqz ´ pfpuqqx,

zt “ ´kzφpuq.

First, we are interested in traveling waves solutions pt, xq ÞÑ pu0px´σtq, z0px´σtqq, with
a jump (chosen initially at 0), smooth on R´, z0p0´q “ 1 furthermore, with u0 smooth
on R` with infR´ u0 ą ui ą supR` u0, u0p0`q “ 0, and, here, a travelling speed in R`.
σ is chosen nonzero as, otherwise, the problem does not enter the framework of Lax
shocks, and is thus avoided here.
As said before, the existence of such waves has already been proven in the literature, but
we will recall the proof as it gives sharp bounds on the decay rate of the wave on R´.

Proposition 4. — If a solution u0 to this problem exists, then σ “ fpu0p0´qq ´ fp0q
u0

,

and z0pxq “ exp
ˆ

kx

σ

˙

if x ă 0, z0pxq “ 1 (this choice can be changed up to chang-

ing the constant q by some multiplicative constant) if x ą 0. We also have that u0

solves pfpu0q ´ σu0q
1pxq “ z0pxq on R´ and u0pxq “ 0 if x ą 0.

— Furthermore, let u0 P pui,`8q and σ :“ fpu0q ´ fp0q
u0

.
We denote by u´ the maximal (smooth) solution on R´ to

u1´pxq “

kq exp
ˆ

kx

σ

˙

f 1pu´q ´ σ
,

u´p0q “ u0.

Then, if q ą 0 (respectively if q ă 0), pu, zq defines a traveling wave solution to
the previous problem such that infR´ f

1pu´pxqq ą σ if and only if the equation
fpuq ´ σu “ fpu0q ´ σu0 ´ qσ has a solution in u P pui, u0q (respectively u P

pu0,`8q) and the biggest (respectively the smallest) such u, denoted u´8, satisfies
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inf f 1pru´8, u0sq ą σ and σ ą f 1p0q. If q “ 0, then,

upxq “ u0 if x ă 0 ,
upxq “ 0 if x ą 0 .

— For any u0 ą ui and σ :“ fpu0q´fp0q
u0

such that

f 1pu0q ą σ ą f 1p0q,

there exists q0 ą 0 such that for all q P r´q0, q0s there exists a wave pu, zq solution
to system, with speed σ and infxă0 f

1pupxqq ą σ.

Proof. If such a solution exists, then it satisfies the Rankine-Hugoniot conditions. Thus
σ “

fpup0´qq ´ fp0q
u´

, z is continuous at 0, and ´σz1pxq “ ´kzpxq on R´, zpxq “ zp0q “ 1
on R` (as z1pxq “ 0 for all x ą 0), u0pxq “ limyÑ0` u0pyq “ 0 for all x ą 0 (as, also,

pσ ´ f 1pupxqqu1pxqq “ 0 for x ą 0) and kqz0pxq

f 1pu0pxqq ´ σ
“ u10pxq on R´. This concludes the

proof of the first point.
The conditions after are necessary as fpuq1 “ σu1 ` kqz, and so by integrating we get
fpu´q ´ limxÑ´8 fpupxqq “ σpu´ ´ limxÑ´8 upxqq ` qσ.
For the second point, we procede by double implication. If it defines a solution to the
traveling wave problem such that infR´ f

1puq ą σ, then,

fpup0´qq ´ σup0´q ´ fp lim
xÑ´8

upxqq ` σ lim
xÑ´8

upxq “

ż

R´
pf 1puq ´ σuqu1 “ qσ.

And so, with u´8 “ limxÑ´8 upxq, we have that

fpu´8q ´ σu´8 “ ´qσ ` fpu0q ´ σu0.

Furthermore, all the desired inequalities are satisfied : inf f 1pru´8, u0sq ą σ, and fpuq ´
σu “ fpu0q ´ σu0 ´ qσ has a solution on ui, u0q (respectively pu0,`8q).
Reciprocally, for q ą 0 (respectively q ă 0) if the equation fpuq ´ σu “ fpu0q ´ σu0 ´ qσ

has a solution pui, u0q (respectively pu0,`8q) with the biggest such u (respectively the
smallest such u) noted u´8, satisfies infru0,u´8s f

1 ą σ. Note u, the maximal solution
valued in ru0, u´8s to

u1 “
kqz

f 1puq ´ σ
.
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We have that where it is defined

pfpuq ´ σuq1 “ kqz,

by integrating it on rx0, 0s (for any x0 in the domain of definition of u), we have

fpupx0qq ´ σupx0q “ ´qσ

ˆ

1´ e
kx0
σ

˙

` fpu0q ´ σu0.

Hence, by monotonicity of u, upx0q P pu0, u´8q.
Hence, the solution to the ODE is globally defined and gives rise to a solution to the
initial problem. This solution satisfies limxÑ´8 upxq “ u´8, and infru0,u´8s f

1pupxqq ą σ.
Finally, for the last bullet point, one just needs to remark that with such a u0, then, for
all q P R close enough to 0, the solution u to fpuq´σu “ fpu0q´σu0´ qσ remains close
to u0 (on a neighborhood of size Opqq of u0), and so, f 1 ą σ remains true on ru, u0s if q
is close enough to 0.

Note that, when the inverse function of x ÞÑ fpxq ´ σx is known, one can obtain an
explicit expression for u.
We will study the stability of such waves according to the sign of the propagation speed
σ. The case σ ą 0 will be studied first to obtain a stability result in a weighted space. The
case σ ă 0 will give rise to instability results in various spaces. The case of σ “ 0 is not
treated here. In fact, even the local in time existence is not contained in the framework
of Theorem 10.
Importantly, there is always, with up0´q “ u0 fixed, such a q as there is a sufficiently
small q0 ą 0 such that the wave is defined for every q P r´q0, q0s. In fact, t here exists
δ ą 0 small snough such that infru0´δ,u0`δs f

1 ą σ. Hence, there exists q0 ą 0 small
enough such that for every q P r´q0, q0s there exists u´8 P ru0 ´ δ, u0 ` δs such that
fpu´8q ´ σu´8 “ fpu0q ´ σu0 ´ qσ, and inf f 1pru0, u´8sq ą σ. As a consequence by
Proposition 4 there exists a wave pu, zq solution to the wave problem.
We now can start to give some bounds on the wave that will prove useful later on.
Consider for the moment the case of speed σ positive. We fix k, f and u0 ą 0 such
that f 1pu0q ą

fpu0q

u0
ą 0, and consider Q, the set of q P R is such that we can apply

Proposition 4 and consider the associated wave pu, zq. By the characterization given by
the second point of the said proposition, Q is an open interval containing 0.
We obviously have the following bounds on R´

zplqpxq “
kl

σl
exp

ˆ

kx

σ

˙

.
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Notice that, given q0 P Q, there exis ts some neighborhood V of q0 P Q, and γ ą 0 such
that for every q P V , the associated u is valued in ru0 ´ γ, u0 ` γs.
Furthermore, there exists some κ : QÑ R` continuous and such that κpqq “ 0 such that
for every q P Q and x ă 0

|u1pxq| ď κpqq exp
`

kx
σ

˘

.

Furthermore, as
u2pxq “

ˆ

k

σ
´ f2pupxqq

u1pxq

pf 1pupxqq ´ σq

˙

u1pxq,

and

up3qpxq “

ˆ

k

σ
´
f2pupxqqu1pxq

pf 1pupxq ´ σq

˙2

u1pxq ´
f p3qpupxqqu1pxq3 ` f2pupxqqu2pxqu1pxq

pf 1pupxqq ´ σq

`
f2pupxqq2u1pxq2

pf 1pupxqq ´ σq2
,

up to changing by some multiplying κ by some function depending on q through the L8

norms of pf 1´σq´1, of f2 and of f p3q on ru´8, u0s (as u´8 is a function of q for u0, f and
k fixed). One then obtains the following bounds on the derivatives of u

|u1pxq| ` |u2pxq| ` |up3qpxq| ď κpqq exp
ˆ

kx

σ

˙

for all q P Q and x P R´.
Now, we are interested in damping estimates on solutions which are small perturbations
to the original traveling waves. Until section 2.6, we assume σ ą 0.
Thanks to the local wellposedness result in Theorem 10, we obtain that there exists
ρ ą 0 such that, given pv0, ζ0q P H 5{2pRzt0uq, supported away from the shock, with
L8 norm smaller than ρ. There exists T P p0,`8s such that there exists a unique
maximal solution to the system with initial data pu ` v0, z ` ζ0q. Remember that the
shock localization ψ is given by the Rankine-Hugoniot condition, ψp0q “ 0, and for all

t P r0, T q ψ1ptq “ fpupt, ψptq´q ´ fpupt, ψptq`q

upt, ψptq´q ´ upt, ψptq`q
. Furthermore, T ă `8 implies that we

are at least in one of the following cases:
a) the L8 norm of upt, ¨ ` ψptqq ´ u or of zpt, ¨ ` ψptqq ´ z becomes bigger than ρ,
b) the space derivative of one of upt, ¨ ` ψptqq ´ u or of zpt, ¨ ` ψptqq ´ z blows up.
We let ζpt, xq :“ zpt, ψptq ` xq ´ zpxq and vpt, xq :“ upt, x ` ψptqq ´ upxq for all pt, xq P
r0, T qˆR˚. We aim to show that finite time blow-up is prevented by choosing the initial
perturbation with a sufficiently small weighted H2 norm, and that the perturbation pv, ζq
goes to 0 as t goes to `8 in the weighted norm.
To do so, we will build an energy equivalent to the H2

ε norm that will be non-increasing
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in t. To achieve this, we start by introducing norms on L2
εpR`q and L2

εpR´q equivalent to
the norms defined by Equation 2.1.9. They are defined as the square roots of quantities
of the form

E˘pwq :“
ż

R˘
w2%

with the choices of the % considered depending on the half-line considered (R` or R´) and
whether we consider terms in ζ or v. More precisely, we will consider them of the following
forms %´,1pxq :“ exp

`

´εx´
şx

0 Ce
´ε|s|ds

˘

“ exp
`

´εx` C´Ceεx

ε

˘

where C is to be chosen
later (taking C big enough), %´,2pxq “ exp

`

´εx`
şx

0 Ce
´ε|s|ds

˘

“ exp
`

´εx` Ceεx´C
ε

˘

and %`pxq “ exppεxq.
Thus, on R´ exp p´εx´ Cε´1q ď ρ´,2pxq ď exp p´εxq, and exp pεxq ď ρ´,1pxq ď

exp pεx` Cε´1q. Hence, we define

E`pwq :“
ż

R`
w2%` ,

E´,1pwq :“
ż

R´
w2%´,1 ,

E´,2pwq :“
ż

R´
w2%´,2 .

After that, the energy will be built as a sum of the terms of the form:
C1pk,˘qE˘,1pB

k
xvpt, ¨qq and C2pk,˘qE˘,2pB

k
xζpt, ¨qq where k P t0, 1, 2u, and the C¨pk,˘q

are constants independent of pv0, ζ0q.
Here are the main ingredients in our proof of the existence of such an energy function,
and also how fast it goes to 0:
The choices of the constants Cjpk,˘q will be made to control the terms that, when
taking the time derivatives of the E˘ of v, ζ or one of their spatial derivatives up to order
2, is non-negative. Terms of the form Blxζpt, 0´q that will appear due to the outgoing
characteristic, will be bounded through boundary terms appearing in integration by parts
done on integrals appearing in the derivatives of the E`pBsxζpt, ¨qq for s ď l, and terms
that have the form |ψ1ptq´σ| will be controlled through the boundary terms of E˘pvpt, ¨qq.
Finally, the choice of a perturbations of the norms of L2

εpR`q and L2
εpR´q by terms of

the form exp
`

˘
şx

0 e
´ε|s|dsq

˘

is made to bound some terms that are not small, but are of
integral form with a quadratic term in v, ζ and some of their spatial derivatives times
some derivative of the underlying shock profile.
Now, we can try to obtain bounds on the size of the perturbations pv, ζq, first by writing
done the equations they satisfy, as well as the equations their derivatives satisfy.
From now on, we assume the initial data to be a smooth and compactly supported
function in R˚. With T , its (possibly infinite) time of existence, for every time t P r0, T q,
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the solution is in HspR˚q for every s P R`, and, as long as the L8 norm of v is small
enough and the solution remains bounded in W 1,8pR˚q, we have on R´

vtpt, ¨q “ pψ
1
ptq ´ f 1pu` vpt, ¨qqqvxpt, ¨q ` pψ

1
ptq ´ σ ` f 1puq ´ f 1pu` vpt, ¨qqqu1 ` kqζpt, ¨q,

and
ζt “ pψ

1
ptq ´ σqz1 ´ kζpt, ¨q ` ψ1ptqζxpt, ¨q.

Whereas

vtxpt, .q “pψ
1
´ f 1pu` vpt, ¨qqqvxxpt, ¨q ´ f

2
pu` vpt, ¨qqpu1 ` vxpt, ¨qqvxpt, ¨q

` pψ1 ´ σ ` f 1puq ´ f 1pu` vpt, ¨qqqu2 ` pf2puq ´ f2pu` vpt, ¨qqqu12

´ f2pu` vpt, ¨qqu1vxpt, ¨q ` kqζxpt, ¨q,

vtxxpt, ¨q “pψ
1
´ f 1pu` vpt, ¨qqqvxxxpt, ¨q ´ 2f2pu` vpt, ¨qqpu1 ` vxpt, ¨qqvxxpt, ¨q

´ f p3qpu` vpt, ¨qqpu1 ` vxpt, ¨qq
2vxpt, ¨q ´ f

2
pu` vpt, ¨qqpu2 ` vxxpt, ¨qqvxpt, ¨q

` pψ1 ´ σ ` f 1puq ´ f 1pu` vpt, ¨qqqup3q ` 2pf2puq ´ f2pu` vpt, ¨qqqu1u2

´ 2f2pu` vpt, ¨qqu2vxpt, ¨q ` pf2puq ´ f2pu` vpt, ¨qqqu1u2

` pf p3qpuq ´ f p3qpu` vpt, ¨qqqu13 ´ f p3qpu` vpt, ¨qqp2u1 ` vxpt, ¨qqu1vxpt, ¨q
´ f2pu` vpt, ¨qqu1vxxpt, ¨q ` kqζxxpt, ¨q,

ζtxpt, ¨q “pψ
1
ptq ´ σqz2 ´ kζxpt, ¨q ` ψ

1
ptqζxxpt, ¨q,

ζtxxpt, ¨q “pψ
1
ptq ´ σqzp3q ´ kζxxpt, ¨q ` ψ

1
ptqζxxxpt, ¨q.

Similarly, on R`

vtpt, ¨q “ pψ
1
ptq ´ f 1pvpt, ¨qqqvxpt, ¨q,

and
ζtpt, ¨q “ ψ1ptqζtxpt, ¨q.

Furthermore

vtxpt, ¨q “pψ
1
ptq ´ f 1pvpt, ¨qqqvxxpt, ¨q ´ f

2
pvpt, ¨qqpvxpt, ¨qqvxpt, ¨q,

vtxxpt, ¨q “pψ
1
ptq ´ f 1pvpt, ¨qqqvxxxpt, ¨q ´ 2f2pvpt, ¨qqpvxpt, ¨qqvxxpt, ¨q

´ f2pvpt, ¨qqpvxxpt, ¨qqvxpt, ¨q ´ f
p3q
pvpt, ¨qqpvxpt, ¨qq

2vxpt, ¨q,
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ζtxpt, ¨q “ψ
1ζxxpt, ¨q,

ζtxxpt, ¨q “ψ
1
ptqζxxxpt, ¨q.

2.2.2 Boundary terms

In the energy estimates, we will need to control boundary terms that can not be
neglected due to the characteristics outgoing from the shock, specifically those involving
ζ or one of its derivatives at 0´, by using other boundary terms going into the shock, in
particular only those involving ζ or one of its derivatives at 0`. We also need to control the
derivatives of the phase by using the boundary terms involving v or one of its derivatives
both at 0` and 0´, where we note both of them are linked to characteristics going into
the shock.
To obtain such bounds, we will use the Rankine-Hugoniot condition, and the fact that
for smooth enough solutions we can differentiate it with respect to time, and, using
the equation, replace the time derivatives of v and ζ with terms involving only spatial
derivatives.

Lemma 1. For q0 ą 0 small enough such that the third point Proposition 4 applies
there exists η ą 0 small enough, such that, there exists a constant C̃f such that, for
every q P r´q0, q0s, for every T ą 0 and every solution pv, ζq of Equation ?? which is
initially a smooth function compactly supported away from 0, such that pvpt, ¨q, ζpt, ¨qq is
defined on r0, T s with its W 1,8 norm smaller than η, then we have, on r0, T s |ψ2ptq| ď
C̃f}pv, ζq}L8pr0,T s,W 1,8pR˚qq, |ψ1ptq ´ σ|2 ď C̃f p|vpt, 0´q|2 ` |vpt, 0`q|2q.
And such that we also have, on r0, T s

ζpt, 0´q “ ζpt, 0`q,

ζxpt, 0´q2 ď C̃f pζxpt, 0`qq2 ` C̃fkζpt, 0´q2 ` C̃f pvpt, 0`q2 ` vpt, 0´q2q,

and

pζxxpt, 0´qq2 ďC̃f pζxxpt, 0`qq2 ` C̃f pζxpt, 0`qq2 ` C̃f pvpt, 0´q2 ` vpt, 0`q2q
` C̃fζpt, 0`q2 ` C̃f pvxpt, 0´q2 ` vxpt, 0`q2q

Furthermore, for any q P R such that 4 applies then there exists a constant C̃f such that,
for every q P r´q0, q0s, for every T ą 0 and every solution pv, ζq of Equation ?? which is
initially a smooth function compactly supported away from 0, such that pvpt, ¨q, ζpt, ¨qq is
defined on r0, T s with its W 1,8 norm smaller than η, then we have, on r0, T s |ψ2ptq| ď
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C̃f}pv, ζq}L8pr0,T s,W 1,8pR˚qq, |ψ1ptq ´ σ|2 ď C̃f p|vpt, 0´q|2 ` |vpt, 0`q|2q.
And such that we also have, on r0, T s

ζpt, 0´q “ ζpt, 0`q,

ζxpt, 0´q2 ď C̃f pζxpt, 0`qq2 ` C̃fkζpt, 0´q2 ` C̃f pvpt, 0`q2 ` vpt, 0´q2q,

and

pζxxpt, 0´qq2 ďC̃f pζxxpt, 0`qq2 ` C̃f pζxpt, 0`qq2 ` C̃f pvpt, 0´q2 ` vpt, 0`q2q
` C̃fζpt, 0`q2 ` C̃f pvxpt, 0´q2 ` vxpt, 0`q2q

Proof. We begin by imposing 0 ă η ď
u0

4 . Assume that, as in the statement of the lemma,
the W 1,8 norm of pvpt, ¨q, ζpt, ¨qq remains smaller than η on r0, T s. We will progressively
change the value of C̃f and η along this proof and during the derivation of inequalities,
to ensure more conditions, and we choose not to change the notation used to avoid using
to many constants.
If q is fixed, then take η small enough such that f 1´σ ą 0 on rminpu0, u´8q´η,maxpu´8, u0q`

ηs and f 1 ´ σ ă 0 on r´η, ηs. If the case of |q| small is considered, then take η ą 0 such
that f 1 ´ σ ą 0 on ru0 ´ 2η, u0 ` 2ηs and f 1 ´ σ ă 0 on r´η, ηs. Then, fix q0 ą small
enough such that for every q P R such that |q| ď q0, the associated u is defined, and
|u0 ´ u´8| ď η. Denote I :“ rminpu0, u´8q ´ η,maxpu´8, u0q ` ηs in the first case, and
I “ ru0 ´ 2η, u0 ` 2ηs in the second case.
We then note Cf “ maxp}pf 1 ´ σq´1}8,K , }f

1}8,K , }f
1 ´ σ}8,K , }f

2}8,K , }f
p3q}8,Kq.

|ψ1ptq ´ σ| “

ˇ

ˇ

ˇ

ˇ

fpu0 ` vpt, 0´qq ´ fpvpt, 0`qq
u0 ` vpt, 0´q ´ vpt, 0`q

´
fpu0q ´ fp0q

u0

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

pfpu0 ` vpt, 0´qq ´ fpvpt, 0`qqqu0 ´ pfpu0q ´ fp0qqpu0 ` vpt, 0´q ´ vpt, 0´qq
pu0 ` vpt, 0´q ´ vpt, 0`qqu0

ˇ

ˇ

ˇ

ˇ

,

ď
|fpu0 ` vpt, 0´qq ´ fpu0q| ` |fp0q ´ fpvpt, 0`qq|u0 ` |fpu0q ´ fp0q||vpt, 0´q ´ vpt, 0`q|

|u0pu0 ` vpt, 0´q ´ vpt, 0`qq|
,

ď
Cf p|vpt, 0´q| ` |vpt, 0`q|qu0

u0pu0 ´ 2ηq `
σp|vpt, 0´q| ` |vpt, 0`q|q

u0 ´ 2η ,

ď
2pCf ` σqpvpt, 0´q2 ` vpt, 0`q2q

u0
.

As a consequence, we have, by shrinking η if necessary, that there exists µ ą 0 small
enough such that ψ1ptq ą µ for every x ą 0, ψ1ptq ´ f 1pvpxqq ą µ, and for every x ă 0,
ψ1ptq ´ f 1pupxq ` vpxqq ă ´µ, and k ě µ.
Furthermore, there exists ν ą 0 such that ψ1ptq ă ν.
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We have that by differentiating in time the relation

ψ1ptq “
fpu0 ` vpt, 0´qq ´ fpvpt, 0`qq

u0 ` vpt, 0´q ´ vpt, 0`q
,

the following equality

ψ2ptq “ ´
pfpu0 ` vpt, 0´qq ´ fpvpt, 0`qqpvtpt, 0´q ´ vtpt, 0`qq

pu0 ` vpt, 0´q ´ vpt, 0`qq2

`
f 1pu0 ` vpt, 0´qqvtpt, 0´q ´ f 1pvpt, 0`qqvtpt, 0`q

u0 ` vpt, 0´q ´ vpt, 0`q
,

“ ´
ψ1ptqpvtpt, 0´q ´ vtpt, 0`qq
u0 ` vpt, 0´q ´ vpt, 0`q

`
f 1pu0 ` vpt, 0´qqvtpt, 0´q ´ f 1pvpt, 0`qqvtpt, 0`q

u0 ` vpt, 0´q ´ vpt, 0`q
,

“
pf 1pu0 ` vpt, 0´qq ´ ψ1ptqqvtpt, 0´q

u0 ` vpt, 0´q ´ vpt, 0`q
`
pψ1ptq ´ f 1pvpt, 0`qqvtpt, 0`q
u0 ` vpt, 0´q ´ vpt, 0`q

“
´pf 1pu0 ` vpt, 0´qq ´ ψ1ptqq2vxpt, 0´q

u0 ` vpt, 0´q ´ vpt, 0`q

`
pf 1pu0 ` vpt, 0´qq ´ ψ1ptqq ppψ1ptq ´ σ ` f 1pu0q ´ f

1pu0 ` vpt, 0´qqu1p0´q ` kqζpt, 0´qq
u0 ` vpt, 0´q ´ vpt, 0`q

`
pψ1ptq ´ f 1pvpt, 0`qq2vxpt, 0`q

u0 ` vpt, 0´q ´ vpt, 0`q
.

And so

|ψ2ptq| ď
1

u0 ´ 2η

´

ν2
p|vxpt, 0´q| ` |vxpt, 0`q|q ` νC̃f p|vpt, 0´q||u1p0´q| `

a

vpt, 0´q2 ` vpt, 0`q2q

`k|q||ζpt, 0´q|
˘

,

ď
2
u0
C̃f

`

|vpt, 0´q| ` |vpt, 0`q| ` |vxpt, 0´q| ` |vxpt, 0`q| ` |ζpt, 0´q|
˘

ďC̃f}pv, ζq}L8pr0,T s,W 1,8pR˚qq.

For the bounds on the values of ζ and its spatial derivatives at 0´, we will use that

ζpt, 0`q “ ζpt, 0´q

for every t, and so, by smoothness of ζ (it is in HspR`q and HspR´q for every s ě 0)
that

B
l
tζpt, 0`q “ Bltζpt, 0´q

for every t and l.
Hence, we obtain the following expressions on the spatial derivatives of ζ evaluated at
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pt, 0˘q

ζtpt, 0`q “ ψ1ptqζxpt, 0`q,

ζtpt, 0´q “ ψ1ptqζxpt, 0´q ´ kζpt, 0´q ` pψ1 ´ σq
k

σ
,

ζttpt, 0`q “ ψ2ptqζxpt, 0`q ` ψ1ptqζtxpt, 0`q,

ζttpt, 0´q “ ψ1ptqζtxpt, 0´q ` ψ2ptqζxpt, 0´q ´ kζtpt, 0´q ` ψ2ptq
k

σ
.

As a consequence

ζxpt, 0´q “ ζxpt, 0`q `
kζpt, 0´q
ψ1ptq

`
pψ1ptq ´ σqk

σψ1ptq
.

Using that, for all pa, b, cq P R, pa` b` cq2 ď 3pa2 ` b2 ` c2q, we have

ζxpt, 0´q2 ď3pζxpt, 0`qq2 ` 3
ˆ

kζpt, 0´q
µ

˙2

` 3
C̃2
f pvpt, 0`q2 ` vpt, 0´q2qk2

σ2µ2 ,

ďC̃f
`

ζxpt, 0`q2 ` vpt, 0`q2 ` vpt, 0´q2 ` ζpt, 0´q2
˘

.

We have, for second order derivative that

ψ1ptqζxxpt, 0´q “ ` kζxpt, 0´q ´ pψptq ´ σq
k2

σ2 ` ψ
1
ptqζxxpt, 0`q ` kζxpt, 0`q `

k2ζpt, 0´q
ψ1ptq

`
kpψ1ptq ´ σq

ψ1ptq

k

σ
´
ψ2ptqζpt, 0´q

ψ1ptq2
` k

ψ2ptq

ψ1ptq2
,

Thus

pζxxpt, 0´qq2 ďpζxxpt, 0`qq2 ` C̃f pζxpt, 0`qq2 ` C̃fkζpt, 0´q2

` C̃f pvpt, 0`q2 ` vpt, 0´q2 ` vxpt, 0`q2 ` vxpt, 0´q2q.

2.2.3 Energy estimates

We will now obtain estimates of the time derivatives of the E˘ of v and ζ and their
spatial derivatives. Below, δ1 and δ2 will denote some positive constants to be determined
later. At the end, we will choose two values, one to control terms in v or vx or vxx and
the other to control terms in ζ or ζx or ζxx.
Furthermore, we will derive estimates for up0´q, f , k fixed while q is a parameter. Depend-
ing on q, we will obtain either a high-frequency damping estimate, or, a direct nonlinear
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stability result in the weak heat release limit.
The idea, which we will soon check directly at the linear L2 level, is that by choosing the
constant C big enough and q be smaller (in absolute value) than some q0 ą 0, there exists
three positive constants C2, C3 and C4 as well as some ν ą 0 (independent of v and ζ)
such that if }vpt, ¨q}W 1,8 and }ζpt, ¨q}W 1,8 are smaller than η on r0, T s, then, on r0, T s

d

dt
pE´,1pvq ` C2E´,2pζq ` C3E`pvq ` C4E`pζqqpt, ¨q ď (2.2.1)

´νpE´,1pvpt, ¨qq ` C2E´,2pζpt, ¨qq ` C3E`pvpt, ¨qq ` C4E`pζpt, ¨qqq.

From here, the idea is to obtain similar bounds for the higher order terms, while taking
into account that there may be some loss of lower order derivatives when controlling
higher order terms.
To begin with, we discuss how it can be done in the linear problem, as the computations
are simpler, but the idea is the same. The problem is then given by

vt “pψ
1
´ σqu1 ` kqζ ´ ppf 1puq ´ σqvqx on R`

ˆR´,

ζt “σζx ´ kζ ` pψ
1
´ σqz1 on R`

ˆR´,

ζt “σζx on R`
ˆR`,

vt “pσ ´ f
1
p0qqvx on R`

ˆR`,

ψ1 “
pf 1pu0q ´ σqvp¨, 0´q

u0
`
pσ ´ f 1p0qqvp¨, 0`q

u0
, ζp¨, 0`q “ ζp¨, 0´q on R`.

In fact, we can obtain, by fixing several positive parameters C, δ, δ1, δ̃ and ε :“ k

ν
that

d

dt
pE´,1pvq ` E`pvq ` E`pζq ` E´,2pζqq ď

vpt, 0´q2
ˆ

σ ´ f 1pu0q

2 `
Cf δ̃

2

ż

R´
|u1|e´ε¨´C

ş¨

0 ` Cf
δ1

2

ż

R´
z1e´ε`

ş¨

0 Ce
εsds

˙

` vpt, 0`q2
ˆ

f 1p0q ´ σ
2 `

Cf δ̃

2

ż

R´
|u1|e´ε¨´C

ş¨

0 ` Cf
δ1

2

ż

R´
z1e´ε`

ş¨

0 Ce
εsds

˙

`

ż

R´
ζ2

ˆ

k|q|

2δ e
2Cε´1

`
εσ ´ 2k

2 `
pδ1´1 ´ Cq

2 eε¨
˙

e´ε¨`C
ş¨

0 e
εsds

`

ż

R´
v2

ˆ

´
Cfε

2 `
k|q|δ

2 `
pk|q|Cf δ̃

´1 ` Cfk|q| ´ Cqe
ε¨

2

˙

e´ε¨´C
ş¨

0 e
εsds

`

ż

R`
ζ2

´

´
ε

σ

¯

eε¨ `

ż

R`
v2

ˆ

´
pf 1p0q ´ σq

2

˙

eε¨
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We thus have that satisfying the following constraints is enough to derive an L2 linear
estimate of the form of 2.2.1

— pf 1p0q ´ σq
2 `

Cfσδ̃e
Cε´1

k
`
Cfδ

1σ

k
ď 0 (constraint associated to vpt, 0`q2),

— k|q|e2Cε´1

2δ `
εσ ´ 2k

2 `
pδ1´1 ´ Cq

2 ă 0 (constraint associated to ζ2),

— k|q|δ

2 ´
Cfε

2 ă 0 (term in v2 on R´, first part),
— f 1pu0q ´ σ ě 2C2

fe
Cε´1

δ̃ ` Cfδ
1 (term in vpt, 0´q2),

— k|q|δ̃´1 ` Cfk|q| ´ C ď 0 (term in v2 on R´, second part).

We now choose the constants as follows: δ1 ď pσ ´ f 1p0qqk
4Cfσ

(as it needs to satisfy other

conditions listed before, all independent on q crucially), C “ δ1´1, δ̃ “ σ ´ f 1p0q
Cfσe2Cε´1 k, giving

us the result we were aiming for as long as |q| is small enough.
We can now go back to the nonlinear model. The computations are straightforward but
written here for the sake of completeness.
Now, we start by comparing it to the linear case.
The bounds on the linear level differ in that the nonlinear reminders are not there,
although the main part remains the same. In fact, the idea is that up to bounds on
second order derivatives, the extra terms only involve W 1,8pR˚q of the perturbation,
times quadratic terms.
Moreover, the boundary terms associated to spatial derivatives of ζ at 0´ need to use
lower order derivatives, thus to introduce constants in front of each of the 12 energies
considered.
We begin by considering each one of the energies by smooth enough initial data. To state
our goal at this point, it is to isolate boundary terms coming from integration by parts in
order to reduce the order of the derivatives appearing in the integrals; thus to only have
derivatives of order at most k in the bound of the time derivative of E˘pBkxwq where w
is v or ζ, as well as isolating terms that cannot be controlled directly by some form of
dissipation (in particular, terms related to the phase or the reaction term when computing
the time derivative of E´pvpt, ¨qq), and, if possible, have the uncontrolled terms multiplied
either by some small constant (that will depend on the energy studied being the one of
v or one of its derivatives, or of ζ or of one of its derivatives) or by some exponentially
localized terms in space (inside of the integral).
We have for any ε ą 0, C ą 0, δ1 ą 0 and as long as sup0ďtďT }pvpt, ¨q, ζpt, ¨qq}W 1,8pR˚q ă η,
the following inequalities hold for all t

1
2
dE´,1pvq

dt
ptq ď

k|q|

2δ1
E´,2pζpt, ¨qq exp

ˆ

2C
ε

˙

`
k|q|δ1

2 E´,1pvpt, ¨qq ´ µ
vpt, 0´q2

2
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´

ż

R´
µpε` Ceε¨q

vpt, ¨q2

2 %´,1dx`

ż

R´
Cf p|u

1
| ` ηq

vpt, ¨q2

2 %´,1dx

`
1
2 |ψ

1
ptq ´ σ|2E´,1p

a

u1q `
1
2E´,1p

a

u1vpt, ¨qq,

1
2
dE´,1pvxq

dt
ptq ď

ż

R´
pvxpt, ¨qq

2
ˆ

´
µε` Cµeε¨

2 `
Cf
2 η `

Cf
2 |u

1
| `

k|q|δ1

2 `
|u1|

2

`
Cf pu

12 ` |u2|q

2 ` |u1|Cf

˙

%´,1 `

ż

R´
k|q|δ1vpt, ¨q

2%´,1
2

`
k|q|e2Cε´1

E´,2pζxq

2δ1
`
|ψ1 ´ σ|2E´,1p

a

|u1|q

2

1
2
dE´,1pvxxpt, ¨qq

dt
ptq ď

ż

R´
pvxxpt, ¨qq

2
ˆ

´
µε` µCeε¨

2

`|u1|

ˆ

p5` 2ηqCf ` Cf |u1| ` 3|u2| ` u12
2

˙

`
5Cf

2 |u2|

`
Cf ` 1

2 |up3q| `
7Cfη ` δ1k|q| ` Cfη

2

2

˙

%´,1

`

ż

R´
pvxpt, ¨qq

2
ˆ

Cf p3|u2| ` 3η|u1| ` η2 ` u12q

2

˙

%´,1

`

ż

R´
vpt, ¨q2

ˆ

Cf
|up3q| ` 3|u1u2| ` |u1|3

2

˙

%´,1

` |ψ1 ´ σ|2
E´,1p

a

|up3q|q

2 `
k|q|e2Cε´1

2δ1
E´,2ppζxxpt, ¨qqq.

1
2
dE´,2pζq

dt
ptq ď

1
2 |ψ

1
ptq ´ σ|2E´p

a

z1q `
1
2E´,2p

a

z1ζ2
q ` ν

ζp0´q2
2

`

ż

R´
νε
ζ2

2 %´,2dx´
ż

R´
Cµeε¨

ζ2

2 %´,2 ´ kE´,2pζq,

1
2
dE´,2pζxq

dt
ptq ďν

pζxqp0´q2
2 ` νε

ż

R´

pζxq
2

2 %´,2 ´

ż

R´
Cµeε¨

pζxq
2

2 %´,2 ´ kE´,2pζxq

`
|ψ1ptq ´ σ|2E´,2p

a

|z2|q

2 `
E´,2p

a

|z2|ζxq

2 ,

1
2
dE´,2pζxxq

dt
ptq ď

νζxxp0´q2
2 `

ż

R´

pζxq
2

2 pνε´ Cµeε¨q%´,2 ´ kE´,2pζxxq
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`
|ψ1ptq ´ σ|2E´,2p

a

|zp3q|q

2 `
E´,2p

a

|zp3q|ζxxq

2 ,

1
2
dE`pζq

dt
ptq ď ´µ

ζpt, 0`q2
2 ´ µ

ż

R`
ε
ζ2

2 %`,

1
2
dE`pζxq

dt
ptq ď ´µ

ζxpt, 0`q2
2 ´ µε

ż

R`

pζxq
2

2 %`,

1
2
dE`pζxxq

dt
ptq ď ´µ

ζxxpt, 0`q2
2 ´ µε

ż

R`

pζxxq
2

2 %`,

1
2
dE`pvpt, ¨qq

dt
ď ´

µvpt, 0`q2
2 ´

ż

R`
µ
vpt, ¨q2

2 pε` Ceε¨q%` `
Cfη

2

ż

R`
vpt, ¨q2%`,

1
2
dE`pvxq

dt
ptq ď ´ µ

pvxpt, 0`qq2
2 ´

ż

R`
µεpvxpt, ¨qq

2%`
2 `

ż

R`
Cf
ηpvxpt, ¨qq

2

2 %`,

1
2
dE`pvxxq

dt
ptq ď

5Cfη ´ 2µε
4

ż

R`
pvxxpt, ¨qq

2
`

ż

R`

´Cµeε¨pvxxpt, ¨qq
2

2 %`

´
µvxxpt, 0`q2

2 `

ż

R`

Cf
2 η2

ppvxpt, ¨qq
2
` pvxxpt, ¨qq

2
qρ`,

Here, µ and ν are the same parameters from the end of the proof of Proposition 4.
We discuss now how first choices made on some constants encoding smallness can be
made.
We now assume that η (which we remind is the upper bound on the W 1,8pR˚q norm of
pv, ζq on r0, T s) satisfies η ď min

´u0

4 , 1,
µε

32

¯

. We will impose more conditions related to
the well-posedness result Theorem 10 on η later on.
When it comes to δ1, we choose it such that k|q|δ1 ď

µε

8 (more precisely, we take δ1 “ 1

if q “ 0 and δ1 “
µε

8k|q| otherwise). The following choice is made for C

C “ 2µ´1 max
ˆ

κpqq
11Cf ` 2ηCf ` κpqqpCf ` 3` κpqqq

2 `
1` ηp7` ηq ` δ1k|q|

2 ,

κpqq
4Cf ` Cfκpqq ` 1

2 , κpqq
Cf ` 1

2 ,
k ` k2 ` k3

ν

˙
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and define ω :“ µε

4 .

When it comes to choosing q0, we first fix the other constants by first taking some q1 ą 0
for which the u and z are defined for every q P r´q1, q1s and for every such q with |q| ď q1

κpqq ď 1, and then replacing in the definition of constants the ones obtained with κpqq
replaced by 1 and q by q1. Other conditions on q0 will be imposed in the next subsection,
so it will be chosen later on.
There exists a constant C̃ such that, as long as the W 1,8pR˚q norm of the perturbation
remains smaller than η, we have

pζpt, 0´qq2 ď C̃pζpt, 0`qq2

pζxpt, 0´qq2 ď C̃pζxpt, 0`q2 ` |vpt, 0`q|2 ` |vpt, 0´q|2 ` ζpt, 0`q2q

pζxxpt, 0´qq2 ď C̃pvpt, 0`q2 ` vpt, 0´q2 ` vxpt, 0`q2 ` vxpt, 0´q2 ` ζpt, 0`q2 ` ζxpt, 0`q2q

Thus, we can now adjust the value of C̃ in a way which only depends on q1 (while C̃
depends on k, f and up0´q, we fixed these quantities independently of q and so we are
not worried by that dependence) such that, for every such q P r´q0, q0s and solution pv, ζq
defined on r0, T q which remains strictly smaller than η on r0, T 1s we have that, on r0, T 1s,
if q P r´q0, q0s

dE´,1pvqptq

dt
ď´ ωE´,1pvpt, ¨qq ` C̃|q|E´,2pζpt, ¨qq ´ ωvpt, 0´q2 ` C̃pvpt, 0`qq2

a

κpqq,

dE´,1pvxqptq

dt
ď´ ωvxpt, 0´q2 ` C̃E´,1pvpt, ¨qq ` C̃ppvpt, 0´qq2 ` pvpt, 0`qq2q

a

κpqq

´ ωE´,1pvxpt, ¨qq ` C̃|q|E´,2pζxpt, ¨qq,

dE´,1pvxxqptq

dt
ď´ ωvxxpt, 0´q2 ` C̃pE´,1pvpt, ¨qq ` E´,1pvxpt, ¨qqq ` C̃ppvpt, 0´qq2

` pvpt, 0`qq2q
a

κpqq ´ ωE´,2pvxxpt, ¨qq ` C̃|q|E´,2pζxxpt, ¨qq,

dE`pvqptq

dt
ď´ ω

vpt, 0`q2
2 ´ ωE`pvpt, ¨qq,

dE`pvxqptq

dt
ď´ ωE`pvxpt, ¨qq ´

ωpvpt, 0`qq2
2 ,

dE`pvxxqptq

dt
ď´ ωE`pvxxpt, ¨qq,

dE´,2pζqptq

dt
ď´ ωE´,2pζpt, ¨qq ` C̃pvpt, 0`q2 ` vpt, 0´q2 ` ζpt, 0`q2q,

dE´,2pζxpt, ¨qq

dt
ď´ ωE´,2pζxpt, ¨qq ` C̃pvpt, 0`q2 ` vpt, 0´q2q ` ζxpt, 0`q2 ` ζpt, 0`q2q,
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dE´,2pζxxqptq

dt
ď´ ωE´,2pζxxpt, ¨qq`

` C̃pvpt, 0`q2 ` vpt, 0´q2 ` ζxxpt, 0`q2 ` ζxpt, 0`q2 ` ζpt, 0`q2

` vxpt, 0`q2 ` vxpt, 0´q2q,
dE`pζq

dt
ptq ď ´ ωpE`pζpt, ¨qq ` ζpt, 0`q2q,

dE`pζxq

dt
ptq ď ´ ωpE`pζxpt, ¨qq ` ζxpt, 0`q2q,

dE`pζxxq

dt
ptq ď ´ ωpE`pζxxpt, ¨qq ` ζxxpt, 0`q2q.

2.2.4 Nonlinear stability and high-frequency damping estimates

We will now be able to conclude the argument in the case of small q, and then obtain
a high-frequency damping estimates in the other cases. For stability, we will choose the
constants in order to be able to obtain the decay in time of the energy and for the high-
frequency damping estimates we choose the constants to control the rest of the equations
by lower order terms.
We will first focus on the small q behavior.

Proposition 5. There exists a 12-tuple of positive constants pC0,´, C1,´, C2,´, C
1
0,´, ...q,

a positive constant q0 small enough, C ą 0 big enough, ϑ ą 0 such that, for every
q P r´q0, q0s and every perturbation of the wave that initially satisfies the conditions of
10, namely pv0, ζ0q supported away from zero and smooth, there exists a unique maxi-
mal solution pv, ζq to the problem associated with q, with initial data pu ` v0, z ` ζ0q

defined on some time interval r0, T q with T P p0,`8s. Then, for every T 1 ď T such that
}pv, ζq}W 1,8 ă η for every t P r0, T 1q, we have, on r0, T 1q

1
2

2
ÿ

k“0

ˆ

Ck,´
dE´,1pB

k
xvq

dt
ptq ` C 1k,´

dE´,1pB
k
xζq

dt
ptq ` Ck,`

dE`pB
k
xvq

dt
ptq ` C 1k,`

dE`pB
k
xζqq

dt
ptq

˙

ď ´
ϑ

2

2
ÿ

k“0

`

Ck,´E´,1pB
k
xvpt, ¨qq ` C

1
k,´E´,1pB

k
xζpt, ¨qq

`Ck,`E`pB
k
xvpt, ¨qq ` C

1
k,`E`pB

k
xζpt, ¨qq

˘

q

Thus, for some constant M ą 0 independent on q, v0, ζ0 and T , for every t P r0, T q, if
}pvpsq, ζpsq}W 1,8 ă η for every s P r0, ts, then

2
ÿ

k“0
p}B

k
xvpt, ¨q}

2
L2
εpR˚q`}B

k
xζpt, ¨q}L2

εpR˚qq ďMe´pt´sqϑ
2
ÿ

k“0
p}B

k
xvps, ¨q}

2
L2
εpR˚q`}B

k
xζps, ¨q}L2

εpR˚qq
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Proof. To obtain the desired inequality, we just need to ensure that we can force certain
coefficients to non-positive if q0 is chosen small enough and C ą 0 big enough. We will
do this by using the following bounds
We may choose C0,´, C1,´, C2,´, ... such that they satisfy the following inequalities

— (to have a nonpositive factor in front of vpt, 0`q2)

C̃ppC0,´ ` C1,´ ` C2,´q
a

κpqq ` pC 10,´ ` C
1
1,´ ` C

1
2,´qq ´

ωC0,`

2 ď 0,

— (to have a nonpositive factor in front of vpt, 0´q2)

C̃p
a

κpqqpC1,´ ` C2,´q ` C
1
0,´ ` C

1
1,´ ` C

1
2,´q ´

ωC0,´

2 ď 0,

— (to have a negative factor in front of E´,2pζxpt, ¨qq)

C̃|q|C1,´ ´
C 11,´ω

2 ď 0,

— (to have a negative factor in front of E´,1pvxpt, ¨qq)

C̃C2,´ ´
C1,´ω

2 ď 0,

— (to have a negative factor in front of E´,2pζxxpt, ¨qq)

C̃|q|C2,´ ´
C 12,´ω

2 ď 0,

— (to have a nonpositive factor in front of ζpt, 0`q2)

C̃pC 10,´ ` C
1
1,´ ` C

1
2,´q ´

ωC 10,`
2 ď 0,

— (to have a nonpositive factor in front of ζxpt, 0`q2)

C̃pC 11,´ ` C
1
2,´q ´

ωC 11,`
2 ď 0,

— (to have a nonpositive factor in front of ζxxpt, 0´q2)

C̃C 12,´ ´
ωC 12,`

2 ď 0,
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— (to have a nonpositive factor in front of vxpt, 0´q2)

C̃C 12,´ ´ ωC1,´ ď 0

and
— (to have a nonpositive factor in front of vxpt, 0`q2)

C̃C2,´ ´ ωC1,` ď 0.

Thus, choosing

C0,´ “ 1 “ C0,` “ C1,` “ C2,` “ C 10,` “ C 11,` “ C 12,`,

C1,´ “
ω

4C̃
,

C2,´ “ min
ˆ

C1,´,
C1,´ω

2C̃

˙

,

C 10,´ “
ω

8C̃
,

C 11,´ “ min
ˆ

ω

8C̃
,
ωC1,´

C̃

˙

,

we can obtain the intermediate inequalities as wanted if we choose q0 small enough to
make the terms in |q| and κpqq small enough. Thus, for initially smooth and compactly
supported functions solutions to our (perturbative) equation, we have that

2
ÿ

k“0
pCk,´

dE´,1pB
k
xvq

dt
ptq ` C 1k,´

dE´,1pB
k
xζq

dt
ptq ` Ck,`

dE`pB
k
xvq

dt
ptq ` C 1k,`

dE`pB
k
xζqq

dt
ptq

ď ´
ω

2

2
ÿ

k“0
pE´,1pB

k
xvpt, ¨qq ` E´,1pB

k
xζpt, ¨qq ` E`pB

k
xvpt, ¨qq ` E`pB

k
xζpt, ¨qqq.

The desired results are then direct consequences of this inequality.

To conclude the argument, one needs to ensure that the energy estimates of Proposi-
tion 5 remain valid in order to prove the main theorem of this part.

Proof of Theorem 11. Take the constants obtained in Proposition 5. Given η, ε, M and
ϑ, we will need to apply a continuity argument. First, we work with smooth initial data,
compactly supported away from the shock. As the energy is decaying exponentially fast
as long as the W 1,8 norm is small enough, and as the energy is a norm on H2

ε equivalent
to the one defined before, we have the result as long as }pv, ζq}W 1,8 remains small enough.
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To guarantee that pv, ζq has a W 1,8 norm that remains small enough, we use the Sobolev
embedding theorem and a continuity argument, shrinking δ0 if needed. After that, we can
just obtain the result for initial data that may not be smooth nor compactly supported
(but supported away from the shock) through a density argument, using the continuity
of the flow from Theorem 10. We note pv, ζq the associated maximum solution to a
given initial data satisfying the theorem 10, as well as pvn, ζnqn the maximum solutions
associated with a sequence of initial data smooth and with compact supports in R˚ that
approximate pvp0, ¨q, ζp0, ¨qq in H2

ε . Given that pvp0, ¨q, ζp0, ¨qq is small enough in H2
ε ,

we have that pvn, ζnq is defined on R` for every n big enough, and so we obtain the
convergence in L2 of the pvn, ζnq for every t in the interval of existence of pv, ζq, and,
as we have obtained that pvn, ζnqn is bounded in H2

ε for n big enough, the limit is also
bounded in H2

ε , and we obtain that the sequence goes to 0 with the rate of convergence
we were aiming for.

Now, we state a proposition valid for any q satisfying the conditions of 4. In that
case, we are not able to obtain a nonlinear stability result, but only a a high-frequency
damping estimate. It emphasizes the importance of the assumption made before on q,
as well as the fact that, in the general case, not all the computations made by energy
estimates are useless.

Proposition 6. For any q, not necessarily in r´q0, q0s, such that the wave considered in
Proposition 4, with fixed f , k and up0´q, exists then, there exists ϑ ą 0, C̃ ą 0 and η ą 0
such that for every perturbative solutions pv, ζq defined on some time interval r0, T s where
T ą 0 such that }pvpt, ¨q, ζpt, ¨qq}W 1,8pR˚q ă η on r0, T s, we have that, for every t P r0, T s

}pvpt, ¨q, ζpt, ¨q}H2
ε pR˚q ď Ce´ϑt}pvp0q, ζp0q}H2

ε pR˚q `

ż t

0
Ce´ϑpt´sq}pvpsq, ζpsqq}L2

εpR˚qds

The proof follows the same idea as the result before, just this time setting aside the
lower order terms, that is the terms of the form }v}2L2

ε
or }ζ}L2

ε
. The main new ingredient in

this proof compared to the proof of the stability result is the use of the Sobolev embedding
theorem as follows (where δ2 is a given positive constant that will be adjusted later, and
h is an element of H1pR˚q)

|hp0´q|2 ď δ2}hx}
2
L2pR´q `

}h}2L2pR´q

4δ2
,

|hp0`q|2 ď δ2}hx}
2
L2pR`q `

}h}2L2pR`q

4δ2
.

As for the complete proof, it will not be given here. We just focus on how to obtain bounds
at the H1

ε level in the linear case, omitting the proof of the H2
ε nonlinear problem.
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We have the following equations for the spatial derivatives of pv, ζq (for the linear problem)
on R´

pvxqt “ pσ ´ f
1
puqqvxx ´ 2f2puqu1vx ´ pf p3qpuqu12 ` f2puqu2qv ` kqζx ` pψ1 ´ σqu2 ,

pζxqt “ σζxx ` pψ
1
´ σqu2 ´ kζx ,

and on R`

pvxqt “ pσ ´ f
1
p0qqvxx ,

pζxqt “ σζxx , .

This gives us the following energy estimates for the functions and their derivatives for
smooth solutions (on r0, T s ˆR˚) for all t P p0, T q

1
2
dE`pvq

dt
ptq ď 0,

1
2
dE`pζq

dt
ptq ď ´

σ

2 pζpt, 0
`
qq

2,

1
2
dE´,1pvq

dt
ptq ď

k|q|E´,1pvpt, ¨qq

2 `
k|q|E´,1pζpt, ¨qq

2 `
E´,1pvpt, ¨qq

2
`
`

δ2}vxpt, ¨q}
2
L2pR`q ` δ2}vxpt, ¨q}

2
L2pR´q

`
}vpt, ¨q}L2pR´q

4δ2
`
}vpt, ¨q}L2pR`q

4δ2

˙

E´,1pu
1q

2

`
Cf

a

κpqqE´,1pvpt, ¨qq

2 ,

1
2
dE´,2pζq

dt
ptq ď

Cf
2

`

δ2}vxpt, ¨q}
2
L2pR`q ` δ2}vxpt, ¨q}

2
L2pR´q

`
}vpt, ¨q}2L2pR´q

4δ2
`
}vpt, ¨q}L2pR`q

4δ2

¸

E´,2pz
1
q

`
CfE´,2pζpt, ¨qq

2 ,

1
2
dE`pvxq

dt
ptq ď ´

pσ ´ f 1p0qq
2 vxpt, 0`q2 ´

pσ ´ f 1p0qqεE`pvxpt, ¨qq
2 ,

1
2
dE`pζxq

dt
ptq ď ´

σpζxpt, 0`qq2
2 ´

σεE`pζxq

2 ,

1
2
dE´,2pζxq

dt
ptq ď `

σpζxpt, 0´qq2
2 ´

2k ´ εσ
2 E´,2pζxpt, ¨qq

`
CfE´,2p

a

|z2|q

2
`

δ2}vxpt, ¨q}
2
L2pR`q ` δ2}vxpt, ¨q}

2
L2pR´q
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`
}vpt, ¨q}2L2pR´q

4δ2
`
}vpt, ¨q}L2pR`q

4δ2

¸

`
CfE´,2p

a

|z2|ζxq

2

`

ż

R´

´Cσeε¨pζxq
2

2 %´,2,

1
2
dE´,1pvxq

dt
ptq ď

pσ ´ f 1pu0qq

2 pvxpt, 0´qq2

`
εpσ ´ f 1pu0qq

2 E´,1pvxpt, 0´qq2 ´
ż

R´

Ceε¨pvxpt, ¨qq
2pf 1pu0q ´ σq

2 %´,1

` 2Cf
ż

R´
|u1|vxpt, ¨q

2%1,´ `
Cf
2

ż

R´
pu12 ` |u2|qvxpt, ¨q

2%´,1

`
Cf
2

ż

R´
vpt, ¨q2%´,1 `

k|q|E´,1pζxpt, ¨qq

2δ1

`
k|q|δ1E´,1pvxpt, ¨qq

2 `
`

δ2}vxpt, ¨q}
2
L2pR`q ` δ2}vxpt, ¨q}

2
L2pR´q

`
}vpt, ¨q}2L2pR´q

4δ2
`
}vpt, ¨q}L2pR`q

4δ2

¸

E´,1p
a

|u2|q

2

`
E´,1p

a

|u2|vxpt, ¨qq

2 .

Thus, choosing C, δ1 and δ2 as

C “ max
ˆ

Cfk
2

σ3 ,
κpqq ` 2Cf p3κpqq ` κpqq2q

f 1pu0q ´ σ

˙

,

and

0 ă δ2 ă min
˜

εpf 1pu0q ´ σq

8E´,1p
a

|u2|q
,
εpf 1pu0q ´ σqp2k ´ εσqεσ

16CfE´,2p
a

|z2|qk2q2e2Cε´1

¸

as well as
δ1 “

εpf 1pu0q ´ σq

4k|q|
(it does not work for q “ 0, but this case is contained in the stability result proved earlier,
so we assume that q ‰ 0) we will be able to conclude the desired damping estimate. For
any t P p0, T q we obtain

k|q|e2Cε´1

p2k ´ εσqδ1

dpE´,2pζxqq

dt
ptq `

1
2
dpE´,1pvxqq

dt
ptq ď

´εpf 1pu0q ´ σqE´,1pvxpt, ¨qq

4

´
k|q|e2Cε´1

4δ1
E´,2pζxpt, ¨qq `

CfE´,1pvpt, ¨qq

2

`
}vpt, ¨q}2L2pRqE´,1p

a

|u2|q

8δ2
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`
k|q|e2Cε´1

}vpt, ¨q}2L2pRqE´,1p
a

|z2|q

4δ2p2k ´ εσqδ1

`

˜

}vxpt, ¨q}
2
L2pR`qδ2 `

}vpt, ¨q}2L2pRq

4δ2

¸

ˆ

˜

Cf pE´,1p
a

|u2|q ` E´,2p
a

|z2|q

2

¸

`
k|q|e2Cε´1

pζxpt, 0`qq2σ
2δ1p2k ´ εσq

.

Hence, by now taking the full energy estimates (we write

Epv, ζq :“E´,1pvq ` E´,2pζq ` E´,1pvq `
E´,2pζqk|q|e

2Cε´1

k ´
εσ

2 δ1
` E`pvq `ME`pζq

` E`pvxq `ME`pζxq,

where M is a positive constant to be determined), the following bounds are obtained

1
2
dEpv, ζq
dt

ptq ď ´
Mσ

2 ppζpt, 0`qq2 ` pζxpt, 0`qq2q ´
εpf 1pu0q ´ σqE´,1pvxpt, ¨qq

4

´
k|q|e2Cε´1

4δ1
E´,2pζxpt, ¨qq `

`

}vxpt, ¨q}
2
L2pR`qδ2

˘

ˆ

˜

Cf pE´,1p
a

|u2|q ` E´,2p
a

|z2|q

2

¸

`
k|q|e2Cε´1

pζxpt, 0`qq2σ
2δ1p2k ´ εσq

`
σpζpt, 0`qq2

2 ´
εpσ ´ f 1p0qq

2 E`pvxpt, ¨qq ` C̃p}vpt, ¨q}
2
L2pRq ` }ζpt, ¨q}

2
L2pRqq

´
MσεE`pζxpt, ¨qq

2 .

For some constant C̃ which depends on δ2. Thus, for M big enough and δ2 small enough,
we obtain

1
2
dpEpv, ζqq

dt
ptq ď

γEpv, ζq
dt

ptq ` C̃p}vpt, ¨q}2L2pRq ` }ζpt, ¨q}
2
L2pRqq

for some γ ă 0. The Proposition 5 provides a result of prevention of blow up as long as
the W 1,8 norm remains small, and a beginning of an argument giving stability as in

2.2.5 Negative propagation speed

We now examine the case σ ă 0. If one has q ď 0 and u0 positive such that, with
σ :“ fpu0q´fp0q

u0
, f 1p0q ă σ and f 1 ą σ on ru0,`8r, then there exists a unique travelling

77



wave pu, zq solution to

pf 1puq ´ σqu1 “ kqz1 σz1 “ kz ,

on R´ (and smooth on this interval), with limiting values pu0, 1q at 0´, and constant equal
to p0, 1q on R`. It is thus unbounded on R´. Due to the finite speed of propagation of this
system, one can ensure that an initial data given by pu, zq plus a compactly supported
perturbation on R˚ will remain compactly supported on R for all later time t ą 0 (as
long as it remains defined). As such, perturbation of this kind can be allowed.

Proposition 7. Let ε P R. Assume that ε ‰ 0and σ ă 0. There exists δ0 ą 0 small
enough such that there exists pv0,n, ζ0,nqnPN P C8c pRqN that goes to 0 in H2

ε , supported
away from 0, and such that, for every n P N, the induced solution remains supported
away from the shock on some time interval r0, Tn,εq and suptPr0,Tn,εq }pvnpt, ¨q, ζnpt, ¨q}H2

ε pRq

is larger than δ0.
If ε “ 0 and for every neighborhood V of 0 in R, f 1 is not constant on V .

Proof. Case ε ď 0:
When vt ` pfpvqqx “ 0 has a compactly supported initial perturbation, we can proceed
as follows. We consider pφnqn P H2pRq fixed and all nonzero, all initial data such that
the induced solutions blow up in finite time in W 1,8, and with the sequence of their H2

norms that goes to 0 when n goes to `8. We also assume that they all have their support
contained in r0, 1s.
We consider the sequence of initial perturbation pvn, 0q where vn : x ÞÑ φnp¨ ´ anq, where
panqn is such that the solution induced by φn has its support included in r0, Tnqˆp0,`8q
(where Tn is its blow up time). We are now reduced to the case of a scalar conservation
law. For n big enough, we have that the solution blows up in finite time in W 1,8, and,
thus, in H2

ε (as the support of the perturbation at time remains in a compact set Kn

independent of t, we can apply the the Sobolev embedding to obtain a bound on the
unweighted W 1,8 norm).
Now, we assume that f 1 is constant near 0, and ε ă 0. By assumption, we have that
f 1p0q ă σ. Thus, by taking any initial data nonzero localized on the right of the shock,
we have that the solutions grows in L2

ε exponentially fast in time as long as the solution
is localized on the right of the shock. In particular, by translating some bump function
far enough to the right, we have the desired result.
The initial data given by pu ` vn, zq (when taking n big enough, after multiplying it by
some small δ ą 0) either induces a solution that blows up in finite time in W 1,8, or a
solution that remains small in L8, is defined globally.
Case ε ą 0:
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This time, we will not obtain explosion in finite time. However, with the sequence initial
data p0, pn ` 1q´1φqn, for t such that the solution continues to exist on r0, ts we have

that: ζnpt, xq “
φpx´ tσq

n` 1 for all x ą 0. Furthermore, as ζnpt, xq “ 0 for all x ă 0 and
vnpt, xq “ 0 for all x P R˚, we obtain the desired instability result: the solution is defined
globally, but its } ¨ }L2

ε
norm goes to `8 as t goes to `8.

2.3 Singularity formation for ZND

In this section, our main goal is to prove the negative result Theorem 12 and Corollary
1, as well as a similar blowup result for unweighted norms for the Majda model. This will
be done by suitably modifying the argument in [Joh74] to variable coefficient systems.
We begin with the needed assumptions and some useful background results from spectral
perturbation theory in Subsection 2.3.1. We then apply the method of characteristics in
Subsection 2.3.2 in order to complete the needed setup. Next, we use the equations for
the perturbation and its derivative with respect to x in order to establish the needed
estimates in Subsection 2.3.3. We then complete the proof of Theorem 12 in Subsection
2.3.4. Next, we discuss how to apply Theorem 12 to the ZND model in Subsection 2.3.5
and prove Corollary 1 in Subsection 2.3.6. We will also discuss the situation with weighted
norms for ZND in Subsection 2.3.7.

2.3.1 Setup

Let Apuq : Rn Ñ MnpRq be a smooth matrix function with the property that there
exists a δ ą 0 so that Apuq is strictly hyperbolic for |u| ď δ. Further assume that the
(real) eigenvalues Λipuq of Apuq may be ordered as

Λnpuq ă Λn´1puq ă ... ă Λ1puq, (2.3.1)

and that each Λj is simple. By shrinking δ if necessary, we may further assume that
Λipvq ă Λjpuq if j ă i and |u|, |v| ď δ. Assume further that there exists a smooth
function F : Rn Ñ Rn with

ApUq “ DUF pUq,

so that
Ut ` F pUqx “ Ut ` ApUqUx “ 0, (2.3.2)

is a system of conservation laws.
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Let Upx´ σtq be a shock solution to

Ut ` ApUqUx “ 0, (2.3.3)

for some constant σ and such that ||U ||8 ă δ and U and all of its derivatives are expo-
nentially decaying in space. For our purposes, we need A to be strictly hyperbolic with
at least one genuinely nonlinear field. As both the required conditions on A are invariant
under Galilean changes of coordinates, we may without essential loss of generality assume
that the underlying shock speed σ “ 0. Suppose we have a solution to (2.3.3) of the form

U “ U ` Û , (2.3.4)

with Û small. Then the evolution for the perturbed solution U is given by

Ut ` ApUqUx “ 0. (2.3.5)

Subtracting the equation for the shock

ApUqUx “ 0, (2.3.6)

from (2.3.5) produces

Ût ` pApU ` Ûq ´ ApUqqUx ` ApU ` ÛqÛx “ 0. (2.3.7)

By applying the fundamental theorem of calculus twice, we see that

ApU ` Ûq ´ ApUq “

ż 1

0
DuApU ` sÛqÛds “ G̃px, ÛqÛ ,

ApU ` Ûq “ ApÛq `

ż 1

0
DuApÛ ` sUqUds “ ApÛq `Bpx, Ûq,

(2.3.8)

where Du denotes the Fréchet derivative with respect to u, G̃px, Ûq is a bilinear form and
B is a matrix. We have that G̃ and B are piecewise smooth, smooth for x large, and that
B and all of its derivatives are exponentially decaying in x.

Ût ` pApÛq `Bpx, ÛqqÛx `Gpx, ÛqÛ “ 0, (2.3.9)

for Gpx, ÛqÛ “ G̃px, ÛqpÛ , Uxq. Note that G and all of its derivatives with respect to
x and Û are exponentially decaying in x due to the presence of Ux. Now that we have
the equation for the perturbation (2.3.9), we are now going to call the perturbation u in
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order to match the notation of [Joh74] more closely.

We note that there exists an ε ą 0 and R ą 0 depending on Bpx, uq and Gpx, uq so
that B and G are smooth for |x| ě R and such that for all |x| ě R one has that

|Bpx, uq|, |Gpx, uq| ă ε, (2.3.10)

and the matrix
Apx, uq :“ Apuq `Bpx, uq, (2.3.11)

is strictly hyperbolic with all simple eigenvalues λjpx, uq which smoothly depend on x, u
[Kat76] and satisfy λipx, vq ă λjpx, uq for |u|, |v| ď δ, shrinking δ slightly if necessary
while preserving ||u||8 ă δ, and j ă i. This is due to the exponential decay of B,G
with respect to x and recalling the observation (2.3.1) that we have separation of the
eigenvalues of Apx, uq at x “ ˘8. From [Kat76], we know that we can also find left and
right eigenvectors ηjpx, uq and ξjpx, uq of Apx, uq associated to the eigenvalues λjpx, uq
with the biorthogonality condition

ηipx, uqξ
j
px, uq “ δij. (2.3.12)

Further assume the normalization condition on the ηi

ηi ¨ ηi “ 1. (2.3.13)

If a solution upx, tq to (2.3.9) remains supported in tx : |x| ě 2Ru for all time t on some
sufficiently long time interval 0 ď t ď T , then we may smooth out B and G in a such a
way as to ensure that (2.3.10) holds everywhere in x by choosing smooth approximations
B̂ and Ĝ such that supppB ´ B̂q, supppG´ Ĝq Ă tx : |x| ď 3

2Ru ˆ tu : |u| ď δu. As we’re
only trying to show blow up of a specific solution which will be supported far from x “ 0
on the desired time of existence, there is no real harm in assuming that B and G are
smooth everywhere and that the inequality (2.3.10) holds for all x. This is done purely
to avoid some technicalities arising when trying to solve for the characteristics of (2.3.9)
near x “ 0.

We introduce coefficients bijpx, uq and cijkpx, uq in order to describe the gradient of
Apx, uq. In particular, we define

bijpx, uq :“ ηipx, uq
BA
Bx
px, uqξjpx, uq, (2.3.14)
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and
cijkpx, uq :“ ηipx, uq

´ d

ds
Apx, u` sξkq|s“0

¯

ξjpx, uq. (2.3.15)

Remark 2. Morally, cijkpx, uq can be thought of as

cijkpx, uq “ ηipx, uq
BA
Buk

px, uqξjpx, uq, (2.3.16)

when one writes u as
u “

n
ÿ

k“1
ukξ

k. (2.3.17)

From this, we get the following identities

dλipx, uq “ biipx, uqdx`
n
ÿ

k“1
ciikpx, uqpduqk,

dηipx, uq “
ÿ

k “i

bikpx, uq

λipx, uq ´ λkpx, uq
ppηk ¨ ηiqηi ´ ηkqdx`

`
ÿ

k,m
k “i

1
λkpx, uq ´ λipx, uq

cikmpx, uqpduqmppηk ¨ ηiqηi ´ ηkq,

(2.3.18)

where we’ve written du as

du “
n
ÿ

k“1
pduqkξ

k
“

n
ÿ

k“1
pηkpx, uqduqξ

k
px, uq. (2.3.19)

We record the decay in B and G as

|B
α
xB

β
uBpx, uq|, |B

α
xB

β
uGpx, uq| ď Cαβe

´c|x|, (2.3.20)

for |x| bounded away from 0.

2.3.2 Characteristics

For each i “ 1, ..., n we let Xipx, tq be the solution to the ODE

BXi

Bt
px, tq “ λipXipx, tq, upXipx, tq, tqq,

Xipx, 0q “ x.
(2.3.21)

Let λ be defined as
λ :“ max

1ďiďn
sup
xPR
|u|ďδ

|λipx, uq| ă 8. (2.3.22)
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The observation that λ ă 8 follows from ||A||8 ă 8. Note that λ ă 8 holds even when
B arises from linearizing about a shock as ||B||8 ă 8. Define parameters νi, µi by

νi :“ inf
xPR, |u|ďδ

λipx, uq,

µi :“ sup
xPR, |u|ďδ

λipx, uq.
(2.3.23)

Further define σ by
σ :“ min

kăi
νk ´ µi ą 0. (2.3.24)

Let upx, tq be a solution to

ut `Apx, uqux `Gpx, uqu “ 0 (2.3.25)

such that for some 8 ą T ą 0 one has the bound

sup
0ďtďT
xPR

|upx, tq| ď δ. (2.3.26)

Thus if upx, 0q is compactly supported in rα0, β0s, we then have by the method of charac-
teristics that the solution upx, tq is compactly supported in rα0 ´ λT, β0 ` λT s. As such,
if rα0, β0s is sufficiently far from x “ 0 then upx, tq remains supported in |x| ě 2R for all
t and hence we may smooth out B and G.

Let w :“ ux and write w as

w “
n
ÿ

i“1
wiξ

i. (2.3.27)

From this, we can write the evolution of u along the i-th characteristic as

du

dt
“ ut ` λiux “ pλi ´Apx, uqqux ´Gpx, uqu “

n
ÿ

k“1
pλi ´ λkqwkξ

k
´Gpx, uqu. (2.3.28)

Correspondingly, we have the evolution of λi along the i-th characteristic given by

dλi
dt
“ bii

BXi

Bt
`

n
ÿ

k“1
ciikηk

du

dt
,

“ λibii `
n
ÿ

k“1

`

pλi ´ λkqwk ´ ηkGpx, uqu
˘

ciik.

(2.3.29)
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Similarly, the evolution of ηi along the i-th characteristic is given by

dηi
dt
“

ÿ

k “i

bik
λi ´ λk

ppηk ¨ ηiqηi ´ ηkq
BXi

Bt
`

ÿ

k,m
k “i

1
λk ´ λi

cikmpηm
du

dt
qppηk ¨ ηiqηi ´ ηkq,

“
ÿ

k “i

λi
λi ´ λk

bikppηk ¨ ηiqηi ´ ηkq `
ÿ

k,m
k “i

˜

pλi ´ λmq

λk ´ λi
cikmwmppηk ¨ ηiqηi ´ ηkq´

´
cikm

λk ´ λi
ηmGpx, uquppηk ¨ ηiqηi ´ ηkq

¸

.

(2.3.30)
This leads us to the evolution of wi along the i-th characteristic as

dwi
dt

“ ηipuxt ` λiuxxq `
dηi
dt
ux

“ ηippλi ´Aqwx ´Axwq `
dηi
dt
w ´ ηipGpx, uquqx.

(2.3.31)

As ηi was assumed to be a left eigenvector of A with eigenvalue λi, we are left with

dwi
dt

“

n
ÿ

k“1
p
dηi
dt
ξkqwk´

n
ÿ

k“1
ηiAxξ

kwk´ηipGxpx, uqu`GUpx, uqpu,wq`Gpx, uqwq. (2.3.32)

Plugging in (2.3.30), we find that

dwi
dt

“
ÿ

k “i

bikλi
λk ´ λi

wk `
ÿ

k,m
k “i

λi ´ λm
λk ´ λi

cikmppηi ¨ ηkqwmwi ´ wkwmq “

´

n
ÿ

k“1
pηiAxξ

k
` ηiGξ

k
` ηiGUpu, ξ

k
qqwk´

´
ÿ

k,m
k “i

cikm
λk ´ λi

ηmGpx, uquppηi ¨ ηkqwi ´ wkq ´ ηiGxpx, uqu.

(2.3.33)

Now plugging in the expressions from (2.3.14) and (2.3.15), we get

dwi
dt

“
ÿ

k “i

bikλi
λk ´ λi

wk `
ÿ

k,m
k “i

λi ´ λm
λk ´ λi

cikmppηi ¨ ηkqwmwi ´ wkwmq´

´

n
ÿ

k“1
bikwk ´

ÿ

k,m

cikmwkwm ´
ÿ

k

pηiGξ
k
` ηiGUpu, ξ

k
qqwk´

´
ÿ

k,m
k “i

cikm
λk ´ λi

ηmGpx, uquppηi ¨ ηkqwi ´ wkq ´ ηiGxpx, uqu.

(2.3.34)
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Introducing coefficients γikm as in [Joh74], and new coefficients ζik and κi we get

dwi
dt

“

n
ÿ

k“1
ζikwk `

ÿ

k,m

γikmwkwm ` κiu. (2.3.35)

We note that each ζik and κi satisfies

|B
α
xB

β
uζikpx, uq|, |B

α
xB

β
uκipx, uq| ď Cαβe

´c|x| (2.3.36)

for c ą 0 the same constant as in (2.3.20), coming from the exponential decay of B and
G.

Remark 1. Comparing with [Bär22], our characteristic equation (2.3.35) takes a very
similar form with the key difference being that here we have a forcing term independent of
w. The forcing term arises due to the spatial inhomogeneity induced by linearizing (2.3.3)
about a fixed non-constant solution.

For initial data which is compactly supported in an interval rα0, β0s, we let Ri denote
the region foliated by the characteristics, i.e.

Ri “ tpXipx, tq, tq : x P rα0, β0s, 0 ď t ď T u. (2.3.37)

We also define extremal characteristics

αiptq “ Xipα0, tq,

βiptq “ Xipβ0, tq.
(2.3.38)

As in the unperturbed case, when σ defined in (2.3.24) is positive, there exists a t0 ą 0
so that RiXRj Ă tpx, tq : 0 ď t ď t0u. We choose the smallest such t0 with this property,
which we note is comparable to the initial width of the support s0 :“ β0 ´ α0.

2.3.3 Estimates

We let upx, tq be a C2 solution to (2.3.9), which a priori remains bounded by δ for all
0 ď t ď T and all x. Assume that the initial data is small in the sense that

θ :“ sup
x
s2

0|uxxpx, 0q| ! 1. (2.3.39)

In particular, assume that θ ď 1
2δ. We may further assume that there exists an index i

and a y P rα0, β0s so that wipy, 0q “ maxi supx |wipx, 0q| “ W0. A simple consequence of
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the fundamental theorem of calculus is that

s0W0 “ Opθq. (2.3.40)

In this section, X “ OpY q will mean that X ď CY for some constant C that only
depends on the matrices Apuq, Bpx, uq, Gpx, uq, δ and ε for θ sufficiently small.

Remark 3. The argument in John does not make the assumption that W0 is achieved
by some i and y with wipy, 0q ą 0 in order to show that the blowup is generic. As the
initial data we will show blowup for will not be generic due to being spatially supported
far from x “ 0, we are free to assume that W0 is achieved when wi is positive. As another
remark, the coefficient γiii that leads to Riccati-type blowup can be arranged to be positive
by changing the sign of ηi, ξi. If one assumes that γiii is negative, then one assumes that
there is an i and a y such that ´wipy, 0q “ maxi supx |wipx, 0q|.

The overall plan will be to follow the argument in [Joh74] as closely as possible while
keeping track of the dependence on the constants on the distance of the support of upx, 0q
to 0 and the time of existence T . To briefly outline the argument, we begin by proving
suitable bounds on u and the wi and the maximal width of the regions Ri. We then use
these bounds to show that a specific wi along a suitable characteristic blows up by com-
parison with a Riccati equation. We are going to allow ourselves the freedom to choose
the distance of the support from 0 on parameters associated to the initial data, such as
W0, s0, and ultimately T as well. What we are not allowed to do is allow the distance
to depend on information about the solution for t ą 0. We will then construct a specific
initial data, originally supported on r´1

2 ,
1
2s, and then scale it by θ and translate it out

far enough so that all of the necessary distance conditions are satisfied.

Before we begin, we will choose a constant Epd, T q which only depends on the distance
d of the support of upx, 0q from 0 and the desired time of existence T such that Epd, T q
controls all quantities derived from Bpx, uq and a sufficient number of their derivatives
uniformly on supppupx, 0qq`r´λT, λT s and in L1. In a similar fashion, we choose Gpd, T q
to be a constant which controls all quantities derived from Gpx, uq and a sufficient number
of derivatives uniformly on supppupx, 0qq ` r´λT, λT s and in L1. In particular, we may
choose a sufficiently large positive integer k and a large constant C ą 0 depending only
on Apx, uq, Gpx, uq, δ and ε so that

Epd, T q “ Cp||B||Wk,8ptxăβ0`λT uˆt|u|ďδuq
` sup
|u|ďδ

||Bp¨, uq||Wk,1pp´8,β0`λT qq
q,

Gpd, T q “ Cp||G||Wk,8ptxăβ0`λT uˆt|u|ďδuq
` sup
|u|ďδ

||Gp¨, uq||Wk,1p´8,β0`λT q
q,

(2.3.41)
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provides the needed control on B and G when rα0, β0s Ă p´8, 0q and a similar convention
if rα0, β0s Ă p0,8q. We remark that due to the exponential decay in u, we have the bounds

Epd, T q,Gpd, T q ď Ce´cd`cT , (2.3.42)

for C, c both finite positive constants. In particular, we emphasize that E and G are only
small when d " T . Indeed, if d is too small relative to T then it is possible to prevent
blow-up as we saw in Theorem 11 for the Majda model.

Define constants

W “ sup
i

sup
px,tq

0ďtďT

|wipx, tq|, (2.3.43a)

V “ sup
i

sup
px,tqRRi
0ďtďT

|wipx, tq|, (2.3.43b)

U “ sup
px,tq

0ďtďT

|upx, tq|, (2.3.43c)

S “ sup
i

sup
0ďtďT

pβiptq ´ αiptqq, (2.3.43d)

J “ sup
i

sup
0ďtďT

ż βiptq

αiptq

|wipx, tq|dx. (2.3.43e)

Lemma 2. Let d :“ distprα0, β0s, 0q be the distance of the support of upx, 0q from 0. Then
if d Á maxt1, T, | logps0q|, | logpW0q|u is such that

Epd, T q ď mint1, s0, c̃W0u (2.3.44)

for some 0 ă c̃ ! 1, then one can bound U and S by

U “ Ops0V ` TV ` Jq,

S “ Ops0 ` TEpd, T q ` V TS ` JT q.
(2.3.45)

Proof. We recall the proof of the estimate on U from [Joh74]. To bound u, one starts
with the observation that upx, tq is supported on rαnptq, β1ptqs for each t. Then applying
the fundamental theorem of calculus gives

upx, tq “

ż x

αnptq

n
ÿ

k“1
wkpy, tqξ

k
py, tqdy, (2.3.46)
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and then bounding upx, tq by

|upx, tq| ď max
k

sup
px,uq
|u|ďδ

|ξkpx, uq|
n
ÿ

i“1

ż β1ptq

αnptq

|wipx, tq|dx. (2.3.47)

For each i we may write this as

|upx, tq| ď C
n
ÿ

i“1

´

ż αiptq

αnptq

|wipx, tq|dx`

ż βiptq

αiptq

|wipx, tq|dx`

ż β1ptq

βiptq

|wipx, tq|dx
¯

. (2.3.48)

The middle integral may be bounded by J by definition, and the other two integrals may
be bounded by pαiptq ´ αnptqqV ` pβ1ptq ´ βiptqqV in a similar manner. But

|pαiptq´αnptqq`pβ1ptq´βiptqq| “ |β1ptq´αnptq´pβiptq´αiptqq| ď 2|β1ptq´αnptq|, (2.3.49)

leading to
|upx, tq| ď 2|β1ptq ´ αnptq|V ` J. (2.3.50)

To finish the estimate on U , we note that

ˇ

ˇ

ˇ

dpβ1ptq ´ αnptqq

dt

ˇ

ˇ

ˇ
“
ˇ

ˇλ1pβ1ptq, upβ1ptq, tqq ´ λnpαnptq, upαnptq, tqq
ˇ

ˇ ď 2λ, (2.3.51)

which gives the estimate |β1ptq ´ αnptq| ď s0 ` 2λT .

The estimate for S works slightly differently from the original argument in [Joh74].
We start in the same way by looking at

dpβiptq ´ αiptqq

dt
“ λipβiptq, upβiptq, tqq ´ λipαiptq, upαiptq, tqq. (2.3.52)

Applying the fundamental theorem of calculus gives

dpβiptq ´ αiptqq

dt
“

ż βiptq

αiptq

B

Bx
λipx, upx, tqqdx. (2.3.53)

Recalling the expansion for dλi from (2.3.18), we find that

dpβiptq ´ αiptqq

dt
“

ż βiptq

αiptq

biipx, upx, tqq `
n
ÿ

m“1
ciimpx, upx, tqqwmpx, tqdx. (2.3.54)
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First, we bound

ˇ

ˇ

ˇ

ż βiptq

αiptq

biipx, upx, tqqdx
ˇ

ˇ

ˇ
ď C

ż βiptq

αiptq

e´c|x|dx ď C
`

e´c|βiptq| ´ e´c|αiptq|
˘

ď Epd, T q, (2.3.55)

Choosing α0, β0 sufficiently far from 0, depending on T , one may ensure that
ż t

0

ˇ

ˇ

ˇ

ż βipsq

αipsq

biipx, upx, sqqdx
ˇ

ˇ

ˇ
ds ď TEpd, T q (2.3.56)

for all 0 ď t ď T .

Turning to the sum in (2.3.54), we split into two cases depending on whether t ď t0

or t ě t0 holds. We start with the latter case, where we see that

ˇ

ˇ

ˇ

ż βiptq

αiptq

n
ÿ

m“1
ciimpx, uqwmpx, tqdx

ˇ

ˇ

ˇ
ď max

i,m
sup
px,uq
|u|ďδ

|ciimpx, uq|
n
ÿ

m“1

ż βiptq

αiptq

|wmpx, tq|dx. (2.3.57)

To use the assumption t ě t0, we recall that t ě t0 implies that px, tq can be in at most
one Rk. As the integral in (2.3.57) is over the set of px, tq P Rk with a fixed value of t,
we can further bound (2.3.57) by

pn´ 1q
ż βiptq

αiptq

V dx`

ż βiptq

αiptq

|wipx, tq|dx ď CpSV ` Jq. (2.3.58)

To handle t ď t0, we first show wi remains under control for t ď t0. To do this, we first
introduce auxiliary parameters Z and Γ as follows

Kpd, T q “ sup
xPrα0´λT,β0`λT s

|u|ďδ

n
ÿ

i“1
|κipx, uq|,

Z “ sup
px,uq
|u|ďδ

ÿ

ik

|ζikpx, uq|,

Γ “ sup
px,uq
|u|ďδ

ÿ

ikm

|γikmpx, uq|.

(2.3.59)

Applying a Gronwall type estimate to the characteristic equation for wi, we get

|wipx, tq| ď yptq, (2.3.60)
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where yptq satisfies
y1ptq “ Zyptq ` Γyptq2 `Kpd, T qU,
yp0q “ W0.

(2.3.61)

Then we claim that there exists a W ą 0 and 0 ă C ă 8 depending only on Z, Γ, δ, the
support of upx, 0q and t0 such that

yptq ď CW0 (2.3.62)

holds for all t ď t0 and all 0 ď W0 ď W . We emphasize that this is a short-time
bound on the solution yptq. Noting that we have U ď δ a priori, we are free to bound
UKpd, T q by c̃δW0 for some c̃ sufficiently small. In particular, we can choose c̃ so small
that c̃δW0 ď ZW0. Hence, at time 0 Kpd, T qU ď Zyp0q; but since the right hand side of
(2.3.61) is positive, the bound Kpd, T qU ď Zyptq persists for longer time. This allows us
to bound the solution yptq by the solution ỹ of

ỹ1ptq “ 2Zỹptq ` Γỹptq2,
ỹp0q “ W0.

(2.3.63)

The claim can be proven by writing Y ptq “ ỹptqe´2Zt for t ď t0 and noting that Y ptq
solves the weighted Riccati equation

Y 1ptq “ pΓe2Zt
qY ptq2. (2.3.64)

Now comparing Y ptq with the Riccati equation

Ỹ ptq “ pΓe2Zt0qỸ ptq2,

Ỹ p0q “ W0,
(2.3.65)

we see that Y ptq is bounded by

Y ptq ď
W0

1´ Γe2Zt0W0t
, (2.3.66)

for W0 so small that 0 ď t ď t0 ă pΓe2Zt0W0q
´1 holds. In particular, since t0W0 “

Ops0W0q “ Opθq and Γe2Zt0 is a fixed constant depending only on s0 and the model
parameters, we see that for W0 small enough that Y ptq ď 2W0 for all 0 ď t ď t0.
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For 0 ď t ď t0, we recall (2.3.52)

dpβiptq ´ αiptqq

dt
“ λipβiptq, upβiptq, tqq ´ λipαiptq, upαiptq, tqq. (2.3.67)

We now add and subtract λipβiptq, 0q and λipαiptq, 0q to get

ˇ

ˇ

ˇ

dpβiptq ´ αiptqq

dt
|

ˇ

ˇ

ˇ
ď |λipβiptq, upβiptq, tqq ´ λipβiptq, 0qq|`

` |λipβiptq, 0q ´ λipαiptq, 0q| ` |λipαiptq, upαiptq, tqq ´ λipαiptq, 0q|.
(2.3.68)

By hypothesis upα0, 0q “ upβ0, 0q “ 0, and so we can bound (2.3.68) by

ˇ

ˇ

ˇ

dpβiptq ´ αiptqq

dt
|

ˇ

ˇ

ˇ
ď Cp|upβiptq, tq ´ upβ0, 0q| ` |upαiptq, tq ´ upα0, 0q|q`

` |λipβiptq, 0q ´ λipαiptq, 0q|.
(2.3.69)

Finally, we are left with controlling |λipβiptq, 0q ´ λipαiptq, 0q|. We do this by the funda-
mental theorem of calculus as follows

|λipβiptq, 0q ´ λipαiptq, 0q| “
ˇ

ˇ

ˇ

ż βiptq

αiptq

biips, 0qds
ˇ

ˇ

ˇ
ď Cpe´c|βiptq| ´ e´c|αiptq|q. (2.3.70)

We then see that |λipβiptq, 0q ´ λipαiptq, 0q| “ Op1q so that for t ď t0 one has by the
characteristic equation for u and the Gronwall type bound on wi in (2.3.62)

ˇ

ˇ

ˇ

dpβiptq ´ αiptqq

dt

ˇ

ˇ

ˇ
“ Op1` t0W0q, (2.3.71)

after choosing d large enough that the reaction term in (2.3.28) satisfies δGpd, T q À W0.
Hence integrating and using (2.3.58) and (2.3.71) we get

|βiptq ´ αiptq| ďs0 ` TEpd, T q `Opt0 ` t20W0q ` TOpSV ` Jq

“ Ops0 ` TEpd, T q ` TSV ` TJq,
(2.3.72)

as t20W0 “ Ops2
0W0q “ Opθs0q can be absorbed into Ops0q.

Remark 4. In John’s argument, in the final step one assumes that T „ θ´1 " 1, which
will ensure that all the distance conditions stated at the end of Lemma 2 hold.

Proposition 8. If we choose the distance d so large that

Epd, T q ď mint1, s0, c̃W0u, (2.3.73)
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holds for c̃ the same small constant as before and that

Gpd, T q ď W 2
0 , (2.3.74)

holds as well, then we may estimate J by

J “ Ops0W0 ` pV ` Epd, T qqTJ ` TV pV ` Epd, T qqS ` TGpd, T qUSq. (2.3.75)

Proof. Following John, we introduce two new quantities

ρipz, tq “
BXi

Bz
pz, tq,

vipz, tq “ wipXipz, tq, tqρipz, tq.
(2.3.76)

One should think of ρi as some measure of the density of the ith characteristics. By a
change of variables computation, one discovers that J can be computed in terms of the
vi by

J “ sup
i

sup
0ďtďT

ż βiptq

αiptq

|wipx, tq|dx “ sup
i

sup
0ďtďT

ż β0

α0

|vipz, tq|dz. (2.3.77)

From the characteristic equation for Xi given in (2.3.21) and the expression for dλi in
(2.3.18), we are lead to the evolution equation for ρi

B

Bt
ρi “

B

Bz

BXi

Bt
“ biiρi `

n
ÿ

m“1
ciimwmρi,

ρipz, 0q “ 1.
(2.3.78)

It is clear that ρ̃ipz, tq “ 0 for all t is a solution to the first equation of (2.3.78). This
ensure that our desired solution ρipz, tq ą 0 for all t by uniqueness of solutions, as the
initial data is nowhere vanishing. An important consequence of ρi ą 0 is that it we may
look at the time evolution for logpρiq given by

B

Bt
logpρiq “ bii `

n
ÿ

m“1
ciimwm. (2.3.79)

By imposing the additional constraint distprα0, β0s, 0q Á maxt1, T, | logpW0q|u, we may
ensure that |bikpz, tq| À W0 on rα0´λT, β0`λT s for all i, k. From the short time estimate
on the wi and th distance assumption, we find that for 0 ď t ď t0 that

B

Bt
logpρiq “ OpW0q, (2.3.80)
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which upon integrating in time leads to

logpρiq “ Opt0W0q “ Opθq. (2.3.81)

Exponentiating (2.3.81) leads to the bound for ρi

ρi “ Op1q, (2.3.82)

for 0 ď t ď t0.

Turning to vi, we first write down the evolution equation as

Bvi
Bt
“
`

n
ÿ

k“1
ζikwk `

ÿ

k,m

γikmwkwm ` κiu
˘

ρi ` wi
`

biiρi `
n
ÿ

m“1
ciimwmρi

˘

. (2.3.83)

By using the Kronecker δ, (2.3.83) can be more succintly written as

Bvi
Bt
“

n
ÿ

k“1
pζik ` δikbikqρiwk `

ÿ

k,m

pγikm ` δikcikmqwkwmρi ` κiρiu. (2.3.84)

For 0 ď t ď t0, appealing to the Gronwall type estimate (2.3.62), the distance condition
on the support, and the estimate on ρi in (2.3.82), we find that

Bvi
Bt
“ OpρiW 2

0 ` ρiGpd, T qUq “ OpW 2
0 ` Gpd, T qUq. (2.3.85)

By assumption, U ď δ so by choosing the support far enough, Gpd, T qU ď δW 2
0 , refining

the short time estimate to
dvi
dt
“ OpW 2

0 q. (2.3.86)

For t ě t0, we make the crucial observation that Bvi
Bt

does not include w2
i in the sum over

k,m as γiii`ciii “ 0. Moreover, since px, tq “ pXipz, tq, tq can only lie in one Ri for t ě t0,
we get the estimate on vi for t ě t0

Bvi
Bt
pz, tq “ OpEpd, T qρip|wi| ` V q ` ρi|wi|V ` ρiV 2

` ρiGpd, T qUq`

“ OppV ` Epd, T qq|vipz, tq| ` pV ` Epd, T qqV ρi ` ρiGpd, T qUq.
(2.3.87)
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Integrating with respect to time, we can bound vi by

|vipz, tq| ď |wipz, 0q| ` C
´

pV ` Epd, T qq
ż T

0
|vipz, sq|ds`

`
`

V pV ` Epd, T qq ` Gpd, T qU
˘

ż T

0
ρipz, sqds` t0W

2
0

¯

,

(2.3.88)

with the constant C uniform in z P rα0, β0s and 0 ď t ď T . Integrating in the spatial
variable z, we get after applying Fubini’s theorem

ż β0

α0

|vipz, tq|dz ď

ż β0

α0

|wipz, 0q|dz ` C
´

pV ` Epd, T qq
ż T

0

ż β0

α0

|vipz, sq|dzds`

`
`

V pV ` Epd, T qq ` Gpd, T qU
˘

ż T

0
pβipsq ´ αipsqqds` s

2
0W

2
0

¯

.

(2.3.89)
The trivial bound ||f ||L1pr0,T sq ď T ||f ||L8pr0,T sq produces our final estimate for J , namely

J “ Ops0W0 ` pV ` Epd, T qqTJ ` TV pV ` Epd, T qqS ` TGpd, T qUSq, (2.3.90)

as s0W0 small allows us to absorb s2
0W

2
0 into s0W0.

The estimate on J that we have looks slightly different from the estimate on J in
John’s argument, however, we’ve assumed that Epd, T q ď W0. In the final step, we will
start by assuming that s0V “ Opθq, and so Epd, T q will at least be a priori comparable
to V provided s0 “ Op1q. Note also the presence of the lower order term TGpd, T qUS.

The final estimate needed is for the estimate for V .

Proposition 9. Suppose that distprα0, β0s, 0q Á maxt1, T, | logpW0q|u holds. Then one
can estimate V by

V “ Ops0W
2
0 `pV `Epd, T qqpV T `pV `Epd, T qqTJ `TV pV `Epd, T qqSq`Gpd, T qTUq.

(2.3.91)
As in Lemma 2 and Proposition 8, we assume that d Á maxt1, T, | logpW0q|u so that

Epd, T q ď mint1, s0, c̃W0,W
2
0 u, (2.3.92)

and
Gpd, T q ď W 2

0 , (2.3.93)

hold.
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Proof. Let px, tq R Ri. Then there exists a z R rα0, β0s such that px, tq “ pXipz, tq, tq. As
z is outside the support of upx, 0q, we necessarily have wpz, 0q “ 0. Moreover, we can
assume that z is not too far from rα0, β0s in the sense that z P rα0 ´ λT, β0 ` λT s, as
outside this larger interval w is identically zero. Integrating wi along the characteristic
starting at z, we find

wipx, tq “

ż t

0

ÿ

k

ζikpXipz, τq, upXipz, τq, τqqwk `
ÿ

k,m

γikmpXipz, τq, upXipz, τq, τqqwkwm`

` κipXipz, τq, upXipz, τqqqupXipz, τq, τqdτ

(2.3.94)
As before, we split into two cases depending on how t compares to t0. If t ď t0, then we
have that the integrand of (2.3.94) is at most W 2

0 giving us the short time estimate

|wipz, tq| “ Opt0W 2
0 q. (2.3.95)

In the other case, we introduce sets ωk defined by

ωk “ t0 ď τ ď T : pXipz, τq, τq P Rku. (2.3.96)

By assumption ωi is empty. If τ ě t0, then τ is contained in at most one Rk. For that
specific k, |wk||wm| ď V |wk| otherwise |wk||wm| ď V 2. For reaction term κiu, one can do
little better than

ˇ

ˇ

ˇ

ż t

0
κipXipz, τq, upXipz, τq, τqqupXipz, τq, τqdτ

ˇ

ˇ

ˇ
ď Gpd, T qTU. (2.3.97)

For the linear terms, we use the distance on the support to bound them by

ˇ

ˇ

ˇ

ż t

0

n
ÿ

k“1
ζikwkdτ

ˇ

ˇ

ˇ
ď Epd, T q

ÿ

k

´

ż

ωk

|wk|dτ `

ż

r0,T szωk
|wk|dτ

¯

. (2.3.98)

Outside of ωk one has |wk| ď V , and so (2.3.98) is controlled by

ˇ

ˇ

ˇ

ż t

0

n
ÿ

k“1
ζikwkdτ

ˇ

ˇ

ˇ
ď Epd, T qV T ` Epd, T q

n
ÿ

k“1

ż

ωk

|wkpXipz, τq, τq|dτ. (2.3.99)

We may bound the quadratic terms of (2.3.94) in a similar manner by

ˇ

ˇ

ˇ

ÿ

k,m

γikmpXipz, τq, upXipz, τq, τqqwkwmdτ
ˇ

ˇ

ˇ
ď CpV 2T ` V

n
ÿ

k“1

ż

ωk

|wkpXipz, τq, τq|dτq.

(2.3.100)
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Thus, we have reduced the problem of estimating V to estimating
ż

ωk

|wkpXipz, τq, τq|dτ. (2.3.101)

We would like to exchange the integral with respect to the time variable τ for an integral
with respect to space, as our setup gives us pointwise control on wk outside Rk and
spatial integrals of wk in Rk. To exchange the time variable for a suitable space variable
in (2.3.101) fix k, and let τ P ωk. Then there exists some y “ ypτq so that

Xipz, τq “ Xkpypτq, τq. (2.3.102)

Differentiating (2.3.102) with respect to τ , we find that

λi “ λk ` ρk
dy

dτ
. (2.3.103)

As ρk ą 0 and λk ´ λi has a definite sign, ypτq is a strictly monotone function of τ and
is thus invertible. Changing variables in (2.3.101), we find that

ż

ωk

|wkpXipz, τq, τq|dτ “

ż

Ik

|wkpXkpy, τq, τq|ρkpy, τq

|λi ´ λk|
dy, (2.3.104)

for some subinterval Ik Ă rα0, β0s. By assumption, |λi ´ λk| is bounded from below, so
(2.3.104) can be bounded by

ż

ωk

|wkpXipz, τq, τq|dτ ď C

ż

Ik

|vkpy, τpyqq|dy. (2.3.105)

In the proof of the estimate (2.3.75), we obtained the pointwise bound (2.3.88) on vk,
valid for all py, τpyqq. Plugging this estimate into (2.3.105) produces

ż

ωk

|wkpXipz, τq, τq|dτ ď C

ż β0

α0

´

|wipy, 0q| `
´

pV ` Epd, T qq
ż T

0
|vipy, sq|ds`

` V pV ` Epd, T qq
ż T

0
ρipy, sqds` t0W

2
0

¯¯

dy “

“ Ops0W0 ` pV ` Epd, T qqTJ ` TV pV ` Epd, T qqSq.
(2.3.106)

We’ve also expanded Ik into rα0, β0s as well in (2.3.106). At this point, following the same
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procedure for the J estimate furnishes our final estimate on V

V “ W0OpV T ` s0W0 ` pV ` Epd, T qqTJ ` TV pV ` Epd, T qqSq
looooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooon

Linear contribution

`

` VOpV T ` s0W0 ` pV ` Epd, T qqTJ ` TV pV ` Epd, T qqSq
loooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooon

Quadratic contribution

`

` Gpd, T qTU
looooomooooon

Reaction term

`Ops0W
2
0 q

loooomoooon

Short time

“

“ Ops0W
2
0 ` pV ` Epd, T qqpV T ` pV ` Epd, T qqTJ`

` TV pV ` Epd, T qqSq ` Gpd, T qTUq.

(2.3.107)

Where we’ve used (2.3.40) to absorb s0W0V into the left hand side of (2.3.107).

Putting these results together, we have

Theorem 13. Suppose upx, tq is a C2 solution, remaining bounded by δ, to (2.3.9) with
initial data upx, 0q compactly supported in rα0, β0s with

distprα0, β0s, 0q Á maxt1, T, | logps0q|, | logpW0q|u, (2.3.108)

and satisfying
max
x

s2
0|uxxpx, 0q| “ θ ! 1, (2.3.109)

for s0 “ β0 ´ α0. Then the following estimates hold

V “ Ops0W
2
0 ` pV ` Epd, T qqpV T ` pV ` Epd, T qqTJ` (2.3.110a)

` TV pV ` Epd, T qqSq ` Gpd, T qTUq,

U “ Ops0V ` TV ` Jq, (2.3.110b)
S “ Ops0 ` TEpd, T q ` V TS ` JT q, (2.3.110c)
J “ Ops0W0 ` pV ` Epd, T qqTJ ` TV pV ` Epd, T qqS ` TGpd, T qUSq. (2.3.110d)

2.3.4 Final Steps

We are now in a position to finish John’s argument in showing blowup of some solution.
We begin by constructing a suitable initial condition.

Lemma 3. For a given index i and all θ small enough, there exists a nonzero function
f which is C2 with supx |f2pxq| ď θ, compactly supported on an interval of width 1, and
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such that there exists a y in the support of f so that

ηipy, fpyqqf
1
pyq “ sup

i
sup
x
|ηipx, fpxqqf

1
pxq|. (2.3.111)

Proof. Let φpxq be a scalar function which is smooth, not identically zero, and compactly
supported in r´1{2, 1{2s. For simplicity assume that ||φ2||8 “ 1. Let fpxq “ fi,θpxq “

θφpx´ x0qξ
i
8p0q, where ξi8puq is given by

ξi8puq “ lim
|x|Ñ8

ξipx, uq, (2.3.112)

and x0 P R to be determined. By a continuity argument

lim
|x0|Ñ8

ηipx0 ` t, uqξ
j
8puq “ δij, (2.3.113)

with uniform convergence on |t| ď 1
2 and |u| ď δ. If we let η8i puq be defined a manner

analogous to ξi8puq, then we note that

η8j pfpx0 ` tqqξ
i
8p0q “ δij `Opθq, (2.3.114)

for all |t| ď 1
2 . In particular, what we find is that

ηjpx0 ` t, fpx0 ` tqqξ
i
8p0q Ñ η8j pθφptqξ

i
8p0qqξ8i p0q “ δij `Opθq, (2.3.115)

as |x0| Ñ 8. In particular, this implies that

ηjpx, fpxqqf
1
pxq “ θφ1pxqδij `Opθ2

q, (2.3.116)

and so for θ ! 1, we have that there exists y in supppfq such that

|ηipy, fpyqqf
1
pyq| “ sup

i
sup
x
|ηipx, fpxqqf

1
pxq|, (2.3.117)

and by sending φ Ñ ´φ if needed, we can remove the absolute value bars on the left
hand side.

Adapting a result of Lax in [Lax73] as in [Bär22], one can show that for all small
smooth initial data, there is a unique classical solution to (2.3.9) on some time interval
with the prescribed initial data. Our solution upx, tq will then be the unique smooth so-
lution to (2.3.9) with the initial data constructed in Lemma 3.
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We let T increase from 0 so that the inequalities

TW0 ď max
i

4
γ8iiip0q

“ ϑ, (2.3.118a)

TV ď
?
θ, (2.3.118b)

J ď
?
θ, (2.3.118c)

V ď θ, (2.3.118d)
U ď

?
θ, (2.3.118e)

hold.

For γ8iiip0q the value of γiii with B “ 0, or equivalently,

γ8iiip0q “ lim
|x|Ñ8

γiiipx, 0q. (2.3.119)

Note that these inequalities are all valid at T “ 0 for θ small enough since there U “ Opθq,
T “ V “ 0, J “ OpW0q “ Opθq. For the fourth estimate in Theorem 13, we may improve
the estimate on J to

J “ OpW0 `
?
θJ ` pTEpd, T qqJ `

?
θpV ` Epd, T qqS ` TGpd, T qUSq. (2.3.120)

As we’ve chosen d „ θ´1 " | logpW0q| „ | logpθq|, we may assume that Epd, T q ď
mint1, cϑW0, s0u for some constant c ! 1 so small that the term OpEpd, T qT qJ can
be absorbed onto the left hand side, that is OpTEpd, T qq ď 1

2 . As θ is small, the
?
θJ on

the right hand side can be absorbed as well. This improves the J estimate to

J “ OpW0 `
?
θV S ` TGpd, T qUSq. (2.3.121)

To handle the reaction term, we note that Gpd, T q ď cW 2
0 for some universal constant

c ą 0 sufficiently small, hence TGpd, T qU À W0U . This furthers improves the J estimate
to

J “ OpW0 `
?
θV S `W0USq (2.3.122)

From this, we find that JT is of the order

JT “ Op1` θS ` USq. (2.3.123)

Using the bounds U ď
?
θ and (2.3.123) allows us to improve the S estimate to

S “ Op1` TEpd, T q ` V TS ` JT q “ Op1`
?
θS ` θSq “ Op1q. (2.3.124)
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Plugging (2.3.124) into (2.3.122) produces our final refinement of the J estimate

J “ OpW0 `
?
θV `W0Uq “ Opθ ` θ

3
2 q “ Opθq. (2.3.125)

Next, we use our refined estimates on S and JT in (2.3.124) and (2.3.123) respectively,
to refine the estimate on V .

V “ OpW 2
0`pV `Epd, T qqpV T`pV `Epd, T qq`TV pV `Epd, T qqq`Gpd, T qTUq. (2.3.126)

Applying the bound TV ď
?
θ and using OpTEpd, T qqq ď 1

2 as in the J estimate, we get
a further refinement of the V estimate

V “ OpW 2
0 `

?
θV ` pV ` Epd, T qq2 `

?
θpV ` Epd, T qq2 ` Gpd, T qTUq ` 1

2V. (2.3.127)

This then gives
V “ OpW 2

0 ` pV ` Epd, T qq2 ` Gpd, T qTUq. (2.3.128)

A priori, we have V,W0 “ Opθq and Epd, T q À W0, allowing us to absorb the Epd, T qV
and V 2 terms of (2.3.128) into the left hand side; hence we conclude

V “ OpW 2
0 ` Gpd, T qTUq “ OpW 2

0 `W0Uq. (2.3.129)

From (2.3.128), we may improve the estimate on TV to

TV “ OpTW 2
0 ` Gpd, T qT 2Uq “ OpTW 2

0 ` T
2W 2

0Uq. (2.3.130)

Using TW0 ď ϑ “ Op1q, we get the refinement

TV “ OpTW 2
0 ` T

2W 2
0Uq “ OpW0 ` Uq. (2.3.131)

The final estimate to improve is the U estimate. The improvement is obtained by using
(2.3.129), (2.3.131), and (2.3.122)

U “ Ops0V ` TV ` Jq “ OpW 2
0 `W0U `W0 ` cU ` Jq “ Opθq, (2.3.132)

by using the small constant in Gpd, T q ď cW 2
0 to move the U on the right hand side to

the left hand side of (2.3.132). To summarize, we’ve bounced the estimates in (2.3.118)
off of each other in order to get the better estimates

TV ď Cθ, (2.3.133a)

100



J ď Cθ, (2.3.133b)
V ď Cθ2, (2.3.133c)
U ď Cθ. (2.3.133d)

for some constant C depending only on the matrices A, B, the parameters δ and ε for θ
small enough under the assumptions that d is sufficiently large and s0 “ 1.

Suppose upx, tq remains C2 for all 0 ď t ď T for T “ ϑW´1
0 and that for some i there

exists a z P rx0 ´
1
2 , x0 `

1
2s such that

wipz, 0q “ W0. (2.3.134)

We consider the evolution of wipz, 0q along the characteristic Xipz, tq, that is we look at
the function wptq defined by

wptq “ wipXipz, tq, tq. (2.3.135)

Appealing to the characteristic equation for wptq, the estimate (2.3.62), and the assump-
tion |x0| Á | logpW0q| we find that

ˇ

ˇ

ˇ

dw

dt

ˇ

ˇ

ˇ
ď CpEpd, T qW0 `W

2
0 q ď CW 2

0 , (2.3.136)

for all 0 ď t ď t0. Note that the reaction term κiu has been absorbed into the W 2
0 by

using UGpd, T q ď W 2
0 . Integrating with respect to time leads to the estimate

|wptq ´W0| “ |wptq ´ wp0q| “ Opt0W 2
0 q “ OpW 2

0 q “ OpθW0q, (2.3.137)

where we’ve used t0 “ Ops0q “ Op1q and W0 “ Opθq. In particular, provided that θ is
small enough, wptq will satisfy

wptq ą
3
4W0 for 0 ď t ď t0. (2.3.138)

For each 0 ď t ď T and all x, we have by a mean value theorem type estimate that

|γiiipx, upx, tqq ´ γiiipx, 0q| “ OpUq “ Opθq. (2.3.139)

In addition, since the perturbation Bpx, uq decays exponentially in x, we see that by the
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fundamental theorem of calculus

γiiipx, 0q “ γ8iiip0q `
ż x

´8

Bγiiipy, 0q
By

dy “ γ8iiip0q ` Epd, T q. (2.3.140)

Here, we’ve implicitly assumed that rα0, β0s Ă p´8, 0q for the sake of definiteness, but
an entirely analogous calculation works in the other case and will thus be omitted. In
either case, we have that

|γiiipx, upx, tqq ´ γ
8
iiip0q| “ OpU ` Epd, T qq “ Opθq. (2.3.141)

This implies that, for θ small enough and all x in the support of u that

γiiipx, upx, tqq ą
1
2γ

8
iiip0q. (2.3.142)

For k “ i and t ą t0 we have that |wkpXipz, tq, tq| ď V . Using this information and
(2.3.141) in the characteristic equation for w, we have

dw

dt
ą

1
2γ

8
iiip0qw2

´ Epd, T q|w| ´ nEpd, T qV ´ ΓpV |w| ` V 2
q ´Kpd, T qU, (2.3.143)

for Γ and Kpd, T q as in (2.3.59). At t “ t0, we can use Epd, T q ! W0 À wpt0q, Kpd, T q À
W 2

0 , and V “ OpθW0q to conclude that for θ small enough, dw
dt
pt0q ą 0. Hence wptq is

increasing which implies that V “ Opθ|w|q persists for larger times. For θ small enough,
we then have for t ą t0

dw

dt
ą

3
8γ

8
iiip0qw2. (2.3.144)

However, the solution to this Riccati equations blows up at some time t satisfying

t ď t0 `
8

3γ8iiip0qwpt0q
ď t0 `

2
3T ă T. (2.3.145)

This final conclusion comes from the observation that

t0 “ Op θ
W0
q “ OpθT q ă 1

3T, (2.3.146)

for θ sufficiently small. As |wipx, tq| “ |ηipx, upx, tqqwpx, tq| ď |wpx, tq| by Cauchy-
Schwarz, we see that the L8 norm of w blows up in finite time. This concludes the
adaptation of John’s argument incorporating the effects of exponentially small pertur-
bations. We make some final concluding remarks. The first is that exponential decay in
the perturbation is not essential here, so long as the perturbation Bpx, uq is smooth suf-
ficiently far away from x “ 0 and is L1 with L1 derivative, then the argument can be
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adapted at the price of losing the ability to estimate how far the support of upx, 0q needs
to be from zero. Another remark is that there only needs to be one genuinely nonlinear
field in this argument provided that the initial data is largest in the genuinely nonlinear
direction, in the sense that the value W0 is achieved by some wi for which the corre-
sponding coefficient γiii “ 0. This is because we only showed that one specific wi blows
up in finite time, we have little control over what the other wk are doing. Hörmander in
[Hör87] does a more refined analysis of ODE of the form

dw

dt
“ a0ptqw

2
` a1ptqw ` a2ptq, (2.3.147)

to show that the blowup time is asymptotically determined by the corresponding blowup
time for the Riccati equation

dw

dt
“ γ8iiip0qw2. (2.3.148)

As our characteristic equation is of the same form as the ODE [Hör87] studies, one can
adapt the methods to show the same result here by showing the same bounds as in
[Hör87] hold for the characteristic equation obtained here. An alternative argument is
to note that V “ OpθW0q, Epd, T q “ OpW0q, Gpd, T q “ OpW 2

0 q, and U “ Opθq can be
combined to show that

pγiiipx, upx, tqq ´Opθqqw2
ď
dw

dt
ď pγiiipx, upx, tqq `Opθqqw2, (2.3.149)

for t ě t0. The final step is to note that γiiipx, upx, tqq Ñ γ8iiip0q locally uniformly as θ Ñ 0
by U “ Opθq and the distance condition on the support of u.

The final remark we make here is that John’s argument shows that a large class of
initial data leads to blow up in the solution, our adaption does not lead to as general a
result. It would be interesting to see if generic small data supported far from x “ 0 leads
to blow up in this perturbed setup.

2.3.5 Application to the ZND model

Recall the ZND model
vt ´ ux “ 0,

ut ` ppv, Eqx “ 0,
Et ` ppuqx “ qkφpT qz,

zt “ ´kφpT qz,

(2.3.150)
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where φpT q is 1 for T ě Ti and 0 for T ă Ti. Consider a shock solution U “ pv, u, E, zq
with shock speed σ “ 0 and such that the temperature T pUpxqq satisfies

inf
xă0

T pUpxqq ą Ti. (2.3.151)

Although the ZND model is not of the form (2.3.3), we will still be able to show blowup
using the prior method for suitable perturbations of the shock U . Making a Galilean
change of coordinates into the frame where the shock U is stationary, we find that U “
pv, u, E, zq satisfies

vt ´ σvx ´ ux “ 0,
ut ´ σux ` px “ 0,

Et ´ σEx ` ppuqx “ qkφpT qz,

zt ´ σzx “ ´kφpT qz.

(2.3.152)

Now consider a solution of the ZND model of the form U “ U ` Û , where the support
of Ûpx, 0q “ rα0, β0s is a compact subset of p´8, 0q with |β0| satisfying the distance
conditions in Theorem 13. Write Û “ pv̂, û, Ê, ẑq and further assume that ẑpx, 0q is
identically 0. We will show that this assumption allows us to eliminate z from the ZND
model, reducing the system to gas dynamics. The importance of this reduction is that
gas dynamics is a system of the form (2.3.3). If the solution Û remains sufficiently small
in L8 so that the temperature remains above Ti for all time, then ẑ will satisfy

ẑt ´ σẑx “ ´kẑ, (2.3.153)

as the distance condition on rα0, β0s ensures that supppÛpx, tqq Ă p´8, 0q for all t up to
T˚. Solving (2.3.153) with the initial data ẑpx, 0q “ 0 shows that ẑpx, tq “ 0 for all time.
Looking at the S equation in the ZND model, and writing E “ E ` Ê and subtracting
off the equation for E we find

Êt ´ σÊx ` ppu´ puqx “ 0. (2.3.154)

We have eliminated z from the ZNDmodel for perturbations Û of the form Û “ pv̂, û, Ê, 0q,
leaving us with a system of conservation laws known to have at least one genuinely non-
linear field.

Remark 5. Generic shocks in the ZND model do not exponentially converge to zero as
x Ñ ´8 in every component, but that is easily remedied by writing U “ Up´8q ` Ũ ,
adjusting the pressure function p appropriately, with Ũ and all of its derivatives decaying
exponentially as xÑ ´8.
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There are shock solutions in the sonic case, called Chapman-Jouget waves, of the
ZND model which do not decay exponentially in x; but instead exhibit power law decay
with U ´ Up´8q decaying like x´1.

We also note that this argument works equally for the Majda model, showing the
necessity of the weight in the stability result Theorem 11.

2.3.6 Proof of the corollary

Corollary 2. For every C ą 0, θ ą 0, δ ą 0, s ą 3
2 and ε ą 0 there exists φ smooth and

compactly supported away from the shock such that }φ}L2 ď δ and the solution obtained
is given with a perturbation Φ from the initial wave it gives raise to is defined on some
time interval r0, T s and it satisfies }Uptq}L2 ď

Cε

θ
on r0, T s, and }UpT q}Hs ą ε.

In particular, there can not be any damping estimates of the form: there exists C, θ, δ, ε
all positive and s ą

3
2 such that, for every solution Φ that can be written as Φpt, ¨q “

Up¨ ´ ψptqq ` vpt, ¨q with }vptq}Hs ď ε on r0, T0s then, on r0, T0s

}vptq}Hs ď Ce´θt}vp0q}Hs `

ż t

0
Ce´θpt´sq}vpsq}L2ds.

Furthermore, there is no orbital stability in HspR˚q.

Proof. We constructed before positive constants C 1 ą 0, δ and µ ą 0 and a sequence of
smooth compactly supported away from the shock initial perturbation pvnqn such that

for every s ą 3
2 }vn}H

spR˚q “ O
ˆ

1
n` 1

˙

and the same is true for the L8 norm of vn and

pvnqx, with a support which Lebesgue measure is at most 1 and the associated solutions
(the sequence pUnqn) to the original equation, with initial data the profile of the wave per-
turbed by vn can be written as Unpt, ¨´σtq “ Up¨q`wnpt, ¨q, wn being inHspR˚q satisfying,
on the interval of existence }wn}L8 ď C 1}vn}L8 , supppwnptqq Ă supppvnq ` r´C 1t, C 1ts
and }pwnqxptq}L8 ě

δ

nµ´ t
.

Thus, given ε ą 0, for some tn ď nµ, we have }wnptnq}Hs ą ε as a lower bound, and,
also, the L2 norm of wnptq (for 0 ď t ď tn) is bounded by above by }wnptq}L8λ1psupppwnptqqq,

and thus }wnptq}L2 ď
C
?
Cp
?
tn `

a

λ1psupppvnqqq
n` 1 , thus, up to some multiplicative con-

stant that does not depend on n, it is of size at most
?
n` 1´1.
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Hence, given C ą 0 and θ ą 0, for n big enough, we have, }vn}Hs ď
ε

2 , and, for tn as

before, that on r0, tns, Un remains a Lax solution, and }wn}L2 ď
εθ

2C and }wnptnq}Hs ą ε

thus making the damping estimate described before impossible with these constants C,
ε and θ. Any damping estimate of this form is, thus, impossible.

Furthermore, pvnqn goes to 0 in Hs (for every fixed s) as n goes to `8, but pUnqn is
not even globally defined. Thus, it precludes orbital stability results in Hs.

2.3.7 The case of weighted norms

In the following, we prove an instability result for weighted norms as used in the
Majda model.

Lemma 4. We consider the framework considered before of

ut ` pApuq `Bpx, uqqux `Gpx, uqu “ 0

satisfying the same assumptions, and the added constraint that, furthermore, Λnp0q ă 0.
Let α ą 0. There exists ε0 ą 0 such that, for every ε P p0, ε0q, for all δ ą 0 there exists
some initial data u0 P C

8
c pRq such that }u0}Hs

α
ď δ and the solution u has its H2

α norm
that gets bigger than ε on the interval of existence of the solution.

Proof. Under the assumptions of the lemma, with α ą 0 and s ą 3
2 , let ξn be a right eigen-

vector of Ap0q associated with the eigenvalue Λnp0q. We also recall that }Bpx, uqux}L2
α
À

}u}L8}ux}L2
α
and }Gpx, uqu}L2

α
À psupxďx0 }ux}q}u}L2

α
if supppuq Ă p´8, x0s. We define

for a given solution u, Npuq : pt, xq ÞÑ ´Gpx, uqu´Bpx, uqux. With φ a smooth function
with support in r´1, 0s that is not the zero function, we have that vp : x ÞÑ cpe

´αpφp¨`pqξn

goes to 0 in H2
α with cp a sequence of positive numbers going to 0 that will be specified

later, and, furthermore, it induces a solution up defined on r0, T q such that wp :“ ηn ¨ up

satisfies pwpqt ` λnpwpqx “ ηn ¨ pAp0q ´ Apuq ´Bpx, uqqpupqx ´ ηn ¨Gpx, upqup.

Assume, by contradiction, that for all ε, there exists pε P N such that, for every p ě pε

up stays in the ball of radius ε and center 0 in H1 for every t ě 0 (and, thus, that the
solution is defined on R`). In particular, given T ě 0, we thus have

wppt, xq “ wppt, x´ λnpt´ T qq `

ż t

T

ηn ¨Npupqps, x´ λnpt´ sqqds

for every t ě T .
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Let
τ : p´8, 0s Ñ R`,

such that for x ď 0 we have τpxq “ infyďx }ux} (with the norm being the usual sup norm
on Rn).

We want to ensure that the Duhamel term stays smaller than e
αT cp}φ}L2

α

2 with T such

that e
αT cp}φ}L2

α

2 ą ε. We will use that supppwppt, ¨qq Ă p´8, 1´ p` µ1ts.

Thus, as Tp “ 2
lnpεq ´ lnpcpq ` lnp2q ´ ln

`

}φ}L2
α

˘

α
is big enough for our needs, we

only need to choose a sequence pcpqp that converges slowly enough to 0 to ensure that
τp´p ` 1 ` µ1Tpq goes to 0 fast enough in comparison. Assuming that cp “ opp´1q, we
have that Tp “ oppq, and thus τp´p`1`µ1Tpq ď τp´0.5pq for large p. As a consequence,
we obtain the bounds

|ηn ¨ ppApupq ´ Ap0qqpupqxq| À |up||pupqx|

|ηn ¨ pBpx, upqpupqxq| À τp´0.5pq|pupqx|

|ηn ¨ pGpx, upqupq| À τp´0.5pq|up|

Thus, as long as τp´0.5pq “ opcpq, for example cp “ maxpp´1, τp´0.5pqq2, we obtain that

there is a contradiction for p big enough, as }uppTp, ¨q}L8 À εe
´
αp

2 .

|wppTp, xq| ě φpx´ λnTp ` pqcpe
´αp

´

ż Tp

0
|Npt, x´ λnpTp ´ tqq|dt

Hence

}wppTp, ¨q}L2
α
ě }φ}L2

α
epp´λnTpqαe´pα ´

ż Tp

0
}Npt, x´ pTp ´ tqλnq}L2

α
dt

And so
}wppTp, ¨q}L2

α
ě
}φ}L2

α

2 e´λnTpα

for p big enough.

We now need to check that the lemma applies to ZND. We will first study the eigen-
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values of ApV q for a given V , for the reduced problem obtained in subsection 3.5.
¨

˚

˝

0 ´1 0
pv pu pE

upv upu ` p upE

˛

‹

‚

which, as its kernel is nontrivial and under the assumption that v ą 0, u ą 0, E ą 0,
ppvpv, u, Eq, pEpv, u, Eqq ‰ p0, 0q and ppv, u, Eq ą 0 we have that the matrix is diagonal-
izable with real eigenvalues if ppu ` upEq

2 ` 4pppE ´ pvq ě 0. As σ is positive, we have
σ ą 0 ě Λ3pV q, which allows us to apply the previous lemma to this problem, and we
will do it under the assumption that the solution studied is close to a shock as described
before and that we assume to be admissible, in the sense that it satisfies the assumptions
of Theorem 10.
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Chapter 3

UNIFORM STABILITY OF SHOCKS

3.1 Introduction

In the present contribution, we prove for the very first time an asymptotic stability
result, uniform with respect to the viscosity parameter, for a viscous regularization of a
discontinuous traveling-wave of an hyperbolic equation.

3.1.1 The original hyperbolic result

The purely inviscid result [DR20], that we extend to the slightly viscous regimes, is
itself quite recent. More generally, despite the fact that hyperbolic models are largely
used for practical purposes and that for such models singularities such as shocks and
characteristic points are ubiquitous, the analysis of nonlinear asymptotic stability of sin-
gular traveling-waves of hyperbolic systems is still in its infancy. The state of the art is
essentially reduced to a full classification of waves of scalar equations in any dimension
[DR20, DR22] (obtained using some significant insights about characteristic points from
[JNR`19]) and the case study of a discontinuous wave without characteristic point for a
system of two equations in dimension 1 [JYZ21, YZ20].

Let us stress that, in the foregoing, stability is understood in the sense of Lyapunov,
that is, globally in time, and for a topology encoding piecewise smoothness. This is
consistent with the fact that concerning stability in the sense of Hadamard, that is,
short-time well-posedness, for piecewise-smooth topologies, a quite comprehensive (but
not complete) theory is already available even for multidimensional systems; see [Maj83a,
Maj83b, Met, BGS]. At this level of regularity, being a weak solution is characterized by a
free-interface initial boundary value problem, composed of equations taken in the classical
sense in zones of smoothness, and the Rankine-Hugoniot transmission conditions along
the free interfaces of discontinuity.

As is well-known, for hyperbolic equations, weak solutions are not unique and one
needs to make an extra choice. The one we are interested in is the most classical one when
the extra condition is to be obtained as a vanishing viscosity limit. For scalar equations, in
any dimension, since the pioneering work of Kružkov [Kru70] (see also [Bre00, Chapters 4
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and 6]), this is known to be sufficient to ensure uniqueness and to be characterized by the
so-called entropy conditions, which at our level of smoothness are reduced to inequalities
at the free interfaces of discontinuity. For systems, even in dimension 1, despite decisive
breakthroughs achieved in [BB05], such questions are still the object of intensive research;
see for instance [KV21b]. The present contribution lies at the crossroad of these questions
related to the basic definitions of the notion of solution for hyperbolic equations and the
ongoing development of a robust general theory for the stability of traveling waves, for
which we refer the reader to [Sat73, Hen81, Zum01, San02, KP13, JNRZ14]. From the
former point of view, the present contribution may be thought as a global-in-time scalar
version of [GX92, GR01, Rou02]. From the latter point of view, though of a very different
technical nature, by many respects, it shares similar goals with other vanishing viscosity
stability programs — see for instance [BGM17, HR18] — and the present contribution is
thought as being to [DR20] what [BMV16] is to [BM15].

We focus on the most basic shock stability result of [DR20]. Consider a scalar balance
law in dimension 1,

Btu` Bxpfpuqq “ gpuq (3.1.1)

with traveling wave solutions R ˆR Ñ R, pt, xq ÞÑ upx ´ pψ0 ` σ0tqq with initial shock
position ψ0 P R, speed σ0 P R and wave profile u of Riemann shock type, that is,

upxq “

$

&

%

u´8 if x ă 0

u`8 if x ą 0

where pu´8, u`8q P R2, u`8 ‰ u´8. The fact that this does define a weak solution is
equivalent to

gpu`8q “ 0 , gpu´8q “ 0 , fpu`8q ´ fpu´8q “ σ0pu`8 ´ u´8q , (3.1.2)

whereas a strict version of entropy conditions may be enforced in Oleinik’s form
$

’

’

’

’

&

’

’

’

’

%

σ0 ą f 1pu`8q ,

fpτ u´8`p1´τqu`8q´fpu´8q
τ u´8`p1´τqu`8´u´8

ą
fpτ u´8`p1´τqu`8q´fpu`8q

τ u´8`p1´τqu`8´u`8
for any τ P p0, 1q ,

f 1pu´8q ą σ0 .

(3.1.3)

Requiring a strict version of entropy conditions ensures that they still hold for nearby
functions and in particular they disappear at the linearized level. In the foregoing, and
throughout the text, for the sake of simplicity, we assume that f, g P C8pRq though each
result only requires a small amount of regularity.
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The following statement is one of the alternative versions of [DR20, Theorem 2.2]
described in [DR20, Remark 2.3].

Theorem 14 ([DR20]). Let pσ0, u´8, u`8q P R3 define a strictly-entropic Riemann shock
of (3.1.1) in the above sense. Assume that it is spectrally stable in the sense that

g1pu`8q ă 0 and g1pu´8q ă 0 .

There exist δ ą 0 and C ą 0 such that for any ψ0 P R and v0 P BUC
1pR˚q satisfying

}v0}W 1,8pR˚q ď δ ,

there exists ψ P C2pR`q with initial data ψp0q “ ψ0 such that the entropy solution
to (3.1.1), u, generated by the initial data up0, ¨q “ pu`v0qp¨`ψ0q, belongs to BUC1pR`ˆ

Rzt pt, ψptqq ; t ě 0 uq and satisfies for any t ě 0

}upt, ¨ ´ ψptqq ´ u}W 1,8pR˚q ` |ψ
1
ptq ´ σ0| ď }v0}W 1,8pR˚qC emaxptg1pu`8q,g1pu´8quq t ,

and moreover there exists ψ8 such that

|ψ8 ´ ψ0| ď }v0}L8pR˚qC ,

and for any t ě 0

|ψptq ´ ψ8 ´ t σ0| ď }v0}L8pR˚qC emaxptg1pu`8q,g1pu´8quq t .

In the foregoing, we have used notation BUCkpΩq to denote the set of Ck functions
over Ω whose derivatives up to order k are bounded, and uniformly continuous on every
connected component of Ω. In other words, BUCkpΩq is the closure of W8,8pΩq for the
W k,8pΩq topology. Working with BUCk instead of W k,8 allows to use approximation
by smooth functions, an argument ubiquitous in local well-posedness theories, without
imposing vanishing at 8.

Note that expressed in classical stability terminology the previous theorem provides
asymptotic orbital stability with asymptotic phase. We stress however that the role of
phase shifts is here deeper than in the classical stability analysis of smooth waves since
it is not only required to provide decay of suitable norms in large-time but also to ensure
that these norms are finite locally in time. In particular here there is no freedom, even
in finite time, in the definition of phase shifts that need to synchronize discontinuities to
allow for comparisons in piecewise smooth topologies.

It is also instructive to consider the corresponding spectral problem. In a moving
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frame, linearizing from upt, xq “ upx´pψ0`σ0tq´ψptqq`vpt, x´pψ0`σ0tq´ψptqq gives
a linear IBVP in pv, ψq

pBt ` pf
1
pu`8q ´ σ0qBx ´ g

1
pu`8qq vpt, ¨q “ 0 on R˚` ,

pBt ` pf
1
pu´8q ´ σ0qBx ´ g

1
pu´8qq vpt, ¨q “ 0 on R˚´ ,

ψ1ptq ´

ˆ

f 1pu`8q ´ σ0

u`8 ´ u´8
vpt, 0`q ´ f 1pu´8q ´ σ0

u`8 ´ u´8
vpt, 0´q

˙

“ 0 .

The corresponding spectrum on BUC1pR˚q ˆR is

t λ ; <pλq ď maxptg1pu´8q; g1pu`8quq u Y t0u

and when maxptg1pu´8q; g1pu`8quq ă 0, 0 has multiplicity 1 (in the sense provided by
resolvent singularities) with eigenvector p0, 1q. This shows that Theorem 14 sharply re-
produces linear behavior.

3.1.2 The vanishing viscosity problem

Since even the local-in-time notion of solution involves vanishing viscosity approxima-
tions, it is natural to wonder whether Theorem 14 may have a small-viscosity extension
or whether the local-in-time vanishing viscosity limits may be globalized in time about
the stable Riemann shocks of Theorem 14. We answer such a question for the following
parabolic approximation

Btu` Bxpfpuqq “ ε B2
xu` gpuq . (3.1.4)

Note that solutions to (3.1.4) are smooth (not uniformly in ε) so that techniques based
on free-interfaces IBVP formulations for (3.1.1) cannot easily be extended to the study
of (3.1.4). In the reverse direction, to gain a better control on smoothness of solutions to
(3.1.4), it is expedient to introduce fast variables

upt, xq “ ru

ˆ

t

ε
,
x

ε

˙

looomooon

prt,rxq

that turn (3.1.4) into
B
rtru` Brxpfpruqq “ B

2
rxru` ε gpruq . (3.1.5)

We stress however that this is indeed in original variables pt, xq that we aim at proving
a uniform result. In particular, a large part of the analysis is focused on distinctions
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between norms that get large and norms that get small when going from slow to fast
variables. For a closely related discussion we refer the reader to [KV21a, KV21b].

In order to carry out the extension, the first step is to elucidate the existence of
traveling waves to (3.1.4) near u. A preliminary observation in this direction is that the
formal ε Ñ 0 limit of (3.1.5) does possess a smooth traveling-wave solution prt, rxq ÞÑ
U0prx´ σ0 rtq of speed σ0 and profile U0 such that

lim
´8

U0 “ u´8 , lim
`8

U0 “ u`8 ,

simply obtained by solving

U0p0q “
u´8 ` u`8

2 , U 10 “ fpU0q ´ fpu`8q ´ σ0 pU0 ´ u`8q .

We recall that σ0 is tuned to ensure fpu´8q ´ fpu`8q ´ σ0 pu´8´ u`8q “ 0 and observe
that the Oleinik’s entropy conditions imply that U0 is strictly monotonous. This ε “ 0
viscous profile is often called viscous shock layer and plays the role of a short-time free-
interface boundary layer. This simple limiting fast profile may be perturbed to yield
profiles for (3.1.5) hence for (3.1.4). To state such a perturbation result with optimal
spatial decay rates, we introduce, for ε ě 0,

θrε :“ 1
2 |f

1
pu`8q ´ σε| `

1
2
a

pf 1pu`8q ´ σεq2 ` 4 ε |g1pu`8q| ,

θ`ε :“ 1
2 pf

1
pu´8q ´ σεq `

1
2
a

pf 1pu´8q ´ σεq2 ` 4 ε |g1pu´8q| .

Proposition 10. Under the assumptions of Theorem 14, for any 0 ă α` ă θ`0, 0 ă αr ă

θr0 and k0 P N˚, there exist ε0 ą 0 and C0 ą 0 such that there exist a unique pσε, U εq,
with U ε P C2pRq,

U εp0q “
u´8 ` u`8

2 , pfpU εq ´ σε U εq
1
“ U2ε ` ε gpU εq ,

and

|σε ´ σ0| ` } eα`| ¨ |pU ε ´ U0q}W 1,8pR´q ` } eαr ¨ pU ε ´ U0q}W 1,8pR`q ď C0 ε ,

and, moreover, there also holds

} eθ`ε| ¨ |pU ε ´ u´8q ´ eθ`0| ¨ |pU0 ´ u´8q}L8pR´q ď C0 ε ,

} eθrε ¨ pU ε ´ u`8q ´ eθr0 ¨ pU0 ´ u`8q}L8pR`q ď C0 ε ,

} eθ`ε| ¨ | U pkqε ´ eθ`0| ¨ | U pkq0 }L8pR´q ď C0 ε , 1 ď k ď k0 ,
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} eθrε ¨ U pkqε ´ eθr0 ¨ U pkq0 }L8pR`q ď C0 ε , 1 ď k ď k0 .

Note that a traveling-wave pt, xq ÞÑ uεpx ´ pψ0 ` σεtqq with ψ0 P R arbitrary, is
obtained from U ε through

uεpxq :“ U ε

´x

ε

¯

and that, uniformly in ε,

|uεpxq ´ upxq| À e´θ`ε
|x|
ε , x ă 0 ,

|uεpxq ´ upxq| À e´θrε xε , x ą 0 ,

|upkqε pxq| À
1
εk

e´θ`ε
|x|
ε , x ă 0 , k ě 1 ,

|upkqε pxq| À
1
εk

e´θrε xε , x ą 0 , k ě 1 .

We prove Proposition 10 in Appendix 3.6. The existence and uniqueness part with
suboptimal spatial rates follows from a rather standard Lyapunov-Schmidt argument.
We stress however that it is crucial for our linear and nonlinear stability analyses to
gain control on U 1ε with sharp spatial decay rates. We obtain the claimed upgrade from
suboptimal to optimal rates essentially as a corollary to the refined spectral analysis
needed to carry out the nonlinear study. We point out that, despite the fact that the
literature on the subject is quite extensive — see for instance [Här00, Här03, CM07,
Cro10, Gil10] and references therein —, we have not found there an existence result
with the level of generality needed here, that is, including non-convex fluxes and yielding
optimal spatial decay rates.

With the existence of ε-versions of traveling waves in hands, the next natural question
is whether these are spectrally stable. It is settled by standard arguments, as expounded
in [KP13], combining direct computations of the essential spectrum with Sturm-Liouville
theory. The latter uses crucially that U 1ε is monotonous, a consequence of the Oleinik’s
entropy conditions. The upshot is that, in slow original variables, the spectrum of the
linearization about uε in a co-moving frame, acting on BUC1pRq, is stable and exhibits
a spectral gap between the simple eigenvalue 0 and the rest of the spectrum of size
minpt|g1pu`8q|, |g1pu´8q|uq `Opεq. Note that in fast variables the spectral gap is of size
εˆminpt|g1pu`8q|, |g1pu´8q|uq `Opε2q Details of the latter are given in Section 3.2.

The real challenge is uniform nonlinear asymptotic stability. Indeed, if one removes
the uniformity requirement, nonlinear stability follows from spectral stability by now well-
known classical arguments as expounded in [Sat73, Hen81, San02, KP13], and initially
developed in, among others, [Sat, Sat77, Hen81, Kap94, WX05, Xin05]. Since the limit
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is singular, it is worth spelling out what we mean by uniform stability. There are two
closely related parts in the requirement. Explicitly, on initial data,

1. the most obvious one is that the restriction on the sizes of allowed initial pertur-
bations (encoded by the smallness of δ in Theorem 14) should be uniform with
respect to ε, so that the lower bound on the size of the basin of attraction provided
by the analysis is nontrivial in the limit εÑ 0;

2. the second one is more intricate 1, it states that the ε-dependent norms, say } ¨ }pεq,
used to measure this smallness (in slow original variables) should be controlled by
an ε-independent norm for functions supported away from the shock, so that in
particular for any v P C8c pRq supported in R˚, lim supεÑ0 }v}pεq ă `8.

On the control of solutions arising from perturbations, we impose similar constraints but
with upper bounds replacing lower bounds in the requirements. Constraints on the control
of solutions ensure that the bounds provide a nontrivial control whereas constraints on
the control of initial data ensure that nontrivial perturbations are allowed.

It may be intuitive that the stringer the norm is the larger the size of the basin of
attraction is since a qualitatively better control is offered by the topology. In the present
case, the discussion is on the amount of localization encoded by the norm since, though
this is somewhat hidden, time decay is controlled by initial spatial localization (as opposed
to cases where regularity drives decay as for instance in [BM15, BMV16, BGM17]). To
offer a quantitative insight, let us use as in [HR18] a simple ODE as a toy model to
predict the size constraints. Consider the stability of y ” 0 for y1 “ ´τ y ` ρ y2 where
τ ą 0 encodes the size of the spectral gap and ρ ą 0 measures the size of nonlinear
forcing. For such an equation, a ball of radius r0 and center 0 is uniformly attracted to
0 provided that r0 ă τ{ρ. Now, if one considers (3.1.4) directly in BUC1pRq (or any
reasonable unweighted topology) and forgets about issues related to phase definitions
and possible regularity losses, the spectral gap offered by a linearization about uε is of
order 1 whereas the forcing by nonlinear terms is of order ε´1 (since this is the size of
u1ε) hence the rough prediction of a basin of size Opεq. Yet, working with weights such
as e´θ ε´α |x|, for some sufficiently small θ ą 0 and some 0 ă α ď 1, moves the spectrum
to increase the size of the gap to the order ε´α yielding the expectation of an Opε1´αq

basin. Note that the choice α “ 1 would provide a uniform size and is consistent with
the size of viscous shock layers but it would force initial perturbations to be located in
an Opεq spatial neighborhood of the shock location.

The foregoing simple discussion predicts quite accurately 2 what could be obtained
by applying the most classical parabolic strategy to the problem at hand. The failure of

1. But our result satisfies a much simpler and stronger version of the requirement.
2. Actually it is even a bit optimistic for the unweighted and α ă 1 cases.
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the classical strategy may also be read on the deeply related, but not equivalent, fact
that it uses the phase only to pull out the contribution of nonlinear terms through the
spectrally non-decaying 0-mode. This is inconsistent with the stronger role of the phase
for the hyperbolic problem, all the spectrum contributing to the phase in the latter case.
A completely different approach is needed.

Additional strong signs of the very challenging nature of the uniform stability problem
may also be gathered from the examination of the viscous layer stability problem, that is,
the stability of prt, rxq ÞÑ U0prx´ σ0 rtq as a solution to (3.1.5) with ε “ 0. The problem has
been extensively studied, see for instance [Liu85, Goo86, Goo89, JGK93, KK98, How99a,
How99b] for a few key contributions and [Zum01] for a thorough account. The spectrum
of the linearization includes essential spectrum touching the imaginary axis at 0, which
is still an eigenvalue, so that the decay is not exponential but algebraic and requires a
trade-off, localization against decay, as for the heat equation. This is a consequence of a
conservative nature of the equation, but the conservative structure may also be used to
tame some of the apparent difficulties. To give one concrete example: one may remove the
embedded eigenvalue 0 from the essential spectrum by using the classical antiderivative
trick, dating back at least to [MN85], either directly at the nonlinear level under the
restriction of zero-mean perturbations (as in [Goo89] or in [MN85] for a system case) or
only to facilitate the linear analysis as in [How99a, How99b]. In fast variables, turning
on ε ą 0 moves the essential to the left, creating an Opεq spectral gap but breaks the
conservative structure thus rendering almost impossible, and at least quite inconvenient,
the use of classical conservative tools. Our stability analysis requires a description as
detailed as the one of [How99a, How99b] and, without the antiderivative trick at hand,
this involves the full machinery of [ZH98, ZH02]. Roughly speaking, one of the main
outcomes of our detailed spectral analysis, expressed in fast variables, is that the ε-
proximity of essential spectrum and 0-eigenvalue induces that the essential spectrum has
an impact of size 1{ε on the linear time-evolution, but that at leading-order the algebraic
structure of the essential-spectrum contribution is such that it may be absorbed in a
suitably designed phase modulation. Note that this is consistent with the fact that, in
fast variables, variations in shock positions are expected to be of size 1{ε and with the
fact that, in slow variables, the phase is involved in the resolution of all the hyperbolic
spectral problems, not only the 0-mode.

To summarize and extend the discussion so far, we may hope

1. to overcome the discrepancy between the Rankine-Hugoniot prescription of the
phase and the pure 0-mode modulation, and to phase out the hidden singularity
caused by the proximity of essential spectrum and 0 eigenvalue, by carefully iden-
tifying the most singular contribution of the essential spectrum as phase variations
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and including this in a carefully designed phase;

2. to guarantee uniform nonlinear decay estimates provided that we can ensure that,
in sow variables, nonlinear terms of size 1{ε also come with a spectral-gap enhanc-
ing factor e´θ |x|{ε (for some θ ą 0).

The latter expectation is motivated by the fact that it is indeed the case for terms forced
by u1ε but we need to prove that it is so also for stiff terms caused by the derivatives
of the perturbation itself. Concerning the latter, we stress that even if one starts with
a very gentle perturbation supported away from the shock the nonlinear coupling in-
stantaneously creates stiff parts of shock-layer type in the perturbation thus making it
effectively multi-scale.

There remains a somewhat hidden issue, that we have not discussed so far. Along
the foregoing discussion, we have done as if we could use Duhamel principle based on
a straight-forward linearization, as in classical semilinear parabolic problems. Yet, here,
closing nonlinear estimates in regularity by using parabolic regularization either explicitly
through gains of derivatives or indirectly through Lq Ñ Lp, q ă p, mapping properties,
effectively induces losses in power of ε in an already ε-critical problem thus is completely
forbidden. Instead, we estimate

— the variation in shock position ψ, the shape variation v and the restriction of its
derivative Bxv to an Opεq neighborhood of the shock location through Duhamel
formula and linear decay estimates;

— the remaining part of Bxv by a suitably modified Goodman-type hyperbolic energy
estimate.

The latter energy estimate is similar in spirit to those in [Goo89, RZ16, YZ20] but the
hard part of its design is precisely in going from a classical hyperbolic estimate that would
work in the complement of an Op1q neighborhood of the shock location to a finely tuned
estimate covering the complement of an Opεq neighborhood, since this is required for
the combination with a lossless parabolic regularization argument. Moreover, there are
two more twists in the argument: on one hand we need the estimate to include weights
encoding the multi-scale nature of Bxv ; on the other hand, for the sake of sharpness, to
remain at the C1 level of regularity, we actually apply the energy estimates on a suitable
nonlinear version of Bxv so that they yield L8 bounds for Bxv.

The arguments sketched above, appropriately worked out, provide the main result
of the present paper. To state such results, we introduce multi-scale weights and corre-
sponding norms: for k P N, ε ą 0, and θ ě 0,

ωk,ε,θpxq :“ 1
1` 1

εk
e´θ

|x|
ε

, }v}Wk,8
ε,θ

pRq “

k
ÿ

j“0
}ωj,ε,θ B

j
xv}L8pRq
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Note that

1. Each norm } ¨ }Wk,8
ε,θ

pRq is equivalent to any standard norm on } ¨ }Wk,8pRq but non
uniformly in ε and that the uniformity is restored if one restricts it to functions
supported in the complement of a fixed neighborhood of the origin.

2. The norm } ¨ }W 0,8
ε,θ

pRq is uniformly equivalent to } ¨ }L8pRq.

3. If θ ă minptθ`0, θr0uq then }uε ´ u}Wk,8
ε,θ

pRq is bounded uniformly with respect to ε.

Theorem 15. Enforce the assumptions and notation of Theorem 14 and Proposition 10.
There exists θ0 ą 0 such that for any 0 ă θ ď θ0, there exist ε0 ą 0, δ ą 0 and C ą 0
such that for any 0 ă ε ď ε0, any ψ0 P R and any v0 P BUC

1pRq satisfying

}v0}W 1,8
ε,θ

pRq ď δ ,

there exists ψ P C1pR`q with initial data ψp0q “ ψ0 such that the strong 3 solution
to (3.1.4), u, generated by the initial data up0, ¨q “ puε` v0qp¨`ψ0q, is global in time and
satisfies for any t ě 0

}upt, ¨ ´ ψptqq ´ uε}W 1,8
ε,θ

pRq ` |ψ
1
ptq ´ σε| ď }v0}W 1,8

ε,θ
pRqC emaxptg1pu`8q,g1pu´8quq t ,

and moreover there exists ψ8 such that

|ψ8 ´ ψ0| ď }v0}W 1,8
ε,θ

pRqC ,

and for any t ě 0

|ψptq ´ ψ8 ´ t σε| ď }v0}W 1,8
ε,θ

pRqC emaxptg1pu`8q,g1pu´8quq t .

Among the many variations and extensions of Theorem 14 provided in [DR20], the
simplest one to extend to a uniform small viscosity result is [DR20, Proposition 2.5] that
proves that the exponential time decay also holds for higher order derivatives without
further restriction on sizes of perturbations. It does not require any new insight besides the
ones used to prove Theorem 15 and we leave it aside only to cut unnecessary technicalities.

Likewise, one may obtain in an even more direct way, that is, up to immaterial changes,
exponential damping of norms encoding further slow spatial localization. To give an
explicit example, let us extend notationW k,8

ε,θ , L8, intoW k,8
ε,θ,θ1 , L8θ1 , accordingly to weights

ωk,ε,θ,θ1pxq :“ 1
e´θ1 |x|` 1

εk
e´θ

|x|
ε

, ωθ1pxq :“ eθ1 |x| ,

3. We ensure u P BUC0pR`;BUC1pRqq X C8pR˚
`;BUC8pRqq.

118



with θ1 ě 0 arbitrary. One may prove for instance that for any θ1 ě 0 there exist Cθ1 and
εθ1 ą 0 such that, under the sole further restrictions 0 ă ε ď εθ1 and eθ1 | ¨ | v0 P L

8pRq,
there holds

}upt, ¨ ´ ψptqq ´ uε}L8
θ1
pRq ď }v0}L8

θ1
pRqCθ emaxptg1pu`8q,g1pu´8quq t .

One point in considering these weighted topologies is that, when θ1 ą 0, L8θ1 is continuously
embedded in L1 X L8, so that an estimate on }upt, ¨ ´ ψptqq ´ u}Lp is provided by the
combination of the foregoing bound with the already known bound

}uε ´ u}LppRq À ε
1
p .

3.1.3 Outline and perspectives

The most natural nontrivial extensions of Theorems 14/15 that we have chosen to
leave for future work concern on one hand the parabolic regularization by quasilinear
terms and on the other hand planar Riemann shocks in higher spatial dimensions (see
[DR20, Theorem 3.4] for the hyperbolic case). We expect many parts of the present
analysis to be directly relevant in quasilinear or multiD cases but we also believe that
their treatments would also require sufficiently many new arguments to deserve a separate
treatment.

In the multidimensional case, even the outcome is expected to be significantly dif-
ferent. In this direction, let us point out that the hyperbolic spectral problem is critical
in the stronger sense that the spectrum includes the whole imaginary axis, instead of
having an intersection with the imaginary axis reduced to t0u. This may be tracked back
to the fact that the linearized Rankine-Hugoniot equation takes the form of a transport
equation in transverse variables for the phase. Consistently, as proved in [DR20, Theo-
rem 3.4], for the hyperbolic problem, perturbing a planar shock may lead asymptotically
in large time to another non-planar Riemann shock sharing the same constant-states.
This may still be interpreted as a space-modulated asymptotic stability result, in the
sense coined in [JNRZ14] and thoroughly discussed in [Rod13, Rod15, Rod18, DR22]. A
similar phenomenon is analyzed for scalar conservation laws in [Ser21].

Concerning the quasilinear case, the main new difficulty is expected to arise from the
fact that, to close the argument, one needs to prove that the L8 decay of ε B2

xv, where v
still denotes the shape variation, is at least as good as the one of Bxv. A priori, outside
the shock layer this leaves the freedom to pick some initial typical size ε´η0 , η0 P r0, 1s, for
B2
xv and to try to propagate it. Indeed, roughly speaking, in the complement of an Opεq
neighborhood of the shock location, this L8 propagation stems from arguments similar
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to the ones sketched above for Bxv. The key difference is that now one cannot complete it
with a bound obtained through Duhamel formula since this would involve an L8 bound
on B3

xv. Thus the quasilinear study seems to require to be able to close an estimate for
B2
xv entirely with energy-type arguments, a highly non-trivial task.

In another direction, we expect that the study of waves with characteristic points, as
arising in the full classification obtained in [DR22] for scalar balance laws, should not
only involve some new patches here and there but follow very different routes and thus
will require significantly new insights even at a general abstract level. As a strong token of
this expectation, we point out that regularity is expected to play a paramount role there
since, at the hyperbolic level, the regularity class chosen deeply modifies the spectrum
when a characteristic point is present in the wave profile ; see [JNR`19, DR22].

The rest of the paper is organized as follows. We have decided to shift the derivation
of wave profile asymptotics, proving Proposition 10, to Appendix 3.6, because we be-
lieve that the backbone of the paper is stability and provide it mostly for completeness’
sake. Next section contains a detailed examination of the required spectral preliminaries.
The following one explains how to use these to obtain a practical representation of the
linearized time-evolution. Though we mostly follow there the arguments in [ZH98], with
some twists here and there, we provide a detailed exposition for two distinct reasons. The
first one is that we need to track in constructions which parts are ε-uniform and which
parts are not, a crucial point in our analysis. The second one is that most of the papers of
the field requiring a detailed analysis, as we do, are either extremely long [ZH98] or cut
in a few long pieces [MZ03, MZ04b] and we want to save the reader from back-and-forth
consultations of the literature. This makes our analysis essentially self-contained (up to
basic knowledge of spectral analysis) and we believe that it could serve as a gentle intro-
duction to the latter massive literature. Note however, that, to keep the paper within a
reasonable size, we only expound the bare minimum required by our analysis. After these
two preliminary sections, we enter into the technical core of the paper, with first a section
devoted to detailed linear estimates, including the identification of most-singular parts of
the time-evolution as phase variations, and then a section devoted to nonlinear analysis,
including adapted nonlinear maximum principles proved through energy estimates and
the proof of Theorem 15.

3.2 Spectral analysis

We investigate stability for traveling waves introduced in Proposition 10. We have
chosen to carry out all our proofs within co-moving fast variables. Explicitly, we introduce
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new unknowns and variables through 4

upt, xq “ ru

ˆ

t

ε
,
x´ σε t

ε

˙

looooooomooooooon

prt,rxq

.

However, since we never go back to the original slow variables, we drop tildes on fast
quantities from now on. One reason to opt for the fast variables is that it provides a
simpler reading of size dependencies on ε.

Therefore our starting point is

Btu` Bxpfpuq ´ σε uq “ B
2
xu` ε gpuq , (3.2.1)

about the stationary solution U ε. Accordingly we consider the operator

Lε :“ ´Bxppf 1pU εq ´ σεq ¨ q ` B
2
x ` εg

1
pU εq (3.2.2)

on BUC0pRq with domain BUC2pRq.
Though the elements we provide are sufficient to reconstruct the classical theory, the

reader may benefit from consulting [KP13] for background on spectral analysis specialized
to nonlinear wave stability. In particular, we shall make extensive implicit use of the
characterizations of essential spectrum in terms of endstates of wave profiles and of the
spectrum at the right-hand side 5 of the essential spectrum 6 in terms of zeroes of Evans’
functions. The reader is referred to [Kat76, Dav07] for less specialized, basic background
on spectral theory.

The backbone of the theory is the interpretation of spectral properties of one-dimensional
differential operators in terms of spatial dynamics and a key-part of the corresponding
studies is the investigation of exponential dichotomies. It starts with the identification
between the eigenvalue equation

pλ´ Lεq v “ 0

and the system of ODEs
d

dxVpxq “ Aεpλ, xqVpxq

4. Note the slight co-moving inconsistency with the introduction.
5. We picture the complex plane with the real axis pointing to the right and the imaginary axis

pointing to the top.
6. There are (at least) two reasonable definitions of essential spectrum, either through failure of

satisfying Fredholm property or through failure of satisfying Fredholm property with zero index. In
the context of semigroup generators both definitions provide the same right-hand boundary thus the
conventional choice is immaterial to stability issues.
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for the vector 7 V “ pv, Bxv ´ pf
1pU εq ´ σεq vq where

Aεpλ, xq :“
˜

f 1pU εq ´ σε 1
λ´ ε g1pU εq 0

¸

. (3.2.3)

For later use, we shall denote Φλ
ε px, yq the corresponding solution operators, mapping

datum at point y to value at point x.

The essential spectrum is characterized in terms of matrices Ar
εpλq :“ Aεpλ;u`8q and

A`
εpλq :“ Aεpλ;u´8q with

Aε
pλ;uq :“

˜

f 1puq ´ σε 1
λ´ ε g1puq 0

¸

. (3.2.4)

Eigenvalues of Aεpλ;uq are given by

µε˘pλ;uq :“ f 1puq ´ σε
2 ˘

c

pf 1puq ´ σεq2

4 ` λ´ ε g1puq (3.2.5)

and are distinct when λ ‰ ε g1puq ´ 1
4 pf

1puq ´ σεq
2. In this case, the matrix may be

diagonalized as

Aε
pλ;uq “

´

Rε
`pλ;uq Rε

´pλ;uq
¯

˜

µε`pλ;uq 0
0 µε´pλ;uq

¸ ˜

Lε
`pλ;uq

Lε
´pλ;uq

¸

with

Rε
˘pλ;uq :“

˜

1
´µε¯pλ;uq

¸

, Lε
˘pλ;uq :“

´

˘µε˘pλ;uq ˘1
¯

µε`pλ;uq ´ µε´pλ;uq . (3.2.6)

The eigenvalues µε˘pλ;uq have distinct real parts when λ does not belong to

Dεpuq :“ ε g1puq ´ 1
4 pf

1
puq ´ σεq

2
`R´ .

All our spectral studies will take place far from the half-lines Dεpu`8q Y Dεpu´8q, that
correspond to the set termed absolute spectrum in [KP13].

From now on, throughout the text, we shall use
?
¨ to denote the determination of

the square root on CzR´ with positive real part.

7. The use of flux variables is not necessary but it simplifies a few computations here and there.
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3.2.1 Conjugation to constant coefficients

Our starting point is a conjugation of spectral problems to a piecewise constant co-
efficient spectral problem. This is mostly relevant in compact zones of the spectral plane
and in the literature by Kevin Zumbrun and his collaborators this is known as a gap
lemma — since a gap or in other words an exponential dichotomy is the key assumption
—; see for instance [MZ05b, Lemma 2.6] for a version relevant for the present analysis.
Since we need to ensure uniformity in ε for the case at hand we provide both a statement
and a proof.

Proposition 11. Let K be a compact subset of CzD0pu`8q. There exist positive constants
pε0, C, θq such that there exists 8 a smooth map

P r : r0, ε0s ˆK ˆR ÞÑ GL2pCq , pε, λ, xq ÞÑ P r
ε pλ, xq

locally uniformly analytic in λ on a neighborhood of K and such that, for any pε, λ, xq P
r0, ε0s ˆK ˆ r0,`8q,

}P r
ε pλ, xq ´ I2} ď C e´θ |x| , }pP r

ε pλ, xqq
´1
´ I2} ď C e´θ |x| ,

and, for any pε, λ, x, yq P r0, ε0s ˆK ˆ pR`q
2,

Φλ
ε px, yq “ P r

ε pλ, xq epx´yqAr
εpλq pP r

ε pλ, yqq
´1 .

The same argument applies to the conjugation on p´8, 0s with the flow of A`
εpλq and

defines a conjugation map denoted P ` from now on.

Proof. The proof is essentially a quantitative "cheap" gap lemma — conjugating only one
trajectory instead of solution operators — but applied in M2pCq instead of C2.

Let us first observe that it is sufficient to define P r on r0, ε0sˆKˆrx0,`8q for some
suitably large x0. Indeed then one may extend P r by

P r
ε pλ, xq :“ Φλ

ε px, x0qP
r
ε pλ, x0q epx0´xqAr

εpλq

and bounds are extended by a continuity-compactness argument. Likewise the uniformity
in ε is simply derived from a continuity-compactness argument since the construction
below is continuous at the limit ε “ 0. Note moreover that in the large-x regime the
bound on pP r

ε pλ, xqq
´1 may be derived from the bound on P r

ε pλ, xq by using properties
of the inverse map.

8. As follows from the proof, P r
ε pλ, ¨q is defined as soon as λ R Dεpu`8q YDεpu´8q.
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The requirements on P r
ε pλ, ¨q are equivalent to the fact that it converges exponentially

fast to I2 at `8 (uniformly in ε) and that it satisfies for any x

d
dxP

r
ε pλ, xq “ Ar

εpλqpP
r
ε pλ, xqq ` pAεpλ, xq ´Ar

εpλqqP
r
ε pλ, xq

where Ar
εpλq :“ Aεpλ;u`8q is a linear operator on M2pCq defined through

Aε
pλ;uqpP q :“ rAε

pλ;uq, P s “ Aε
pλ;uqP ´ PAε

pλ;uq .

When λ R Dεpuq, Aεpλ;uq admits

pRε
`pλ;uqLε

´pλ;uq, Rε
´pλ;uqLε

`pλ;uq, Rε
`pλ;uqLε

`pλ;uq, Rε
´pλ;uqLε

´pλ;uqq

as a basis of eigenvectors corresponding to eigenvalues

pµε`pλ;uq ´ µε´pλ;uq, ´pµε`pλ;uq ´ µε´pλ;uqq, 0, 0q .

Note that I2 always lies in the kernel of Aεpλ;uq. We denote by Πε
upλ;uq, Πε

spλ;uq, Πε
0pλ;uq

the corresponding spectral projections respectively on the unstable space, the stable space
and the kernel of Aεpλ;uq and for further later study we point out that they are given as

Πε
upλ;uqpP q “ Lε

`pλ;uqP Rε
´pλ;uq Rε

`pλ;uqLε
´pλ;uq ,

Πε
spλ;uqpP q “ Lε

´pλ;uqP Rε
`pλ;uq Rε

´pλ;uqLε
`pλ;uq ,

Πε
0pλ;uqpP q “ Lε

`pλ;uqP Rε
`pλ;uq Rε

`pλ;uqLε
`pλ;uq

` Lε
´pλ;uqP Rε

´pλ;uq Rε
´pλ;uqLε

´pλ;uq .

Then the result follows when θ is sufficiently small and x0 is sufficiently large from a
use of the implicit function theorem on

P r
ε pλ, xq “ I2 ´

ż `8

x

Πε
0pλ;u`8q ppAεpλ, yq ´Ar

εpλqqP
r
ε pλ, yqq d y

´

ż `8

x

e´py´xq pµε`pλ;u`8q´µε´pλ;u`8qq Πε
upλ;u`8q ppAεpλ, yq ´Ar

εpλqqP
r
ε pλ, yqq d y

`

ż x

x0

e´px´yq pµε`pλ;u`8q´µε´pλ;u`8qq Πε
spλ;u`8q ppAεpλ, yq ´Ar

εpλqqP
r
ε pλ, yqq d y

with norm control on matrix-valued maps through

sup
xěx0

eθ |x| }P pxq ´ I2} .
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Remark 6. The properties of the foregoing proposition do not determine P r uniquely.
The normalizing choice made in the proof is Πε

spλ;u`8q pP r
ε pλ, x0qq “ 02 but we could

have replaced 02 with any analytic choice of an element of the stable space of Aεpλ;u`8q.

Remark 7. The proposition is sufficient to prove classical results about the determination
of the essential spectrum from endstates spectra.

We now investigate possible failure of uniformity in the regime of large spectral pa-
rameters. In the literature by Kevin Zumbrun and his collaborators, similar purposes are
achieved through comparison of unstable manifolds with their frozen-coefficients approx-
imations by a type of lemma termed there tracking lemma; see for instance [HLZ09,
BJRZ11]. The rationale is that to large-frequencies smooth coefficients seem almost
constant and thus may be treated in some adiabatic way, a fact ubiquitous in high-
frequency/semiclassical analysis.

We follow here a different path and rather effectively build a conjugation as in the
foregoing gap lemma. The first step is a suitable scaling to ensure some form of uniformity
in the large-x contraction argument of the proof of Proposition 11. The second-step is
a high-frequency approximate diagonalization combined with an explicit solving of the
leading-order part of the system ensuring that in the large-frequency regime the latter
construction could actually be carried out with x0 “ 0.

Proposition 12. There exist positive constants pε0, C, θ, δq such that setting

Ωδ :“
"

λ ; <
´?

λ
¯

ě
1
δ

*

there exists a smooth map

P r,HF : r0, ε0s ˆ Ωδ ˆR ÞÑ GL2pCq , pε, λ, xq ÞÑ P r,HF
ε pλ, xq

locally uniformly analytic in λ on a neighborhood of Ωδ and such that, for any pε, λ, xq P
r0, ε0s ˆ Ωδ ˆ r0,`8q,

›

›

›

›

›

˜

1 0
0 1?

λ

¸

P r,HF
ε pλ, xq

˜

1 0
0
?
λ

¸

´ e´ 1
2
ş`8

x pf 1pUεpyqq´f
1pu`8qq d y I2

›

›

›

›

›

ď C
e´θ |x|

<
`
?
λ
˘ ,

›

›

›

›

›

˜

1 0
0 1?

λ

¸

pP r,HF
ε pλ, xqq´1

˜

1 0
0
?
λ

¸

´ e 1
2
ş`8

x pf 1pUεpyqq´f
1pu`8qq d y I2

›

›

›

›

›

ď C
e´θ |x|

<
`
?
λ
˘ ,
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and, for any pε, λ, x, yq P r0, ε0s ˆ Ωδ ˆR2,

Φλ
ε px, yq “ P r,HF

ε pλ, xq epx´yqAr
εpλq pP r,HF

ε pλ, yqq´1 .

We point out that for our main purposes we do not need to identify explicitly the
leading order part of the conjugation.

As for Proposition 11 the same argument applies to the conjugation on p´8, 0s with
the flow of A`

εpλq and defines a conjugation map denoted P `,HF from now on.

Proof. As a preliminary remark, we observe that the condition

<
´?

λ
¯

" 1,

and
<pµε`pλ;u`8q ´ µε´pλ;u`8qq " 1

are equivalent, with uniform control of one by the other and vice versa.
Scaling P r

ε to Qr
ε defined as

Qr
εpλ, ¨q :“

˜

1 0
0 µε`pλ;u`8q ´ µε´pλ;u`8q

¸´1

P r
ε pλ, ¨q

˜

1 0
0 µε`pλ;u`8q ´ µε´pλ;u`8q

¸

removes high-frequency singularities by replacing Rε
˘pλ;u`8q and Lε

˘pλ;u`8q with

˜

1
´

µε¯pλ;u`8q
µε
`
pλ;u`8q´µε´pλ;u`8q

¸

,
´

˘µε˘pλ;u`8q
µε
`
pλ;u`8q´µε´pλ;u`8q

˘1
¯

,

whereas the only other effect is the replacement of Aεpλ, yq ´Ar
εpλq with

¨

˝

f 1pU εq ´ f
1pu`8q 0

´ε
g1pUεq´g

1pu`8q

µε
`
pλ;u`8q´µε´pλ;u`8q

0

˛

‚ .

At this stage, let us choose coordinates to identify M2pCq with C4 in such a way that
C2 ˆ t0u2, t0u ˆC ˆ t0u, t0u3 ˆC, p1, 0, 0, 0q and p0, 1, 0, 0q correspond respectively —
after scaling and choice of coordinates — to the kernel of Ar

εpλq, its unstable space, its
stable space, I2 and 1

µε`pλ;u`8q ´ µε´pλ;u`8q
Arε,HF . Then the problem to be solved takes

the form

d
dxαpxq “ B0pxqαpxq `Ope´θ |x|q

˜

β

γ

¸

pxq
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d
dxβpxq “ pµ

ε
`pλ;u`8q ´ µε´pλ;u`8q ` ω`pxqq βpxq `Ope´θ |x|q

˜

α

γ

¸

pxq

d
dxγpxq “ ´pµ

ε
`pλ;u`8q ´ µε´pλ;u`8q ` ω´pxqq γpxq `Ope´θ |x|q

˜

α

β

¸

pxq

with p1, 0, 0, 0q as limiting value at `8, for some 9 θ ą 0, where B0pxq, ω`pxq, ω´pxq are
also of the form Ope´θ |x|q.

It follows that when µε`pλ;u`8q´µε´pλ;u`8q is sufficiently large, by a further change
of variables differing from I4 by a block off-diagonal term

¨

˚

˝

αbis

βbis

γbis

˛

‹

‚

pxq “

ˆ

I4 `O
ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙˙

¨

˚

˝

α

β

γ

˛

‹

‚

pxq

one may transform the problem to

d
dxαbispxq “ rB0pxqαbispxq `O

ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

˜

βbis

γbis

¸

pxq

d
dxβbispxq “ pµ

ε
`pλ;u`8q ´ µε´pλ;u`8q ` rω`pxqq βbispxq

`O
ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

˜

αbis

γbis

¸

pxq

d
dxγbispxq “ ´pµ

ε
`pλ;u`8q ´ µε´pλ;u`8q ` rω´pxqq γbispxq

`O
ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

˜

αbis

βbis

¸

pxq

with p1, 0, 0, 0q as limiting value at `8, where rB0 ´ B0, rω´ ´ ω´ and rω` ´ ω` are all of
the form

O
ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

.

Now, we point out that there is a single solution to the leading-order part

d
dxαmainpxq “ rB0pxqαmainpxq

with p1, 0q as limiting value at `8. This follows from a fixed point argument on x ě x0

for x0 large followed by a continuation argument. We may be even more explicit. Indeed

9. Along the proof we allow ourselves to change the precise value of θ from line to line.
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an explicit computation yields

rB0pxq “ Bmainpxq `O
ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

with

Bmainpxq

˜

1
0

¸

“
1
2pf

1
pU εpxqq ´ f

1
pu`8qq

˜

1
0

¸

so that

αmainpxq “ e´ 1
2
ş`8

x pf 1pUεpyqq´f
1pu`8qq d y

˜

1
0

¸

`O
ˆ

e´θ |x|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

.

The proof is thus achieved by a fixed point argument on a problem of type

αbispxq “ αmainpxq ´

ż `8

x

Φ0px, yq

ˆO
ˆ

e´θ |y|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

˜

βbis

γbis

¸

pyq d y

βbispxq “ ´

ż `8

x

e´py´xq pµε`pλ;u`8q´µε´pλ;u`8qq`
şx
y rω`

ˆO
ˆ

e´θ |y|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

˜

αbis

γbis

¸

pyq d y

γbispxq “

ż x

0
e´px´yq pµε`pλ;u`8q´µε´pλ;u`8qq´

şx
y rω´

ˆO
ˆ

e´θ |y|
µε`pλ;u`8q ´ µε´pλ;u`8q

˙

˜

αbis

βbis

¸

pyq d y

where Φ0 denotes the solution operator associated with rB0.

In the following we shall complete Proposition 12 that provides P r,HF on Ωδ with an
application of Proposition 11 on

Kδ :“
"

λ ; dpλ,D0pu`8qq ě δ and |λ| ď
1
δ

*

.

When δ is sufficiently small Ωδ and Kδ overlaps. Yet a priori P r and P r,HF differ from
each other even in regions where both exist. Fortunately the implied possible mismatch
disappears at the level of Green functions.
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3.2.2 Evans’ function and its asymptotics

Now wherever it makes sense we set

Vr,s
ε pλ, xq :“ exµε´pλ;u`8q P r

ε pλ, xqRε
´pλ;u`8q ,

Vr,u
ε pλ, xq :“ exµε`pλ;u`8q P r

ε pλ, xqRε
`pλ;u`8q ,

V`,s
ε pλ, xq :“ exµε´pλ;u´8q P `

ε pλ, xqRε
´pλ;u´8q ,

V`,u
ε pλ, xq :“ exµε`pλ;u´8q P `

ε pλ, xqRε
`pλ;u´8q ,

and similarly for Vr,s,HF
ε , Vr,u,HF

ε , V`,s,HF
ε and V`,u,HF

ε . Note that notation is used here
to recall stable and unstable spaces, we also use them in areas of the spectral plane where
they do not match with stable and unstable spaces. Instead, this fits analytic continuation
of generators of stable/unstable spaces.

Correspondingly we define the Evans’ function

Dεpλq :“ det
´

Vr,s
ε pλ, 0q V`,u

ε pλ, 0q
¯

(3.2.7)

and its high-frequency counterpart DHF
ε . Note that we define the Evans function at point

0 but on one hand, we do not make use of any particular property due to normalization so
that the point 0 could be replaced with any other point and on the other hand relations
between Evans functions at different points are simply derived from Liouville’s formula
for Wronskians. For instance,

det
´

Vr,s
ε pλ, xq V`,u

ε pλ, xq
¯

“ Dεpλq e
şx
0 TrpAεpλ,¨qq “ Dεpλq e

şx
0 pf

1pUεq´σεq . (3.2.8)

A simple corollary to Proposition 12 is

Corollary 3. Uniformly in ε (sufficiently small)

lim
<p
?
λqÑ8

DHF
ε pλq
?
λ

“ 2 e´ 1
2
ş`8

0 pf 1pUεpyqq´f
1pu`8qq d y` 1

2
ş0
´8
pf 1pUεpyqq´f

1pu´8qq d y .

To complete Corollary 3, we derive information on compacts sets of λ in the limit
εÑ 0.

Proposition 13. There exists η0 ą 0 such that for any δ ą 0 there exist positive pε0, c0q

such that for any ε P r0, ε0s, Dεp¨q is well-defined on

Kη0,δ :“
"

λ ; dpλ, p´8,´η0sq ě min
´!

δ,
η0

2

)¯

and |λ| ď
1
δ

*
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and for any λ P Kη0,δ,

|Dεpλq| ě c0 minpt1, |λ|uq .

Proof. We derive the result from Sturm-Liouville theory and regularity in ε. To apply
Sturm-Liouville theory, we introduce the weight

ωεpxq :“ e 1
2
şx
0 pf

1pUεpyqq´σεq d y .

We observe that considered as an operator on L2pRq with domain H2pRq the operator

Lε :“ 1
ωε

Lε pωε ¨ q

is self-adjoint and in the region of interest it possesses no essential spectrum and its
eigenvalues agree in location and algebraic multiplicity with the roots of Dε. As a con-
sequence the zeroes of Dε are real and since U 1ε{ωε is a nowhere-vanishing eigenvector
for the eigenvalue 0, 0 is a simple root of Dε and Dε does not vanish on p0,`8q. From
here the corresponding bound is deduced through a continuity-compactness argument in
ε.

3.3 Green functions

Now we use the introduced spectral objects to obtain representation formulas for
linearized solution operators.

3.3.1 Duality

To begin with, to provide explicit formulas for spectral Green functions to be intro-
duced below, we extend to dual problems the conclusions of Section 3.2. Note that the
duality we are referring to is not related to any particular choice of a specific Banach
space but rather distributional/algebraic.

To begin with, we introduce the formal adjoint

Ladj
ε :“ pf 1pU εq ´ σεqBx ` B

2
x ` εg

1
pU εq (3.3.1)

and note that for any sufficiently smooth v, w, and any points px0, x1q

V ¨

˜

0 ´1
1 0

¸˜

w

Bxw

¸

px1q´V ¨

˜

0 ´1
1 0

¸˜

w

Bxw

¸

px0q “

ż x1

x0

pwLεv´ vLadj
ε wq (3.3.2)
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with V “ pv, Bxv ´ pf
1pU εq ´ σεq vq. As a first simple consequence of (3.3.2) note that if

pλ, y, vry, v
`
yq are such that pλ´ Lεqv

r
y “ 0 and pλ´ Lεqv

`
y “ 0, then the function

ϕy : R Ñ C , x ÞÑ

$

&

%

vrypxq if x ą y

v`ypxq if x ă y

solves pλ´ Lεqϕy “ δy if and only if

vrypyq “ v`ypyq ,

Bxv
r
ypyq ´ pf

1
pU εqpyq ´ σεq v

r
ypyq “ Bxv

`
ypyq ´ pf

1
pU εqpyq ´ σεq v

`
ypyq ´ 1 .

Specializing to the tensorized case where vrypxq “ vrpxqαpyq, v`ypxq “ v`pxq βpyq, note
that the foregoing conditions are equivalent to

´

Vrpyq V`pyq
¯

˜

αpyq

´βpyq

¸

“

˜

0
´1

¸

where V7 “ pv7, Bxv
7´pf 1pU εq´σεq v

7q, 7 P tr, `u. Hence, we need to find vectors satisfying
some orthogonality property to identify the inverse of the matrix :

´

Vrpyq V`pyq
¯

To go further, we identify
pλ´ Ladj

ε qw “ 0

and the system of ODEs
d

dxWpxq “ rAεpλ, xqWpxq

for the vector W “ pw, Bxwq where

rAεpλ, xq :“
˜

0 1
λ´ ε g1pU εq ´pf 1pU εq ´ σεq

¸

. (3.3.3)

Note that
rAεpλ, xq “ Aεpλ, xq ´ pf 1pU εq ´ σεq I2

so that all the proofs of Section 3.2 purely based on limiting-matrices spectral gaps
arguments apply equally well to the corresponding dual problems under the exact same
assumptions. Alternatively one may derive results on dual problems by using directly the
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relation between solution operators

rΦλ
ε px, yq “ Φλ

ε px, yq e´
şx
y pf

1pUεq´σεq .

Here and elsewhere throughout the text from now on we denote with a r all quantities
arising from dual problems. Let us point out that our choices lead to

rµε˘pλ;uq “ µε˘pλ;uq ´ pf 1puq ´ σεq , rRε
˘pλ;uq “ Rε

˘pλ;uq , rLε
˘pλ;uq “ Lε

˘pλ;uq ,

and

rP r
ε pλ, xq “ P r

ε pλ, xq e
ş`8

x pf 1pUεq´f
1pu`8qq , rP `

ε pλ, xq “ P `
ε pλ, xq e´

şx
´8
pf 1pUεq´f

1pu´8qq ,

(and likewise for high-frequency versions).

Proposition 14. Let K be a compact subset of CzpD0pu`8q Y D0pu`8qq. There exists
ε0 ą 0 such that there exist smooth maps

τ r : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ τ rε pλq , ρr : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ ρrεpλq ,

τ ` : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ τ `ε pλq , ρ` : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ ρ`εpλq ,

rτ r : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ rτ rε pλq , rρr : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ rρrεpλq ,

rτ ` : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ rτ `ε pλq , rρ` : r0, ε0s ˆK ÞÑ C , pε, λq ÞÑ rρ`εpλq ,

locally uniformly analytic in λ on a neighborhood of K and such that, for any pε, λq P
r0, ε0s ˆK, for any x P R

Vr,s
ε pλ, xq “ ρrεpλqV`,s

ε pλ, xq ` τ
r
ε pλqV`,u

ε pλ, xq ,

V`,u
ε pλ, xq “ ρ`εpλqVr,u

ε pλ, xq ` τ
`
ε pλqVr,s

ε pλ, xq ,

rVr,s
ε pλ, xq “ rρrεpλq rV`,s

ε pλ, xq ` rτ rε pλq rV`,u
ε pλ, xq ,

rV`,u
ε pλ, xq “ rρ`εpλq rVr,u

ε pλ, xq ` rτ `ε pλq rVr,s
ε pλ, xq ,

and

ρrεpλq “ Dεpλq
e´

ş0
´8
pf 1pUεq´f

1pu´8qq

µε`pλ;u´8q ´ µε´pλ;u´8q
,

ρ`εpλq “ Dεpλq
e
ş`8

0 pf 1pUεq´f
1pu`8qq

µε`pλ;u`8q ´ µε´pλ;u`8q
,
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rρrεpλq “ Dεpλq
e
ş`8

0 pf 1pUεq´f
1pu`8qq

µε`pλ;u´8q ´ µε´pλ;u´8q
,

rρ`εpλq “ Dεpλq
e´

ş0
´8
pf 1pUεq´f

1pu´8qq

µε`pλ;u`8q ´ µε´pλ;u`8q
.

As a consequence for such a pε, λq and any x P R

V`,u
ε pλ, xq ¨

˜

0 ´1
1 0

¸

rV`,u
ε pλ, xq “ 0 , Vr,s

ε pλ, xq ¨

˜

0 ´1
1 0

¸

rVr,s
ε pλ, xq “ 0 ,

Vr,s
ε pλ, xq ¨

˜

0 ´1
1 0

¸

rV`,u
ε pλ, xq “ ´Dεpλq e´

ş0
´8
pf 1pUεq´f

1pu´8qq ,

V`,u
ε pλ, xq ¨

˜

0 ´1
1 0

¸

rVr,s
ε pλ, xq “ Dεpλq e

ş`8

0 pf 1pUεq´f
1pu`8qq .

Notation τ , ρ is used here to echo transmission/reflection coefficients of the classical
scattering framework.

A corresponding proposition holds for the high-frequency regime.

Proof. All the properties are readily obtained by combining the fact that both
pVr,s

ε pλ, ¨q,Vr,u
ε pλ, ¨qq and pV`,s

ε pλ, ¨q,V`,u
ε pλ, ¨qq form a basis of solutions of the spectral

system of ODEs, the Liouville formula for Wronskians and duality relation (3.3.2).

We thus have that :

´

Vr,s
ε pyq V`,u

ε pyq
¯

´1
“

¨

˚

˚

˚

˝

e2 ¨ rV`,u
ε pλ, yq

Dεpλq e´
ş0
´8
pf 1pUεq´f

1pu´8qq

e1 ¨ rV`,u
ε pλ, yq

´Dεpλq e´
ş0
´8
pf 1pUεq´f

1pu´8qq

´
e2 ¨ rVr,s

ε pλ, yq

Dεpλq e
ş`8

0 pf 1pUεq´f
1pu`8qq

e1 ¨ rVr,s
ε pλ, yq

Dεpλq e
ş`8

0 pf 1pUεq´f
1pu`8qq

˛

‹

‹

‹

‚

.

Proposition 15. There exist positive constants pε0, C, δq such that setting with Ωδ as in
Proposition 12

Ωδ :“
"

λ ; <
´?

λ
¯

ě
1
δ

*

there exist on r0, ε0s ˆ Ωδ maps τ r,HF , ρr,HF , τ `,HF , ρ`,HF , rτ r,HF , rρr,HF , rτ `,HF , rρ`,HF ,
satisfying high-frequency versions of the conclusions of Proposition 14 and moreover all
these functions are uniformly bounded on r0, ε0s ˆ Ωδ.

Proof. Most of the proof is contained in the proof of Proposition 14. The remaining part
is directly derived from the observation that Proposition 12 provides asymptotics for
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pP `
ε pλ, 0qq´1 P r

ε pλ, 0q thus also for the coefficients under consideration.

This leads to the following definition (wherever it makes sense)

Gεpλ;x, yq :“

$

’

’

’

&

’

’

’

%

e
ş0
´8
pf 1pUεq´f

1pu´8qq

Dεpλq
e1 ¨Vr,s

ε pλ, xq e1 ¨rV`,u
ε pλ, yq if x ą y ,

e´
ş`8

0 pf 1pUεq´f
1pu`8qq

Dεpλq
e1 ¨V`,u

ε pλ, xq e1 ¨rVr,s
ε pλ, yq if x ă y ,

(3.3.4)

where e1 :“ p1, 0q. Note that pλ ´ LεqGεpλ; ¨, yq “ δy and, for <pλq sufficiently large,
Gεpλ;x, yq is exponentially decaying as }x ´ y} Ñ 8. To bound Gεpλ;x, yq, we shall
refine the alternative x ă y vs. x ą y. For instance, when x ą y, more convenient
equivalent representations of Gεpλ;x, yq are

e
ş0
´8
pf 1pUεq´f

1pu´8qq

Dεpλq
e1 ¨Vr,s

ε pλ, xq e1 ¨rV`,u
ε pλ, yq

when x ą 0 ą y ,

e
ş0
´8
pf 1pUεq´f

1pu´8qq e1 ¨Vr,s
ε pλ, xq e1 ¨

ˆ

rρ`εpλq

Dεpλq
rVr,u
ε pλ, yq `

rτ `ε pλq

Dεpλq
rVr,s
ε pλ, yq

˙

when x ą y ą 0 ,

e
ş0
´8
pf 1pUεq´f

1pu´8qq e1 ¨

ˆ

ρrεpλq

Dεpλq
V`,s
ε pλ, xq `

τ rε pλq

Dεpλq
V`,u
ε pλ, xq

˙

e1 ¨rV`,u
ε pλ, yq

when 0 ą x ą y .

Remark 8. The representation of spectral Green functions, thus of resolvent operators,
with Evans’ functions is sufficient to prove classical results about the identification of
spectrum — including algebraic multiplicity — at the right-hand side of the essential
spectrum with zeros of Evans’ functions.

We use similar formulas in the high-frequency regime. Yet the Green functions of the
high-frequency regime and the compact-frequency regime agree where they co-exist (by
uniqueness of the spectral problem (in a suitably weighted space) in some overlapping
regions and uniqueness of analytic continuation elsewhere) so that we do not need to
introduce a specific piece of notation for the high-frequency regime.

We also point out that it follows from Proposition 12 that in the zone of interest

|BxGεpλ;x, yq| ď C maxpt1,
a

|λ|uq |Gεpλ;x, yq|

for some uniform constant C.
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3.3.2 Time-evolution

It follows from standard semigroup theory that the representation

Sεptq “
1

2 iπ

ż

R
eΛpξq t Λ1pξq pΛpξqI´ Lεq

´1 d ξ (3.3.5)

holds in LpBUC0pRqq when Λ : R Ñ C is a continuous, piecewise C1 simple curve such
that

1. Λ is valued in the right-hand connected component of 10

 

λ ; for u P tu´8, u`8u , <
`

µε`pλ, uq
˘

ą 0 ą <
`

µε´pλ, uq
˘(

;

2. there hold

lim
ξÑ˘8

=pΛpξqq “ ˘8 ,

ż

R
e<pΛpξqq t |Λ1pξq|

1` |Λpξq| d ξ ă `8

and there exist positive pR, cq such that for |ξ| ě R

<pΛpξqq ě ´c |=pΛpξqq| ;

3. there is no root of Dε on the right 11 of ΛpRq.

Failure of the third condition could be restored by adding positively-oriented small circles
to the contour Λ. This is the first condition that we want to relax by going to Green
functions.

For curves as above, applying the above formula to functions in W8,8pRq and testing
it against functions in C8c pRq leads to a similar representation for Green functions

Gε
tpx, yq “

1
2 iπ

ż

R
eΛpξq t Λ1pξqGεpΛpξq;x, yq d ξ . (3.3.6)

The point is that at fixed pt, x, yq, the constraints on Λ ensuring the representation formula
are significantly less stringent and one may use this freedom to optimize bounds. In
particular depending on the specific regime for the triplet pt, x, yq or the kind of data one
has in mind, one may trade spatial localization for time-decay and vice versa by adjusting
contours to the right so as to gain spatial decay or to the left in order to improve time
decay.

When doing so, we essentially follow the strategy of [ZH98]. The critical decay is

10. This set contains tλ; <pλq ě ωu when ω is sufficiently large.
11. The second condition implies that this makes sense.
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essentially encoded in limiting-endstates spectral spatial decay and Evans’ function root
location. Therefore, roughly speaking, leaving aside questions related to the presence of a
root of the Evans’ function at zero, contours are chosen here to approximately 12 optimize
bounds on

ż

R
e<pΛpξqq t`<pµε

7
pΛpξq,usgnpxq8qqx`<prµε

5
pΛpξq,usgnpyq8qq y

|Λ1pξq|
|DεpΛpξqq|

d ξ

with p7, 5q P t`,´u2. More precisely, at fixed pt, x, yq, one picks Λ0 real in r´1
2η0,`8s

(with η0 as in Proposition 13), approximately minimizing

<pλq t` <pµε7pλ, usgnpxq8qqx` <prµε5pλ, usgnpyq8qq y

among such real λ in r´1
2η0,`8s and then depending on cases one defines Λ through one

of the equations

<pµε7pΛpξq, usgnpxq8qqx` <prµε5pΛpξq, usgnpyq8qq y

“ <pµε7pΛ0, usgnpxq8qqx` <prµε5pΛ0, usgnpyq8qq y ` i ξ ζsgnpξq p7x` 5 yq

<prµε5pΛpξq, usgnpyq8qq y “ <prµε5pΛ0, usgnpyq8qq y ` i ξ ζsgnpξq ˆ p5 yq

<pµε7pΛpξq, usgnpxq8qqx “ <pµε7pΛ0, usgnpxq8qqx` i ξ ζsgnpξq ˆ p7xq

with ζ˘ conveniently chosen to ensure a condition analogous to the second condition of
the semigroup representation and including

lim
|ξ|Ñ8

<p
a

Λpξqq “ `8 , lim
ξÑ˘8

=pΛpξqq “ ˘8 .

This should be thought as an approximate/simplified version of the saddlepoint method
in the sense that Λ0 “ Λp0q is an approximate maximizer of the exponential decay rate
among real numbers, but a minimizer along the curve Λp¨q.

Computational details — carried out in next section — are cumbersome but the
process is rather systematic.

3.4 Linear stability

We now make the most of our spectral preparation to derive linear stability estimates.

12. In some cases a genuine optimization — as in direct applications of the Riemann saddle point
method — would be impractical.
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To motivate the analysis, let us anticipate that our achievement is the splitting of
pSεptqqtě0 as

Sεptqpwqpxq “ U 1εpxq s
p
εptqpwq `

rSεptqpwqpxq . (3.4.1)

for some psp
εptqqtě0, prSεptqqtě0 with rSεp0q “ Id, so that the following proposition holds.

Proposition 16. There exists ε0 ą 0 such that

1. there exists C ą 0 such that for any t ě 0, any 0 ď ε ď ε0 and any w P BUC0pRq

}rSεptqpwq}L8pRq `min
`

t1,
?
tu
˘

}Bx rSεptqpwq}L8pRq ` |Bts
p
εptqpwq|

ď C e´minpt|g1pu´8q|,|g1pu`8q|uq ε t }w}L8pRq ,

and when moreover w P BUC1pRq

}rSεptqpwq}W 1,8pRq ď C e´minpt|g1pu´8q|,|g1pu`8q|uq ε t }w}W 1,8pRq ,

2. for any θ ą 0 there exist positive pCθ, ωθq such that for any t ě 0, any 0 ď ε ď ε0

and any w P BUC0pRq

}rSεptqpwq}L8pRq `min
`

t1,
?
tu
˘

}Bx rSεptqpwq}L8pRq ` |Bts
p
εptqpwq|

ď Cθ e´ωθ t } eθ | ¨ | w}L8pRq .

Estimates on operators are derived through pointwise bounds on Green kernels from
the trivial fact that if T is defined through

Tpwqpxq “
ż

R
Kpx, yqwpyq d y

then
}Tpwq}L8pRq ď }K}L8x pL1

yq
}w}L8pRq .

3.4.1 Auxiliary lemmas

To begin with, to gain a practical grasp on the way the placement of spectral curves
impacts decay rates, we provide two lemmas, that will be of ubiquitous use when estab-
lishing pointwise bounds on Green functions.

Both lemmas are motivated by the fact that when β ě 0 and t ą 0 the minimization
of

Λ0 t`

˜

α

2 ´
c

α2

4 ´ b ` Λ0

¸

β
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over Λ0 P p´
α2

4 ` b ,`8q is equivalent to

2
c

α2

4 ´ b ` Λ0 “
β

t
. (3.4.2)

The first lemma directly elucidates the consequences of this choice of Λ0 in the approxi-
mate saddlepoint method sketched above.

Lemma 5. Let t ą 0, α P R, β ě 0, β0 ě 0 b P R, and pζ´, ζ`q P C2 such that

<pζ˘q ą |=pζ˘q| , ¯=pζ˘q ą 0 .

Then the curve Λ : R Ñ C defined through 13

2
c

α2

4 ´ b ` Λpξq “ β0

t
` i ξ ζsgnpξq ,

satisfies for any ξ P R, when either β “ β0 or (β ě β0 and α ď 0)

<

˜

Λpξq t`
˜

α

2 ´
c

α2

4 ´ b ` Λpξq
¸

β

¸

ď ´

ˆ

α2

4 ´ b

˙

t`
α

2 β0 ´
β2

0
4 t ´

ξ2

4 <pζ2
sgnpξqq t

“ b t´
pβ0 ´ α tq

2

4 t ´
ξ2

4 <pζ2
sgnpξqq t

and for any ξ P R˚

|Λ1pξq| ď |ζsgnpξq|

ˆ

1` <pζsgnpξqq

|=pζsgnpξqq|

˙

<

˜

c

α2

4 ´ b ` Λpξq
¸

.

We omit the proof of Lemma 5 as straightforward and elementary.
The second lemma is designed to deal with cases when the natural choice (3.4.2) is not

available because of extra constraints arising from Evans’ function possible annulation in
p´α2

4 ` b , 0q. Explicitly, it focuses on the case when β{t ď ω0 when ω0 is typically picked
as either ωη0

r or ωη0
r with

ωη0
r :“ 2

c

pf 1pu`8q ´ σεq2

4 ´
η0

2 , ωη0
` :“ 2

c

pf 1pu´8q ´ σεq2

4 ´
η0

2 , (3.4.3)

where η0 is as in Proposition 13. Since β{t ď ω0 should be thought as a bounded-domain
restriction, it is useful to let the second lemma also encode the possible trade-off between
spatial localization and time decay.

13. Sign conditions on =pζ˘q ensure that this is a licit definition.
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Lemma 6. Let t ą 0, α P R, β ě 0, b ă 0, pζ´, ζ`q P C2 such that

<pζ˘q ą |=pζ˘q| , ¯=pζ˘q ą 0 ,

and ω0 ě 0 such that
β ď ω0 t .

Then the curve Λ : R Ñ C defined through

2
c

α2

4 ´ b ` Λpξq “ ω0 ` i ξ ζsgnpξq ,

satisfies for any ξ P R˚

|Λ1pξq| ď |ζsgnpξq|

ˆ

1` <pζsgnpξqq

|=pζsgnpξqq|

˙

<

˜

c

α2

4 ´ b ` Λpξq
¸

.

and for any ξ P R and η ą 0,

<

˜

Λpξq t`
˜

α

2 ´
c

α2

4 ´ b ` Λpξq
¸

β

¸

ď ´

ˆ

α2 ´ p1` ηqω2
0

4 ´ b

˙

t´
ω0 ´ α

2 β ´
ξ2

4

ˆ

<pζ2
sgnpξqq ´

1
η
|=pζsgnpξqq|

2
˙

t

and, when moreover ω0 ă |α|,

<

˜

Λpξq t`
˜

α

2 ´
c

α2

4 ´ b ` Λpξq
¸

β

¸

ď b t´
p|α| t´ βq2

4 t

ˆ

1´ p1` ηq ω
2
0
α2

˙

´
ξ2

4

ˆ

<pζ2
sgnpξqq ´

1
η
|=pζsgnpξqq|

2
˙

t .

Note that to guarantee for some η ą 0 both

<pζ2
sgnpξqq ą

1
η
|=pζsgnpξqq|

2 , 1 ą p1` ηq ω
2
0
α2 ,

one needs to enforce

<pζsgnpξqq ą
|α|

a

α2 ´ ω2
0
|=pζsgnpξqq| . (3.4.4)

Likewise when ω0 ą |α|, one may extract large-time decay for |ξ| ě ξ0 ą 0 provided that
<pζsgnpξqq is sufficiently large.
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Proof. The starting point is that for any η ą 0,

<

˜

Λpξq t`
˜

α

2 ´
c

α2

4 ´ b ` Λpξq
¸

β

¸

ď ´

˜

α2 ´ ω2
0 ´ η

`

ω0 ´
β
t

˘2

4 ` |b|

¸

t´
ω0 ´ α

2 β ´
ξ2

4

ˆ

<pζ2
sgnpξqq ´

1
η
|=pζsgnpξqq|

2
˙

t

“ ´ |b| t´
pα t´ βq2

4 t ´
ξ2

4

ˆ

<pζ2
sgnpξqq ´

1
η
|=pζsgnpξqq|

2
˙

t`
pω0 t´ βq

2

4 t p1` ηq .

The first bound on the real part is then obtained by using the first formulation of the
foregoing bound jointly with

ˆ

ω0 ´
β

t

˙2

ď ω2
0

whereas the second bound, specialized to the case |α| ą ω0, stems from the second
formulation and

p|α| t´ βq2 ď pα t´ βq2 , pω0 t´ βq
2
ď

ω2
0
α2 p|α| t´ βq

2 .

3.4.2 First separations

We would like to split Gε
tpx, yq into pieces corresponding to different behaviors. Yet

we must take into account that our description of Gεpλ;x, yq is different in high-frequency
and compact regimes. To do so, we pick some curves and break them into pieces.

Explicitly, motivated by (3.4.4) with ω0 either ωη0
r or ωη0

r — defined in (3.4.3) with η0

as in Proposition 13 —, we first choose ζHF˘ such that

<pζHF˘ q ě 2 max pt|f 1pu`8q ´ σε|, f 1pu´8q ´ σεuq
?

2 η0
|=pζHF˘ q| , ¯=pζHF˘ q ą 0 .

Then we define curves Λr
ε, Λ`

ε through

2
c

pf 1pu`8q ´ σεq2

4 ´ ε g1pu`8q ` Λr
εpξq “ ωHFr ` i ξ ζHFsgnpξq ,

2
c

pf 1pu´8q ´ σεq2

4 ´ ε g1pu´8q ` Λ`
εpξq “ ωHF` ` i ξ ζHFsgnpξq ,

where ωHFr and ωHF` are fixed such that

ωHFr ą |f 1pu`8q ´ σ0| , ωHF` ą |f 1pu´8q ´ σ0| .
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Note that this is sufficient to guarantee that both curves satisfy requirements ensuring
(3.3.5) thus also (3.3.6).

We shall do a particular treatment of the parts of the curves corresponding to |ξ| ď
ξHF where we choose ξHF as

ξHF :“
2 max

` 

ωHFr ´ ωη0
r , ω

HF
` ´ ωη0

`

(˘

min
` 

|=pζHF` q|, |=pζHF´ q|
(˘ .

Once again the motivation for the definition of ξHF stems from Lemma 6. Indeed the
definition ensures that for ω P R, a curve Λ, defined through

2
c

pf 1pu`8q ´ σεq2

4 ´ ε g1pu`8q ` Λpξq “ ω ` i ξ ζωr,sgnpξq ,

respectively through

2
c

pf 1pu´8q ´ σεq2

4 ´ ε g1pu´8q ` Λpξq “ ω ` i ξ ζω`,sgnpξq ,

with
ζω7,˘ :“ <pζHF˘ q ` i

ˆ

=
`

ζHF˘
˘

¯
ωHF7 ´ ω

ξHF

˙

, 7 P tr, `u ,

satisfies

Λp˘ξHF q “ Λr
εp˘ξ

HF
q , respectively Λp˘ξHF q “ Λ`

εp˘ξ
HF
q ,

whereas, for 7 P tr, `u, ω P rωη0
7 , ω

HF
7 s,

<pζω7,˘q “ <pζHF˘ q , ¯=pζω7,˘q ą 0 , |=pζω7,˘q| ď
3
2 |=pζ

HF
˘ q| .

In the following, for 7 P tr, `u, we use notation Λ7,LFε :“ pΛ7εq|r´ξHF ,ξHF s and Λ7,HFε :“
pΛ7εq|Rzr´ξHF ,ξHF s.

To ensure that Lemma 6 provides exponential time decay for the part of the evolution
arising from Λ7,HFε , we reinforce the constraint on <pζHF˘ q by adding

<pζHF˘ q ě

d

=pζHF˘ q2 ` 2 max ptpωHFr q2 ´ pf 1pu`8q ´ σεq2, pω
HF
` q2 ´ pf 1pu´8q ´ σεq2uq

pξHF q2
.

Anticipating our needs when analyzing small-λ expansions, we point out that by
lowering η0 and ωHF` , ωHFr , we may enforce that for 7 P tr, `u, when ω “ ωη0

7 , and Λ is
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defined as above, there exists ω1 ą 0 and some δ ą 0, such that for any ξ P r´ξHF , ξHF s

<pΛpξqq ď ´ω1 , <

˜

c

pf 1pu`8q ´ σεq2

4 ´ ε g1pu`8q ` Λpξq
¸

ď
p´f 1pu`8q ` σεq

2 ´ δ ,

respectively

<pΛpξqq ď ´ω1 , <

˜

c

pf 1pu´8q ´ σεq2

4 ´ ε g1pu´8q ` Λpξq
¸

ď
pf 1pu´8q ´ σεq

2 ´ δ .

After these preliminaries, to account for different behaviors, when t ą 0 we break Gε
t

as
Gε
t “ Gε,pt

t `Gε,ess
t (3.4.5)

with Gε,pt
t and Gε,ess

t defined as follows. First

Gε,pt
t px, yq “ 0 , if xy ą 0 and

`

y ě ωHFr t or y ď ´ωHF` t
˘

Gε,pt
t px, yq “

1
2 iπ

ż

Λ
eλ t Gεpλ;x, yq dλ if xy ă 0 ,

and when xy ą 0 and ´ωHF` t ă y ă ωHFr t

Gε,pt
t px, yq

“

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

1
2 iπ

ş

Λr,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq e1 ¨Vr,s
ε pλ, xq

rτ `ε pλq

Dεpλq
e1 ¨rVr,s

ε pλ, yq dλ

if x ą y ą 0

1
2 iπ

ş

Λ`,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq
τ rε pλq

Dεpλq
e1 ¨V`,u

ε pλ, xq e1 ¨rV`,u
ε pλ, yq dλ

if 0 ą x ą y

1
2 iπ

ş

Λ`,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq e1 ¨V`,u

ε pλ, xq
rτ rε pλq

Dεpλq
e1 ¨rV`,u

ε pλ, yq dλ

if 0 ą y ą x

1
2 iπ

ş

Λr,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq

τ `ε pλq

Dεpλq
e1 ¨Vr,s

ε pλ, xq e1 ¨rVr,s
ε pλ, yq dλ

if y ą x ą 0 ,

where, here and in the definition of Gε,ess
t , Λ is either Λ “ Λr

ε or Λ “ Λ`
ε, and we use

compact notation for integrals over curves instead of explicitly parametrized versions.
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Second,

Gε,ess
t px, yq “ 0 , if xy ă 0

Gε,ess
t px, yq “

1
2 iπ

ż

Λ
eλ t Gεpλ;x, yq dλ , if xy ą 0 and

`

y ě ωHFr t or y ď ´ωHF` t
˘

,

and when xy ą 0 and ´ωHF` t ă y ă ωHFr t

Gε,ess
t px, yq

“

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

1
2 iπ

ş

Λr,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq e1 ¨Vr,s
ε pλ, xq

rρ`εpλq

Dεpλq
e1 ¨rVr,u

ε pλ, yq dλ

` 1
2 iπ

ş

Λr,HFε
eλ t Gεpλ;x, yq dλ if x ą y ą 0

1
2 iπ

ş

Λ`,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq
ρrεpλq

Dεpλq
e1 ¨V`,s

ε pλ, xq e1 ¨rV`,u
ε pλ, yq dλ

` 1
2 iπ

ş

Λ`,HFε
eλ t Gεpλ;x, yq dλ if 0 ą x ą y

1
2 iπ

ş

Λ`,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq e1 ¨V`,u

ε pλ, xq
rρrεpλq

Dεpλq
e1 ¨rV`,s

ε pλ, yq dλ

` 1
2 iπ

ş

Λ`,HFε
eλ t Gεpλ;x, yq dλ if 0 ą y ą x

1
2 iπ

ş

Λr,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq

ρ`εpλq

Dεpλq
e1 ¨Vr,u

ε pλ, xq e1 ¨rVr,s
ε pλ, yq dλ

` 1
2 iπ

ş

Λr,HFε
eλ t Gεpλ;x, yq dλ if y ą x ą 0 .

Note that the above splitting implies

BxG
ε
t “ BxG

ε,pt
t ` BxG

ε,ess
t

where here and elsewhere throughout the text, Bx acting on either Gε,pt
t or Gε,ess

t is un-
derstood as a pointwise derivative wherever these functions are continuous.

The rationale behind the splitting is that the large-time decay of Gε,ess
t is essentially

limited by spatial decay hence may be thought as purely explained by essential spectrum
considerations whereas the large-time asymptotics of Gε,pt

t is driven by the presence near
the spectral curves of a root of Dε at λ “ 0, hence is due to the interaction of essential
and point spectra.

Some extra complications in the splitting are due to the fact that we need to prepare
the identification of the most singular part as a phase modulation, which comes into a
tensorized form. This explains why we define zones in terms of the size of |y|, instead of
the otherwise more natural |x´ y|.
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3.4.3 First pointwise bounds

We begin our use of Lemmas 5 and 6 with short-time bounds.

Lemma 7. There exist positive pε0, C, ω, θq such that for any t ą 0, any 0 ď ε ď ε0 and
any px, yq P R2

|Gε,pt
t px, yq| `min

`

t1,
?
tu
˘

|BxG
ε,pt
t px, yq| ď C eω t e´θ |x| 1

?
t

e´θ
y2
t ,

The foregoing lemma does not contain estimates on Gε,ess
t because those would be

redundant with the corresponding large-time estimates. The point of Lemma 7 is to
show that for short-time estimates the singularity at λ “ 0 may be avoided whereas this
singularity is not present in Gε,ess

t .

Proof. To bound Gε,pt
t px, yq when xy ă 0, we separate between x ą 0 ą y and x ă 0 ă y.

The analyses being completely similar, we only discuss here the former case. To treat it,
we move curves as in Lemmas 5 and 6 with β0 “ β “ |y|, α “ f 1pu´8q´σε, b “ ε g1pu´8q

and note that
<pµε´pλ, u`8qq ď

1
2 pf

1
pu`8q ´ σεq ă 0 .

More explicitly, we use Lemma 5 to bound the regime |y| ě ωHF` t which leads to the
claimed heat-like bound since

e´
p|y|´α tq2

4 t ď e
´

ˆ

1´ |α|

ωHF
`

˙

y2
4 t
, |y| ě ωHF` t .

In the remaining zone where |y| ď ωHF` t we use instead Lemma 6 to derive a bound that
may be converted into a heat-like bound through

e´
ωHF
`

´α

2 |y|
ď e

´

ˆ

1´ |α|

ωHF
`

˙

y2
2 t
, |y| ď ωHF` t .

The estimates on Gε,pt
t px, yq when xy ą 0 are obtained in exactly the same way.

We proceed with bounds on Gε,ess
t .

Lemma 8. There exist positive pε0, C, ω, θq such that for any t ą 0, any 0 ď ε ď ε0 and
any px, yq P R2

|Gε,ess
t px, yq| `min

`

t1,
?
tu
˘

|BxG
ε,ess
t px, yq|

ď C 1|x´y|ď|y| e´minpt|g1pu´8q|,|g1pu`8q|uq ε t 1
?
t

ˆ

e´θ
|x´y´pf 1pu`8q´σεq t|

2

t
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` e´θ
|x´y´pf 1pu´8q´σεq t|

2

t

˙

` C e´ω t 1
?
t

e´θ
y2
t `C e´ωt e´θ|x´y| .

This also implies that there exist positive pε0, C, θq such that for any θ1 ą 0 there exists
ω1 ą 0 such that for any t ą 0, any 0 ď ε ď ε0 and any px, yq P R2

e´θ1|y|
´

|Gε,ess
t px, yq| `min

`

t1,
?
tu
˘

|BxG
ε,ess
t px, yq|

¯

ď C e´ω1 t 1
?
t

ˆ

e´θ
|x´y´pf 1pu`8q´σεq t|

2

t ` e´θ
|x´y´pf 1pu´8q´σεq t|

2

t

` e´θ
y2
t

˙

` Ce´tω
1

e´θ|x´y|.

In the foregoing statement and throughout the text we use 1A to denote a character-
istic function for the condition A.

Proof. To deduce the second bound from the first we observe that for any α

θ

2 t |x´ y ´ α t|
2
` θ1|x´ y| ě

$

&

%

1
2 θ

1 |α| t if |x´ y ´ α t| ď 1
2 |α| t

θ
4 |α|

2 t if |x´ y ´ α t| ě 1
2 |α| t

.

To prove the first bound we should distinguish between regimes defined by 0 ă y ă x,
y ă x ă 0, 0 ą y ą x and y ą x ą 0. Regimes 0 ă y ă x and 0 ą y ą x on one hand and
y ă x ă 0 and y ą x ą 0 on the other hand may be treated similarly and we give details
only for the cases y ă x ă 0 and 0 ă y ă x.

Note that when y ă x ă 0, we have |x ´ y| ď |y|. When y ă x ă 0 and |y| ě ωHF` t,
we choose the curve according to Lemma 5 with β0 “ β “ |x ´ y|, α “ f 1pu´8q ´ σε,
b “ ε g1pu´8q if |x ´ y| ě tωη0

` , and, otherwise, according to Lemma 6 with ω0 “ ωη0
`

and β “ |x ´ y|, as well as α “ f 1pu´8q ´ σε. To analyze the regime when y ă x ă 0
and |y| ă ωHF` t, we never move the curve Λ`,HF

ε (but bound its contribution according to
Lemma 6) whereas we move Λ`,LF

ε as in Lemma 5 with ζ˘ “ ζ
|x´y|{t
`,˘ when |x´ y| ě ωη0

` t

or as in Lemma 6 with ζ˘ “ ζ
ω
η0
`

`,˘ when |x´ y| ď ωη0
` t.

To bound the contribution of the regime 0 ă y ă x, we may proceed as when y ă x ă 0
provided that |x ´ y| ď |y| or ´ωHF` t ď y ď ωHFr t. The remaining case is dealt with by
applying Lemma 5 with β0 “ |y| and β “ |x´y| using the fact that f 1pu`8q´σε ă 0.
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3.4.4 Linear phase separation

The large-time estimates for Gε,pt
t require a phase separation. To carry it out we first

recall that there exist parε, a`εq P R2, each uniformly bounded from below and above, such
that

e1 ¨Vr,s
ε p0, ¨q “ arε U

1
ε , e1 ¨V`,u

ε p0, ¨q “ a`εU
1
ε .

Then we split Gε,pt
t as

Gε,pt
t px, yq “ U 1εpxqG

ε,p
t pyq ` rGε,pt

t px, yq

with

Gε,p
t pyq “ 0 , if

`

y ě ωHFr t or y ď ´ωHF` t
˘

,

whereas when ´ωHF` t ă y ă ωHFr t

Gε,p
t pyq “

$

’

’

’

&

’

’

’

%

1
2 iπ

ż

Λr,LFε

eλ t e´
ş`8

0 pf 1pUεq´f
1pu`8qq a`ε e1 ¨rVr,s

ε pλ, yq
dλ
Dεpλq

if y ą 0

1
2 iπ

ż

Λ`,LFε

eλ t e
ş0
´8
pf 1pUεq´f

1pu´8qq arε e1 ¨rV`,u
ε pλ, yq

dλ
Dεpλq

if y ă 0 .

As a result, when xy ă 0 and ´ωHF` t ă y ă ωHFr t

rGε,pt
t px, yq

“

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

1
2 iπ

ş

Λr,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq e1 ¨ pVr,s
ε pλ, xq ´Vr,s

ε p0, xqq e1 ¨rV`,u
ε pλ, yq

dλ
Dεpλq

` 1
2 iπ

ş

Λr,HFε
eλ t Gεpλ;x, yq dλ if x ą 0 ą y

1
2 iπ

ş

Λ`,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq e1 ¨

`

V`,u
ε pλ, xq ´V`,u

ε p0, xq
˘

e1 ¨rVr,s
ε pλ, yq

dλ
Dεpλq

` 1
2 iπ

ş

Λ`,HFε
eλ t Gεpλ;x, yq dλ if y ą 0 ą x ,

whereas when (y ě ωHFr t or y ď ´ωHF` t),

rGε,pt
t px, yq “

$

&

%

0 , if xy ą 0
1

2 iπ

ş

Λ eλ t Gεpλ;x, yq dλ if xy ă 0 ,
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and when xy ą 0 and ´ωHF` t ă y ă ωHFr t, rGε,pt
t px, yq equals

$

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

’

%

1
2 iπ

ş

Λr,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq
`

rτ `ε pλq e1 ¨Vr,s
ε pλ, xq ´ rτ `ε p0q e1 ¨Vr,s

ε p0, xq
˘

ˆ
e1 ¨rVr,s

ε pλ, yq

Dεpλq
dλ

if x ą y ą 0 ,

1
2 iπ

ş

Λ`,LFε
eλ t e

ş0
´8
pf 1pUεq´f

1pu´8qq
`

τ rε pλq e1 ¨V`,u
ε pλ, xq ´ τ

r
ε p0q e1 ¨V`,u

ε p0, xq
˘

ˆ
e1 ¨rV`,u

ε pλ, yq

Dεpλq
dλ

if 0 ą x ą y ,

1
2 iπ

ş

Λ`,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq

`

rτ rε pλq e1 ¨V`,u
ε pλ, xq ´ rτ rε p0q e1 ¨V`,u

ε p0, xq
˘

ˆ
e1 ¨rV`,u

ε pλ, yq

Dεpλq
dλ

if 0 ą y ą x ,

1
2 iπ

ş

Λr,LFε
eλ t e´

ş`8

0 pf 1pUεq´f
1pu`8qq

`

τ `ε pλq e1 ¨Vr,s
ε pλ, xq ´ τ

`
ε p0q e1 ¨Vr,s

ε p0, xq
˘

ˆ
e1 ¨rVr,s

ε pλ, yq

Dεpλq
dλ

if y ą x ą 0 ,

Proceeding as above for the rest of bounds, we obtain the following lemmas.

Lemma 9. There exist positive pε0, C, ω, θq such that for any t ą 0, any 0 ď ε ď ε0 and
any px, yq P R2

| rGε,pt
t px, yq| `min

`

t1,
?
tu
˘

|Bx rG
ε,pt
t px, yq|

ď C e´minpt|g1pu´8q|,|g1pu`8q|uq ε t e´θ |x| 1
?
t

ˆ

e´θ
|y´pf 1pu`8q´σεq t|

2

t ` e´θ
|y`pf 1pu´8q´σεq t|

2

t

˙

` C e´ω t e´θ |x| e´θ |x´y| .

This also implies that there exist positive pε0, C, θq such that for any θ1 ą 0 there exists
ω1 ą 0 such that for any t ą 0, any 0 ď ε ď ε0 and any px, yq P R2

e´θ1|y|
´

| rGε,pt
t px, yq| `min

`

t1,
?
tu
˘

|Bx rG
ε,pt
t px, yq|

¯

ď C e´ω1 t
ˆ

1
?
t

ˆ

e´θ
|y´pf 1pu`8q´σεq t|

2

t ` e´θ
|y`pf 1pu´8q´σεq t|

2

t

˙

` e´θ |x| e´θ |x´y| e´θ1|y|
˙

.

Lemma 10. There exist positive pε0, C, ω, θq such that for any t ą 0, any 0 ď ε ď ε0
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and any y P R

|Gε,p
t pyq| ď C eω t 1

?
t

e´θ
y2
t .

Moreover, there exist positive pε0, C, ω, θq such that for any t ą 0, any 0 ď ε ď ε0 and
any y P R

|BtG
ε,p
t pyq| ď C e´minpt|g1pu´8q|,|g1pu`8q|uq ε t 1

?
t

ˆ

e´θ
|y´pf 1pu`8q´σεq t|

2

t ` e´θ
|y`pf 1pu´8q´σεq t|

2

t

˙

.

This also implies that there exist positive pε0, C, θq such that for any θ1 ą 0 there exists
ω1 ą 0 such that for any t ą 0, any 0 ď ε ď ε0 and any y P R

e´θ1|y| |BtGε,p
t pyq| ď C e´ω1 t 1

?
t

ˆ

e´θ
|y´pf 1pu`8q´σεq t|

2

t ` e´θ
|y`pf 1pu´8q´σεq t|

2

t

˙

.

To conclude and prove Proposition 16, we pick a smooth cut-off function χ on r0,`8q
such that χ ” 1 on r2,`8q and χ ” 0 on r0, 1s and define sp

ε , rSε by

sp
εptqpwq :“

ż

R
χptqGε,p

t pyqwpyq d y ,

rSεptqpwqpxq :“
ż

R

´

χptq pGε,ess
t px, yq ` rGε,pt

t px, yqq ` p1´ χptqqGε
tpx, yq

¯

wpyq d y .

The definitions are extended to t “ 0 by sp
εp0qpwq “ 0 and rSεp0qpwq “ w.

As explained near its statement, Proposition 16 follows then from L8x L
1
y bounds on

Green kernels, which themselves are derived from pointwise bounds proved above.

3.5 Nonlinear stability

In the present section we conclude the proof of Theorem 15.
To do so, we seek for u solving (3.2.1) under the form

upt, xq “ U εpx` ψptqq ` vpt, x` ψptqq (3.5.1)

with pv, ψ1q exponentially decaying in time. In these terms the equation becomes

Btv ` pf
1
pU ε ` vq ´ σε ` ψ

1
qBxv ´ B

2
xv (3.5.2)

“ ε pgpU ε ` vq ´ gpU εqq ´ pf
1
pU ε ` vq ´ f

1
pU εq ` ψ

1
qU 1ε .
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Equation (3.5.2) may be solved through

vpt, ¨q “ rSεptq pv0q `

ż t

0

rSεpt´ sqNεrvps, ¨qq, ψ
1
psqs d s , (3.5.3)

ψ1ptq “ Bts
p
εptq pv0q `

ż t

0
Bts

p
εpt´ sqNεrvps, ¨qq, ψ

1
psqs d s , (3.5.4)

with

Nεrw,ϕs :“ ´pf 1pU ε ` wq ´ f
1
pU εq ` ϕqBxw ` ε pgpU ε ` wq ´ gpU εq ´ g

1
pU εqwq

´ pf 1pU ε ` wq ´ f
1
pU εq ´ f

2
pU εqwqU

1
ε .

In the present section, for notational concision’s sake, we denote

ω8 “ minp|g1pu´8q|, |g1pu`8q|q .

To begin with, we observe that estimates of the foregoing section are almost suffi-
cient to run a continuity argument on (3.5.3)-(3.5.4). Indeed they provide the following
proposition.

Proposition 17. There exist θ0 ą 0 and ε0 ą 0 such that for any 0 ă θ ď θ0 and δ ą 0,
there exist C ą 0 such that for any 0 ă ε ď ε0 and T ą 0, if pv, ψ1q solves (3.5.3)-(3.5.4)
on r0, T s, with

}vpt, ¨q}L8pRq ď δ , t P r0, T s ,

then, for any t P r0, T s,

|ψ1ptq| ` }vpt, ¨q}W 1,8pRq

ď C }vp0, ¨q}W 1,8pRq e´ε ω8t

ˆ exp
ˆ

C sup
0ďsďT

eε ω8sp|ψ1psq| ` }vps, ¨q}L8pRq ` }pε` e´θ|¨|q´1
Bxvps, ¨q}L8pRqq

˙

.

The estimate fails to close by the fact that }Bxw}L8pRq provides a weaker ε-uniform
control on w than }pε` e´θ|¨|q´1Bxw}L8pRq. Note however that for any x˚ ą 0,

}pε` e´θ|¨|q´1
Bxw}L8pr´x˚,x˚sq ď eθx˚ }Bxw}L8pRq

so that we only need to improve the estimates on Bxvpt, ¨q on the complement of some
compact neighborhood of 0.
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3.5.1 Maximum principle and propagation of regularity

To close our nonlinear estimates without using neither localization nor parabolic
smoothing — which would cause loss in powers of ε—, we shall use a maximum principle
argument.

To begin with, we state and prove a convenient classical abstract maximum principle.
We provide a proof mostly to highlight that it may be thought as an energy estimate on
a suitable nonlinear function.

Lemma 11. Let T ą 0, x˚ P R, δ ą 0, a P L1pr0, T s;W 1,8prx˚,`8qqq bounded from
above away from zero and h P C0pr0, T s ˆ rx˚,`8q ˆRq. If w P C2pp0, T q ˆ rx˚,`8qq X
C0pr0, T s ˆ rx˚,`8qq is a bounded function such that

Btw ` ap¨, ¨q Bxw ď B
2
xw ` hp¨, ¨, wq , on r0, T s ˆ rx˚,`8q

and M is a positive constant such that

M ě wp¨, x˚q , on r0, T s ,
M ě wp0, ¨, q , on rx˚,`8q ,

´δ¨ ě 1¨ąM hpt, x, ¨q ,

then
w ďM , on r0, T s ˆ rx˚,`8q .

Proof. When moreover

M ą lim sup
xÑ8

wp¨, xq , on r0, T s

the claim is proved by a Grönwall argument on

t ÞÑ

ż `8

x˚

pwpt, xq ´Mq` dx .

The general case is recovered by applying this special case to pt, xq ÞÑ e´θ px´x˚q wpt, xq
with θ ą 0 sufficiently small and taking the limit θ Ñ 0.

We now use the foregoing lemma to derive a weighted bound on Bxv outside a suf-
ficiently large compact neighborhood of 0. We shall insert such a bound in a continuity
argument so that we only need to prove that as long as Bxv does not become too large it
remains small. This is the content of the following proposition.
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Proposition 18. There exists θ0 ą 0 such that for any 0 ă θ ď θ0, there exist x˚ ą 0,
ε0 ą 0, δ ą 0 and C ą 0 such that for any 0 ă ε ď ε0 and T ą 0, if pv, ψ1q solves (3.5.2)
on r0, T s ˆR, with

|ψ1ptq| ` }vpt, ¨q}L8pRq ď δ e´ε ω8t , t P r0, T s ,
|Bxvpt, xq|

ε` e´θ|x| ď δ e´ε ω8t , pt, xq P r0, T s ˆR ,

then for any pt, xq P r0, T s ˆ pRzr´x˚, x˚sq

|Bxvpt, xq|

ε` e´θ|x| ď C e´ε ω8t ˆ
´

sup
0ďsďT

eε ω8sp|ψ1psq| ` }vps, ¨q}L8pRq ` }Bxvps, ¨q}L8pr´x˚,x˚sqq

` }pε` e´θ|¨|q´1
Bxvp0, ¨q}L8pRq

¯

.

Proof. We may argue separately to deal with bounds on x ě x˚ on one hand and on
x ď ´x˚ on the other hand, and provide details only for the former. From now on we
focus on x ě x˚.

We would like to apply Lemma 11 to both Aε Bxv and ´Aε Bxv for a suitable weight
Aε equivalent to pt, xq ÞÑ eε ω8t pε` e´θ|x|q´1. Our choice is

Aεpt, xq :“ eω8 ε t e
ş`8

t ε e´ε ω8s d s

ε` e´θ |x| .

Note that one has

BtpAεBxvq `

ˆ

pf 1pU ε ` vq ´ σε ` ψ
1
q ` 2 θ e´θ|x|

ε` e´θ|x|

˙

BxpAεBxvq ´ B
2
xpAεBxvq

“ pf 1pU εq ´ f
1
pU ε ` vq ´ ψ

1
qAεU

2
ε ` pf

2
pU εq ´ f

2
pU ε ` vqqAεU

12
ε

´ AεBxv
´

ε e´ε ω8t´pf 1pU ε ` vq ´ σε ` ψ
1
q
θ e´θ|x|
ε` e´θ|x|

´ ε pω8 ` g
1
pU ε ` vqq ´

θ2 e´θx p2 ε ` e´θxq
pε` e´θxq2 ` f2pU ε ` vqp2U 1ε ` Bxvq

¯

.

Fixing first θ ą 0 sufficiently small, then x˚ sufficiently large and δ and ε sufficiently small,
one enforce that the term in front of BxpAεBxvq is bounded from above away from zero
and the term in front of AεBxv is bounded from below by a multiple of ε e´ε ω8t`θ e´θ|x|.
This is sufficient to apply Lemma 11 and derive the claimed upper bound on x ě x˚.
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3.5.2 Proof of Theorem 15

Our very first task when proving Theorem 15 is to convert classical local well-posedness
yielding maximal solutions u to (3.2.1) into convenient local existence results for pv, ψ1q.

This follows from the following simple observation. By design, sp
εptq ” 0 when 0 ď

t ď 1. Thus if u solves (3.2.1) on r0, T s ˆR then pv, ψ1q satisfying (3.5.1)-(3.5.3)-(3.5.4)
may be obtained recursively through

ψptq “ ψ0 , vpt, ¨q “ upt, ¨ ´ ψptqq ´ U ε , when 0 ď t ď minpt1, T uq ,

and, for any n P N,

ψ1ptq “ Bts
p
εptq pv0q `

ż t´1

0
Bts

p
εpt´ sqNεrvps, ¨qq, ψ

1
psqs d s ,

ψptq “ ψ0 `

ż t

0
ψ1psq d s ,

vpt, ¨q “ upt, ¨ ´ ψptqq ´ U ε , when minptn, T uq ď t ď minptn` 1, T uq .

Now, combining together Propositions 17 and 18, one obtains that for any θ ą 0
sufficiently small, there exist ε0 ą 0, δ ą 0 and C ě 1 such that for any 0 ă ε ď ε0, and
pv0, ψ0q with

}v0}L8pRq ` }pε` e´θ|¨|q´1
Bxv0}L8pRq ď δ ,

the corresponding solution u to (3.2.1), in the form (3.5.1), satisfies that if for some T ą 0
and any 0 ď t ď T

|ψ1ptq| ` }vpt, ¨q}L8pRq ` }pε` e´θ|¨|q´1
Bxvpt, ¨q}L8pRq

ď 2C e´ε ω8t
`

}v0}L8pRq ` }pε` e´θ|¨|q´1
Bxv0}L8pRq

˘

then for any 0 ď t ď T

|ψ1ptq| ` }vpt, ¨q}L8pRq ` }pε` e´θ|¨|q´1
Bxvpt, ¨q}L8pRq

ď C e´ε ω8t
`

}v0}L8pRq ` }pε` e´θ|¨|q´1
Bxv0}L8pRq

˘

.

From this and a continuity argument stem that u is global and that the latter estimate
holds globally in time. One achieves the proof of Theorem 15 by deriving bounds on ψ
by integration of those on ψ1 and going back to original variables.
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3.6 Wave profiles

In the present Appendix, we prove Proposition 10. Let us first reformulate the wave
profile equation in terms of

rU ε :“ U ε ´ U0

ε
, rσε :“ σε ´ σ0

ε
.

The equation to consider is

rU
2

ε ´

´

pf 1pU0q ´ σ0q rU ε

¯1

“ ´ gpU0 ` ε rU εq ´

´

rσε pU0 ` ε rU εq

¯1

`

˜

fpU0 ` ε rU εq ´ fpU0q ´ ε f
1pU0q

rU ε

ε

¸1

,

with rU εp0q “ 0, prσε, eθ | ¨ | rU ε, eθ | ¨ | rU
1

εq uniformly bounded, for some sufficiently small
θ ą 0. As announced in the introduction the framework we first consider is suboptimal
from the point of view of spatial localization but we shall refine it in a second step. To carry
out the first step we introduce spaces W k,8

θ and their subspaces BUCk
θ , corresponding to

norms

}v}Wk,8
θ

pRq “

k
ÿ

j“0
} eθ | ¨ | Bjxv}L8pRq .

In this first step, we just pick some 0 ă θ ă minptθ`0, θr0uq and let all the constants depend
on this particular choice.

We begin with two preliminary remarks. Firstly note that a simple integration yields
that a necessary constraint is

rσε “ ´
1

u`8 ´ u´8

ż

R
gpU0 ` ε rU εq “: rΣεrrU εs

and that

rNεrrU εs :“ ´ gpU0 ` ε rU εq ´

´

rΣεrrU εs pU0 ` ε rU εq

¯1

`

˜

fpU0 ` ε rU εq ´ fpU0q ´ ε f
1pU0q

rU ε

ε

¸1

defines a continuous map from BUC1
θ to the closed subspace of BUC0

θ whose range is
contained in the set of functions with zero integral and that, on any ball of BUC1

θ , has
an Opεq-Lipschitz constant.
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Secondly, denoting L0 the operator defined by

L0pvq :“ v2 ´ pf 1pU0q ´ σ0qvq
1

on BUC0
θ , with domain BUC2

θ , we observe that L0 is Fredholm of index 0 (as a continuous
operator from BUC2

θ to BUC0
θ ), its kernel is spanned by U 1ε and the kernel of its adjoint is

reduced to constant functions. The foregoing claims are easily proved by direct inspection
but may also be obtained with the arguments of Sections 3.2 and 3.3, combining spatial
dynamics point of view with a Sturm-Liouville argument. Since evaluation at 0 acts
continuously on BUC2

θ and U 10p0q ‰ 0, this implies that the restriction of L0 from the
closed subspace of BUC2

θ consisting of functions with value 0 at 0 to the closed subspace
of BUC0

θ consisting of functions with zero integral is boundedly invertible. Indeed, the
inverse of this restriction is readily seen to be given by

L:0phqpxq :“ ´
ż x

0

ż `8

z

U 10pxq

U 10pzq
hpyq d y d z “

ż x

0

ż z

´8

U 10pxq

U 10pzq
hpyq d y d z .

Note that from the profile equation itself stems that if rU ε is a BUC1
θ -solution it is

also a BUC2
θ -solution so that the problem reduces to

rσε “ rΣrrU εs , rU ε “ L:0p rNεrrU εsq .

If C0 is chosen such that C0 ą }L
:
0
rNεr0Rs}W 1,8

θ
pRq, it follows that, when ε is sufficiently

small, the map L:0 ˝ rNε sends the complete space
!

v P BUC1
θ pRq ; vp0q “ 0 and }v}W 1,8

θ
pRq ď C0

)

into itself and is strictly contracting with an Opεq-Lipschitz constant. Thus resorting to
the Banach fixed-point theorem achieves the first step of the proof of Proposition 10.

Note that, in order to conclude the proof, it is sufficient to provide asymptotic descrip-
tions of eθ`ε| ¨ |pU ε ´ u´8q, eθrε ¨ pU ε ´ u`8q, eθ`ε| ¨ | U 1ε and eθrε ¨ U 1ε. Indeed, on one hand, the
asymptotic comparisons for eθ`ε| ¨ | U pkqε and eθrε ¨ U pkqε , k ě 2, are then deduced recursively
by using the profile equation (differentiated pk´ 2q times). On the other hand, since, for
# P t`, ru, θ#

ε “ θ#
0 ` Opεq, the asymptotic descriptions are sufficient to upgrade the

existence part of the first step arbitrarily close to optimal spatial decay rates, α# Ñ θ#
0 .

As a further reduction, we observe that the asymptotics for eθ`ε| ¨ |pU ε´u´8q, eθrε ¨ pU ε´

u`8q, may be deduced from the ones for eθ`ε| ¨ | U 1ε and eθrε ¨ U 1ε by integration since

e´θ`ε x pU εpxq ´ u´8q ´ e´θ`0 x pU0pxq ´ u´8q
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“

ż x

´8

eθ`ε py´xq
´

e´θ`ε y U 1εpyq ´ e´θ`0 y U 10pyq
¯

d y

`

ż x

´8

eθ`0 py´xq
´

epθ`ε´θ`0q py´xq ´1
¯

e´θ`0 y U 10pyq d y

and likewise near `8.
To conclude, we derive the study of eθ`ε| ¨ | U 1ε and eθrε ¨ U 1ε from the analysis of Propo-

sition 11 (with K “ t0u). Indeed,

θ`ε “ µε`p0;u´8q , θ`ε “ ´µ
ε
´p0;u`8q ,

and

U 1εpxq “
pu`8 ´ u´8q

2
eθ`ε x e1 ¨P

`
ε p0, xqRε

`p0;u´8q
ş0
´8

eθ`ε y e1 ¨P `
ε p0, yqRε

`p0;u´8q d y
,

“
pu`8 ´ u´8q

2
´ eθrε x e1 ¨P

r
ε p0, xqRε

´p0;u`8q
ş`8

0 e´θrε y e1 ¨P r
ε p0, yqRε

´p0;u`8q d y
.

Thus the claimed expansion stems from the smoothness in ε afforded by Proposition 11.
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Chapter 4

CONVECTIVE UNIFORM STABILITY

4.1 Introduction

In this chapter, we continue the study initiated in the third chapter. We are again
studying the stability of particular waves solving partial differential equations of the form

Btu` Bxpfpuqq “ gpuq ` εB2
xu. (4.1.1)

We are interested in particular classes of waves, that are singular perturbations of waves
solutions to the hyperbolic problem obtained as εÑ 0.

However, in contrast with Chapter 3, the goal is to study stability of waves in weighted
spaces, which are spaces of the form

BUC0
ωpRq :“ tve´ω | v P BUC0

pRqu,

and higher-order versions thereof, where ω : R Ñ R is typically a locally bounded
function.

We begin by discussing the choice of the functional space and the introducing of such
weights. This choice is an important factor in the determination of the spectrum of the
linearized operator, and thus can crucially affect the stability properties of such waves.
In fact, in various problems, some parts of the spectrum may be moved to the left half
of the complex plane or even entirely deleted by an other functional space.

A seminal work developping this approach of choosing a particular functional space
to obtain nonlinear stability in a similar framework is [Sat76], by Sattinger. It discusses
the stability of waves solutions to equations of the form

Btu “ B
2
xu` fpu, Bxuq,

and the use of weight allows him to move the essential spectrum to the left of the imag-
inary axis in various problems. In fact, as this part of the spectrum is a consequence of
properties of the asymptotic matrices at ˘8 associated to the linearized operator, and
the introduction of weights mostly changes the prescription of the behavior of functions
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near ˘8. Let us point out that, actually, one may even get rid of the eigenvalue at λ “ 0
by doing so, thus obtaining potentially a classical asymptotic stability result, and not
just a classical orbital one.

In particular, in [Sat76] stability in some reaction-diffusion equations and the viscous
Burgers equation are studied in such spaces. The analysis of [Sat76] relies mostly on ab-
stract semigroup arguments and parabolic regularization estimates, those being sufficient
to carry out the nonlinear analysis. In this chapter, we will need to use sharper methods
to study the uniform stability of parabolic regularizations Riemann shocks, and in par-
ticular, as in the third chapter, Green function bounds.

We will, here, mostly restrict the discussion to weights of the form eω where ω : R Ñ R
is equal to c`x for all x ě 0, and to c´x for x ď 0, where c` ď 0 and c´ ě 0 are constants.
This should be contrasted with works introducing weights of Gaussian types, or, in the
part of [DR22] related to smooth waves with a characteristic point, in which choosing
spaces associated with norms controlling higher order derivatives allows to obtain a big-
ger spectral gap, and, hence, better time decay.

Note that we restrict a priori to weights strengthening the localization because we
want the corresponding L8 based spaces to form algebras. This is almost mandatory in
order to close a nonlinear argument.

Finally, the importance of such studies, and more generally of unstables fronts in
the study of the long-time behavior of solutions to PDEs, already clearly apparent in
the pioneering [AW78]. In particular, let us mention that, when one studies a reaction-
diffusion scalar equation, an initial data which is initially compactly supported will have
its dynamics strongly influenced by particular fronts that are unstable in the unweighted
topology. Finally, in the hyperbolic case of balance laws, works have also been done to
study such behavior, as in [MS97, Sin96], where it is proved that at least in the strictly
convex case and for particular topologies, one should expect that an initial data constant
at `8 and ´8 will be asymptotically described by piecing waves together.

The present chapter is a vanishing viscosity counterpart to [GR] and we describe now
its main results. It extends some parts of [DR20, DR22] to other functional spaces. More
precisely, in [DR20, DR22], stability and instability properties of fronts are studied in the
framework of L8 based unweighted spaces. In such unweighted topologies, the authors
obtain a complete description of non-degenerate stable and unstable traveling waves. The
authors of [GR] analyze the effects of weights described above on the classification.

An important part of [GR] consists in obtaining stability in the critical case. This
refers to the case of an exponential weight with the biggest possible c` ă 0 for which the
spectrum is confined in the left half of the complex plane. In the case of smooth traveling
waves, the zero mode is not in the weighted space, and the authors obtain a classical
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stability result. Furthermore, when adding an extra polynomial weight, one can get back
some form of decay on the perturbation. More specifically, with a weight of the form
} ¨ }c,β :“ }p1` p¨q`qβec`p¨q`v}L8 with ec¨ the critical weight, and for some β ą 0, a decay
of speed at least 1

1`tβ is obtained. In the case of a Riemann shock, however, an asymp-
totic orbital result is obtained and it requires that the set of initial data considered have
slightly more localization, since an extra polynomial localization is needed with β ą 1.
The latter extra constraint originates in the necessity to control the orbital shift.

Let us now describe briefly the content of the present chapter, beginning with proofs
of existence of wave solutions to the viscous equations, approximating hyperbolic waves.
The case of Riemann shocks is similar to those studied before. In the case of smooth
waves, however, it relies on singular perturbations techniques. In fact, the spatial eigen-
values of the profile ODE at ˘8 are asymptotically equivalent to g1pu˘8q{pf 1pu˘8q ´ σq
and pσ ´ f 1pu˘8qq{ε. The latter is stiff and requires a specific treatment.

It is worth noting that, in the smooth case, there exists a wave profile for each speed
greater than a given critical value, both in the hyperbolic and parabolic problems. In
contrast, when it comes to the Riemann shock, the speed is uniquely determined by the
endstates.

Moreover, we do not study here the problems of other types of instabilities. First
of all, nullstable front in the case of Riemann shocks (that is, with g1pu´8q ą 0 and
g1pu`8q ą 0) is expected to be similarly solvable. Likewise we expect that the case when
the wave is marginally stable in unweighted topologies, because for instance g1pu`8q “ 0,
could be treated similarly but we do not treat it here. In contrast, the analysis of the
degenerate case of waves with critical speed σ˚ :“ supru´8,u`8s f

1, also not carried out
here, is likely to require new insights.

We are studying here fronts that are monostable. Here, instabilities at the spectral
level are restricted to those coming from constant states. Monostability means that one
endstate is unstable while the other is stable. In such a context, as we are considering
heteroclinic with noncharacteristic convective parts, we can ensure that, adding weights
on that side of the real line, the linearized operator is actually spectrally stable, but some
sign information on the convection is needed to ensure that the weight is increasing local-
ization. For viscous shocks and other traveling waves considered here, this sign condition
is met and one may hope to close a nonlinear argument, as we do.

We conclude this short introduction by gathering the weighted topologies used through-
out the chapter. For θ, β ě 0, we define the following spaces

L8θ pRq :“ tue´θp¨q` |u P L8pRqu,
W 1,8
θ :“ tu P L8θ pRq |u1 P L8θ pRqu,
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BUC0
θ pRq :“ tue´θp¨q` |u P BUC0

pRqu,

BUC1
θ :“ tu P BUC0

θ pRq |u1 P BUC0
θ pRqu,

L8θ,βpRq :“ tp1` p¨qq´βue´θχ |u P L8pRqu,
W 1,8
θ :“ tu P L8θ,βpRq |u1 P L8θ pRqu,

BUC0
θ pRq :“ tp1` p¨q`q´βue´θp¨q` |u P BUC0

pRqu,

BUC1
θ :“ tu P BUC0

θ pRq |u1 P BUC0
θ,βpRqu.

The associated norms, defined, for any v in, respectively, L8θ pRq, W
1,8
θ pRq, L8θ,βpRq,

W 1,8
θ,β pRq are given by

}v}L8
θ

:“ }eθp¨q`v}L8 ,
}v}W 1,8

θ
:“ }eθp¨q`v}L8

θ
` }eθp¨q`v1}L8

θ

}v}L8
θ,β

:“ }eθp¨q`p1` p¨q`qβv}L8 ,

}v}W 1,8
θ,β

:“ }eθp¨q`v}L8
θ,β
` }eθp¨q`v1}L8

θ,β
.
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4.2 Riemann shock

Consider u˘8, distinct real such that σ0 “
fpu`8q ´ fpu´8q

u`8 ´ u´8
with f 1pu`8q ă σ0 ă

f 1pu´8q and gpu`8q “ 0 “ gpu´8q, as well as g1pu´8q ă 0 ă g1pu`8q.
Define θε such that, for every ε ą 0, it is the smallest positive root of the polynom

εX2 ` pf 1pu`8q ´ σεqX ` g1pu`8q.
Under these conditions, viscous waves satsifying

εU2ε ` pσε ´ f
1
pU εqqU

1
ε ` gpU εq “ 0,

on R, with U εpxq Ñ u˘8 as x Ñ ˘8 and U 1εpxq Ñ 0 as x Ñ ˘8, and U εpxq converges
as εÑ 0` towards u`8 if x ą 0 and towards u´8 if x ă 0. Their existence can be proven
as in the previous Chapter.

Furthermore, define τpε, θq “ εθ2` pf 1pu`8q ´ σεqθ` g
1pu`8q. This will be the decay

rate in the space weighted like exppθp¨q`q (when bigger in absolute value than ´g1pu´8q).
The following theorem describes the orbital asymptotic stability of the waves puεqεą0

which will be constructed later on. More precisely, the uniformity of the stability with
respect to the viscous parameter will be an important point of focus here. We are inter-
ested in the case of weighted spaces, and especially of those allowing to create a spectral
gap, and, also, of those for which the weight is critical. In that case, with the help of
some extra polynomial weight, we obtain asymptotic orbital stability.

Theorem 16. Given η ą 0, there exist positive ε0, α, δ and C such that, for every
ε P p0, ε0s, v0 P BUC

1
θ0`ηpRq satisfying

}v0}L8
θ0`η

ď δ,

›

›

›

›

›

εBxv0

ε` e´
α|x|
ε

›

›

›

›

›

L8
θ0`η

ď δ,

the solution u to Equation 4.1.1 with initial data U ε ` v0 is defined on R`, and there
exists ψ P C1pR`,Rq such that for every t P R`, pupt, ¨´σεt`ψptqq´uεq P BUC1

θ`ηpRq,
and

} pupt, ¨ ´ σεt` ψptqq ´ uεq }L8θ0`η
`

›

›

›

›

›

εBx pupt, ¨ ´ σεt` ψptqq ´ uεq

ε` e´
α|¨|
ε

›

›

›

›

›

L8
θ0`η

` |ψ1ptq|

ď Ce´tτpε,θ0`ηq

¨

˚

˝

}v0}L8
θ0`η

`

›

›

›

›

›

εBxv0

e´
α|¨|
ε ` ε

›

›

›

›

›

L8
θ0`η

˛

‹

‚

Furthermore, for every β ą 0, there exist positive ε0, δ and C such that for every ε P
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p0, ε0s, for every v0 P BUC
1
θε,βpRq such that

}v0}L8
θε,β

ď δ,

›

›

›

›

εBxv0

ε` e´α|x|

›

›

›

›

L8
θε,β

ď δ,

the solution u to Equation 4.1.1 with initial data U ε ` v0 is defined on R`, and there
exists ψ P C1pR`,Rq such that for every t P R`, pupt, ¨´σεt`ψptqq´uεq P BUC1

θε,βpRq,
and

} pupt, ¨ ´ σεt` ψptqq ´ uεq }L8θε `

›

›

›

›

›

εBx pupt, ¨ ´ σεt` ψptqq ´ uεq

ε` e´
α|¨|
ε

›

›

›

›

›

L8
θε

` |ψ1ptq|

ď
C

p1` tqβ

¨

˚

˝

}v0}L8
θε,β
`

›

›

›

›

›

εBxv0

ε` e´
α|¨|
ε

›

›

›

›

›

L8
θε,β

˛

‹

‚

In the critical case, that is, for θ “ θε, as in the hyperbolic counterpart to this result,
a result is only obtained by choosing initial data having an extra polynomial localization.
This is actually needed to control, in the Duhamel formulation, terms involving the phase.
In fact, for terms of the form ψ1Bxv, no extra spatial localization is obtained, which can
be opposed to terms such as v2 or vBxv, which are localized like e´2θε|¨|.

Following [BR23], we will prove the result by working in fast variables. Explicitly we
perform the following substitutions

ũpt̃, x̃q :“ upε t̃, ε x̃q , U εpx̃q :“ uεpε x̃q .

For the sake of notational simplicity, we drop tildes in the following and simply consider
t the fast dynamical equation

Btu` Bxpfpuqq “ B
2
xu` εgpuq , (4.2.1)

and the fast profile equation

U2ε “ pf
1
pU εq ´ σεqU

1
ε ´ εgpU εq. (4.2.2)

The proof of the existence of wave profiles is essentially identical the the one in [BR23]
and is thus omitted here.

To a large extent, the next two subsections follow the analysis of the corresponding
ones in [BR23]. Let us thus stress what are the departures. Two of the main changes
are simply due to different expository choices: in the present chapter, our normalization
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of dual functions is slightly different (in order to simplify some expressions) and our
high-frequency analysis follows the same ideas, but the bounds obtained are voluntarily
sub-optimal to emphasize how little information is needed on that part of the complex
plane. However some other differences have a much deeper origin and motivation. In
particular, two things that could be roughly bounded in [BR23] must be very carefully
tracked in the present analysis. Explicitly

1. For obvious reasons, here one cannot mix contributions arising to `8 and to ´8.
2. In heat-like type bounds, one must obtain sharp expressions for standard devia-

tions.
The latter point is necessary to allow for the sharp range of spatial localization rates
including the critical θ “ θε and to derive the corresponding sharp time decay rates
τpε, θq.

4.2.1 Conjugation of the flows

We start the work on the spectral problem by obtaining some result relating the
solutions to some ODE with asymptotically constant coefficients (with convergence rate
fast enough) and the ODE associated with the limiting coefficients.
It is written in a general form.

Proposition 19. Consider Ω, an open subset of the complex plane, and ε0 ą 0. Let
pλ, ε, xq ÞÑ Apλ, ε, xq, be a smooth function defined on the set Ωˆ r0, ε0s ˆR, with value
in M2pCq. Assume that Apλ, ε, xq has a limit for fixed pλ, εq at xÑ `8 noted A8pλ, εq,
which is also smooth in pλ, εq and holomorphic in λ. Furthermore, we assume that for
every pε, xq P r0, ε0s ˆR, the function λ ÞÑ Apλ, ε, xq is holomorphic.
Assume also that there exist ε0 ą 0 such that for every K Ă Ω compact there exist some
positive constants CpKq and θpKq and a smooth map (holomorphic in λ) Ar : Ωˆr0, ε0s Ñ

M2pCq such that for every ε P r0, ε0s, every x P R, every λ P Ω, we have that }Apλ, ε, xq´
A8pλ, εq} ď CpKqe´θpKq|x|. Also, for every λ P Ω and ε P r0, ε0s, we assume that the
eigenvalues of A8pλ, εq have distinct real parts. Then, noting pλ, ε, x, yq ÞÑ Spλ, ε, x, yq,
the solution operator associated to pλ, ε, xq ÞÑ Apλ, ε, xq (that is, Spλ, ε, ¨, yq is the solution
to z1 “ Apλ, ε, ¨qz with initial data zpyq “ I2) we have that there exists a smooth map
(holomorphic in λ) pλ, ε, xq ÞÑ P rpλ, ε, xq such that, for every px, yq P R2 we have that S
pλ, ε, x, yqP rpλ, ε, yq “ P rpλ, ε, xqepx´yqA8pλ,εq and, furthermore, for every compact set K
included in Ω, there exist C ą 0 and θ ą 0 such that for every pλ, ε, xq P K ˆ r0, ε0s ˆR,
}P rpλ, ε, xq ´ I2} ď Ce´θ|x|.

Proof. Fix such a Ω, ε0 and A, smooth, defined on Ω ˆ r0, ε0s ˆR and holomorphic in
λ P Ω. We start by noticing that such a Prpλ, ε, xq, for a fixed pλ, εq P Ωˆr0, ε0s, satisfies
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the desired conditions if and only if it is a solution of

BxY pxq “ ´Y pxqA8pλ, εq ` Apλ, ε, xqY pxq

that is of
Y 1 “ rY,A8pλ, εqs ` pApλ, ε, xq ´ A8pλ, εqqY pxq

and that it satisfies a condition of the form }P rpλ, ε, xq´I2} ď Ce´θ|x| with some positive
constants C, θ.

Noting µ`pε, λq and µ´pε, λq the eigenvalues of A8pλ, εq with the convention

<pµ´pλ, εqq ă <pµ`pλ, εqq

They are well defined and as smooth as pλ, εq ÞÑ Apλ, εq due to the implicit function
theorem applied to pλ, ε, µq ÞÑ det pµI2 ´ Apλ, εqq around pλ0, ε0, µ`pλ0, ε0qq in one case,
and around pλ0, ε0, µ´pλ0, ε0qq in the other case.

We note R`pλ, εq and R´pλ, εq, right eigenvectors associated to the eigenvalues of
A8pλ, εq (and L` as well as L´ are left eigenvectors) such that the relations of normal-
ization L`R` “ 1 and L´R´ “ 1 are satisfied.

Remind that we can construct locally the projections on the stable subspace, the un-
stable subspace and the kernel of the linear operator B ÞÑ rA8pλ, εq, Bs by considering
the operators given by

Πupλ, εqpBq “ L`pλ, εqBR´pλ, εq R`pλ, εqL´pλ, εq,

(where L`pλ, εqBR´pλ, εq is identified to the scalar contained in the 1ˆ 1 matrix)
and

Πspλ, εqpBq “ L´pλ, εqBR`pλ, εqR´pλ, εqL`pλ, εq.

The said eigenvectors can be constructed locally such that they are as smooth as
A8pλ, εq by considering the application X ÞÑ pA8pλ, εq ´ µ˘pλ, εqqX defined on the
affine space tR`pλ0, ε0q`νR´pλ0, ε0q | ν P Ru for R`, and similarly for R´, and then L˘,
and we then normalize L˘ by dividing it by L˘R˘. As a consequence, as we have that
Πupλ, εq and Πspλ, εq are uniquely defined, they are locally smooth due to the previous
equality, the smoothness of R˘ and L˘, and, hence, they are smooth on Ωˆ r0, ε0s (with
holomorphy with respect to λ P Ω).

Now, consider K, a compact subset of Ω, and fix some constant ϑ ą 0 such that
2ϑ ď minpλ,εqPKˆr0,ε0s <pµ`pλ, εq ´ µ´pλ, εqq and 2ϑ ď θ.

We can now define the operator Tx0,λ,ε : Ex0 Ñ Ex0 where Ex0 is defined as Ex0 “
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tI2`u| for u P C0prx0,`8q,M2q such that }eϑ¨pup¨q´I2q}L8 ă `8 (on which we consider
the natural distance defined for pu, vq P E2

x0 by dpu, vq “ }eϑ¨pu´ vqp¨q}L8) such that

Tx0,λ,εpuqpxq “ I2 `

ż x

x0

epx´τqrA8pλ,εq,¨sΠsppApλ, ε, τq ´ A8pλ, εqqupτqqdτ

`

ż x

`8

epx´τqrA8pλ,εq,¨spIdM2pCq ´ ΠsqppApλ, ε, τq ´ A8pλ, εqqupτqqdτ

We can now show that for x0 big enough (depending on K) such that Tx0,λ,ε is a con-
traction map on some closed neighborhood of the map x ÞÑ I2. We have that for every
u P Ex0 (we use here that there exists some constant C̃ ą 0 uniform on K ˆ r0, ε0s

dpTx0,λ,εpuq, I2q ďCpKqC̃

ˆ
ż x

x0

e´2ϑpx´τqe´2ϑτdτ `

ż x

`8

´e´2ϑτdτ

˙

p1` }u´ I2}L8q

ďC̃CpKq

ˆ

px´ x0qe
´2ϑx

`
e´2ϑx

2ϑ

˙

p1` }u´ I2}L8q

ďC̃CpKq

ˆ

e´ϑx0e´ϑx

ϑ
`
e´2θx

2ϑ

˙

p1` }u´ I2}L8q

and that for every pu, vq P Ex0

dpTx0,λ,εpuq, Tx0,λ,εpuqq ď C̃CpKq

ˆ
ż x

x0

e´2ϑpx´τqe´2ϑτdτ `

ż x

`8

´e´2ϑτdτ

˙

}u´v}L8prx0,`8qq.

Hence, by taking x0 big enough, we have that Tx0,λ,ε is contracting for every pλ, εq P
Kˆr0, ε0s. Furthermore, the regularity in pλ, εq is obtained by using the implicit function
theorem to pλ, ε, uq ÞÑ u ´ Tx0,λ,εpuq. Finally, P rpλ, ε, ¨q is extended for a fixed pλ, εq P
Ωˆ r0, ε0s through the relation for every x P p´8, x0q

P r
pλ, ε, xq :“ Spλ, ε, x, x0qP

r
pλ, ε, x0qe

px0´xqA8pλ,εq.

The regularity in x is obtained by using the fact that x ÞÑ S pλ, ε, x, x0q is smooth, and
so x ÞÑ P rpλ, ε, xq is also smooth.

Here, consider px, yq ÞÑ Φλ
ε px, yq the solution operator to the ordinary differential

equation

Y 1 “

˜

f 1pU ε ´ σε 1
λ´ εg1pU εq 0

¸

Y

that is Φλ
ε px, yqZ0 is the only solution that satisfies this equation and which that the
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value Z0 at y. Furthermore, note

Ar
εpλq :“

˜

f 1pu`8q ´ σε 1
λ´ εg1pu`8q 0

¸

.

Proposition 20. There exist positive constants pε0, C, θ, δq such that setting

Ωδ :“
"

λ ; <
´?

λ
¯

ě
1
δ

*

there exists a smooth map

P r,HF : r0, ε0s ˆ Ωδ ˆR ÞÑ GL2pCq , pε, λ, xq ÞÑ P r,HF
ε pλ, xq

locally uniformly analytic in λ on a neighborhood of Ωδ and such that, for any pε, λ, xq P
r0, ε0s ˆ Ωδ ˆ r0,`8q,

›

›

›

›

›

˜

1 0
0 1?

λ

¸

P r,HF
ε pλ, xq

˜

1 0
0
?
λ

¸

´ e´ 1
2
ş`8

x pf 1pUεpyqq´f
1pu`8qq d y I2

›

›

›

›

›

ď C
e´θ |x|

<
`
?
λ
˘ ,

›

›

›

›

›

˜

1 0
0 1?

λ

¸

pP r,HF
ε pλ, xqq´1

˜

1 0
0
?
λ

¸

´ e 1
2
ş`8

x pf 1pUεpyqq´f
1pu`8qq d y I2

›

›

›

›

›

ď C
e´θ |x|

<
`
?
λ
˘ ,

and, for any pε, λ, x, yq P r0, ε0s ˆ Ωδ ˆR2,

Φλ
ε px, yq “ P r,HF

ε pλ, xq epx´yqAr
εpλq pP r,HF

ε pλ, yqq´1 .

The proof is identical to the one in the previous part, that is Chapter 3 and is thus
omitted.

4.2.2 Spectral stability and Evans function

To obtain an expression for the Green function associated to the operator λ ´ Lε

where
Lε : v ÞÑ

`

B
2
x ` Bxppσε ´ f

1
pU εqqvq ` εg

1
pU εqv

˘

,

we first try to obtain some particular basis of the ODE. Parametrized by pλ, ε, xq P
Ωˆ r0, ε0s ˆR where Ω is defined by

Ω :“ Cz
´

´8,
α0

2

ı

,
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with
α0 “ max

ˆ

´
pσ0 ´ f

1pu´8qq
2

4 ,´
pσ0 ´ f

1pu`8qq
2

4

˙

,

and ε0 ą 0 small enough such that U ε is defined for every ε P r0, ε0s and also such that
αε ď

α0

2 ,here, αε is

αε “ max
ˆ

εg1pu´8q ´
pσε ´ f

1pu´8qq
2

4 , εg1pu`8q ´
pσε ´ f

1pu`8qq
2

4

˙

,

and consider the matrices

Apλ, ε, xq :“
˜

pf 1pU εpxqq ´ σεq 1
λ´ εg1pU εpxqq 0

¸

.

We know due to Proposition 19 that, as the family of matrices satisfy its assumptions,
we can conjugate the solutions to

Y 1 “ Apλ, ε, ¨qY,

to the asymptotic matrices limxÑ`8Apλ, ε, xq and limxÑ´8Apλ, ε, xq.
We, thus, obtain smooth conjugation matrices P r : Ωˆr0, ε0sˆR and P ` : Ωˆr0, ε0sˆ

R Ñ M2pCq such that we have the conjugation associated to the constant coefficient
equations Y 1 “ Apλ, ε,`8qY and Y 1 “ Apλ, ε,´8qY .

Considering

Rr
´pλ, εq “

˜

1
´µr`pλ, εq

¸

, Rr
`pλ, εq “

˜

1
´µr´pλ, εq

¸

,

R`
`pλ, εq “

˜

1
´µ`´pλ, εq

¸

, R`
´pλ, εq “

˜

1
´µ``pλ, εq

¸

.

and

V r,s
pλ, εq : x ÞÑ P r

pλ, ε, xqexA8pλ,εqRr
´pλ, εq,

V r,u
pλ, εq : x ÞÑ P r

pλ, εqexApλ,ε,`8qRr
`pλ, εq,

V `,u
pλ, εq : x ÞÑ P `

pλ, ε, xqexApλ,ε,´8qR`
`pλ, εq,

V `,s
pλ, εq : x ÞÑ P `

pλ, εqexApλ,ε,´8R`
´pλ, εq

we can define
Dεpλq :“ detpV r,s

pλ, ε, 0q, V `,u
pλ, ε, 0qq.
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We are now able to state a result which corresponds to the bounds on the eigenvalues
of the linearized operator Lε in weighted spaces. First remind the theorem of Sturm-
Liouville from the introduction 9.

Proposition 21. Given δ ą 0, there exist η0 ą 0 and ε0 ą 0, as well as C ą 0 such that
for every λ P C such that dpλ, p´8,´η0sq ě δ and |λ| ď 1

δ
we have that |Dεpλq| ě C|λ|.

Proof. Fix δ ą 0.
We consider, for ε P R` such that U ε is defined, the weight defined on R by

ωεpxq :“ exp
ˆ

1
2

ż x

0
pf 1pU εpτqq ´ σεqdτ

˙

,

Lεpωε¨qω
´1
ε “B

2
x ¨ `

ω2ε ` ω
12
ε ` pσε ´ f

1pU εqqω
1
ε

ωε
¨ `pεg1pU εq ´ f

2
pU εqU

1
εq¨,

“B
2
x ¨ `

ˆ

εg1pU εq ´
f2pU εqU

1
ε

2 `
´pσε ´ f

1pU εqq
2

2

˙

¨

And so, Lε :“ ω´1
ε Lεpωε¨q, defined as an unbounded operator on L2pRq with domain

H2pRq is a self-adjoint operator, and, thanks to Sturm-Liouville theory, the point spec-
trum of Lε is a finite set of real values . Furthermore, these eigenvalues are all simple
and, if this set is nonempty, then its maximum corresponds to the eigenvalue which has
an eigenfunction which has no zero. Thus, in our case, to λ “ 0. Furthermore, other
eigenvalues correspond with vanishing of the Evans function and, still in this part, the
vanishing of the Evans function always gives raise to a simple zero of Dε.

Finally, as Dε converges to D0 uniformly on every compact of Ω, it is also the case of
D1ε and of D2ε (towards D10 and D20 respectively). Thus, we have that there exists some

η0 ą 0 (we allow ourselves to reduce it such that the inequality |D
1
0p0q|
2 η0´3|D20p0q|η2

0 ě 0
is also satisfied) and ε0 ą 0 such that for every ε P r0, ε0s

|D1ε| ě
|D10p0q|

2 , |D2εpλq| ď
3|D20p0q|

2 ,

on Dp0, η0q and, for every λ P Czp´8,´η0s such that |λ| ď 1
δ
and dpλ, p´8,´η0sq ě δ, as

well as, with Ωδ,η0 :“ tµ P Czp´8,´η0s | |λ| ď
1
δ
, dpλ, ps´8,´η0s ě δ, that it satisfies

|Dεpλq ´D0pλq| ď
inftµPΩδ,η0 ,|µ|ěη0u |D0pµq|

2 .

Thus, for every ε P r0, ε0s, we have that

|Dεpλq| ě
|D0pλq|

2 ,
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if λ P Ωδ,η0 and |λ| ě η0, as well as

|Dεpλq| ě
|D10p0q||λ|

4 ,

for |λ| ď η0. Thus, for every λ P Ωδ,η0 and ε P r0, ε0s, we have that

|Dεpλq| ě min
ˆ

δ inftµPΩδ,η0 | |µ|ěδu
|D0pµq|

2 ,
|D10p0q|

4

˙

|λ|.

We are now really almost ready to be able to give an expression of the spectral Green
function on a given compact set of the form given in 21 (that is for any fixed δ ą 0).

To do so, we define the dual spectral problem, which is associated to the following
operator (defined on L2pRq with domain H2pRq and associated to an ODE in the 2D
space that differs from the one associated with the original one by a smooth function in
x and ε times I2)

v ÞÑ v2 ` pf 1pU εq ´ σεqv
1
` εg1pU εqv.

Ãpλ, ε, xq :“
˜

0 1
λ´ εg1pU εq σε ´ f

1pU εq

¸

Thus, the solutions on R of the system Y 1pxq “ Ãpλ, ε, xqY pxq are the elements of

tx ÞÑ exp
ˆ
ż x

0
pσε ´ f

1
pU εpτqqqdτ

˙

Zpxq |Z solves the equation

Z 1pxq “ Apλ, ε, xqZpxq on Ru.

We can define

Ṽ r,s
pλ, ε, ¨q “ e

ş¨

0pσ´f
1pUεpτqqdτV r,s

pλ, ε, ¨q,

Ṽ r,u
pλ, ε, ¨q “ e

ş¨

0pσ´f
1pUεpτqqdτV r,u

pλ, ε, ¨q,

Ṽ `,u
pλ, ε, ¨q “ e

ş¨

0pσ´f
1pUεpτqqdτV `,u

pλ, ε, ¨q,

Ṽ `,s
pλ, ε, ¨q “ e

ş¨

0pσ´f
1pUεpτqqdτV `,s

pλ, ε, ¨q.

Remind that, for every V solving V 1 “ Apλ, ε, ¨qV on R and every W solving W 1 “
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Ãpλ, ε, ¨qW on R we have that

V ¨

˜

0 ´1
1 0

¸

W

is constant on R, we can thus compute the scalar products of the form below by taking
the limits at ˘8.

Thus, we have that for every x P R

V `,u
pλ, ε, xq ¨

˜

0 ´1
1 0

¸

Ṽ `,s
pλ, ε, xq “ lim

yÑ´8
V `,u

pλ, ε, yq ¨

˜

0 ´1
1 0

¸

Ṽ `,s
pλ, ε, yq

“e
ş´8

0 pf 1pu´8q´f
1pUεqqpµ`´pλ, εq ´ µ

`
`pλ, εqq,

V `,u
pλ, ε, xq ¨

˜

0 ´1
1 0

¸

Ṽ `,u
pλ, ε, xq “ lim

yÑ´8
V `,u

pλ, ε, yq ¨

˜

0 ´1
1 0

¸

Ṽ `,u
pλ, ε, yq “ 0,

V r,s
pλ, ε, xq ¨

˜

0 ´1
1 0

¸

Ṽ r,u
pλ, ε, xq “ lim

yÑ`8
V r,s

pλ, ε, yq ¨

˜

0 ´1
1 0

¸

Ṽ r,u
pλ, ε, yq

“e
ş`8

0 pf 1pu`8q´f
1pUεqqpµr`pλ, εq ´ µ

r
´pλ, εqq,

V r,s
pλ, ε, xq ¨

˜

0 ´1
1 0

¸

Ṽ r,s
pλ, ε, xq “0,

V r,s
pλ, ε, ¨q “τrpλ, εqV

`,u
pλ, ε, ¨q ` ρrpλ, εqV

`,s
pλ, ε, ¨q,

V `,u
pλ, ε, ¨q “τ`pλ, εqV

r,s
pλ, ε, ¨q ` ρ`pλ, εqV

r,u
pλ, ε, ¨q,

Ṽ r,s
pλ, ε, ¨q “τ̃rpλ, εqṼ

`,u
pλ, ε, ¨q ` ρ̃rpλ, εqṼ

`,s
pλ, ε, ¨q,

Ṽ `,u
pλ, ε, ¨q “τ̃`pλ, εqṼ

r,s
pλ, ε, ¨q ` ρ̃`pλ, εqṼ

r,u
pλ, ε, ¨q.

Hence, for every x P R

ρrpλ, εq detpV `,u
pλ, ε, xq, V `,s

pλ, ε, xqq “ detpV `,u
pλ, ε, xq, V r,s

pλ, ε, xqq,

“´Dεpλqe
şx
0 pf

1pUεpτqq´σεqdτ ,

and

ρ`pλ, εq detpV r,s
pλ, ε, xq, V r,u

pλ, ε, xq “ detpV r,s
pλ, ε, xq, V `,u

pλ, ε, xqq

“Dεpλqe
şx
0 pf

1pUεpτqq´σεqdτ .

From the last two equalities, we get the following expressions for ρr and ρ`

ρrpλ, εq “ ´
e
şx
0 pf

1pUεpτqq´σεqdτDεpλq

detpV `,upλ, ε, xq, V `,spλ, ε, xqq
,
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“´
e
şx
0 pf

1pUεpsqq´f
1pu´8qqdsDεpλq

det
˜

P `pλ, ε, xq

˜

1
´µ`´pλ, εq

¸

, P `pλ, ε, xq

˜

1
´µ``pλ, εq

¸¸ ,

ρ`pλ, εq “
Dεpλqe

şx
0 pf

1pUεpτqq´σεqdτ

detpV r,spλ, ε, xq, V r,upλ, ε, xqq
,

“
Dεpλqe

şx
0 pf

1pUεpsqq´f
1pu`8qqds

det
˜

P rpλ, ε, xq

˜

1
´µr`pλ, εq

¸

, P rpλ, ε, xq

˜

1
´µr´pλ, εq

¸¸ ,

and, for ρ̃r and ρ̃`

ρ̃rpλ, εq “ ρrpλ, εq,

ρ̃lpλ, εq “ ρ`pλ, εq.

Thus, by taking x going to `8 (or ´8, depending on the case)

ρrpλ, εq “
e´

ş0
´8
pf 1pUεpτqq´f

1pu´8qqdτDεpλq

µ``pλ, εq ´ µ
`
´pλ, εq

,

ρ`pλ, εq “
Dεpλqe

ş`8

0 pf 1pUεpτqq´f
1pu`8qqdτ

µr`pλ, εq ´ µ
r
´pλ, εq

,

ρ̃rpλ, εq “ρrpλ, εq,

ρ̃`pλ, εq “ρ`pλ, εq,

as well as, for every x P R

V r,s
pλ, ε, xq ¨

˜

0 ´1
1 0

¸

Ṽ `,u
pλ, ε, xq “ρ̃`pλ, εq lim

yÑ`8
V r,s

pλ, ε, yq ¨

˜

0 ´1
1 0

¸

Ṽ r,u
pλ, ε, yq,

“e
ş`8

0 pf 1pu`8q´f
1pUεqqρ̃`pλ, εqpµ

r
´pλ, εq ´ µ

r
`pλ, εqq,

“´Dεpλqe
ş`8

0 pf 1pu`8q´f
1pUεqqe

ş`8

0 pf 1pUεpτqq´f
1pu`8qqdτ

“´Dεpλq,

V `,u
pλ, ε, xq ¨

˜

0 ´1
1 0

¸

Ṽ r,s
pλ, ε, xq,“e´

ş0
´8
pf 1pu´8q´f

1pUεpτqqqdτ ρ̃rpλ, εqpµ
`
´pλ, εq ´ µ

`
`pλ, εqq

“ ´Dεpλq.
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Thus, for all y P R,

´

V `,upλ, ε, yq V r,spλ, ε, yq
¯

˜

0 ´1
1 0

¸

ˆ

Ṽ r,spλ, ε, xq

´Dεpλq

Ṽ `,upλ, ε, xq

´Dεpλq

˙ᵀ

“ I2.

And so, for every y P R

´

V `,upλ, ε, yq V r,spλ, ε, yq
¯

˜

αpλ, ε, yq

´βpλ, ε, yq

¸

“

˜

0
´1

¸

,

where α and β are given by the formula αpλ, ε, yq “ e1¨Ṽ
r,spλ, ε, yqDεpλq

´1 and βpλ, ε, yq “
e1 ¨ Ṽ

`,upλ, ε, yqDεpλq
´1.

Thus, we obtain the following representation of the spectral Green function. If x ą y,
then

Gpλ, ε, x, yq “
1

Dεpλq
e1 ¨ V

r,s
pλ, ε, xqe1 ¨ Ṽ

`,u
pλ, ε, yq

and, if x ă y

Gpλ, ε, x, yq “
1

Dεpλq
e1 ¨ V

`,u
pλ, ε, xqe1 ¨ Ṽ

r,s
pλ, ε, yq.

Obviously, using decompositions of V r,u, V r,s, V `,u and V `,s, we can obtain the fol-
lowing important decompositions of G

For x ą y ą 0

Gpλ, ε, x, yq “

ˆ

ρ̃`pλ, εqe1 ¨ Ṽ
r,upλ, ε, yqe1 ¨ V

r,spλ, ε, xq

Dεpλq

`
τ̃`pλ, εqe1 ¨ V

r,spλ, ε, xqe1 ¨ Ṽ
r,spλ, ε, yq

Dεpλq

˙

,

for y ą x ą 0

Gpλ, ε, x, yq “

ˆ

ρ`pλ, εqe1 ¨ Ṽ
r,spλ, ε, yqe1 ¨ V

r,upλ, ε, xq

Dεpλq

`
τ`pλ, εqe1 ¨ V

r,spλ, ε, xqe1 ¨ Ṽ
r,spλ, ε, yq

Dεpλq

˙

,

for y ă x ă 0

Gpλ, ε, x, yq “

ˆ

ρrpλ, εqe1 ¨ Ṽ
`,upλ, ε, yqe1 ¨ V

`,spλ, ε, xq

Dεpλq

`
τrpλ, εqe1 ¨ V

`,upλ, ε, xqe1 ¨ Ṽ
`,upλ, ε, yq

Dεpλq

˙

,
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for x ă y ă 0 it is possible to write

Gpλ, ε, x, yq “

ˆ

ρ̃rpλ, εqe1 ¨ Ṽ
`,spλ, ε, yqe1 ¨ V

`,upλ, ε, xq

Dεpλq

`
τ̃rpλ, εqe1 ¨ V

`,upλ, ε, xqe1 ¨ Ṽ
`,upλ, ε, yq

Dεpλq

˙

.

Remind that, here, ρ̃7 “ ρ7 due to the choices made, and, importantly, we have that
ρ7p., εq

Dεpλq
is defined and holomorphic on the open set

Cz
´

´8,
α0

2

ı

,

(for 7 “ ` or 7 “ r), and both are bounded uniformly with respect to ε, locally in λ.
Finally, we can derive bounds in the high-frequency regime. They are rough bounds, to
emphasize how little information is needed in that regime.

Lemma 12. For every ν ą 0, there exists R ą 0, as well as C, θ ą 0 such that, for every
ε P r0, ε0s, for every λ P C, if |λ| ą R and |argpλq| ď π ´ ν, we have that Dεpλq ‰ 0.
Hence, the Green function Gpλ, ε, ¨, ¨q is well defined, and it satisfies, for every px, yq P R2,

|Gpλ, ε, x, yq| `
|BxGpλ, ε, x, yq|

a

|λ|
ď
Ce´<p

?
λqθ|x´y|

a

|λ|
.

Proof. As before, using Proposition 20, one obtain that for ν ą 0 fixed, there exists
some R ą 0 big enough such that P 7,hHF is defined and satisfies the bounds as in the
aforementioned lemma for 7 P t`, ru as long as |λ| ě R and |argpλq| ď π ´ ν. More-
over, <p

a

|λ|q ď
a

|λ| ď <p
?
λq

sinpνq . Furthermore, we can define V r,s,HF pλ, ¨q, V r,u,HF pλ, ε, ¨q,
V l,u,HF pλ, ε, ¨q and V l,s,HF pλ, ε, ¨q by

V r,s,HF
pλ, ε, xq :“ exµ

r
´pλ,εqP r,HF

pλ, ε, xq

˜

1,
´µr`pλ, εq

¸

,

V r,u,HF
pλ, ε, xq :“ exµ

r
`pλ,εqP r,HF

pλ, ε, xq

˜

1
´µr´pλ, εq

¸

,

V `,u,HF
pλ, ε, xq :“ exµ

`
`pλ,εqP `,HF

pλ, ε, xq

˜

1
´µ`´pλ, εq

¸

,

V `,s,HF
pλ, ε, xq :“ exµ

`
´pλ,εqP `,HF

pλ, ε, xq

˜

1
´µ``pλ, εq

¸

.
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As before, we define the dual basis of eigenfuctions : for every pλ, εq as above

Ṽ l,u,HF
pλ, ε, xq :“ e

şx
0 pσε´f

1pUεqV l,u,HF
pλ, ε, xq ,

Ṽ l,s,HF
pλ, ε, xq :“ e

şx
0 pσε´f

1pUεqV l,s,HF
pλ, ε, xq ,

Ṽ r,u,HF
pλ, ε, xq :“ e

şx
0 pσε´f

1pUεqV r,u,HF
pλ, ε, xq ,

Ṽ r,s,HF
pλ, ε, xq :“ e

şx
0 pσε´f

1pUεqV r,s,HF
pλ, ε, xq .

As well as DHF
ε pλq by

DHF
ε :“

`

V r,s,HF
pλ, ε, 0q, V l,u,HF

pλ, ε, 0q
˘

,

and then, we also ρr,HF , ρ`,HF , τr,HF and τ`,HF such that, for such λ and ε

V l,u,HF
pλ, ε, ¨q “ ρ`,HF pλ, εqV

r,u,HF
pλ, ε, ¨q ` τ`,HF pλ, εqV

r,s,HF
pλ, ε, ¨q ,

V r,s,HF
pλ, ε, ¨q “ ρr,HF pλ, εqV

l,s,HF
pλ, ε, ¨q ` τr,HF pλ, εqV

l,u,HF
pλ, ε, ¨q .

We have that
a

|λ| ď |DHF
ε pλq| ď 4

a

|λ|,

for every |λ| ě R and |argpλq| ď π ´ ν. Furthermore, as ρHF and τHF are bounded, we
have that for some constant M ą 0, for any λ and ε ě 0 as above

ˇ

ˇ

ˇ

ˇ

ρHF pλ, εq

DHF
ε pλq

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

τHF pλ, εq

DHF
ε pλq

ˇ

ˇ

ˇ

ˇ

ď
M

a

|λ|
.

Furthermore, one can obtain, as for the low-frequency regime, the expression

Gpλ, ε, x, yq “
e1 ¨ V

r,s,HF pλ, ε, xqe1 ¨ Ṽ
`,u,HF pλ, ε, yq

DHF
ε pλq

ifx ą y ,

Gpλ, ε, x, yq “
e1 ¨ Ṽ

r,s,HF pλ, ε, xqe1 ¨ V
`,u,HF pλ, ε, yq

DHF
ε pλq

ifx ă y .

Hence, for x ą y ą 0

Gpλ, ε, x, yq “

ˆ

ρ`,HF pλ, εq

DHF
ε pλq

e1 ¨ Ṽ
r,u,HF

pλ, ε, yq

`
τ`,HF pλ, εq

DHF
ε pλq

e1 ¨ Ṽ
r,s
pλ, ε, yq

˙

e1 ¨ V
r,s
pλ, ε, xq,
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and similarly for x ă y ă 0, y ă x ă 0 and 0 ă x ă y.
Notice that if x ą y ą 0, then we have that

|BxGpλ, ε, x, yq| ď
M

a

|λ|
ex<pµr´pλ,εqq

›

›

›

›

›

P r,HF
pλ, ε, xq

˜

1
´µr´pλ, εq

¸
›

›

›

›

›

ˆ

e´y<pµr´pλ,εqq

˜ˇ

ˇ

ˇ

ˇ

ˇ

e1 ¨ P
r,HF

pλ, ε, yq

˜

1
´µr´pλ, εq

¸ˇ

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ˇ

e1 ¨ P
r,HF

pλ, ε, yq

˜

1
´µr`pλ, εq

¸ˇ

ˇ

ˇ

ˇ

ˇ

¸

,

ď2CMe<pµr´pλ,εqqpx´yq.

for some C ě 1 independent of λ and ε.
For x ą 0 ą y

|BxGpλ, ε, x, yq| ďe
x<pµr´pλ,εqq

›

›

›

›

›

P r,HF
pλ, ε, xq

˜

1
´µr´pλ, εq

¸
›

›

›

›

›

ey<pµ``pλ,εqq

ˇ

ˇ

ˇ

ˇ

ˇ

e1 ¨ P
`,HF

pλ, ε, yq

˜

1
´µ``pλ, εq

¸
ˇ

ˇ

ˇ

ˇ

ˇ

,

ďCep<pµ
`
`pλ,εqq`f

1pu`8q´σεqye<pµr´pλ,εqqx,

for some big enough constant C independent of λ and ε.
Hence, we have that for constants C, θ ą 0, respectively big enough and small enough,

for any λ, ε such that |λ| ě R, |argpλq| ď π ´ ν and 0 ď ε ď ε0,

|BxGpλ, ε, x, yq| ď Ce´θ<p
?
|λ|q|x´y|.

(One just needs to use here that |x´ y| ď 2 maxp|x|, |y|q for some cases.)
The bounds on G are then obtained by integrating in x the one on BxG

|Gpλ, ε, x, yq| ď
Ce´θ<p

?
λq|x´y|

a

|λ|
.

Hence, for pλ, εq such that |λ| ě R, |argpλq| ď π ´ ν and ε P r0, ε0s, we have that
Gpλ, ε, ¨, ¨q is defined and satisfy the desired bounds.
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4.2.3 Pointwise bounds

We consider, with η0 ą 0 such as in Proposition 21. Define

ωrη0 :“
c

pf 1pu`8q ´ σ0q2 ´
η0

2 , ω`η0 :“
c

pf 1pu´8q ´ σ0q2 ´
η0

2 .

Thus, for ε ą 0 small enough, for any ω0 such that ω0 ě ωrη0 , the solution λ0 to

2
a

pσε ´ f 1pu`8q2 ´ εg1pu`8q ` λ “ ω0

will satisfy λ ě ´η0.
Similarly, one obtains this type of statement for ` in place of r.
First, for any θ P

´π

2 , π
¯

, fix a path, divided in two parts, of the form ρ ÞÑ δ̃ ´ ρe´iθ

on R´ and ρ ÞÑ δ̃`ρeiθ on R` for a given constant δ̃ ą 0 big enough, such that this path
is valued in

Ş

εPr0,ε0s
ρpLεq, which exists and can be chosen independently on ε. Note that

one can choose θ as close to π as needed, up to making δ̃ bigger (which will be needed
later on).

Furthermore, for any ρ0 (which will be chosen just after) noting λ0 “ δ̃ ´ ρ0 cospθq
and λ1 “ ρ0 sinpθq, as well as ζ7 : rω7η0 ,`8q for 7 P t`, ru such that

ζrpωq “ ´i
´

a

λ0 ` iλ1 ´ pf 1pu`8q ´ σεq2 ` 4εg1pu`8q ´ ω
¯

,

for every ω ě ωrη0 and, ζ` : rω`η0 ,`8qsuch that

ζ`pωq “ ´i
´

a

λ0 ` iλ1 ´ pf 1pu´8q ´ σεq2 ` 4εg1pu´8q ´ ω
¯

,

for every ω ě ω`η0 . The dependence of ζ7 on ε is implicit, to simplify a bit the no-
tations. We are now ready to impose the first conditions on ρ0 and θ. For 7 P t`, ru,
if θ is close enough to π, and ρ0 big enough, ζ7pω7η0q satisfies infεPr0,ε0s <

`

ζ7pω7η0q
˘

ą

supεPr0,ε0s

maxpf 1pu´8q ´ σε, σε ´ f 1pu´8qq
b

minppf 1pu´8q ´ σεq2 ´ pω`η0q
2, pσε ´ f 1pu´8qq2 ´ pωrη0q

2q
|=pζ7pωq|. Then, with

ρ0 big enough, we have ρ0 cospθq` δ̃ ď ´1. The first condition will allow us to use Lemma
6.

ΛLF is related to the part of the curve associated to r´ρ0, 0s Y r0, ρ0s. ΛHF is the
related to the rest of the integral, for which decay uniform in ε is available, as we will
see later on. In particular, sharp pointwise bounds techniques will only be needed for the
low frequency (ΛLF ) part, as well as the decomposition in a decaying part and a phase
part will only be needed for that part. The last condition needed on ρ0 are that, for every
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ρ ě ρ0, |δ̃ ` ρeiθ| ě R, with R ą 0 as in 12 (associated to ν “ θ), which ensures that one
can obtain pointwise bounds on that part of the integral.

Now, we define the low frequency paths. They will be characterized (except for the
original path and the small time one) by a point ω P R, ε P r0, ε0s and a side (` or r),
and, given 7 P t`, ru (say r), as well as an associated admissible ω ě ωrη0 . The path Λ is
then defined by, for every ξ P R`,

Λpξq “ pω ` iξζ
rpωqq2 ´ pf 1pu`8q ´ σεq

2 ` 4εg1pu`8q
4 ,

Λp´ξq “ Λpξq.

Where the dependence of Λ on ω and ε is omitted to simplify the notations.
Finally, such choices imply that for any ωmax, the curves associated to any admissible

ω smaller than ωmax for any ε P r0, ε0s have their derivatives Λ1 uniformly bounded on
r´1, 1s (uniformly in ξ, ε and ω).

Notice that there exist c̃`pεq and c̃rpεq such that

e1 ¨ V
l,u
p0, ε, ¨q “ c̃`pεqU

1
ε,

e1 ¨ V
r,s
p0, ε, ¨q “ c̃rpεqU

1
ε,

as both are solutions to B2
xv ` Bxppσε ´ f 1pU εqvq ` εg1pU εqv “ 0 decaying exponentially

fast at ´8 and `8 and there is only one nonzero solution up to a multiplication by a
scalar in L2pRq.

In particular,
V r,s

p0, ε, ¨q “ c̃rpεq

c̃lpεq
V `,u

p0, ε, ¨q,

and
c̃`pεq “ τ`p0, εqc̃rpεq,

as well as
c̃rpεq “ τrp0, εqc̃`pεq.

We now consider the decomposition

Gε
tpx, yq “ G̃ε

tpx, yq `G
ε,p
t pyqU

1
εpxq

where we define Gε,p
t pyq as, for 0 ă y ď tωHFr ,

Gε,p
t pyq :“ c̃`pεq

2πi

ż

ΛLF

etλ

Dεpλq
e1 ¨ Ṽ

r,s
pλ, ε, yqdλ,
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and, for ´tωHF` ď y ă 0

Gε,p
t pyq :“ c̃rpεq

2πi

ż

ΛLF

etλ

Dεpλq
e1 ¨ Ṽ

`,u
pλ, ε, yqdλ.

In particular, we have that, for x ă 0 ă y ă tωrHF

G̃ε
tpx, yq “

1
2πi

ż

ΛLF
etλ

e1 ¨ pV
`,upλ, ε, xq ´ V `,up0, ε, xqq

Dεpλq
e1 ¨ Ṽ

r,s
pλ, ε, yqdλ

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ.

for 0 ă y ă minptωrHF , xq

G̃ε
tpx, yq “

1
2πi

ż

ΛLF
etλ
ρ`pλ, εqe1 ¨ Ṽ

r,upλ, ε, yqe1 ¨ V
r,spλ, ε, xq

Dεpλq
dλ

`
1

2πi

ż

ΛLF
etλ
τ`pλ, εqe1 ¨ V

r,spλ, ε, xq ´ τ`p0, εqe1 ¨ V
r,sp0, ε, xq

Dεpλq
e1 ¨ Ṽ

r,s
pλ, ε, yqdλ

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ,

for 0 ă x ă y ă tωrHF

G̃ε
tpx, yq “

1
2πi

ż

ΛLF
etλ

e1 ¨ pV
`,upλ, ε, xq ´ V `,up0, ε, xqq

Dεpλq
e1 ¨ Ṽ

r,s
pλ, ε, yqdλ

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ

“
1

2πi

ż

ΛLF
etλ

e1 ¨ pτ`pλ, εqV
r,spλ, ε, xq ´ τ`p0, εqV r,sp0, ε, xqq

Dεpλq
e1 ¨ Ṽ

r,s
pλ, ε, yqdλ

1
2πi

ż

ΛLF
etλ
ρ`pλ, εqe1 ¨ V

r,upλ, ε, xq

Dεpλq
e1 ¨ Ṽ

r,s
pλ, ε, yqdλ

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ,

for ´tω`HF ă y ă 0 ă x

G̃ε
tpx, yq “

1
2πi

ż

ΛLF
etλ

e1 ¨ pV
r,spλ, ε, xq ´ V r,sp0, ε, xqqq

Dεpλq
e1 ¨ Ṽ

`,u
pλ, ε, yq

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ,
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for maxpx,´tω`HF q ă y ă 0.

G̃ε
tpx, yq “

1
2πi

ż

ΛLF
etλ

e1 ¨ pV
r,spλ, ε, xq ´ V r,sp0, ε, xqq

Dεpλq
e1 ¨ Ṽ

`,u
pλ, ε, yqdλ

“
1

2πi

ż

ΛLF
etλ

e1 ¨ V
`,spλ, ε, xq

Dεpλq
ρrpλ, εqe1 ¨ Ṽ

`,u
pλ, ε, yqdλ

`
1

2πi

ż

ΛLF
etλ
τrpλ, εqe1 ¨ V

`,upλ, ε, xq ´ τrp0, εqe1 ¨ V
`,up0, ε, xq

Dεpλq
e1 ¨ Ṽ

`,u
pλ, ε, yqdλ

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ,

for ´tω`HF ă y ă x ă 0

G̃ε
tpx, yq “

1
2πi

ż

ΛLF
etλ

e1 ¨ pV
r,spλ, ε, xq ´ V r,sp0, λ, xqq

Dεpλq
e1 ¨ Ṽ

`,u
pλ, ε, yqdλ

“
1

2πi

ż

ΛLF
etλ

e1 ¨ pτrpλ, εqV
`,upλ, ε, xq ´ τrp0, ε, xqV `,up0, ε, xqq

Dεpλq
e1 ¨ Ṽ

`,u
pλ, ε, yqdλ

`
1

2πi

ż

ΛLF
etλ
ρrpλ, εqe1 ¨ V

`,spλ, ε, xq

Dεpλq
e1 ¨ Ṽ

`,s
pλ, ε, yqdλ

`
1

2πi

ż

ΛHF
etλGpλ, ε, x, yqdλ.

Finally, for every x P R, for y ą tωrHF and for y ă ´tω`HF , we have that

G̃ε
tpx, yq “

1
2πi

ż

Λ
etλGpλ, ε, x, yqdλ.

When it comes to obtaining bounds on the spatial derivatives, we remind that despite
the lack of smoothness (and even of continuity) of BxGpλ, ε, ¨, yq at x “ y, the temporal
Green function of a parabolic operator with smooth coefficients is actually smooth. As a
consequence, it is enough to obtain bounds on BxGε

tpx, yq (or equivalently on G̃ε
tpx, yq as

Gε,p
t pyqU

1
ε is anyway smooth in x) for x in a dense subset of R for t ą 0 and y P R (y

avoiding a finite number of values depending on t) being both fixed. In fact, the bounds
on the linear operators here will be obtained by using a classical convolution estimate (for
any pφ, ψq P L8 ˆ L1, for any x P R, |φ ˚ ψ|pxq ď }φ}L8}ψ}L1) and direct bounds (such
as the fact that for any φ P L8x pR, L1

ypRqq and any ψ P L8pRq,
ˇ

ˇ

ş

R φpx, yqψpyqdy
ˇ

ˇ ď

}φ}L8x pR,L1
ypRqq}ψ}L8). Thus, for t ą 0 fixed, we will try to bound for all but a finite set

of y the values of |Gε,p
t pyq|, and, for such pt, yq, to bound G̃ε

tpx, yq for almost all values
of x. We stress that, for hyperbolic problems, due to the presence of Dirac masses, the
analysis is quite different.

Proposition 22. We have the following bounds on G̃ε
tpx, yq, BxGε

tpx, yq and G
ε,p
t pyq.
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There exist C, θ, ω1, ω2, positive constants, such that, for every px, y, tq P R2ˆs0, 2s

|Gε
tpx, yq| `

?
t|BxG

ε
tpx, yq| ď

Ce´θ
y2

t
?
t

,

and for every px, y, tq P R2 ˆ r1,`8r

|G̃ε
tpx, yq| ` |BxG̃

ε
tpx, yq| ď

Ceεg
1pu´8qt

?
t

˜

1yă0e
´
py´pσε´f 1pu´8qq

2

4t e´θ|x|

`1y,xă0e
´
py´x´tpσε´f 1pu´8qqq

2

4t

¸

`
Ceεg

1pu`8qt

?
t

˜

1yą0e
´
py´pσε´f 1pu`8qq

2

4t e´θ|x|

`1y,xą0e
´
py´x´tpσε´f 1pu`8qqq

2

4t

¸

` Ce´ωte´θ|x´y|,

|Gε,p
t pyq| ď

C
?
t
etω

2

e´
θy2

t ,

|BtG
ε,p
t pyq| ď

C
?
t
eεg

1pu`8qte´
py´tpσε´f 1pu`8qqq

2

4t 1yą0

`
C
?
t
eεg

1pu´8qte´
py´tpσε´f 1pu´8qqq

2

4t 1yă0 `
Ce´ω

1te´
θy2

t
?
t

.

Before starting the proof, we explain here the main idea. One can notice that, from
the proof and the statement of the proposition stem that, actually, the main contribution
comes from the cases given for x and y being of the same sign, and x ´ y is, at the
right, when y ´ x is close to tpσε ´ f 1pu`8q, and, at the left, when y ´ x is close to
tpσε ´ f 1pu´8qq. It makes sense considering the way the hyperbolic problem actually
behaves. This observation will lead us, in the proof, to analyze carefully the points pt, x, yq
such that y ´ x is close to tpσε ´ f 1pu˘qq, and also the point such that y is close to
tpσε´f

1pu˘qq. These ones will actually be associated with an extreme localization (of the

solution in the original variable) of the form x ÞÑ e´θ
|x|
ε .

Finally, let us emphasize the main differences with [BR23]. First, we obviously need
here to separate the rate at `8 and at ´8. In particular, it requires to keep track, in
the Gaussian, of the terms py´tpσε´f 1pu`8qqq

2

4t or py´x´tpσε´f
1pu`8qqq

2

4t , and not transform the
1
4 into some α ą 0 small, as the critical exponents would, otherwise, be unattainable.
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Also notice that the Gaussians of the form px´y´tpσε´f 1pu`8qqq
2

4t need to be avoided, as,
otherwise, one cannot conclude either.

Proof. We first bound Gt
ε for 0 ă t ď 2. In fact, classical parabolic theory (see [Fri64]

for the general case) implies this result. We will still prove it by hand here. In order
to do so, with ν ą 0 defined by π ´ 2arctanp3q “ ν, we consider constants R, C
and θ1 associated to the high-frequency regime Lemma 12, that is such that for every

λ P C such that |λ| ě R and |argpλq| ď π ´ ν, we have |Gpλ, ε, x, yq| ď Ce´θ
1<p
?
λq|x´y|

a

|λ|
for every px, yq P R2. for every px, yq P R2. Here, by choosing the path according to

Λpξq “
ˆ

θ1|x´ y|

2t ` iξp3´ sgnpξqiq
˙2

if θ1|x´y|
2t ě 2R and Λpξq “ pR ` iξp3´ sgnpξqiqq2

if θ
1|x´ y|

2t ă 2R, the existence of positive constants C and θ such that, for every ε ą 0
small enough, for every x, y reals, for every 0 ă t ď 2,

|Gε
tpx, yq| ` |BxG

ε
tpx, yq|

?
t ď

Ce´
θy2

t
?
t

.

through direct computations (by doing similarly with Bx).
Now, we go back to the general case, in which we will bound Gε,p

t pyq and G̃ε
tpx, yq for

t ą 1.
The bounds on the high-frequency regime for t ą 1 are obtained directly. One can

obtain, in that regime, a bound of the form

|Gε
tpx, yq| ď

C

t
e´ω

1te´θ|x´y|,

|BxG
ε
tpx, yq| ď

C
?
t
3 e
´ω1te´θ|x´y|.

by just keeping the curve of the form ξ ÞÑ ξeisgnpξqθ ` δ̃ for |ξ| ě ρ0.
As we are in the regime t ą 1, we thus obtain the desired inequalities.
Now, we will focus on the low-frequency part.
In that context, bounds on BxG̃ε

tpx, yq are obtained similarly to those on G̃ε
tpx, yq as

we restrict ourselves to a low-frequency analysis here, and, furthermore, here, the curves
can be chosen identically on each part, as the bounds needed on the integrand are true
both in the derivated case and in the case without the derivative.

The derivation of the bounds will be decomposed in parts involving convolution (that
is, when the term in the exponential is of the form <pµr´pλ, εqq|x´ y|q for example), and
those in a product form (for example when we have as an argument of the exponential

181



<pµ̃r´pλ, εqq|y| `<pµr´pλ, εqq|x|). The curves will then be chosen, with 7 “ l or 7 “ r and

with ω7pt, zq (z “
|y|

t
or z “ |x´ y|

t
) and noting any α P R and β P R and Λ as described

before, associated with 7, α and β such that in the exponential the term can be written

as <ptΛpξqq ` <

˜

α ´
a

α2 ´ 4εβ ` 4Λpξq
2 tz

¸

ď `εβt´
pz ´ αtq2

4t ´
ξ2<pζ2

˘qt

4 .

Note α̃ “ supεPr0,ε0s maxpσε ´ f 1pu`8q, f
1pu´8q ´ σεq, β̃ “ ε0 maxpg1pu`8q, g1pu´8qq.

Taking ω̃ ą 0 such that ω̃ ě 4α̃ and ω̃2 ě 32β̃, one obtains that with Λpξq :“
`

ω̃ ` iξζsgnpξq
˘2

4 ´
α2

4 `b, one has, for any α of the form ˘pf 1pu`8q´σεq or ˘pf 1pu´8q´σεq
as well as b of the form εg1pu˘8q, we have, for any z ě tω̃,

t<pΛpξqq ` <

˜

α ´
a

α2 ´ b` Λpξq
2

¸

z ď
|ξ||=pζsgnpxiqqq

2 pω̃t´ zq ´
ξ2<pζsgnpξqqt

4

´
ω̃

16ptω̃ ` tzq ` bt,

which can be bounded by above by

´
tω̃z

32 ´
tω̃2

32 ´
ξ2<pζsgnpξqqt

4 .

Define

ω`pt, zq :“ max
ˆ

ω`η0 ,min
ˆ

ω̃,
|z|

t

˙˙

, ωrpt, zq :“ max
ˆ

ωrη0 ,min
ˆ

ω̃,
|z|

t

˙˙

.

For the rest of this proof, we will apply Proposition 19 with a compact as in Lemma
21, this time choosing δ ą 0 small enough such that for every 7 P t`, ru, for every
ε P r0, ε0s, for every z P rω7η0 , ω̃s, the path Λ7 associated to z is valued in that compact,
and also such that the image of the initial path for ρ P r´ρ0, ρ0s is contained in the
compact. This is possible as we chose the bounds of the intervals (ω7η0 , ω̃) to ensure that
the paths remain bounded, and bounded away from the absolute spectrum, as this is
the union of the image of two compact sets by continuous mappings. The mappings are
pξ, ε, zq P r´1, 1s ˆ r0, ε0s ˆ rω

7
η0 , ω̃s ÞÑ Λ7pξq where Λ7 is associated to ε (through ζ7pωq

constructed before) and such that Λ7p0q “ z, and 7 P t`, ru. It is possible to ensure the
desired conditions as long as ε0 is small enough.

If tω7η0 ď z ď tω̃, by Lemma 5, one can bound the term in the exponential as follows

t<pΛpξqq ` <

˜

α ´
a

α2 ´ 4b` 4Λpξq
2

¸

z ď bt´
pz ´ tαq2

4t ´
ξ2<pζ2qt

4 .

Finally, for some constants C and ω1 positive, for every ε P r0, ε0s, for every pt, zq P
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pR`q2,if z ď tω7η0 (say 7 “ r), then the conditions on ζ7 ensures that, for Λ associated to
ωrη0 satisfies that for every ξ P r´1, 1s,

t<pΛpξqq ` <

˜

˘pf 1pu`8q ´ σεq ´
a

pf 1pu`8q ´ σεq2 ´ 4εg1pu`8q ` 4Λpξq
2

¸

tz

ď´ ω1t ď ´
ω1t

2 ´
ω1z

2ωrηη0

.

Now, we are ready to obtain the bounds on the low-frequency part of the integrals.
We will focus here on the part associated to y ą 0.
If x ă 0, then a direct bound is applied using that for every λ P K |Gpλ, ε, x, yq| ď

Ce´θ|x|eRepµ̃
r
´pλ,εqyq. In fact, one then obtains, with ωl

´

t,
y

t

¯

ˇ

ˇ

ˇ

ˇ

ż

Λ
etλGpλ, ε, x, yqdλ

ˇ

ˇ

ˇ

ˇ

À

ż 1

´1
e
t<pλq´θ|x|`<

¨

˝

σε´f 1pu´8q`
?
pσε´f 1pu´8qq

2´4εg1pu´8q`4Λpξq
2

˛

‚y
|Λ1pξq|

|DεpΛpξqq|
dξ,

ďC
eεg

1pu`8qte´θ|x|e´
py´pσε´f 1pu`8qqtq

2

4t
?
t

.

If x ą 0 and y ą maxptωHF , xq, then, we decompose the integral in two part, one
containing the ρ`, and which can bounded with the choice of the curve Λ1 associated to
ωr

´

t,
y ´ x

t

¯

, and the τ` part with is bounded by choosing the path Λ2 associated to

ωr

´

t,
y

t

¯

. For example, if tω̃ ą y ´ x ą tωrη0 , then we have the bounds

ˇ

ˇ

ˇ

ˇ

ż

Λ
etλGpλ, ε, x, yqdλ

ˇ

ˇ

ˇ

ˇ

À

ˇ

ˇ

ˇ

ˇ

ż

Λ1

et<pλq
ρ`pΛpξq, εq
Dεpλq

Λ1pξqe<pµ´pλ,εqqpy´xqdξ

ˇ

ˇ

ˇ

ˇ

`

ˇ

ˇ

ˇ

ˇ

ż

Λ2

etλ
τ`pΛpξq, εqΛ1pξq

DεpΛpξqq
dξ

ˇ

ˇ

ˇ

ˇ

À

ż 1

´1
et<pΛq

|ρ`pΛpξq|
|DεpΛpξq|

|Λ1pξq|e
<

¨

˝

σε´f 1pu`8q´
?
pσε´f 1pu`8qq

2´4εg1pu`8q`4Λpξq
2

˛

‚py´xq

dξ

`

ż 1

´1
e´θxet<pΛpξqqe

<

¨

˝

σε´f 1pu`8q´
?
pσε´f 1pu`8qq

2´4εg1pu`8q`4Λpξq
2

˛

‚y

|Λ12pξq|
|τ`pΛ2pξq, εq|

|DεpΛpξqq|
dξ

ďCeεtg
1pu`8q

¨

˚

˝

e´θxe´
py´tpσε´f 1pu`8qqq

2

4t ` e´
py´x´tpσε´f 1pu`8qqq

2

4t
?
t

˛

‹

‚
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If x ą y ą tωrHF , then the ρ̃`(“ ρ`) part is bounded with the curve passing through
ωrpt, x´ yq, and the τ` one with the curve passing through ωlpt, yq. If y ă tωrHF , then we
will need a new ingredient. To bound terms of the form

e1 ¨ pV
r,spλ, ε, xqτ`pλ, εq ´ τ`p0, εqV r,sp0, xq

Dεpλq
,

uniformly with respect to λ, by some term exponentially localized in x, we decompose K
in two parts. Outside of any given small enough neighborhood of 0 in K, it is obtained
directly, and, using the Cauchy formula, it can be extended in the neighborhood itself.
In this regime, assuming thus y ă tωrHF and x ă 0, then ωr

´

t,
y

t

¯

. If x ă y, then we use

for the τ` part the path associated to ωr
´

t,
y

t

¯

, and, for the ρ` part, the path associated

to ωr
´

t,
y ´ x

t

¯

. If x ą y then, use the path associated to ωr
´

t,
x´ y

t

¯

for the ρ` part,

and the path associated to ωr
´

t,
y

t

¯

for the τ` part.
We decompose in four parts those associated to BtGε,p

t pyq. If y R r´tω`HF , tωrHF s then
we have that BtGε,p

t pyq “ 0.
For y P p0, tωrη0q

|BtG
ε,p
t pyq| À

ˇ

ˇ

ˇ

ˇ

ż

Λ
λetλe1 ¨ Ṽ

r,s
pλ, ε, yq

dλ

Dεpλq

ˇ

ˇ

ˇ

ˇ

,

ď
C
?
t
e´ω

1te´
θy2

t .

For y P ptωrη0 , tω
r
HF q

|BtG
ε,p
t pyq| À

ˇ

ˇ

ˇ

ˇ

ż

Λ
λetλe1 ¨ Ṽ

r,s
pλ, ε, yq

dλ

Dεpλq

ˇ

ˇ

ˇ

ˇ

,

ď
C
?
t
eεg

1pu`8qte´
py´tpσε´f 1pu`8qqq

2

4t .

Similarly, for y P p´tωlη0 , 0q,

|BtG
ε,p
t pyq| À

ˇ

ˇ

ˇ

ˇ

ż

Λ
λetλe1 ¨ Ṽ

l,u
pλ, ε, yq

dλ

Dεpλq

ˇ

ˇ

ˇ

ˇ

,

ď
C
?
t
eεg

1pu`8qte´
py´tpσε´f 1pu`8qqq

2

4t .

For y P p´tωlHF ,´tωlη0q,

|BtG
ε,p
t pyq| À

ˇ

ˇ

ˇ

ˇ

ż

Λ
λetλe1 ¨ Ṽ

l,u
pλ, ε, yq

dλ

Dεpλq

ˇ

ˇ

ˇ

ˇ

,
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ď
C
?
t
eεg

1pu´8qte´
py´tpσε´f 1pu´8qqq

2

4t .

For the bounds on Gε,p
t pyq, one can keep the original path and derive crudely a Gaus-

sian type estimate, with a time-increasing bound, as it is enough to obtain some θ ą 0
and some ω2 independant of ε P r0, ε0s.

4.2.4 Linear stability

In this section, we will obtain, by using the pointwise bounds on Green functions
derived in the previous subsection, results on the linear propagators, and this will, in
particular, imply boundedness of the linear propagators in weighted spaces.

Fix χ : R` Ñ R`, smooth and nondecreasing such that χptq “ 0 for every t ď 1 and
χptq “ 1 for every t ě 2.

The linear form sε,pptq is defined, for t ą 0, by, for any v0 P BUC
0pRq

sε,pptqpv0q “ χptq

ż

R
Gε,p

pt, yqv0pyqdy,

and S̃εptq is defined, for t ą 0, by, for every v0 P BUC
0pRq

S̃εptqpv0q “ χptq

ż

R
G̃ε
tpx, yqv0pyqdy ` p1´ χptqq

ż

R
Gε
tpx, yqv0pyqdy.

For sε,pptq one can easily obtain bounds of the form (for every v0 P BUC
0pRq)

|sε,pptqpv0q| ď Cetω
2

}v0}L8 ,

for some positive constants C, ω2. In particular, show that t ÞÑ sε,pptq is well defined.
However, on t ÞÑ Btsε,pptq, sharper bounds are needed.

First, fix η ą 0. We can derive the following bounds on the liner propagators Lε from
the pointwise Green functions derived earlier.

Proposition 23. There exists C ą 0 big enough such that the following holds
For every ω1, as well as α, and ε0, all positive and small enough, for every ε P r0, ε0s,

v0 P BUC
0
εpθ0`ηq

}S̃εptqpv0q}L8
εpθ0`ηq

`minp1,
?
tq}BxS̃εptqpv0q}L8

εpθ0`ηq
` |Btsε,pptqpv0q|

ď Ce´ετpε,θ0`ηqt}v0}L8
εpθ0`ηq

,

}S̃εptqpv0q}L8
εpθ0`ηq

`minp1,
?
tq}BxS̃εptqpv0q}L8

εpθ0`ηq
` |Btsε,pptqpv0q|
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ď Ce´ω
1t
}v0e

α|¨|
}L8 .

Proof. The only point needed to be explained is how to bound

ż

R`

e´
ppy´xq´ptσε´tf 1pu`8qqq

2

4t
?
t

e´εpθ0`ηqydy,

given η ą 0 and x ą 0. Since

py ´ x´ tpσε ´ f
1
pu`8qqq

2
` 4εpθ0 ` ηqty “py ´ x´ tpσε ´ f

1
pu`8q ´ 2εpθ0 ` ηqqq

2

` t2p2εpθ0 ` ηqp2σε ´ 2f 1pu`8q ´ 2εpθ0 ` ηqqq

` 4εpθ0 ` ηqtx.

Which gives

ż

R`

e´
ppy´xq´ptσε´tf 1pu`8qqq

2

4t
?
t

e´εpθ0`ηqydy ď

ż

R`
e´

y2

4t
eεpθ0`ηqpσε´f 1pu`8q´εpθ0`ηqqte´εpθ0`ηqx

?
t

dy,

ď Ce´εpτpε,θ0`ηq`g1pu`8qqte´εpθ0`ηqx

The rest of the bounds are similar are trivial.

Now, we consider the critical case, that is, when θ “ θε but some algebraic spatial
localization is added to the exponential localization. Fix β ě 0 to encode the latter.

Proposition 24. There exists C ą 0 big enough such that the following holds
For every ε0, ω1 and α, all positive and small enough, for every ε P r0, ε0s, for every

v0 P BUC
0
θε,β and for every t ą 0

}S̃εptqpv0q}L8
θε
`minp1,

?
tq}BxS̃εptqpv0q}L8

θε
` |Btsε,pptqpv0q|

ď
C

p1` pεtqqβ }p1` pε¨q`q
βv0}L8

θε
,

}S̃εptqpv0q}L8
θε
`minp1,

?
tq}BxS̃εptqpv0q}L8

θε
` |Btsε,pptqpv0q|

ď Ce´ω
1t
}v0e

α|¨|
}L8 .

Proof. The only missing point is to obtain the polynomial decay in time from the algebraic
extra localization when considering contributions from integrals over y P R` when x ą 0.
To do so, one may use that, for every decay t ą 0 and x ą 0, for any a ą 0, there exist
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C ą 0 and ω1 ą 0 such that for any ε ą 0 small enough, for any α ě a,

ż

R`

e´
py´x´tαq2

4t
?
tp1` εyqβ

dy ďCe´
tα2

16 `

ż x`
3αt
2

x`
αt
2

e´
py´x´tαq2

4t
?
tp1` εyqβ

dy,

ďCe´ω
1t
`

C

p1` εtqβ .

4.2.5 Nonlinear stability

Now, to obtain the nonlinear stability, we are just missing a last key ingredient, a
way to obtain sharper bounds on the spatial derivative of the solution. In order to do so,
we will use a maximum principle. We start by discussing the case of an algebraic decay.
Fix β ą 1. We need to fix some χ : R Ñ R such that χpxq “ 0 for every x ă 0 small
enough, and χpxq “ x for every x ą 0 big enough, and χ is smooth and nondecreasing.
Also fix 0 ă α ď

minpσ0´f 1pu`8q,f
1pu´8q´σq

2 . In order to adapt the strategy from [BR23] to
that case, we consider the following weight (defined for t, x ě 0), where µ ą 0 is small
enough. Define the weight Aε,β on R` ˆR˚ as

Aε,βpt, xq :“
exp

´

ş`8

t
εp1` pεsqq´βds

¯

p1` pεpχpxq ` µtqqqβeεθεχpxq

ε` e´α|x|
.

We will focus on this case here. The case of the exponential decay, that is with εpθ0`ηq,
is similar to the work in [BR23].

We have the following on R` ˆR˚

BtAε,β
Aε,β

pt, xq “

ˆ

´
ε

p1` εtqβ `
εµβ

p1` εpχpxq ` µtqq

˙

,

BxAε,β
Aε,β

pt, xq “
εβ

1` εpχpxq ` µtq ` εθεχ
1
pxq `

sgnpxqαe´α|x|
ε` e´α|x|

,

B2
xAε,β
Aε,β

pt, xq “

ˆ

εβ

1` εpχpxq ` µtq ` εθεχ
1
pxq `

sgnpxqαe´α|x|
ε` e´α|x|

˙2

´
ε2β

p1` εpχpxq ` µtqq2

´
α2e´2α|x|ε

pε` e´α|x|q2
.

Hence, if the solution is defined on r0, T s, then, on r0, T s ˆR

BtpAε,βBxvq ´ B
2
xpAε,βBxvq ´

ˆ

σε ´ ψ
1
ptq ´ f 1pU ε ` vq ´ 2BxAε,β

Aε,β

˙

pBxpAε,βBxvqq
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“

ˆ

BtAε,β
Aε,β

´ pσε ´ ψ
1
ptq ´ f 1pU ε ` vqq

BxAε,β
Aε,β

´ f2pU ε ` vqpU
1
ε ` Bxvq

`εg1pU ε ` vq ´ f
2
pU ε ` vqBxv ` 2

ˆ

BxAε,β
Aε,β

˙2

´
B2
xAε,β
Aε,β

˙

Aε,βBxv ` εpg
1
pU ε ` vq ´ g

1
pU εqqU

1
εAε,β

` pf2pU εq ´ f
2
pU ε ` vqqU

12
ε Aε,β ` pf

1
pU εq ´ f

1
pU ε ` vq ´ ψ

1
qU2εAε,β

In order to apply the maximum principle from Chapter 3, we observe that for any K ą 0,
when ε0, α, δ and δ̃ are sufficiently small and x˚ is sufficiently large, there exists γ ą 0
such that the right-hand side of the above equation multiplied by sgnpAε,βBxvq is bounded
above by

´γδ̃

ˆ

ε

p1` εtqβ ` α e
´αx

˙

at any pt, xq such that |x| ě x˚, and

|ψ1ptq| ` c|vpt, xq| ` eεθε x` |Bxvpt, xq| ď
K δ

p1` ε tqβ , |Aε,βpt, xqBxvpt, xq| ě δ̃ .

With this in hands the proof is then achieved essentially as the one of the main result
in Chapter 3. See the end of the next section for some omitted details about time integrals.

In the exponentially decaying case (when the weight is associated to θ0 ` η, and not
the critical θε), we consider a weight of the form

Ãε,ηpt, xq :“
exp

´

ş`8

t
εe´ετpε,θ0`ηqsds

¯

eεpθ0`ηqχpxqeετpε,θ0`ηqt

ε` e´α|x|
.

The strategy is similar.
Note that for the case of a weight of the eεpθ0`ηqx` , the bounds obtained are of the

following form. For some γ ą 0 small enough, for every K ą 0, when ε0, α, δ and δ̃ are
sufficiently small and x˚ is sufficiently large, the right-hand side of the above equation
multiplied by sgnpÃε,ηBxvq is bounded by above by

´γδ̃
`

εe´ετpε,θ0`ηqt ` αe´α|x|
˘

at any pt, xq such that |x| ě x˚, and

|ψ1ptq| ` eεpθ0`ηqx` |vpt, xq| ` eεpθ0`ηqx` |Bxvpt, xq| ď K δeετpε,θ0`ηqt , |Ãε,pt, xqBxvpt, xq| ě δ̃ .
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Which also allows to conclude in that case.
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4.3 Some smooth traveling waves

Fix real numbers u´8 ă u`8.
The profile of the traveling wave solution to the hyperbolic limiting problem solves

pf 1pU0q ´ σqU
1
0 “ gpU0q,

with the assumptions that U0 is valued in pu´8, u`8q, converges towards u˘8 at ˘8,
where u˘8 are zeros of g, and such that f 1 ´ σ and g do not vanish on pu´8, u`8q.
Furthermore, we assume that u˘8 are not zeros of g1. These assumptions imply that g
and f 1 ´ σ are, if u´8 ă u`8 (respectively u´8 ą u`8), of the same (fixed) sign on
pu´8, u`8q (respectively of opposite signs).

From now on, we will assume that u´8 ă u`8. Applying the transformation u ÞÑ ´u

allows one to go back to the other case, and it does not change the stability properties
of the wave.

Also, g1pu`8q (respectively g1pu´8q) is of the same sign as ´g (respectively of the
same sign as g) on pu´8, u`8q. We assume from now on that g1pu´8q ă 0 ă g1pu`8q.
The application transforming a function u of the variables pt, xq to ũ : pt, xq ÞÑ ´upt,´xq

enables us to go from one case to the other. Hence, g and f 1´σ take only negative values
on pu´8, u`8q.

Under such assumptions, there exist a wave profile solution to pf 1pU0q´σqU
1
0 “ gpU0q,

converging towards u˘ at R˘. First, we will show that, in that context, and for ε ą 0
small enough, there exists a wave profile U ε solution to εU2ε “ pf 1pU εq ´ σqU 1ε ´ gpU εq,
converging towards u˘ at ˘8. Furthermore, we will obtain, in particular, that, up to
some spatial translation, U ε converges pointwise towards U0.
We consider pθεq0ďεďε0 defined by θ0 :“ g1pu`8q

σ´f 1pu`8q
ą 0, and

θε :“ σ´f 1pu`8q´
?
pσ´f 1pu`8qq

2´4εg1pu`8q
2ε , and so, we have that θε “ θ0 ` Oεpεq. As in the

previous section, we note τpε, θq :“ εθ2 ` pf 1pu`8q ´ σqθ ` g
1pu`8q.

We fix, for a given η ą 0 some function ζ : R`ˆR`ˆR` such that if τpε, θq ď g1pu´8q´η,
then ζpt, ε, θq “ 1, and ζpt, ε, θq “ t otherwise. It is there to take into account some issues
to bounds an integral of the form

ż t

0
e´αpt´sqeαsds,

compared to
ż t

0
e´pα`ηqpt´sqeαsds.

Theorem 17. Let f and g, smooth functions from R to R, σ P R, θmax ą, βmax ą 0
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and enforce the previous assumptions on f , g and pu´8, u`8q P R2.
There exist ε0 ą 0, pU εq0ďεďε0, C ą 0, δ ą 0, such that, for every ε P p0, ε0s, for

every θmax ě θ ě θε, and for every initial data v0 P BUC
1
θ pRq such that }v0}W 1,8

θ
ď δ,

the solution w to 4.1.1 generated by U ε ` v0 satisfies

}wpt, ¨q ´ U ε}L8θ ď Cetmaxpg1pu´8q,τpε,θqq
}v0}L8

θ
,

}Bxwpt, ¨q ´ U
1
ε}L8θ ď Cζpt, θ, εqetmaxpg1pu´8q,τpε,θqq

}v0}W 1,8
θ
.

Furthermore, if the initial data v0 satisfies also v0 P BUC
1
θε,βpRq, and }v0}W 1,8

θε,β
ď δ, we

have that w satisfies
}wpt, ¨q ´ U ε}W 1,8

θε

ď
C

1` tβ }v0}W 1,8
θε,β

.

Let us emphasize here that the weights considered are actually strong enough to get
rid of the zero mode. As a consequence, we obtain an asymptotic nonlinear stability
result, not an orbital one.

4.3.1 Existence of the parabolic approximations

We are looking for wave profiles solutions to

pf 1pU εq ´ σqU
1
ε “ gpU εq ` εU

2
ε

which approximate the wave profile U0 above in the inviscid limit.
In fact, we will ensure that by building pU εqε as a family of solution to order one ODE

associated with a family of nonlinearities of the form pFεqε, such that Fε converges, in
some sense to be precised after, to g

f 1 ´ σ
(which will be noted F , the dependance on

the given speed σ being implicit) when ε goes to 0. As the limiting front only exist if
sgnpFpu´8,u`8qq “ sgnpu`8 ´ u´8q, we limit ourselves to that case, and, furthermore, we
have that we are in that case, in our framework, if and only if f 1 ´ σ is of the opposite
sign of the one of g1pu`8q (or, equivalently, of the same sign as the one of g1pu´8q).

We want to build some function defined on ru´8, u`8s, Rε of size ε in L8 and of class
C1 on pu´8, u`8q such that solutions to

y1 “ F pyqp1`Rεpyqq

with values in pu´8, u`8q, are actually solutions to

εy2 “ pf 1pyq ´ σqy1 ´ gpyq.
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Which is true if and only if the following holds on pu´8, u`8q,

εF p1`RεqpF
1
p1`Rεq ` FR

1
εq “ pf

1
´ σqF pRε ` 1q ´ g.

This is equivalent, for ε small enough, to the following ODE

R1ε ´
pf 1 ´ σq2

εg
Rε “ ´

pf 1 ´ σq2

εgp1`Rεq
R2
ε ´

g1

g
pRε ` 1q ` f2

f 1 ´ σ
p1`Rεq

From which we can obtain a Duhamel formulation. From now on, we assume that u`8 ą
u´8, g1pu`8q ą 0 ą g1pu´8q (and, hence, f 1 ´ σ ă 0 on ru´8, u`8s).

To obtain the bounds necessary to apply a fixed point argument, we will need to use the
fact in the exponential, one has a term bounded by above by v ÞÑ ´

δ

εpu`8 ´ vqpv ´ u´8q
,

allowing to tame the singularity.

Proposition 25. With the assumption made before, we have that there exist ε0 ą 0,
C ą 0 and θ ą 0 such that, for every ε P p0, ε0q, there exists a unique smooth solution
of εU2ε ` pσ ´ f 1pU εqqU

1
ε ` gpU εq “ 0 such that U εp0q “ U0p0q, that converges to u˘8 at

˘8.
Finally, it satisfies

|U εpxq ´ u`8| ď Ce´θx onR`,

|U εpxq ´ u´8| ď Ceθx onR´,

|U 1εpxq| ď Ce´θ|x| onR,

|U2εpxq| ď Ce´θ|x| onR.

Proof. In order to prove the existence the wave profile, we will begin by showing the
existence of Rε, as announced before. To do so, we will apply a fixed point argument to
the function (which needs to be shown to be well defined)

Tε : C0
pru´8, u`8s,Rq Ñ C0

pru´8, u`8s,Rq

R ÞÑ

˜

v ÞÑ

ż v

u´8

exp
ˆ
ż v

w

pf 1psq ´ σq2

εgpsq
ds

˙ˆ

f2pwq

f 1pwq ´ σ
p1`Rpwqq

´
g1pwqp1`Rpwqq

gpwq
´

pf 1pwq ´ σq2

εgpwqp1`RpwqqRpwq
2
˙

dw

˙

.

To show that Tε is well defined, one needs some identities. For every v P pu´8, u`8q,
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ε ą 0 and α ą 0,
ż v

u´8

exp
ˆ
ż v

w

´α

εps´ u´8q
ds

˙

1
εpw ´ u´8q

ds “
1
α
,

ż v

u´8

exp
ˆ
ż v

w

´α

εpu`8 ´ sq
ds

˙

1
εpu`8 ´ wq

ds “
1
α

˜

1´
ˆ

v ´ u´8
u`8 ´ u´8

˙

α
ε

¸

,

and also, for every R P C0pru´8, u`8s,Rq,

lim
vÑu´8

ż v

u´8

exp
ˆ
ż v

w

´α

εps´ u´8q
ds

˙

Rpwq

εpw ´ u´8q
ds “

Rpu´8q

α
,

lim
vÑu`8

ż v

u´8

exp
ˆ
ż v

w

´α

εpu`8 ´ sq
ds

˙

Rpwq

εpu`8 ´ wq
dw “

Rpu`8q

α
.

They allow us to show of the form, that Tε is well defined. It also allows us to show
that for some positive constants ε0, C1 and C2, for every ε P p0, ε0s, it maps the ball of
center 0 and radius C1ε into itself, and more precisely for every ε ą 0 small enough and
every R P C0pru´8, u`8s,Rq such that }R}L8 ď C1ε

}TεpRq}L8 ď
C1

2 pε` }R}
2
L8q,

and, restricted to that ball, has a Lipschitz constant bounded by C2ε, more precisely
we have that there exists C̃ ą 0 such that for every ε ą 0 small enough and every
pR1, R2q P C

0pru´8, u`8s,Rq such that maxp}R1}L8 , }R2}L8q ď C1ε

}TεpR1q ´ TεpR2q}L8 ď C̃ pε` }R1}L8 ` }R2}L8q }R1 ´R2}L8 .

Now, U ε, the solution to :

U 1ε “ F pU εqp1`RεpU εqq onR,

U εp0q “ U0p0q.

The bounds are obtained directly that for some constants C, θ ą 0, for all ε P p0, ε0s,
by noticing that for x ą 0 big enough,

pu`8 ´ U εq
1
ď ´θ pu`8 ´ U εq ,
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Hence, for all nonnegative x,

|U εpxq ´ u`8| ď Ce´θx,

|U εp´xq ´ u´8| ď Ce´θx.

From those, it is easy to derive from these identities that by eventually taking C bigger
and γ smaller, but still positive, that for any x nonnegative

|U 1εpxq| ` |U
1
εp´xq| ` |U

2
εpxq| ` |U

2
εp´xq| ď Ce´θx.

In fact, it is proved for U 1ε by using that, for ε ą 0 small enough, for every v P ru´8, u`8s,

|F pvqp1`Rεpvq| ď 2}F 1}8 minpu`8 ´ v, v ´ u´8q.

For U2ε, as

U2ε “ F 1pU εqp1`RεpU εqqU
1
ε ` F pU εqR

1
εpU εqU

1
ε,

it is enough to use that F 1p1`Rεq ` FR
1
ε is bounded on pu´8, u`8q.

Let us stress out that, despite the integral form of Tε, due to singularity at the endpoint
u´8, one may have TεpRqεpu´8q ‰ 0 for some R P C0pru´8, u`8s,Rq, which is crucial
as, we knew before the start that if Rε exists, then Rεpu´8q ‰ 0.

4.3.2 Maximum principle and stability of evolution systems

To bound the linear evolution systems, we will rely on the use of maximum princi-
ples, and in particular, the weights created to do so will need to take advantage of the
convective term.

Proposition 26. Let a P C0pr0, T s, BUC1pRqq and h P C0pr0, T s ˆ R ˆ Rq, (h being
lipschitzian in the third coordinate) and δ ą 0 such that 1pδ,`8qpvqhp¨, ¨, vq ď 0 for all
v P R (independently of the other variables). We have that any mild solution in BUC0pRq
to

Btvp¨, ¨q ` ap¨, ¨qBxvp¨, ¨q “ hp¨, ¨, vp¨, ¨qq ` B2
xvp¨, ¨q

such that vp0, ¨q ď δ on R, and vp0, ¨q P BUC0pRq satisfies }vpt, ¨q`}L8 ď δ on r0, T s.
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Proof. We fix such a, h, but assume them to be smooth for the moment, and such that
1pδ,`8qpvqhp¨, ¨, vq ď ´γ1pδ,`8qpvq for some fixed positive γ, independent on v, t and x.
Through a perturbation argument, we will obtain the general case.

In that case, we first assume that vpt, ¨q goes to 0 at xÑ ˘8 for every t P r0, T s and
apply the Gronwall lemma to t ÞÑ

ş

Rpvptq ´ δq`, obtaining that v ď δ on r0, T s ˆR.
In order to relax the vanishing condition at˘8, we replace v by wθpt, xq “ vpt, xqe´θ

?
1`x2 .

By taking any θ sufficiently small, we can apply the previous result, using that γ ą 0.
Letting θ go to 0 gives the result in that case.

The general case is then obtained by regularization and then taking the limit. In par-
ticular, one needs to add a small perturbation to the regularization of h. It is done in
order to ensure that the h̃ obtained satisfies that there exists some γ ą 0 positive such
that, for v ě δ,

hp¨, ¨, vq1pδ,`8qpvq ď ´γ1pδ,`8qpvq.

The details are classical and thus omitted here.

Now, we turn to the linear estimates, applying the maximum principle we proved
earlier 26 to the linear problem.

Proposition 27. Let m and M be two positive constants and φ P L1 X C1pRq such that
0 ď φ ďM and |φ1| ďM φ.
There exist positive ε0 and C such that, for any 0 ď ε ď ε0, b P R, T ą 0, α P

C1 XW 1,8pr0, T s ˆRq and β P C0pr0, T s ˆRq satisfying

m ď |α| ďM , β ďM φ´ b ,

any solution v to
Btv ´ εB

2
xv ` αBxv “ βv

satisfies
}vpt, ¨q}L8 ď Ce´bt}vp0, ¨q}L8 .

Proof. It is sufficient to obtain the bound, for every t P r0, T s and x P R

vpt, xq ď Ce´bt}vp0, ¨q}L8 ,

w :“ veκ that satisfies a modified equation of the form as the linearity of the operator
gives the rest of the bound.
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The idea is to build a new unknown

Btw ` α̃Bxw “ εB2
xw ` β̃w

looking for β̃ nonpositive on r0, T s ˆR

Btw ´ εB
2
xw ` pα ` 2εBxκqBxw “ pβ ` Btκ` pα ` 2εBxκqBxκ´ εpB2

xκ` pBxκq
2
qw.

Thus, we want to ensure that

β ` Btκ` pα ` 2εBxκqBxκ´ εpB2
xκ` pBxκq

2
q ď 0

on R.
It is straighforward to check that κpt, xq :“ bt ` L

şx

0 φ satisfies the above inequality
provided that ε0 is small enough, L has the sign of α and |L| is large enough (indepen-
dently of ε).

Since φ is integrable, the proof is then concluded by applying Lemma 26.

Now, we can obtain results that apply to evolution systems, and in particular to
obtain bounds in weighted spaces. We will place ourselves in weighted spaces of the form
BUC0

αpRq.
Let us note that we only consider weights on R`.

Proposition 28. We consider f and g as before, as well as ε0 small enough such as in
the proposition 25, and some fixed βmax ą 0 and θmax. There exist ε1 P p0, ε0s, δ ą 0 and
C ą 1, for every 0 ă ε ă ε1 and every T ą 0 and every v P C0pr0, T s, BUC1pRqq such
that }v}L8pr0,T s,BUC0

θ
pRqq ď δ we have the solutions w to

Btw ` pf
1
pU ε ` vq ´ σqBxpwq “ εB2

xw ` g
1
pU εqw ` f

2
pU εqw

satisfy

}wptq}L8
θ,`
ď C}wp0q}L8

θ,`
exp

ˆ
ż t

0
max

`

g1pu´8q, g
1
pu`8q ` θppf

1
pu`8q ´ σqq ` εθ

2˘
˙

for every θmax ě θ ě 0.
Furthermore, we also have that if }wpt, .q}L8

θ
ď δ for every β0 ą β ą 0 and θ “ θε

that
}p1` pxqβ`qwpt, ¨q}L8θ ` p1` t

β
q}wpt, ¨q}L8

θ
ď C}p1` pxqβ`qwp0, ¨q}L8θ

Proof. Again we want to design a suitable space-time-dependent weight ρ so as to replace
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w with w̃ρ. Then w̃ρ satisfies

Btw̃ρ `

ˆ

f 1pU ε ` vq ´ σ ` 2εBxρ
ρ

˙

Bxw̃ρ “εB
2
xw̃ρ `

ˆ

g1pU εq ` pf
1
pU ε ` vq ´ σq

Bxρ

ρ

´ε
B2
xρ

ρ
` 2εpBxρq

2

pρq2
` Btρ` f

2
pU εqU

1
ε

˙

w̃ρ

To derive the first bound, we choose the weight of the form

ρpt, xq :“ eθχpxq,

where χ is a smooth nondecreasing function which is constant equal to L on p´8, L´ 1s
and, for every x P rL` 1,`8q, χpxq “ x, }χ1}L8 ď 10 and }χ2}L8 ď 10, where L ą 10 is
a constant. Thus

Btw̃ρ ` pf
1
pU ε ` vq ´ σ ` 2εθqBxw̃ρ ´ εB2

xw̃ρ “pg
1
pU εq ` pf

1
pU ε ` vq ´ σqθχ

1
pxq

´εpθχ1pxqq2 ´ εθχ2pxq ` 2εpθχ1pxqq2

`f2pU εqU ε1q w̃ρ.

Hence the result in that case, as the crucial term g1pU εq ` pf
1pU ε ` vq ´ σqθχ1pxq ´

εpθχ1pxqq2 ´ εθχ2pxq ` 2εpθχ1pxqq2 ` f2pU εqU ε1 is equal, on R`, to a term exponentially
localized plus g1pu`8q ` pf 1pu`8q ´ σqθ ` εθ2, and, on R´, is equal to g1pu´8q plus an
exponentially localized term, and one can thus directly apply to that case the previous
lemma.

Now, we assume that we are in the case associated to θ “ θε.
For a weight of the form

ρpt, xq :“ pct` χpxqqβeθεχpxq.

Thus

Btρpt, xq “cβ
ρpt, xq

ct` χpxq
,

Bxρpt, xq “βχ
1
pxq

ρpt, xq

ct` χpxq
` θεχ

1
pxqρpt, xq,

B
2
xρpt, xq “θεχ

2
pxqρpt, xq `

ˆ

θεχ
1
pxq `

βχ1pxq

ct` χpxq

˙2

ρpt, xq

`
βχ2pxq

ct` χpxq
ρpt, xq ´

βχ1pxq2

pct` χpxqq2
ρpt, xq.
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Therefore

g1pU εq ` pf
1
pU ε ` vq ´ σq

ˆ

θεχ
1
pxq `

βχ1pxq

χpxq ` ct

˙

`
cβχ1pxq

χpxq ` ct

` ε

ˆ

θεχ
1
pxq `

βχ1pxq

χpxq ` ct

˙2

`
εχ2pxqβ

χpxq ` ct
` εθεχ

2
pxq ` εβ

χ1pxq2

pχpxq ` ctq2
` f2pU εqU

1
ε “

g1pU εq ´ g
1
pu`8q ` pf

1
pU ε ` vq ´ f

1
pu`8qq

ˆ

θεχ
1
pxq `

βχ1pxq

χpxq ` ct

˙

` εβ
χ1pxq2

pχpxq ` ctq2

` εθεχ
2
pxq ` εβ

χ2pxq

χpxq ` ct
` εβ2 χ1pxq2

pχpxq ` ctq2
` f2pU εqU

1
ε

` p2εθε ` c` f 1pu`8q ´ σqβχ1pxq
χ1pxq

χpxq ` ct
,

on R`.
Taking c positive sufficiently small, one concludes the proof by applying Proposition 27

with b “ 0 and φpxq “ C{p1 ` |x|q2 with some C ą 0 big enough. The equality above
gives the inequality on R` for C big enough, and on R´ as χ1, χ2 is zero on some neigh-
borhood of ´8, g1pu´8q ă 0 and g1pU εq converges exponentially fast towards g1pU´8q,
it is obtained directly.

4.3.3 Nonlinear stability

Now, we can turn to the proof of the main statement of this part, Theorem 17.

Proof. We first prove the exponential bound. Let us observe that τpε, ¨q is nonincreas-
ing on rθε, 2θmax ` 1s (provided that ε0 is chosen sufficiently small) and bounded away
from zero uniformly in ε on r2θε, 2θmax ` 1s. By considering quadratic zeroth order
terms as source terms and using a Duhamel formula, this is sufficient to conclude that
there exists a constant C uniform with respect to ε such that if }v}L8pr0,T s;BUC0

θ
pRqq ď

3Ce´t maxpg1pu´8q,τpε,θqq}v0}BUC0
θ
pRq, then provided that δ is sufficiently small,

}v}L8pr0,T s;BUC0
θ
q ď 2Ce´t maxpg1pu´8q,τpε,θqq}v0}BUC0

θ
pRq since

ż t

0
e´pt´sqmaxpg1pu´8q,τpε,2θqq e´2smaxpg1pu´8q,τpε,θqqds À e´tmaxpg1pu´8q,τpε,θqq .

A continuity argument then concludes the relevant bound in L8pR`;BUC0
θ pRqq.

To bound Bxv, we use a similar argument but this time we consider as source terms in
the Duhamel formula terms that are quadratic in pv, Bxvq or linear in v with coefficients
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expontially decaying to zero at ˘8. In doing so we use that for any ν ą 0
ż t

0
e´pt´sqmaxpg1pu´8q,τpε,θ`νqq e´smaxpg1pu´8q,τpε,θqqds À e´tmaxpg1pu´8q,τpε,θqq ,

if g1pu´8q ą τpε, θ`νq, with a constant that blows up as τpε, θ`νq gets close to g1pu´8q,
and that, anyway

ż t

0
e´pt´sqmaxpg1pu´8q,τpε,θ`νqq e´smaxpg1pu´8q,τpε,θqqds À te´tmaxpg1pu´8q,τpε,θqq .

We finally also need that
ż t

0
e´pt´sqmaxpg1pu´8q,τpε,θ`νqq s2e´2smaxpg1pu´8q,τpε,θqqds À te´tmaxpg1pu´8q,τpε,θqq .

The proof of the algebraic decay rates is completely similar, using that
ż t

0
e´pt´sqmaxpg1pu´8q,τpε,2θεqq

ds

p1` sq2β À
1

p1` tqβ

and for ν ą 0
ż t

0
e´pt´sqmaxpg1pu´8q,τpε,θ`νqq

ds

p1` sqβ À
1

p1` tqβ .
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Chapter 5

PROSPECTS

We conclude this thesis by gathering what we believe to be the main open questions
related to the present work.

5.1 Combustion models

5.1.1 Majda model

In the special case of main interest when fpUq “ U2{2, all combustion waves of the
Majda model with step-like ignition function have been proved to be spectrally stable
[JY12]. This naturally suggests as an avenue to describe the large-time dynamics near
waves of arbitrary amplitude the possibility to extend Lyapunov-type results that take
spectral stability as assumptions and prove nonlinear stability, as in [YZ20, FR22], so
as to cover the present case. Note that our high-frequency damping estimates provide a
significant part of the expected analysis. The missing part is essentially linear and we
expect that the insights gained in [YZ20, FR22] could be of direct use.

5.1.2 ZND model

In the ZND model, we note here two different kinds of questions. First, for exponen-
tially localized weights, only instability was proved, but the question of the formation of
singularity of wave breaking type needs to be explored.

The second question which needs to be answered about the ZND model is whether or
not one can recover high-frequency damping properties for the ZND model by introduc-
ing crossed weights, that is, as ZND is a system, one can choose to write a function in a
particular basis, and each component is chosen in a different weighted space.

5.2 Stability of shocks

The study, at the hyperbolic level, of the asymptotic behavior of waves contaning
shocks is well developped in the scalar case, in particular with [DR20, DR22, GR]. How-
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ever, in the system case, a lot of work still needs to be done. Several steps are clearly
identified currently as the needed one to be realized to generalize [YZ20, FR22].

To indicate next steps in different directions, extensions should be able to cover for
general systems

1. Riemann shocks without spectral gap

2. waves that are not piecewise constant but exhibit a spectral gap

3. Riemann shocks of multidimensional systems.

Obviously after such separate generalizations, one should look to treat cases mixing them
or situations even worse (waves with caracteristic points, periodic waves,...).

5.3 Uniform stability in the vanishing viscosity limit

Even for scalar equations, some questions remain concerning the uniform stability of
viscous approximations of stable traveling waves of hyperbolic equations. An obvious one
is the consideration of waves with characteristic points whose stability has been analyzed
in [DR22]. Even if one restricts to Riemann shocks a few important questions are still
open.

One of those is the consideration of quasilinear regularizations, replacing εB2
x with

εBxpapvqBxvq where a is bounded from below away from zero. Applying our strategy
would require in the Duhamel part of the estimates a control of B2

xv. Yet, unlike what we
have done for Bxv, even in the near field, one cannot gain a control of B2

xv by the Duhamel
formula itself. A significant modification of the strategy of proof would be needed here.

Another one is the consideration of multidimensional scalar equations. The hyperbolic
counterpart is available in [DR20, GR]. In the multidimensional case, the phase shift also
depends on transverse variables. Moreover, in the hyperbolic case, transverse derivatives of
the phase shift do not decay, but this is compensated by some special uncoupling between
the phase shift and the shape perturbation. In the parabolic case the uncoupling property
is lost but one expects a non-uniform algebraic decay for the transverse derivatives. How
this could be combined still needs to be worked out.
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Titre : Stabilité des chocs et de leurs approximations visqueuses.

Mot clés : Ondes Progressives, Chocs, Équations Aux Dérivées Partielles Non Linéaires

Résumé : Cette thèse concerne la stabi-
lité d’ondes contenant une discontinuité. Plus
précisément, le problème est de comprendre
quels sont les chocs qui sont orbitalement
stables en temps long dans des topologies
encodant de la régularité par morceaux. Ce
travail suit le cadre d’existence et stabilité
en temps court de perturbations de chocs
de référence fourni par des résultats récents.
De plus, le problème de l’approximation vis-
queuse de telles ondes est également consi-
dérée, et est le point principal considéré ici.
Dans le premier chapitre, la stabilité et l’in-
stabilité d’ondes discontinues dans des pro-

blèmes de combustion. Les problèmes sont
hyperboliques, et considérées dans des es-
paces à poids. Le deuxième chapitre et le
troisième chapitre sont centrés sur la stabi-
lité asymptotique oritale d’approximations vis-
queuses de chocs, dans un cadre scalaire.
Le premier cas traité est celui d’un choc de
Riemann dont le linéarisé a un spectre qui
contient un trou spectral. Le second cas est
associé à un choc de Riemann spectralement
instable, qui est stabilisé au niveau spectral
par l’introduction de poids. Un front lisse au
niveau hyperbolique est également étudié de
cette façon.

Title: Stability of shocks and their viscous approximations.

Keywords: Travelling waves, Shocks, Nonlinear Partial Differential Equations

Abstract: In this thesis, the stability of waves
containing some discontinuity is studied. More
precisely, the goal is to prove results of asymp-
totic orbital stability of shocks in piecewise
smooth topologies. The framework follows the
one given by recent results obtained to un-
derstand conditions ensuring local wellposed-
ness of perturbations around a shock of refer-
ence. Moreover, the study of uniform asymp-
totic stability of viscous approximations of
shocks is the main point considered in this the-
sis. The first chapter is related to the stabil-
ity and instability properties of various waves

containing a discontinuity in the framework of
combustion models. This is done in the con-
text of hyperbolic equations, using weighted
spaces. The second and third chapter are
about the stability of Riemann shocks in the
viscous regime. The first one is the case of
stable Riemann shocks, with a spectral gap at
the spectral level. The last one is associated
to an unstable Riemann shocks, which is sta-
bilized at the linear level through the use of
weights. A smooth traveling wave at the hyper-
bolic level has its viscous regularization also
studied that way.
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