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Résumé : Le climat et l'activité humaine sont étroitement 

liés. Les émissions de gaz à effet de serre (GES) impactent 

la dynamique climatique et la qualité de l'air, affectant 

des millions de personnes dans le monde. La surveillance 

efficace des GES est essentielle pour des décisions 

politiques éclairées, mais elle est complexe en raison de 

la variabilité des sources et puits, ainsi que du transport 

atmosphérique. Les réseaux de surveillance abordent 

cette variabilité en déployant des capteurs dans des lieux 

géographiques divers, échantillonnant en continu sur le 

temps. 

Les zones urbaines sont des points d'émission clés. 

Cependant, directement surveiller les changements de 

GES sur > 5 km2 avec des sources variées et des zones 

végétalisées manque d'une méthode standard. La 

méthode de covariance turbulente (eddy covariance, EC) 

offre une surveillance directe et continue du flux net de 

GES. L'EC basée sur les ondelettes fonctionne sur les 

mêmes principes mais ne nécessite pas de stationnarité, 

laissant plus de données exploitables pour l'analyse, ce 

qui est particulièrement bénéfique dans les 

environnements urbains complexes. 

Démêler les composantes anthropiques et biogéniques 

d'un flux net de CO2 est reconnu comme un problème 

clé à résoudre dans les zones urbanisées. Les modèles 

écosystémiques conventionnels utilisés pour partitionner 

la productivité primaire brute (GPP) et la respiration de 

l'écosystème (Reco) ne sont pas appropriés pour les 

zones urbanisées. La partition directe en utilisant des 

corrélations haute fréquence entre les gaz traceurs peut 

aider à surmonter les limitations des méthodes de 

partitionnement standard.  

Bien que l'EC reste la norme pour les études locales, 

l'estimation des flux de surface à plus grande échelle 

implique souvent d'assimiler des mesures de 

concentration de fond à des estimations antérieures à 

l'aide de modèles de transport. Les méthodes d'inversion 

utilisant les données de flux de tour sont encore rares et 

il serait intéressant de les tester dans les zones 

urbanisées. 

L'objectif de cette thèse était d'évaluer l'EC basée sur 

les ondelettes combinée à des méthodes d'inversion 

bayésiennes pour la cartographie des flux de CO2. Au 

cours de la thèse, j'ai découvert une nouvelle méthode 

de partitionnement direct qui a été utilisée pour 

améliorer l'inversion globale dans la zone suburbaine 

du plateau de Saclay. 

Dans le premier article de la thèse, nous avons proposé 

la nouvelle méthode de partitionnement direct basée 

sur l'analyse en quadrants des flux décomposés en 

fréquence de CO2 et de vapeur d'eau. Nous avons 

montré que cette méthode pouvait fournir des 

estimations impartiales de GPP et Reco. Nous avons 

également constaté que l'EC basée sur les ondelettes a 

gardé jusqu'à ~30% plus des données exploitables.  

Dans le deuxième article, nous avons utilisé une grande 

tour équipée d'analyseurs à haute précision mais lents. 

Malgré des fréquences d'acquisition plus lentes, 

l'atténuation était limitée à ~20 % par une plus faible 

contribution de hautes fréquences à cette hauteur. Les 

résultats encouragent une collaboration entre les 

réseaux atmosphériques et écosystémiques. 

Dans le troisième article, nous avons combiné la 

méthode de partitionnement proposée dans le 

premier article avec les instruments d’une tour 

atmosphérique du deuxième article. Le flux de CO2 

partionné en biogéniques et anthropiques ont été 

assimilé dans des estimations spatialisées des flux à 

quelques km2. Les cartes de flux obtenues offrent 

l'avantage de reposer sur des mesures de flux directes 

à l'échelle du paysage et peuvent être utilisées pour 

informer les inversions à grande échelle à des échelles 

plus larges. 

Les résultats centrés sur la région parisienne 

fournissent des bases pour les mesures de flux à 

l'échelle du paysage et à definir des stratégies de 

surveillance des émissions. Ces avancées contribuent à 

la compréhension et à la résolution des défis 

environnementaux aux échelles temporelles et 

spatiales où les décisions sont prises. 
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Abstract : Climate and human activity are closely linked. 

Greenhouse gas (GHGs) emissions impact climate 

dynamics and air quality, affecting millions globally. 

Effective GHG monitoring is essential for informed policy 

decisions, yet it is complex due to spatial and temporal 

variability of sources and sinks, and atmospheric 

transport. Monitoring networks address this variability by 

deploying sensors across diverse geographic locations 

sampling continuously over time.  

Urban areas are key emission points, driving climate 

change. However, monitoring direct GHG changes over 

> 5 km2 with varied sources and vegetated areas lacks a 

standard method. Eddy Covariance (EC) offers direct, 

continuous GHG net flux monitoring. Wavelet-based EC 

operates on the same principles as the standard method 

but calculates covariance using frequency decomposed 

time series. This approach does not require stationarity, 

leaving more data available for analysis, particularly 

beneficial in complex urban environments where non-

stationary fluxes are common. 

Disentangling anthropogenic and biogenic components 

of a net CO2 flux is recognised as a key issue yet to be 

resolved in urbanised areas. Conventional ecosystem 

models used to partition gross primary productivity 

(GPP) and ecosystem respiration (Reco) are not 

appropriate for urbanised areas. Direct partitioning using 

high-frequency correlations between tracer gases may 

help overcoming the limitations of standard partitioning 

methods.  

While Eddy Covariance remains standard for local 

studies, estimating larger-scale surface fluxes often 

involves assimilating background concentration 

measurements to prior estimations using transport 

models. The progress in satellite imagery and detailed 

inventories provides a new basis that helps improve 

these methods. However, inversion methods using tower 

flux data are still sparse and would be interesting to test 

in urbanised areas. 

The objective of this PhD was to evaluate wavelet-based 

EC combined with Bayesian inversion methods for CO2 

flux mapping. 

During the course of the PhD I discovered a new direct 

partitioning method that was used with a combination 

of CH4 and CO to improve the overall inversion in the 

suburban area of the Saclay plateau. 

In the first paper of the PhD, we hypothesised that 

decomposing concentration and wind signals by 

frequency can capture individual "gusts" within each 

frequency, typically mixed in the original signal. We 

leveraged this feature to propose a new parameter-

free direct partitioning method based on quadrant 

analysis of CO2 and water vapour frequency 

decomposed fluxes. We showed that this method 

could indeed provide unbiased estimates of GPP and 

Reco at a crop and a forest ecosystem site near Paris. 

We also found that wavelet eddy covariance further 

saved up to ~30% of the non-stationary data in these 

sites. 

In the second paper, we proposed using tall towers 

equipped with high-precision but slow analysers for 

measuring fluxes. Despite slower acquisition 

frequencies, attenuation was limited to ~20 % by a 

lower contribution of high frequencies at this height. 

Results encourage further collaboration between 

atmospheric and ecosystem networks for in-situ 

measurements. 

In the third paper, we combined the partitioning 

method proposed in the first paper with the flux from 

the second paper, including now more gases 

measured to partition CO2 fluxes in biogenic and 

anthropogenic components and assimilate them in 

previous spatially-explicit estimations of fluxes at few 

km2. The obtained flux maps offer the advantage of 

relying on direct flux measurements at the landscape 

scale and may be used to informing large-scale 

inversions at broader scales. 

Results focused on the Parisian region provide valuable 

insights for flux measurements at the landscape scale 

and beyond, and contributing to emission monitoring 

strategies. These advancements contribute to 

understanding and addressing environmental 

challenges at the temporal and spatial scales where 

decisions are made.  

   



 

 

RESUME 

Le climat et l'activité humaine sont étroitement liés. Les émissions de gaz à effet de serre 

(GES) impactent la dynamique climatique et la qualité de l'air, affectant des millions de 

personnes dans le monde. La surveillance efficace des GES est essentielle pour des décisions 

politiques éclairées, mais elle est complexe en raison de la variabilité des sources et puits, 

ainsi que du transport atmosphérique. Les réseaux de surveillance abordent cette variabilité 

en déployant des capteurs dans des lieux géographiques divers, échantillonnant en continu 

sur le temps. 

Les zones urbaines sont des points d'émission clés. Cependant, directement surveiller les 

changements de GES sur > 5 km2 avec des sources variées et des zones végétalisées manque 

d'une méthode standard. La méthode de covariance turbulente (eddy covariance, EC) offre 

une surveillance directe et continue du flux net de GES. L'EC basée sur les ondelettes 

fonctionne sur les mêmes principes mais ne nécessite pas de stationnarité, laissant plus de 

données exploitables pour l'analyse, ce qui est particulièrement bénéfique dans les 

environnements urbains complexes. 

Démêler les composantes anthropiques et biogéniques d'un flux net de CO2 est reconnu 

comme un problème clé à résoudre dans les zones urbanisées. Les modèles écosystémiques 

conventionnels utilisés pour partitionner la productivité primaire brute (GPP) et la respiration 

de l'écosystème (Reco) ne sont pas appropriés pour les zones urbanisées. La partition directe 

en utilisant des corrélations haute fréquence entre les gaz traceurs peut aider à surmonter 

les limitations des méthodes de partitionnement standard.  

Bien que l'EC reste la norme pour les études locales, l'estimation des flux de surface à plus 

grande échelle implique souvent d'assimiler des mesures de concentration de fond à des 

estimations antérieures à l'aide de modèles de transport. Les méthodes d'inversion utilisant 

les données de flux de tour sont encore rares et il serait intéressant de les tester dans les 

zones urbanisées.L'objectif de cette thèse était d'évaluer l'EC basée sur les ondelettes 

combinée à des méthodes d'inversion bayésiennes pour la cartographie des flux de CO2. Au 

cours de la thèse, j'ai découvert une nouvelle méthode de partitionnement direct qui a été 

utilisée pour améliorer l'inversion globale dans la zone suburbaine du plateau de Saclay. 

Dans le premier article de la thèse, nous avons proposé la nouvelle méthode de 

partitionnement direct basée sur l'analyse en quadrants des flux décomposés en fréquence 

de CO2 et de vapeur d'eau. Nous avons montré que cette méthode pouvait fournir des 

estimations impartiales de GPP et Reco. Nous avons également constaté que l'EC basée sur 

les ondelettes a gardé jusqu'à ~30% plus des données exploitables.  

Dans le deuxième article, nous avons utilisé une grande tour équipée d'analyseurs à haute 

précision mais lents. Malgré des fréquences d'acquisition plus lentes, l'atténuation était 

limitée à ~20 % par une plus faible contribution de hautes fréquences à cette hauteur. Les 

résultats encouragent une collaboration entre les réseaux atmosphériques et 

écosystémiques. 



 

 

Dans le troisième article, nous avons combiné la méthode de partitionnement proposée 

dans le premier article avec les instruments d’une tour atmosphérique du deuxième article. 

Le flux de CO2 partionné en biogéniques et anthropiques ont été assimilé dans des 

estimations spatialisées des flux à quelques km2. Les cartes de flux obtenues offrent 

l'avantage de reposer sur des mesures de flux directes à l'échelle du paysage et peuvent être 

utilisées pour informer les inversions à grande échelle à des échelles plus larges. 

Les résultats centrés sur la région parisienne fournissent des bases pour les mesures de flux 

à l'échelle du paysage et à definir des stratégies de surveillance des émissions. Ces avancées 

contribuent à la compréhension et à la résolution des défis environnementaux aux échelles 

temporelles et spatiales où les décisions sont prise. 
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Bigger whirls have little whirls 

Which feed on their velocity, 

And little whirls have lesser whirls 

And so on to viscosity. 

Lewis F. Richardson 

 

Big whirls and little whirls, through decomposition unfold, 

Time and frequency unveil, each eddy's tale told. 

At high frequencies, processes linger unmixed, 

Measuring distinct swirls, helps us partition. 

Pedro H. H. Coimbra 

  



iii 

 

ACKNOWLEDGEMENTS 

Thanks to collaborative work and initiatives that provide free and unrestricted access to all 

scientific knowledge and foster open-coded science for all, 

  



iv 

 

TABLE OF MATTERS 

Acknowledgements ...................................................................................................................... iii 

Table of matters ........................................................................................................................... iv 

List of figures .............................................................................................................................. viii 

List of abbreviations ................................................................................................................... xv 

1. Introduction ........................................................................................................................... 1 

References..................................................................................................................................................................... 3 

2. Overview of in-situ measurement techniques for surface turbulent flux ....................... 7 

2.1 Short overview of surface-atmosphere exchange processes and measurement 

techniques..................................................................................................................................................................... 7 

2.1.1 The atmospheric boundary layer: the surface-atmosphere interface .............................. 7 

2.1.2 The Earth’s surface energy budget ............................................................................................... 8 

2.1.3 Greenhouse gas exchange at the surface-atmosphere interface ...................................... 9 

2.1.4 In-situ measurement techniques for surface flux ................................................................. 12 

2.2 Eddy Covariance's conventional framework .................................................................................... 13 

2.2.1 Background theory........................................................................................................................... 13 

2.2.2 Reynolds decomposition and the ergodicity requirement ............................................... 14 

2.2.3 Main equations .................................................................................................................................. 14 

2.2.4 Spectral analysis ................................................................................................................................ 16 

2.2.5 Footprint analysis ............................................................................................................................. 19 

2.2.6 CO2 flux partitioning into respiration and photosynthesis ............................................... 20 

2.2.7 Systemic biases associated with Eddy Covariance ............................................................... 21 

2.3 Mapping techniques ................................................................................................................................. 23 

2.3.1 Data assimilation ............................................................................................................................... 23 

2.3.2 Surface flux mapping from atmospheric concentrations and flux tower .................... 24 

2.4 References .................................................................................................................................................... 27 

3. Eddy Covariance in a Wavelet Framework ....................................................................... 38 

2.1. Background theory .................................................................................................................................... 38 

3.1.1 Frequency decomposition ............................................................................................................. 40 

3.2 Main equations ........................................................................................................................................... 41 

3.3 Direct partitioning ..................................................................................................................................... 42 

3.3.1 Partitioning of turbulent flux using wavelets ......................................................................... 42 

3.3.2 Attributing the storage term in partitioned fluxes ............................................................... 45 

3.3.3 Sensitivity to noise of the partitioning ..................................................................................... 45 

3.3.4 Ongoing challenges ......................................................................................................................... 46 



v 

 

3.4 References .................................................................................................................................................... 47 

4. An innovative approach for measuring surface fluxes using wavelets ......................... 49 

4.1 Article: Improvement of CO2 Flux Quality Through Wavelet-Based Eddy Covariance .... 50 

4.2 Introduction ................................................................................................................................................. 51 

4.3 Material and methods .............................................................................................................................. 53 

4.3.1 Site description .................................................................................................................................. 54 

4.3.2 EC flux processing ............................................................................................................................ 54 

4.3.3 Timeseries flagging and gap-filling ........................................................................................... 59 

4.3.4 NEE partitioning ................................................................................................................................ 61 

4.3.5 Performance measurements ........................................................................................................ 63 

4.4 Results ............................................................................................................................................................ 64 

4.4.1 CO2 flux computed by EC and DW-EC...................................................................................... 64 

4.4.2 Effects of flux processing method on data coverage ......................................................... 66 

4.4.3 Effects of flux processing method on gap filling .................................................................. 68 

4.4.4 Effects of flux processing method on standard NEE partitioning .................................. 69 

4.4.5 Evaluation of the new wavelet-based method for direct flux partitioning ................. 70 

4.5 Discussion ..................................................................................................................................................... 72 

4.5.1 On the differences between standard- and DW-EC ............................................................ 72 

4.5.2 On the seasonal differences in the co-spectra ...................................................................... 73 

4.5.3 On partitioning methods and possible sources of error ................................................... 74 

4.5.4 Perspectives on using wavelet-based EC for less gap-filling and direct partitioning

 75 

4.6 Conclusions .................................................................................................................................................. 76 

Acknowledgements ................................................................................................................................................ 77 

Data availability ........................................................................................................................................................ 78 

Code ............................................................................................................................................................................. 78 

References.................................................................................................................................................................. 78 

4.7 Appendix ....................................................................................................................................................... 88 

4.7.1 A Demonstrating covariance can be calculated using decomposed signals ............. 88 

4.7.2 Supplemental figures ...................................................................................................................... 90 

5. Measuring flux with slow-response analysers on tall towers ......................................... 98 

5.1 Article: Eddy-covariance with slow-response greenhouse gas analyser on tall towers: 

bridging atmospheric and ecosystem greenhouse gases networks ................................................... 98 

5.2 Introduction ............................................................................................................................................... 100 



vi 

 

5.3 Material and methods ............................................................................................................................ 103 

5.3.1 Site description ................................................................................................................................ 103 

5.3.2 Data processing ............................................................................................................................... 105 

5.3.3 High-frequency corrections on noisy measurements ....................................................... 107 

5.3.4 Spatial tools ...................................................................................................................................... 110 

5.3.5 Performance measurements ...................................................................................................... 110 

5.4 Results .......................................................................................................................................................... 111 

5.4.1 Mixing ratios of CO2, CO and CH4 ............................................................................................ 111 

5.4.2 Footprint and stationarity ............................................................................................................ 113 

5.4.3 Comparison of CO2 flux between slow and fast-response analysers ......................... 115 

5.4.4 Surface flux dynamics ................................................................................................................... 117 

5.4.5 A look into the flux spatial heterogeneity ............................................................................. 119 

5.5 Discussion ................................................................................................................................................... 122 

5.5.1 Challenges of measuring on a tall tower with slow-response analysers ................... 122 

5.5.2 Plausibility of the measured fluxes .......................................................................................... 125 

5.5.3 Recommendations for atmospheric sites concerned with such a method .............. 128 

5.6 Conclusions ................................................................................................................................................ 129 

Acknowledgements .............................................................................................................................................. 130 

Financial support ................................................................................................................................................... 130 

Data availability ...................................................................................................................................................... 130 

Code ........................................................................................................................................................................... 130 

References................................................................................................................................................................ 130 

5.7 Appendix ..................................................................................................................................................... 139 

5.7.1 Theoretical high-frequency attenuation ................................................................................ 139 

5.7.2 Supplemental figures .................................................................................................................... 140 

6. Mapping partitioned fluxes over heterogeneous landscapes ...................................... 146 

6.1 Mapping partitioned fluxes over heterogeneous landscapes: a framework for eddy 

covariance tower ................................................................................................................................................... 146 

6.2 Introduction ............................................................................................................................................... 147 

6.3 Site and observations ............................................................................................................................. 150 

6.3.1 Net surface flux ............................................................................................................................... 150 

6.3.2 Partitioning net flux ....................................................................................................................... 151 

6.4 Inversion method ..................................................................................................................................... 154 

6.4.1 Inversion system ............................................................................................................................. 154 



vii 

 

6.4.2 Assimilated observations ............................................................................................................. 155 

6.4.3 Models ................................................................................................................................................ 155 

6.4.4 Validation Method ......................................................................................................................... 157 

6.4.5 Performance measurements ...................................................................................................... 157 

6.5 Results and discussion ........................................................................................................................... 158 

6.5.1 Spatial variability and temporal variability of observations (vegetation index and CO2 

fluxes) 158 

6.5.2 A look at the spatial variability of partitioned CO2 fluxes ............................................... 159 

6.5.3 Data assimilation ............................................................................................................................. 160 

6.5.4 Estimating the flux from the heating plant ........................................................................... 163 

6.5.5 Analysing the influence of the heating plant on direct partitioning ........................... 163 

6.5.6 Foreseen improvement in the wavelet-based-partitioning-assimilation framework

 165 

1.1. Conclusions ................................................................................................................................................ 166 

Acknowledgements .............................................................................................................................................. 166 

Financial support ................................................................................................................................................... 166 

Data availability ...................................................................................................................................................... 166 

Code ........................................................................................................................................................................... 166 

References................................................................................................................................................................ 166 

Conclusion and perspectives .................................................................................................... 171 

 

  



viii 

 

LIST OF FIGURES 

Figure 2.1. Idealised diurnal atmospheric boundary layer (ABL) evolution over flat terrain on a 

cloud-free day. Morning growth of the convective boundary layer (CBL; pink shading); nocturnal 

conditions with a residual layer (RL; green shading) above the stable boundary layer (SBL; orange 

shading) near the surface. A capping inversion (CI) separates the ABL from the free troposphere 

(FT; blue shading) above. The entrainment zone (EZ) is a region of enhanced exchange between 

the CBL and the RL or FT, respectively. Source: (Kotthaus et al. 2023). ...................................................... 8 

Figure 2.2. Contribution of different GHGs to global warming over the period 1750 to 2018. CO2 

from fossil fuel combustion and industrial processes (FFI); net CO2 from land use, land use change 

and forestry (LULUCF); methane (CH4); nitrous oxide (N2O); fluorinated gases (F-gases: HFCs, PFCs, 

SF6, NF3). Major GHGs and aggregates of minor gases as a time series in (a) and as a total warming 

bar chart with a 90% confidence interval added in (b). F-Kyoto/Paris includes the gases covered 

by the Kyoto Protocol and Paris Agreement, while F-other includes those covered by the Montreal 

Protocol but excludes the HFCs. Source: (Dhakal et al. 2022)........................................................................ 9 

Figure 2.3. Global carbon (CO2) budget (2010–2019). Yellow arrows represent annual carbon fluxes 

(in PgC yr–1) associated with the natural carbon cycle, estimated for the time prior to the industrial 

era, around 1750. Pink arrows represent anthropogenic fluxes averaged over the period 2010–

2019. Circles with yellow numbers represent pre-industrial carbon stocks in PgC. Circles with pink 

numbers represent anthropogenic changes to these stocks (cumulative anthropogenic fluxes) 

since 1750. Values, data sources and methodology in Canadell et al. (2021). Source: (Canadell et 

al. 2021). ........................................................................................................................................................................... 10 

Figure 2.4. A Global methane (CH4) budget (2008–2017). Values, data sources and methodology 

in (Canadell et al. 2021). Source: (Canadell et al. 2021). ................................................................................ 11 

Figure 2.5. Schematic image of integration of Eq. 2.3 on a control volume inhomogeneous terrain 

(Finnigan et al. 2003) .................................................................................................................................................. 15 

Figure 2.6. Schematic plot of the turbulence spectra. Source: (Foken 2008). ....................................... 16 

Figure 2.7. Typical atmospheric cospectrum (black curve) with effects of high pass filtering (a grey 

curve) and low pass filtering (b, grey curve). Source: (Foken, Aubinet, et Leuning 2012, figure 1.3).

............................................................................................................................................................................................. 17 

Figure 2.8. (a) Undamped (full line) and low pass filtered (dotted line) co-spectra; (b) Undamped 

(full line) and high pass filtered (dotted line) co-spectra. Source: (Foken, Aubinet, et Leuning 2012, 

figure 1.4). ....................................................................................................................................................................... 18 

Figure 2.9. Example footprint estimate. (a) Convective scenario, with a measurement height of 20 

m and roughness length of 0.01 m. The receptor is located at (0/0) m, and the x-axis points towards 

the main wind direction. (b) Footprint climatology for the ICOS flux tower Norunda, Sweden, for 

1–31 May 2011. The red dot depicts the tower location with a receptor mounted 12 m above 

displacement height. The background map is tree height derived from an airborne lidar survey. In 



ix 

 

(a) and (b), footprint contour lines are shown in steps of 10 % from 10% to 90 %. Source: Modified 

from (Kljun et al. 2015). .............................................................................................................................................. 20 

Figure 2.10. Schematic diagram showing nighttime CO2 eddy flux and air storage as a function of 

friction velocity. The F superscript indicates that the fluxes include the WPL term. Source: (W. J. 

Massman et Lee 2002) ............................................................................................................................................... 22 

Figure 2.11. Map of the CO2 fluxes accumulated from June to December in TgC.degree−2. (a) prior 

and (b) posterior fluxes. Source: (Lauvaux et al. 2012). ................................................................................. 25 

Figure 2.12. Maps of total annual emissions at 20-m resolution for space and water heating from 

buildings, b vehicle emissions, c respiration (human, soil, and vegetation) and photosynthesis, and 

d total annual emissions from all processes. Source: (Crawford et Christen 2015). ........................... 26 

Figure 3.1. An illustrative example of the decomposition of a series in time and frequency domains.

............................................................................................................................................................................................. 39 

Figure 3.2: Conceptual scheme showing the main wavelet-based eddy covariance processing 

steps: time and frequency decomposition; the product of instantaneous deviation; partitioning by 

conditional sampling; and frequency integration and time averaging. Where w is the vertical 

component of the wind velocity, 𝝌𝒔 is the mixing ratio of a gas, j represents the frequency scale. 

Bars are for averaging, and quotation marks are deviations from the mean. ...................................... 43 

Figure 3.3: Conceptual scheme for wavelet-based NEE flux partitioning. Quadrants and arrows in 

the figure show conceivable fluxes during day and night. In quadrants, grey arrows show 

reallocation from unlikable (question mark) and unreasonable (“x”) fluxes towards the most 

probable actual flux..................................................................................................................................................... 44 

Figure 3.4. Conceptual schemes of correlations between CO2, H2O, and CO flux directions are 

based on the physical source or sink. GPP is gross primary productivity (photosynthesis); Reco is 

ecosystem respiration, which includes leaves and soil. aCO2 is an anthropogenic emission. VOC 

stands for volatile organic compounds, which are sources of CO. The figure was partially generated 

using artificial intelligence (DALL-E3). .................................................................................................................. 44 

Figure 3.5. Noise imputation and the (co)spectra. (a) CO2 spectra, (b) w CO2 co-spectra, (c) mean 

between positive and negative decomposed co-spectra, (d) the same as (c) but after noise 

removal. Colours indicate the imputed noise. Data from 23/07/2023 to 31/07/2023 for FR-SAC 

(Saclay ICOS tower). .................................................................................................................................................... 46 

Figure 3.6. Noise imputation and the diel pattern. (a) w CO2 covariance, (b) positive (solid) and 

negative (dashed) original decomposed counterparts, (c) the same as (b) but after noise removal, 

and (c) the noise removed. Colours indicate the imputed noise. Data from 23/07/2023 to 

31/07/2023 for FR-SAC (Saclay ICOS tower). .................................................................................................... 46 

Figure 4.1. Processing steps in standard and wavelet-based Eddy Covariance in this work. ......... 54 

Figure 4.2: Conceptual scheme showing the main processing steps: data pre-processing (1); 

covariance calculation consisting of Reynolds decomposition and product of instantaneous 



x 

 

deviation (2) and using frequency decomposition (3); post-processing (4). w is the vertical 

component of the wind velocity, 𝝌 is the mixing ratio, j represents the frequency scale, bars are 

for averaging and quotation marks are deviations from the mean. ......................................................... 56 

Figure 4.3: Conceptual scheme for wavelet-based NEE flux partitioning. 𝝋𝒄 stands for 𝒘′𝝌𝑪𝑶𝟐′𝒕, 𝒋 

and 𝝋𝒗 for 𝒘′𝝌𝑯𝟐𝑶′𝒕, 𝒋. Quadrants and arrows in the figure show conceivable fluxes during day 

and night. In quadrants, grey arrows show reallocation from unlikable (question mark) and 

unreasonable (“x”) fluxes towards the most probable actual flux. ............................................................ 63 

Figure 4.4: (a) NEE co-spectra derived by DW-EC and averaged half-hourly. Colours indicate NEE 

co-spectra and grey for missing data. (b) Average for NEE co-spectra (black), exclusively negative 

(blue) and positive (red) values of NEE. (c) The daily average NEE computed from the NEE co-

spectra was integrated up 5.5e-4Hz (30 minutes) (black, DW) and ECS (grey). ..................................... 65 

Figure 4.5. Half-hourly NEE estimated monthly using ECS (blue) and DW (orange). The darker 

region indicates interquartile (25th and 75th percentile), and the lighter region with dotted lines 

indicates the 5th and 95th percentile. Below the curves, the monthly statistics are shown: the 

percentage of non-stationarity (STA>0) and low turbulence (ITC>0) data, the correlation 

coefficient (R²), the mean error (ME, µmol m−2 s−1), the mean absolute error (MAE, µmol m−2 

s−1) and the linear fit. ................................................................................................................................................ 66 

Figure 4.6. (a) Daily averaged NEE was calculated using ECS (blue) and DW-EC (orange), both gap-

filled with the MDS method. Dotted vertical lines show the start or end of the seasons (years for 

FR-Fon and crop season for FR-Gri). (b) Daily DW- and ECS-NEE, in grey 1:1 line, in orange true 

linear relation. On the bottom, the correlation coefficient (R²), the mean error (ME, µmol m−2 s−1), 

the mean absolute error (MAE, µmol m−2 s−1) and the linear fit. ........................................................... 68 

Figure 4.7. GPP and Reco daily average from January 2019 to December 2022 using night-time 

(blue) and day-time (orange) partitioning on ECS (dashed) and DW-EC (solid). Note that positive 

values estimate Reco and negative GPP. Dotted vertical lines do not influence the data; they assign 

the start or end of the season (years for FR-Fon forest and crop season for FR-Gri). Inverted 

triangles indicate daily temperature mean (red) or cumulated rain higher than the 99th percentile 

of that year. .................................................................................................................................................................... 69 

Figure 4.8. (a) Daily averaged GPP and Reco were calculated using standard night-time partitioning 

(NT, blue) and wavelet-based direct partitioning DW-CS (DW, orange), using DW-NEE as base 

data. Positive values show Reco, and negative values show GPP. Dotted vertical lines show the start 

or end of the season (calendar years for forest site FR-Fon and cropping season for FR-Gri). (b) 

Daily NT versus DW GPP and Reco (both on the same graph), in grey 1:1, in orange linear fit. On 

the bottom, statistics for GPP and Reco combined the correlation coefficient (R²), the mean error 

(ME, µmol m−2 s−1), the mean absolute error (MAE, µmol m−2 s−1) and the linear fit. ............... 70 

Figure 4.9. Diel patterns of Reco and GPP estimated by wavelet-based conditional sampling (DWCS) 

and by standard night-time modelling (NT) during climatic seasons (FR-Fon) and the phenophases 

of green-up, peak season, senescence, and bare soil (excluding September 2021 due to 



xi 

 

intermediate crop), months are indicated by their first letter in parentheses. Note that Reco and 

GPP are not on the same scale. .............................................................................................................................. 71 

Figure 4.10. Diel patterns of φc
+|φv

+ (associated with heterotrophic respiration, Rh) and φc
+|φv

- 

(associated to autotrophic respiration, Ra) and Rh’s and Ra’s main abiotic controls including air 

temperature (Tair), soil temperature at 16 (30) cm depth in FR-Fon (FR-Gri) (ΔTsoil, showed as 

deviation from the seasonal mean for readability), and photosynthetic photon flux density (PPFD) 

during climatic seasons (FR-Fon) and the phenophases of green-up, peak season, senescence, and 

bare soil, months indicated in parentheses. (cf. (Järveoja et al., 2020) Fig. 4) ...................................... 72 

Figure 5.1. Site diagram showing tower and acquisition house with tree height for scale. On the 

right panel, site map and localisation in the region. Colours indicate land use: cropland (orange), 

grassland (light green), forest (dark green), water (light blue), and white (urban). For reference, (1) 

a heating plant, (2) a manure/composting plant, and (3) a lake. ............................................................. 104 

Figure 5.2. Comparison between dry CO2 mixing ratio measured by the IR (LI-7200) and the CRDS 

(PICARRO G2401) analysers. Left panel: scatter plot. Right panel: mixing ratio difference (IR-CRDS) 

as a function of time. Dots are observations; the red line is a linear fit, and the grey line is a 1:1 

line. The correlation coefficient (R²), the mean error (ME, ppm), the mean absolute error (MAE, 

ppm), the linear fit and the drift. .......................................................................................................................... 105 

Figure 5.3.  Transfer functions H (dotted lines) for each compound and analyser. The transfer 

function was fitted to the ratio of each compound’s spectra to the sonic temperature spectra. All 

spectra are ensemble averages taken from EddyPro outputs, filtered for significant fluxes. Dots 

show the mean spectra per frequency band. The grey shaded area shows the frequency range (2 

- 0.0018 Hz) over which transfer functions were fitted. .............................................................................. 109 

Figure 5.4. Monthly dry mixing ratios diel pattern for all measured gases (CO2, H2O, CH4 and CO) 

for IR (LI-7200) and CRDS (PICARRO G2401). The solid line indicates the median, and the region 

shows a 95% confidence interval. ........................................................................................................................ 112 

Figure 5.5. Average dry mixing ratios by wind direction. Warmer months (July to October) are in 

grey, and colder months (December and January) are in red. Extreme values in the left and right 

0.1% tails were removed. See Figure S 5.1 for monthly observations. CO2 is in ppm, while CH4 and 

CO are in ppb. ............................................................................................................................................................. 113 

Figure 5.6. Flux footprint by land use group. (a) Footprint for all the periods, where lines indicate 

10 to 90 (border) % level source area. (b) The contribution of each land use is weighted by 

footprint density. (c) Monthly footprint, where lines indicate 50 and 80 (border) % level source 

area. Note that for visual purposes, urban areas are coloured as white-grey on the map. Footprints 

were estimated using the model by Kljun et al. (2015). .............................................................................. 113 

Figure 5.7. Boundary layer conditions. (a) The heights of the atmospheric boundary layer (ABLH) 

and the mixing layer (MLH) were measured by SIRTA in Palaiseau, 4.8 km from the tower. Data is 

available online (Kotthaus et al., 2023). (b) Stability parameters (ζ = (z - d) / L) and friction velocity 

(u*) were measured at the FR-Sac tower. Absolute values of ζ bigger than 2 were ignored. ....... 114 



xii 

 

Figure 5.8. Quality control flags for turbulence (ITC) and CO2 stationarity (SS). Flags follow a 0-1-

2 system for high, medium and low quality. Percentage of (a) turbulence flagged data by hour of 

the day. Stationarity flagged CO2 data by hour of the day for (b) the Licor instrument (IR) and (d) 

the PICARRO instrument (CRDS). Stationarity flags per ITC group are also given for the IR (b) and 

CRDS instrument (c). Percentages are summed to 100% in each group and overall data (in 

parentheses). See Figure S 5.2 for stationary tests for the three instruments. ................................... 115 

Figure 5.9. Normalised co-spectra (a) and ogives (b) of w and CO2, CH4, and CO covariances for 

gases measured by IR and CRDS and the reference sonic temperature, Ts. Median values from July 

to October 2023 grouped by stability classes: ζ < −0.2 (unstable); −0.2 > ζ > 0.2 (near neutral); ζ 

>0.2 (stable). N indicates the amount of half-hourly data in each class. .............................................. 116 

Figure 5.10. Comparison of CO2 flux computed with the IR (LI-7200) and the CRDS (PICARRO 

G2401) analysers, (a) before and (b) after high-frequency loss corrections. Dots are observations; 

the red line is a robust linear relation, and the grey line is the 1:1 line. The correlation coefficient 

(R²), the mean error (ME, μmolm−2s−1), and the mean absolute error (MAE, μmolm−2s−1) are shown 

in the bottom right. Statistics are calculated by ignoring outliers from robust linear regression.

........................................................................................................................................................................................... 117 

Figure 5.11. Monthly mean turbulent fluxes diel pattern of CO2, CH4 and CO for IR (LI-7200, only 

CO2) and CRDS (PICARRO G2401) gas analysers. Fluxes showed after spectral correction. Data 

points falling within the extreme 1% tail of the distribution were removed. ...................................... 118 

Figure 5.12. Monthly mean storage fluxes diel pattern of CO2, CH4 and CO computed using mixing 

ratios measured by the CRDS (PICARRO G2401) gas analyser on three levels (15, 60 and 100 m). 

Data points falling within the extreme 1% tail of the distribution were removed. ........................... 119 

Figure 5.13. Surface fluxes by wind direction, daytime in the top panel and night-time in the 

bottom panel. Surface fluxes include turbulent and storage terms. The values presented are the 

median with the interquartile range; 0.1% extreme values were removed. Wind directions bins with 

less than 10 observations were added to the next bin clockwise. CO2 fluxes are in µmol m-2 s-1, and 

fluxes of CH4 and CO are in nmol m-2 s-1. Note for CO2 and CH4, 10-110° were plotted separately 

for visual purposes. ................................................................................................................................................... 120 

Figure 5.14. Zoom into a summer week. (a) EVI mean mosaic from July (2nd, 7th, 12th, 14th, 17th, 24th) 

using Sentinel2 data. (b) Surface fluxes, turbulent and storage term, with background colours per 

wind directions, W in blue, SW in light blue, 10-30° in red, 30-100° in light red. ............................. 121 

Figure 5.15. Zoom into a winter week. (a) EVI mean mosaic from January (5th, 18th, 20th) using 

Sentinel2 data. (b) Surface fluxes, turbulent and storage term, with background colours per wind 

directions, W in blue, SW in light blue, 10-30° in red, 30-100° in light red. ........................................ 122 

Figure 5.16. Transfer functions were computed for the tube (TFtube, Leuning and Moncrieff, 1990; 

Foken et al., 2012), the sensors acquisition frequencies (TFacq, Horst, 1997) and observed for CO2 

for the two setups at the tower. The Saclay atmospheric setup (CRDS) consists of a 100 m sampling 

line with a 9.5 mm diameter, acquisition frequency ~0.3 Hz and flow rate of 12.7 L min−1. 

Conventional ecosystem setup (IR) consists of a 0.7 m sampling line with a 5.33 mm diameter, 



xiii 

 

acquisition frequency of 10Hz and flow rate of 15 L min−1. Note that curves (1) and (3) are 

superposed for the IR setup. ................................................................................................................................. 123 

Figure 5.17. Flux attenuation is due to high-frequency losses, theoretical as lines and measured as 

points. The theoretical losses are computed from Horst (1997, eq. 11), using the measured first-

order time constant c for the IR (0.5 s) and the CRDS (3s) ....................................................................... 124 

Figure 5.18. Diel mean for July 2023 for CO2 surface flux and turbulent and storage terms. Values 

for the CRDS (PICARRO G2401). Data points falling within the extreme 1% tail of the distribution 

were removed. ............................................................................................................................................................. 125 

Figure 5.19. Mean surface fluxes for CO2 (μmolm−2s−1), CH4 (nmolm−2 s−1) and CO (nmolm−2s−1) by 

identified sectors. Monthly averages (a) and hourly mean for warmer JASO (b) and colder months 

DJ (c). Surface fluxes include turbulent and storage terms. Wind sectors are CEA (10°-100° without 

heating plant), Heating plant (20°-40°), and Forest (247.5°-292.5°). Note in (a) November is 

interpolated. ................................................................................................................................................................. 127 

Figure 6.1. Site location. In the left panel, the Ile de France region with reference sites marked. In 

the middle and right panels, 90% and 60% footprint contour with the tower location red triangle. 

Colours indicate land use: cropland (orange), grassland (light green), forest (dark green), water 

(light blue), and white (urban). .............................................................................................................................. 151 

Figure 6.2: Conceptual scheme showing the main wavelet-based eddy covariance processing 

steps: time and frequency decomposition; the product of instantaneous deviation; partitioning by 

conditional sampling, and finally, frequency integration and time averaging. Where w is the 

vertical component of the wind velocity, 𝝌𝒔 is the mixing ratio of a gas, j represents the frequency 

scale, bars are for averaging and quotation marks are deviations from the mean. ......................... 152 

Figure 6.3. Conceptual representation of the mass fluxes of (a) carbon dioxide and (b) methane 

between a city and the atmosphere. The equations show mass balances for the volume 

encompassing the airspace in the urban canopy layer and above up to a height where the 

atmosphere is well mixed. In the box, all emissions and uptake processes take place. In all three 

cases, ΔS is the change in mixing ratio in the canopy air volume. Chemical reactions in the 

atmosphere are neglected. Source: (Christen, 2014) .................................................................................... 152 

Figure 6.4. Conceptual schemes of correlations between CO2, H2O, and CO flux directions are 

based on the physical source or sink. GPP is gross primary productivity (photosynthesis); Reco is 

ecosystem respiration, which includes leaves and soil. aCO2 is an anthropogenic emission. VOC 

stands for volatile organic compounds, which are sources of CO. The figure was partially generated 

using artificial intelligence (DALL-E3). ................................................................................................................ 153 

Figure 6.5. Illustration over the inversion’s observations space. On the left, from left to right, eddy 

flux measurements, wavelet decomposition and direct partitioning follow the method modified 

from Coimbra et al. (2023). On the right, from right to left, model inputs, surface model maps, and 

footprint. ........................................................................................................................................................................ 155 



xiv 

 

Figure 6.6. Seasonal evolution of (a) vegetation index (NDVI) around the site and (b) net flux 

measured at the FR-Sac tower. In (a), monthly averaged NDVI 8×8 km grid centred in Saclay tower 

(red star). The scale goes from 0 to 1 for no vegetation to highly vegetated. The pixels in black are 

urban, salmon are lake, and there is no data in white. In (b) daily net fluxes in μmolm−2d−1. Note 

that only fluxes with well-developed turbulence were considered, and data was not gap-filled.

........................................................................................................................................................................................... 158 

Figure 6.7. Net and partitioned fluxes are grouped by wind direction and grouped by daytime (a-

d) and nighttime (e-h). Units are in µmol m-2 s-1, and values are the median with the interquartile 

range. Extreme 0.1% values were removed. Wind directions bins with less than 10 observations 

were added to the next bin clockwise. Note 10-50° were plotted separately for visual purposes. 

The zero line is shown in dashed green. ........................................................................................................... 160 

Figure 6.8. The contribution of data assimilation on surface flux estimations in July. In (a) prior, (b) 

analysis, (c) difference between (b) and (a), and (d) difference between the standard deviation of 

100 repetitions using Gaussian distributed parameters. Units are in μmolm−2s−1. The tower location 

is marked with a red star at the centre. Note that standard deviations (d) were calculated using a 

coarser resolution to allow for more repetitions. .......................................................................................... 161 

Figure 6.9. Net and partitioned fluxes, measured at the tower and posterior, estimated by footprint 

and flux map after inversion. Data shows that on July 15-20, wind mostly comes from the west. 

Note that GPP and Reco come from VPRM estimations, while aCO2 comes from inventory data.

........................................................................................................................................................................................... 162 

Figure 6.10. Forest net fluxes from late July were estimated from pixels on the surrounding tower 

and compared with FR-Fon as a reference. ..................................................................................................... 162 

Figure 6.11. Net and partitioned fluxes were measured at the tower and posterior, estimated by 

footprint and flux map after inversion. The bottom panel replicates the top panel with a zoom 

focusing on values between -5 and 5 μmolm−2s−1. The dataset covers the period from the 1st to 

the 15th of January 2024, when wind blows from the heating plant. .................................................... 163 

Figure 6.12. Fluxes and conceptual illustration on the effect of heating plant plume in the 

measurements. In (a), a conceptual illustration shows a hypothesis to explain unrealistic GPP from 

the wind direction coming from the heating plant. In (b) net and partitioned fluxes, in μmolm−2s−1, 

and (c) wind direction with heating plant direction (~25°) highlighted. Data for the period between 

the 7th and 10th of January. ..................................................................................................................................... 164 

Figure 6.13. CO2 fluxes conditioned by CO (a, c) and CH4 (b, d) from 7th to 10th January. All four 

cases (a, b) and a sum based on the sign of the conditioned flux (c, d). In this latter case, i+iii would 

represent anthropogenic and ii+iv biogenic. .................................................................................................. 164 

 

  



xv 

 

LIST OF ABBREVIATIONS 

Abbreviation Definition 

CO2e CO2 equivalents = total effect of all GHG normalized to CO2 

EC Eddy Covariance method 

GPP Gross Primary Product 

Reco Ecosystem respiration 

aCO2 Anthropogenic emissions 

VPRM Vegetation Photosynthesis and Respiration Model. It is a model that 

estimates CO2 fluxes spatialized using satellite reflectance data. 

  



1 

 

1.  INTRODUCTION 

The need to reduce anthropogenic pressure on climate, air quality, and ecosystems is now shared 

in Europe and most democracies, with debates focusing mainly on the means and trajectory for 

doing it. The international scientific community is mobilized and expected on its capacity to 

produce predictions and propose means of mitigation and adaptation. To this end, earth system 

models represent continental surfaces from local scales (air quality, diversity) to global scales 

(warming) now and predict the future. A key element in evaluating these models lies in reliably 

monitoring greenhouse gases (GHG) at these different scales. 

Thanks to new technology from the ’90s, we have high-frequency measurements of GHG 

concentrations and microclimate. This technological progress led to networks of flux towers being 

set up worldwide. Each station simultaneously measures GHG surface fluxes and relevant soil and 

atmospheric variables (Pastorello et al., 2020). The continuous monitoring allowed unceasing 

scientific progress and the flourishing of a new scientific branch, bioclimatology, from its roots in 

plant physiology and climate physics. We now understand better the ecosystem response to 

temperature (Duffy et al., 2021), climate extremes (Ciais et al., 2005; Gourlez de la Motte et al., 

2020), and, more broadly, the evolution of climate and its impacts on different ecosystems thanks 

to this collective effort. 

In parallel, technical progress has also allowed atmospheric scientists to measure and 

monitor GHGs in the atmosphere accurately. Ground-based monitoring stations have been the 

foundation for studying greenhouse gases' composition and behaviour in the atmosphere 

(Keeling, 1960). Now, atmospheric tower large-scale networks allow GHG emissions mapping 

(Storm et al., 2023). Improving emissions inventories (McGrath et al., 2023) and satellite 

technology have also made mapping possible. Satellite technology has dramatically evolved in 

measuring new radiation bands and increasing resolution over the years (Harris and Jastrow, 1958; 

Hansen et al., 2013), continuously improving (Brown et al., 2022) 

The combination of these methods has allowed us to predict the evolution of greenhouse gas 

(GHG) (Vuichard et al., 2019), pollutant emissions (Messina et al., 2016) and carbon storage 

(Camino-Serrano et al., 2018) by continental surfaces in a context of climate change, land-use 

change (bioenergy), and changes in practices (lower inputs). It also enhanced our capacity to 

represent the response of ecosystems (Yue et al., 2018) (eutrophication, acidification, biodiversity) 

to climate change, uses, and inputs of pollutants and nutrients (Goll et al., 2017) from atmospheric 

sources. 

Much of these accomplishments have only been possible thanks to established existing 

networks that work regionally but contribute to worldwide science. Large zones without 

measurements still exist, especially in southern countries, and even in denser regions such as 

Europe, not all ecosystems are represented equally. Combining efforts can help expand both 

networks while still preserving high-quality standards. Urban areas, in particular, represent a 

significant source of GHG emissions, as they are demographically dense, making them one of the 

targets for mitigating climate change. Many northern countries' cities have ambitious GHG 
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emission reduction plans over the next 2 decades. There arises an imperative for robust 

monitoring of urban areas' emissions reduction.  

Conventionally, inventories are used, given their scalability. However, they have limits: 

temporal profiles may have spatial variability neglected, and reliability on the inputs is necessary. 

These inventories are sometimes adjusted by assimilating atmospheric data (Lian et al., 2023). The 

emission maps are often evaluated at departmental or cantonal scales (Ramanantenasoa et al., 

2018). A current weakness lies in the inability to validate biogeochemical models and inventories 

at the spatial scales at which they are used. For biogeochemical models and remote sensing 

products, validation is based on observation sites on homogeneous ecosystems of a few hectares 

(Vuichard et al., 2016; Kountouris et al., 2018) or atmospheric inversions at scales of 1°×1° 

(Kountouris et al., 2018). However, in mosaic landscapes, local data for validation or calibration on 

kilometric grids leads to systematic flux biases that can reach 40% (Ran et al., 2016). 

Therefore, hard checks are needed on model results and inventories, and underestimations 

of nitrogen oxide emissions have already been found compared to direct measurements (Drysdale 

et al., 2022). This discrepancy leads us to believe that mapping surface fluxes from direct 

measurements can be a significant step towards accurate spatialized surface fluxes at finer scales. 

Nonetheless, it remains a scientific challenge. Indeed, research addressing spatial variability has 

been done by whether a dense flux tower network (Ran et al., 2016; Xiao et al., 2011), inversion on 

light-efficiency model (Xiao et al., 2011) or statistical methods (Crawford and Christen, 2015; 

Metzger et al., 2013; Xu et al., 2017). The need to partition net flux remains when mapping gases 

with considerable sources and sinks and different processes involved, such as CO2. In particular 

for urban and peri-urban areas where flux measurement exists (Velasco et al., 2009; Bergeron and 

Strachan, 2011; Ueyama and Takano, 2022), but is nonetheless not trivial as they have to deal with 

heterogeneous surfaces, uneven canopy and strong point sources. 

This concise overview highlights that while we possess valuable insights, a critical element 

is still missing from our understanding. We lack a comprehensive framework that systematically 

utilises direct flux measurements to monitor greenhouse gas surface fluxes in heterogeneous 

landscapes, including urban and peri-urban mosaics. Developing such a framework is essential for 

enhancing our ability to accurately assess and mitigate the impacts of greenhouse gas emissions 

in diverse environments. To achieve this goal, firstly, we need to deal with non-stationary fluxes, 

which are expected in these landscapes as shifts from one land use to another, and in particular, 

point sources can cause sudden shifts in flux measurements with changes in the wind. Secondly, 

tall towers allow us to expand the footprint and make measurements representative of a larger 

area. However, we need to guarantee flux can be measured on these towers despite using longer 

tubes and setups not made for eddy covariance. Using these setups might also be a mid-ground 

between the atmospheric and ecosystem communities, where possible synergies on setup and 

scale can appear. Thirdly, a framework to assimilate these new direct measurements as a map and 

be able to attribute flux to individual pieces in this landscape mosaic is required. 

This PhD aims to propose and evaluate such a framework to map CO2 surface fluxes in a 

landscape of several km2 using direct tall-tower flux measurements, satellite-driven biogenic flux 

model, inventories and footprint models bound by a Bayesian inference method. 
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The thesis manuscript is organised as follows: Chapter 1 overviews in-situ measurements, 

briefly introduces surface fluxes and processes, details the eddy-covariance method, and presents 

existing mapping techniques to estimate surface fluxes. Chapter 2 dives into wavelet-based eddy 

covariance, briefly explaining its origins, use in the flux community and novelty introduced by this 

thesis, including a new direct method for partitioning the fluxes into upward and downward 

components. Chapter 3 focuses on testing the wavelet framework to calculate the CO2 flux and 

partition it into respiration and photosynthesis in a crop and a forest ICOS ecosystem site. Chapter 

4 explores the synergy between atmospheric and ecosystem networks, using the instruments from 

an ICOS atmospheric tall tower coupled with a 3D anemometer to calculate surface fluxes and 

address the technical and height-induced challenges. Using high precision but slow-response 

(~3s) analysers has the advantage of expanding the network geographically and including more 

trace gases. Chapter 5 serves as a proof-of-concept for a framework based on Bayesian inference 

to assimilate tall tower partitioned fluxes in model estimations to map surface fluxes of CO2 in the 

peri-urban environment of the Saclay ICOS tall tower. A short conclusion and perspectives chapter 

closes the document. 
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2. OVERVIEW OF IN-SITU MEASUREMENT TECHNIQUES FOR 

SURFACE TURBULENT FLUX 

This first chapter overviews the processes and measurement techniques for retrieving surface 

fluxes. In the first part, we introduce briefly the main processes governing the surface-atmosphere 

fluxes and the existing measurement techniques at the local scale. In the second part, we detail 

the eddy-covariance method and related equations, and we conclude with a short overview of 

existing mapping techniques to estimate surface fluxes. 

2.1 Short overview of surface-atmosphere exchange processes and 

measurement techniques 

2.1.1 The atmospheric boundary layer: the surface-atmosphere interface 

The atmospheric boundary layer is a critical region where the atmosphere directly interacts with 

the Earth's surface. It is the layer of air closest to the ground, and its height varies depending on 

terrain and weather conditions, but it typically extends over a few hundred meters. Within this 

layer, various physical, chemical, and biological processes govern the exchange of heat and gases 

between the surface and atmosphere (Seinfeld, Pandis, et Noone 1998). 

The diel pattern is intricately shaped by momentum, heat, and water vapour exchanges with 

the Earth's surface (Kaimal and Finnigan, 1994). Solar radiation warms the ground and the adjacent 

air throughout the day, fuelling convective motions that generate buoyant plumes and larger 

eddies in an unstable surface layer. These larger turbulent elements transfer their energy to 

smaller elements through a cascade process. Conversely, with no solar input and colder ground 

temperatures at night, kinetic energy dissipates, leading to the collapse of turbulent motions and 

the onset of stable conditions. 
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Figure 2.1. Idealised diurnal atmospheric boundary layer (ABL) evolution over flat terrain on a cloud-free day. 

Morning growth of the convective boundary layer (CBL; pink shading); nocturnal conditions with a residual 

layer (RL; green shading) above the stable boundary layer (SBL; orange shading) near the surface. A capping 

inversion (CI) separates the ABL from the free troposphere (FT; blue shading) above. The entrainment zone 

(EZ) is a region of enhanced exchange between the CBL and the RL or FT, respectively. Source: (Kotthaus et al. 

2023). 

Atmospheric turbulence dominates transport mechanisms within the convective boundary 

layer, and surface-driven processes dominate (Kotthaus et al., 2023). With certain conditions of 

surface homogeneity, the vertical fluxes within this layer remain relatively constant with height, 

making measurements taken in this region representative of surface-level fluxes. This 

characteristic justifies using the eddy covariance approach for measuring surface fluxes (Foken 

2008). 

Surface-driven processes govern boundary layer dynamics, with biological processes playing a 

significant role. Vegetation, encompassing forests, grasslands, wetlands and crops, influences gas 

exchange, such as CO2, water vapour, and CH4, through photosynthesis, transpiration, and 

respiration. Soil respiration similarly contributes to these exchanges. These biological activities 

impact atmospheric composition and regulate surface energy, including heat and water fluxes, 

thereby shaping local and regional climate patterns (Monteith et Unsworth, 2013). 

2.1.2 The Earth’s surface energy budget 

The Earth's energy budget represents the balance between incoming solar radiation and 

outgoing thermal radiation. Solar energy is absorbed by the Earth's surface, heating it and driving 

various processes such as evaporation, photosynthesis, and, at larger scales, atmospheric 

circulation (Forster et al. 2021).  
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The fraction of solar and atmospheric radiation absorbed by the Earth's surface is called net 

radiation and is primarily driven by the surface albedo, the ratio of reflected to absorbed solar 

radiation, and the surface temperature. The net radiation is dissipated to the soil via conduction 

and the air through convection (H, sensible heat flux) and by latent heat (LE, latent heat flux), 

associated with evaporation and transpiration (Seinfeld, Pandis et Noone 1998). In dry conditions, 

most of the energy absorbed by the surface is dissipated as sensible heat and soil conduction, 

leading to high surface temperatures, whereas in humid ecosystems, latent heat predominates, 

tempering surface temperature. At larger scales, local energy fluxes impact cloud formation and 

regional climate (Forster et al. 2021). 

Transpiration, a fundamental facet of the hydrological cycle, represents the release of water 

vapour through plant stomata, which modulates surface temperature and humidity levels. This 

process is regulated by stomatal aperture, a dynamic gateway controlled by environmental factors 

such as light intensity, temperature, humidity, and atmospheric CO2 concentration. The stomatal 

aperture regulates water vapour fluxes and all gas exchanges at the leaf scale, including CO2 

sequestration by photosynthesis. Thus, the stomatal aperture dictates transpiration, as does plant 

water status and photosynthetic activity (Farineau et Morot-Gaudry 2017).  

 

2.1.3 Greenhouse gas exchange at the surface-atmosphere interface  

The exchange of gases between the Earth's surface and the atmosphere happens locally, 

and they play a crucial role on larger scales by regulating atmospheric composition, influencing 

climate, and notably driving climate change through the greenhouse effect. Fossil fuel and 

industrial CO2 and CH4 are the two main contributors to the warming of the planet (Dhakal et al., 

2022). 

 

 

Figure 2.2. Contribution of different GHGs to global warming over the period 1750 to 2018. CO2 from fossil 

fuel combustion and industrial processes (FFI); net CO2 from land use, land use change and forestry (LULUCF); 

methane (CH4); nitrous oxide (N2O); fluorinated gases (F-gases: HFCs, PFCs, SF6, NF3). Major GHGs and 

aggregates of minor gases as a time series in (a) and as a total warming bar chart with a 90% confidence 

interval added in (b). F-Kyoto/Paris includes the gases covered by the Kyoto Protocol and Paris Agreement, 
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while F-other includes those covered by the Montreal Protocol but excludes the HFCs. Source: (Dhakal et al. 

2022). 

In the CO2 budget, while natural processes such as photosynthesis and respiration drive 

substantial flux exchanges, net fluxes are comparatively smaller than anthropogenic fluxes (Figure 

2.3). Indeed, fossil fuel and cement production emissions alone are approximately three times 

larger than the net land fluxes (Canadell et al. 2021). 

 

Figure 2.3. Global carbon (CO2) budget (2010–2019). Yellow arrows represent annual carbon fluxes (in PgC 

yr–1) associated with the natural carbon cycle, estimated for the time prior to the industrial era, around 1750. 

Pink arrows represent anthropogenic fluxes averaged over the period 2010–2019. Circles with yellow numbers 

represent pre-industrial carbon stocks in PgC. Circles with pink numbers represent anthropogenic changes to 

these stocks (cumulative anthropogenic fluxes) since 1750. Values, data sources and methodology in Canadell 

et al. (2021). Source: (Canadell et al. 2021). 

Land and sea vegetation plays a vital role in the exchange of gases at the Earth's surface. 

Through photosynthesis, they absorb CO2 and water, converting them into carbohydrates and 

oxygen in sunlight. External factors, such as light intensity, CO2 concentration, temperature, 

nutrients and water availability, and internal factors, such as enzyme activity, collectively regulate 

the rate of photosynthesis, ultimately impacting growth and productivity (Farineau et Morot-

Gaudry 2017).  
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On land, photosynthesis has been shown to have optimal temperature ranges for 

functioning, where conditions warmer than a threshold (17°C globally) can become a limiting 

factor (Duffy et al. 2021). Besides temperature, water stress, due to elevated vapour pressure 

deficit in the air or low soil water content, regulates stomata closure so that the plant can preserve 

internal equilibrium during dry conditions, limiting photosynthesis (Medlyn et al. 2011). 

Conversely, plants and soil release CO2 back into the atmosphere during respiration. It is 

well-established that respiration responds to temperature (Lloyd et Taylor 1994). No threshold 

was found for temperatures observed in the sites across the globe (FLUXNET) and under 

heatwaves, and respiration kept increasing with temperature (Anjileli et al. 2021; Duffy et al. 2021). 

Soil respiration also responds to low soil water content due to microbial community metabolism. 

Note that for soil respiration, surface moisture levels often correlate more strongly with soil 

respiration rates on the surface than deeper soil layers (Fu et al. 2020). 

In the methane budget, natural processes play a significant role in driving substantial flux 

exchanges, particularly emissions from wet environments like freshwater bodies and wetlands, as 

well as methane consumption through atmospheric oxidation. Anthropogenic CH4 emissions are 

also comparable in magnitude to these natural processes. For example, fossil fuel and livestock 

emissions are approximately equivalent to natural emissions in freshwater bodies and wetlands 

(Figure 2.4) (Canadell et al. 2021). 

 

Figure 2.4. A Global methane (CH4) budget (2008–2017). Values, data sources and methodology in (Canadell 

et al. 2021). Source: (Canadell et al. 2021). 
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Soils both produce and consume CH4. The net soil-atmosphere CH4 flux arises from the 

equilibrium between these opposing processes. Organisms responsible for the consumption rely 

on molecular O2 in soil. On the contrary, methanogenesis (CH4 production) occurs in anaerobic 

conditions. Anaerobic conditions are often found in wetland soils and rice paddies; however, 

methanogenesis can also occur in upland soils within anaerobic "microsites" inside soil 

aggregates. Nonetheless, methanotrophy (consumption or oxidation) predominates in upland 

soils, resulting in a net sink of CH4 (Dutaur et Verchot 2007). 

Nitrous oxide (N2O) is the third most emitted GHG by anthropogenic activities, emitted 

mainly by agricultural fertilised land (Tian et al. 2020). Despite not being key contributors to 

climate change, many other compounds are essential for climate, air quality and ecosystem 

functioning. In particular, short-lived species, among which nitrogen oxides (NOx) and volatile 

organic compounds (VOC) are crucial to aerosol and ozone formation, both playing an essential 

role in air quality and climate (Fowler et al. 2015). These compounds are exchanged between the 

surface and the atmosphere and play a crucial role in the ecosystem's functioning (Brosset et 

Blande, 2022; M. Sutton, Howard, et Erisman, 2011).  

2.1.4 In-situ measurement techniques for surface flux 

Over the past four decades, significant advancements have been made in developing and refining 

in-situ measurement techniques for surface flux (Seinfeld, Pandis, et Noone 1998). Advances in 

observational techniques, such as eddy covariance flux measurements (Baldocchi 2003; Pastorello 

et al. 2020), remote sensing (Jung et al. 2020), and stable isotope analysis (Worthy et al. 2023), 

have provided invaluable insights into the spatiotemporal variability of surface-atmosphere gas 

exchanges. These observations, numerical models and theoretical frameworks have enhanced our 

understanding of the underlying mechanisms driving biogeochemical fluxes and their role in 

shaping Earth's climate system (Friedlingstein et al., 2020). All measurement techniques rely in one 

way or another on the mass balance equations of the compound (see next Section). 

The enclosure method (or chamber) is the simplest and first employed method to measure 

surface fluxes (Lundegårdh 1927; Kanemasu, Powers, et Sij 1974). The closed chamber technique, 

which is the simplest, involves sealing a chamber over the surface of interest and monitoring 

changes in gas concentration over time to quantify fluxes as proportional to its time derivative. A 

slightly more complex method consists of open chambers where the flux is, in this case, 

proportional to the change in concentration between the inlet and the outlet of the chamber 

(Loubet et al. 1999; Pape et al. 2009). Chambers are particularly useful for investigating small-scale 

processes like leaf-, plant- or soil-atmosphere exchanges, including photosynthesis and 

respiration. Closed chambers offer simplicity, ease of deployment, and direct measurement of 

fluxes at specific locations, and they are well-suited for studying photosynthesis and respiration. 

Automated systems to control chamber closure and gas sampling enable continuous monitoring 

of surface fluxes over extended periods, providing insights into environmental changes' effects on 

ecosystem functioning (e.g. Griffis et al. 2004). The limitation of the chamber method is its small 

sampling surface and the fact that it modifies environmental conditions. 

Another method that was employed early is the aerodynamic gradient method, which relies 

on measuring the vertical gradient of the target scalar or gas concentration profile within the 
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atmospheric boundary layer (Monteith et Unsworth, 2013). This approach involves deploying 

sensors at multiple heights above the surface to capture the concentration variations. By applying 

the gradient diffusion theory, the surface fluxes can be inferred from the rate of change in gas 

concentration with height, considering factors such as atmospheric stability and turbulent mixing 

in the diffusivity term (Bethenod et al. 1991). Aerodynamic gradient methods are still used for 

reactive gases such as ammonia (M. A. Sutton et al. 2009) or HONO (Laufs et al. 2017). 

One of the fundamental methods employed in this field nowadays is the Eddy Covariance 

(EC) technique. This approach directly measures the exchange of mass and energy between the 

Earth's surface and the atmosphere by continuously monitoring the vertical wind speed and the 

concentration of the target scalar or gas (e.g., temperature, water vapour, carbon dioxide) within 

the atmospheric boundary layer (Brutsaert 1982). EC systems typically utilize fast-response 

sensors, such as ultrasonic anemometers and infrared gas analysers, to capture the turbulent 

fluctuations in these variables. By integrating the product of the fluctuations in vertical wind speed 

and gas concentration over time, the turbulent fluxes can be accurately quantified (Foken, Aubinet, 

et Leuning 2012). The eddy covariance technique is at the core of this PhD; it is detailed in the 

next section. 

Integrating several measurement techniques, like eddy covariance or gradient methods, and 

chambers contributes to understanding surface flux dynamics at various spatial scales. These 

techniques evaluated larger than 350 Pg CO2e global annual net soil emissions (Oertel et al. 2016). 

2.2 Eddy Covariance's conventional framework 

As climate change has put ecosystem carbon exchanges at the focal point, assessing them has 

become essential in recent years. Traditional tools such as leaf cuvettes and chambers have long 

provided flux data that can be used to define environmental response functions. The downsides 

include the small sampling area and the instrument's bias (light scattering and modification of 

canopy microclimate). On a plot or landscape scale, biomass inventories have been used. In a 

forest, they “rely on allometric relations to scale incremental changes in tree diameters at breast 

height to net primary production”, which can ignore other tree aspects (multi-age, species, small 

size classes), and they also do not consider soil carbon (Baldocchi 2003).  

The technological progress in the last century, coupled with a maturation of the theoretical 

framework, allowed surface flux measurements on towers with a new approach, named eddy 

covariance, allowing long-term direct flux measurements at the ecosystem scale (Kaimal et 

Finnigan 1994). After some criticism and continuous development, the methodology became the 

standard method for measuring flux at the plot scales (Baldocchi 2003). 

2.2.1 Background theory 

Eddy covariance is a method for measuring mass, momentum, and energy exchange between the 

surface and the atmosphere. This exchange can be described using conservation equations of 

mass, momentum, and energy. This sub-section is primarily based on Foken, Aubinet, et Leuning 

(2012). For further reading and in-depth information, refer to their work. 
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The equation describing the conservation of any scalar or quantity ζ in the atmosphere can 

be written as: 

𝜕𝜌𝑑휁

𝜕𝑡⏟  
𝐼

+ ∇⃗⃗ (�⃗� 𝜌𝑑휁)⏟    
𝐼𝐼

+ 𝐾 Δ(𝜌𝑑휁)⏟      
𝐼𝐼𝐼

− 𝑆⏟
𝐼𝑉

= 0 
2.1 

Where t is time, ρd is the dry air density, �⃗�  is the wind velocity vector, 𝐾  is the molecular 

diffusivity of ζ, 𝑆  is the source/sink strength, ∇⃗⃗  and Δ are the divergence and Laplacian operators. 

This equation states that “the rate of change of the quantity (I) can be due to its atmospheric 

transport (II) molecular diffusion (III) or its production by a source/absorption by a sink into the 

infinitesimal volume (IV)” (Foken, Aubinet, et Leuning 2012). Applying these equations to the 

surface boundary layer requires the application of the Reynolds decomposition rules. 

2.2.2 Reynolds decomposition and the ergodicity requirement 

Reynolds decomposition is a technique that separates the mean from the turbulent fluctuations 

of a quantity 휁 in a fluid flow. In this technique, the velocity or any other property of the fluid is 

divided into two components: a mean component (휁)̅ and a fluctuating component (휁′). 

휁 = 휁̅ + 휁′ 2.2 

Reynolds decomposition enables studying these components individually. For instance, the 

mean flow aids in calculating mass, momentum, and energy transport, while turbulent fluctuations 

help study mixing and diffusion processes. 

Reynolds decomposition is fundamental for understanding turbulence and is widely utilised 

in fluid mechanics and aerodynamics. Breaking down the flow into mean and fluctuation parts 

allows for solving Navier-Stokes equations for large scales by reducing computational costs, 

although it requires an additional closure hypothesis to solve the problem. In stricto sensu, the 

relations are valid only for “ensemble” averaging (i.e., averaging over many realizations under 

identical conditions). However, since this is never possible in in-situ measurements, its application 

relies on ergodic conditions when time averaging approximates “ensemble” averages (Foken, 

Aubinet, et Leuning 2012). 

2.2.3 Main equations 

Turbulent motions mix air in the boundary layer, stimulating surface and atmosphere interactions. 

The eddy covariance method relies on measuring air parcels at a certain height. In most cases, it 

can give a reliable measurement of the net exchange surface flux using high-frequency 

measurements of the vertical component of the wind and a scalar, usually gas concentration or 

temperature.  
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Figure 2.5. Schematic image of integration of Eq. 2.3 on a control volume inhomogeneous terrain (Finnigan et 

al. 2003) 

This method relies on the conservation of mass or energy. Thus, retrieving surface flux from 

eddy covariance needs some assumptions. 
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2.3 

Equation 2.3 describes the surface flux of a scalar (χ𝑠) and its constituent parts. It involves a 

3D integration up to the measurement height (hm) of stock (I), advection (II), and turbulent fluxes 

(III and IV). Stock represents the temporal variation of the scalar, while advection and turbulent 

fluxes denote transport across space (x, y, z) by bulk motion or turbulent eddies, respectively. 

Advection typically occurs over large spatial scales due to inhomogeneities of the scalar 

concentrations. 

Measuring all these components with a single measuring point is not possible. Thus, 

assumptions are often made for simplification, assuming negligible advection and horizontal 

turbulent fluxes. These assumptions are justified under conditions of horizontal homogeneity, 

where there is no mixing with fluxes arising from a different surface. They allow the simplification 

of equation 2.3 into equation 2.4. 

𝐹𝑠 = 𝐹𝑠
𝑆𝑇𝑂⏟
𝐼

+ 𝐹𝑠
𝐸𝐶⏟
𝐼𝑉

 
2.4 

Equation 2.4 presumes surface flux to be equal to stock, 𝐹𝑠
𝑆𝑇𝑂, and vertical turbulent flux, 

𝐹𝑠
𝐸𝐶. The stock can be measured with a vertical profile of the scalar. For small towers, it is frequently 

assumed to be negligible due to the limited volume of bellow instruments (Moureaux et al. 2012). 

Vertical turbulent flux can be measured at a single point, and as standard, it is calculated by the 

eddy covariance technique. 
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The eddy covariance flux is the covariance between the vertical component of wind (w) and 

a scalar, namely 𝑤′χ𝑠
′̅̅ ̅̅ ̅̅ . The covariance sign indicates the direction of the flux, while the absolute 

value indicates the sink or source strength. By convention, a positive sign means that upwind 

brings air that is richer in the scalar or that downwind brings air that is poorer in the scalar. 

Conversely, a negative sign suggests the opposite relationship. 

For the covariance calculation, an averaging period must be chosen. This choice is not trivial 

because it is funded in a dilemma: on the one hand, shorter periods include fewer frequencies; on 

the other hand, the longer, the harder it is to get stationary conditions necessary to respect the 

ergodic assumption. Shorter periods have also shown wider gaps in the energy balance closure 

(Finnigan et al. 2003). Considering a typical turbulent spectrum in the atmospheric boundary layer 

(Figure 2.6), 30 minutes is usually preferred for eddy covariance measurements. 

 

Figure 2.6. Schematic plot of the turbulence spectra. Source: (Foken 2008). 

2.2.4 Spectral analysis 

Energy spectra and co-spectra help identify a signal’s integrity and, inversely, its possible 

attenuation at specific frequencies. Spectral analysis aims to identify and characterize the 

frequency components contributing to signal variability. Fourier transform is a common method 

to analyse the frequency distribution of a signal. This method decomposes a signal into sinusoidal 

components of different frequencies, thus assuming that the signal is periodic or extends to 

infinity. Using the Fourier transform is valid because of Parseval’s or Plancherel's theorem. 

Plancherel theorem, sometimes loosely referred to as Parseval's theorem, establishes a 

fundamental relationship between the energy or power of a signal in the time domain and its 

frequency-domain representation (Plancherel et Leffler 1910). According to this theorem, the 
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integral of a function's 𝑓(𝑥) squared modulus is equal to the integral of the squared modulus of 

its frequency transform, 𝑓(𝜉):  

∫ |𝑓(𝑥)|2
∞

−∞

𝑑𝑥 = ∫ |𝑓(𝜉)|2
∞

−∞

𝑑𝜉 2.5 

In other words, the theorem states that the variance, a measure of the total energy of a 

signal, is equal to the sum of the squared magnitudes of its Fourier coefficients, or put in another 

way, variance in the time and frequency domains are equal. This theorem allows further use of the 

Fourier transform for spectral analysis as it links the time and frequency domains. 

Based on this framework, several studies have focused on characterizing turbulent spectra 

in the atmospheric boundary layer and how it is modified by instrumentation. Parameterizations 

of the momentum and sensible heat co-spectra have been proposed (Kaimal et al. 1972). Other 

authors have shown that instruments and measurement setups may induce energy loss or gain in 

the signal that biases their variance or covariance measurements: Low acquisition frequency or 

tube attenuation can work as a low pass filter, damping high-frequency contribution (Figure 2.7b). 

Removing trends in measured signals can work oppositely, damping low-frequency (Figure 2.7a) 

(William J. Massman 1991; W. J. Massman 2000). 

 

Figure 2.7. Typical atmospheric cospectrum (black curve) with effects of high pass filtering (a grey curve) and 

low pass filtering (b, grey curve). Source: (Foken, Aubinet, et Leuning 2012, figure 1.3). 

The turbulent spectra also depend on measurement height, so at lower heights, systems 

would be more sensitive to high-frequency losses (Figure 2.8a), while systems placed at higher 

heights would be more sensitive to low-frequency losses (Figure 2.8b). 
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Figure 2.8. (a) Undamped (full line) and low pass filtered (dotted line) co-spectra; (b) Undamped (full line) and 

high pass filtered (dotted line) co-spectra. Source: (Foken, Aubinet, et Leuning 2012, figure 1.4). 

 

General aspects of spectral correction 

For accurate flux measurements, spectral attenuations due to tube, sensor low sampling 

frequency or high-pass filtering must be accounted for; thus, corrections are necessary. In the 

following part, the foundations of spectral corrections are laid down, and measurements are 

compared to the idealized ‘true’ spectra or co-spectra. A true, so-called original spectra 𝑆𝑝𝑡𝑟𝑢𝑒 is, 

however, not measurable, so it is not usable. Options are to solve it analytically, replacing it with 

a parametrized spectrum, or experimentally, assuming similarity between scalars and using an 

unattenuated unbiassed spectra, which is commonly set to be the sonic temperature (Ibrom et al. 

2007; Fratini et al. 2012; Peltola et al. 2021).  

In all cases, a damped signal spectrum 𝑆𝑝𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 can be expressed as a function of the true 

spectra through the use of a transfer function, H: 

𝑓𝑆𝑝𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑓) = 𝑓𝑆𝑝𝑡𝑟𝑢𝑒(𝑓) × 𝐻(𝑓) 2.6 

Where f is the frequency (Hz), since H describes the attenuation of a scalar measurement 

due to a given setup (e.g., tube, pumps), it can be considered fixed for a single measuring setup 

and can be calculated using the average spectrum over the best-defined measurement periods 

(Sabbatini et al. 2018). However, any change in flow rate or filter dirtiness may lead to changes in 

H. In any case, it can be computed as: 

𝐻(𝑓) = 𝐹𝑛
−1 𝑆𝑝𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑓)/𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝑆𝑝𝑡𝑟𝑢𝑒(𝑓)/𝜎𝑡𝑟𝑢𝑒
 2.7 

Where Fn is a normalisation factor to account for any inaccuracies in the covariance (Ibrom 

et al. 2007) and 𝜎𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 and 𝜎𝑡𝑟𝑢𝑒 are the standard deviation of the true and measured signal.  

The empirical transfer function for the co-spectra (TF) can be further approximated using a 

first-order system, as the product of a transfer function H accounting for a filter’s time constant, 
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τc (s), representing the system response time (as in eq. 2.7), and a transfer function Hp accounting 

for a generic phase shift φ between the scalar and the vertical velocity as (Massman, 2000): 

𝐻 =
1

1 + (2𝜋𝑓𝜏𝑐)
2
 2.8 

𝐻𝑝 = 𝑐𝑜𝑠𝜑 − 2𝜋𝑓𝜏𝑐𝑠𝑖𝑛𝜑 2.9 

Note that the cut-off frequency, fc equals (2𝜋𝜏𝑐)
−1 𝑖𝑛 𝐻𝑧. Frequently 𝑇𝐹 = 𝐻 is used, and Hp 

is not considered (Sabbatini et al., 2018; Ibrom et al., 2007). However, not accounting for the phase 

shift (e.g., using cross-covariance maximisation for lag correction and solely H for spectra 

correction) can bias TF (Peltola et al., 2021). Fortunately, in usual conditions, 𝐻𝑝 ≈ 1/√𝐻 which 

leads to 𝑇𝐹 = 𝐻𝐻𝑝~ √𝐻 (Peltola et al., 2021). 

From TF, we can deduce a correction factor, CF, found as the ratio of the undisturbed 

covariance to itself attenuated by TF: 

𝐶𝐹 =
∫𝐶𝑜𝑢𝑛𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑒𝑑 (𝑓)𝑑𝑓

∫𝐶𝑜𝑢𝑛𝑑𝑖𝑠𝑡𝑢𝑟𝑏𝑒𝑑 (𝑓) × 𝑇𝐹(𝑓)𝑑𝑓
 

2.10 

𝐹𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝐶𝐹 × 𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 2.11 

Note that H is determined using only spectra, but TF incorporates phase shifts. Note also 

that the w transfer function and spatial sensor separation are not considered but may be applied 

as multiplicative transfer functions (W. J. Massman 2000). 

2.2.5 Footprint analysis 

Footprint analysis aims to determine the source area of measured scalars at a specific time. 

It is an essential analysis to ensure the measured flux is representative of a given biome or, on the 

contrary, to determine the proportion of differentiated sources and sinks contributing to the flux 

in the footprint (Chu et al. 2021). Footprints for fluxes are much smaller (typically < 1 km2) in area 

than footprints for concentrations due to mixing. Flux footprint is also essential in airborne 

measurement to attribute the flux measured at a specific time to a given region (Desjardins et al. 

2018). 

Flux footprint models are scalar dispersion models that can either be Eulerian or Lagrangian, 

and among Eulerian, large eddy simulations (LES), Reynolds averaging numerical solutions (RANS) 

or pseudo analytical solutions (Vesala et al. 2008). Among various methods, the backward 

Lagrangian Stochastic Particle Dispersion Model, LPDM-B, stands out for its computational 

efficiency and simplicity. It is well-suited for long-time series within the boundary layer and 

remains valid across different boundary layer conditions and measurement heights (Kljun et al. 

2015). Typically, footprints exhibit symmetry in the crosswind direction, although variables like 

wind shear and lateral wind variance can influence the shape. 
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Figure 2.9. Example footprint estimate. (a) Convective scenario, with a measurement height of 20 m and 

roughness length of 0.01 m. The receptor is located at (0/0) m, and the x-axis points towards the main wind 

direction. (b) Footprint climatology for the ICOS flux tower Norunda, Sweden, for 1–31 May 2011. The red dot 

depicts the tower location with a receptor mounted 12 m above displacement height. The background map is 

tree height derived from an airborne lidar survey. In (a) and (b), footprint contour lines are shown in steps of 

10 % from 10% to 90 %. Source: Modified from (Kljun et al. 2015). 

 

2.2.6 CO2 flux partitioning into respiration and photosynthesis  

Eddy covariance measures net flux. However, in the case of CO2, ecosystem respiration (Reco) and 

gross primary productivity (GPP) are often required to compare to models, validate satellite data, 

and understand ecosystem response to climate (e.g. Xia et al. 2015; Jung et al. 2020; van 

der Woude et al. 2023). 

Modelling approaches 

Different model-based partitioning methods are widely available and commonly used. Amidst the 

process-based models, night-time partitioning assumes that GPP is zero at night, so nocturnal 

NEE should equal Reco (Reichstein et al. 2005). An Arrhenius-type temperature response model 

(Lloyd et Taylor 1994) is fitted using nocturnal observations and extrapolated into the day-yielding 

Reco. GPP is then deducted from 𝐺𝑃𝑃 = 𝑁𝐸𝐸 − 𝑅𝑒𝑐𝑜. 

Relying on night-time data alone can bias partitioning due to less developed turbulence 

and advective fluxes, unmeasured by conventional EC systems (Aubinet 2008). Therefore, 

corrections are necessary to detect these conditions, usually determined below a threshold u* 

(Sabbatini et al. 2018). Another common method involves estimating respiration by extrapolating 

from light-response curves based on daytime data. However, this approach often overlooks 

variations in NEE caused by factors such as temperature (primarily affecting Reco) and vapour 

pressure deficit (which impacts GPP via stomatal regulation), among others (Lasslop et al. 2010).  

Inhibition of leaf respiration in the light may also be a source of mismatch between Reco 

derived from EC measurements and independent Reco from chamber measurements (Wehr et al. 

2016), later included in a partitioning method (Keenan et al. 2019). Several process-based 
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partitioning methods are widely used thanks to a publicly available REddyProc module for R 

(Wutzler et al. 2018). 

Statistical models, such as artificial neural networks (ANNs), have also been used to retrieve 

Reco (Tramontana et al., 2020). Diel results from the ANN differ from common model-based Reco 

but have similarities with independent Reco chamber measurements (Wehr et al. 2016). 

Direct partitioning methods 

Even with a thorough understanding of the physical, biological, and chemical processes 

involved in respiration and photosynthesis, partitioning models still require simplifications, 

whether using proxy measurements or partial causal relations. Directly measuring partitioned flux 

would offer a promising solution to avoid these simplifications and give insights into the 

underlying processes. 

At the leaf scale, CO2 sequestration and transpiration are anticipated to co-occur, as they 

are primarily regulated by the same physiological mechanism: stomatal opening. Over a timescale 

of several minutes, it is expected that CO2 and H2O fluxes covary negatively. On the contrary, the 

soil is expected to emit CO2 while evaporating, so CO2 and H2O fluxes should covary positively 

over the soil. Furthermore, it can be assumed that a parcel of air from the soil or the vegetated 

part of an ecosystem is not entirely mixed before reaching the EC sensors. Based on this 

assumption, raw EC data can be conditionally sampled based on CO2 and H2O concentrations 

before calculating the covariance to partition soil and vegetation fluxes (Scanlon et Albertson, 

2001; Scanlon et Sahu, 2008; Thomas et al., 2008; Scanlon et Kustas, 2010; Klosterhalfen et al., 

2019; Zahn et al., 2022). A comparison between Thomas et al. (2008) and Scanlon et Kustas (2010) 

in Klosterhalfen et al. (2019) reported consistent and comparable soil-vegetation partitioned 

fluxes for H2O and CO2.  

2.2.7 Systemic biases associated with Eddy Covariance 

In the early stages of eddy covariance measurements, limitations in sensor performance or 

acquisition systems restricted the duration of data collection campaigns (R. Leuning et al. 1982). 

However, thanks to technological and methodological advancements, we can now gather decades 

of continuous surface flux data even in remote locations (Butterworth et Else 2018), using 

systematic and reproducible methods (Sabbatini et al. 2018; Pastorello et al. 2020). Nonetheless, 

two systematic errors persist: the lack of energy balance closure and the underestimation of 

nocturnal ecosystem fluxes when the turbulence is insufficient (Baldocchi 2003).  

The lack of energy balance closure is a persistent challenge in eddy covariance 

measurements. It refers to the discrepancy between the incoming and outgoing energy fluxes at 

the Earth's surface, where the sum of all radiations (short and long wave incoming and outgoing 

radiations) does not match the sum of all energy transfer by convection (sensible and latent heat 

fluxes) and conduction in the soil (ground heat flux). This imbalance can arise due to various 

factors and is significant at half-hourly time steps, mainly due to heat storage in the ecosystem. 

At the daily time step, the small residual energy imbalance is explicable by horizontal advection, 

contamination of vertical covariance by horizontal covariance due to incorrect coordinate 
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rotations, and adjustment of radiation measurements over inclined surfaces (Ray Leuning et al. 

2012). Vertical convection due to non-zero averaged vertical wind speed and horizontal advection 

in areas with variable surface water content are also identified causes of energy imbalance 

(Mauder et al. 2010). It is important to note that many of these issues would also affect the CO2 

flux and may lead to systematic biases on cumulated NEE. 

 

Figure 2.10. Schematic diagram showing nighttime CO2 eddy flux and air storage as a function of friction 

velocity. The F superscript indicates that the fluxes include the WPL term. Source: (W. J. Massman et Lee 2002) 

During night-time, when solar radiation is absent, ecosystems exchange energy with the 

atmosphere through radiation cooling soil heat flux. CO2 is also emitted to the atmosphere by 

respiration. However, eddy covariance measurements often underestimate these nocturnal fluxes 

due to turbulence breakdown, leading to a biased or incomplete (if data are filtered out) 

representation of ecosystem dynamics (Aubinet, Heinesch, et Longdoz 2002). Night-time data are, 

therefore, usually filtered out and gap-filled by identifying a u* threshold value below which 

turbulent fluxes are considered biased (W. J. Massman et Lee 2002). 

Another systematic bias may be encountered is decoupling, which occurs when the 

relationship between turbulent motions in the atmosphere and surface fluxes becomes weakened 

or disrupted (Wyngaard 1985). This decoupling can occur under certain meteorological 

conditions, such as stable atmospheric stratification or very low wind speeds, which inhibit the 

vertical exchange of momentum, heat, and moisture between the surface and the atmosphere. As 

a result, the measured surface fluxes may not accurately reflect the underlying ecosystem 

processes. Decoupling may be necessary for tall towers that expand over the mixing layer during 

stable conditions. 

Finally, the accumulation of gases or other substances within the nocturnal boundary layer 

or inside the canopy during night-time leads to an additional term in the flux equations (eq. 2.3 

and 2.4). In the absence of turbulent mixing and with reduced atmospheric ventilation, gases 

emitted by the surface, such as carbon dioxide or methane, can accumulate near the ground, 

leading to elevated concentrations. These accumulated fluxes, called storage fluxes, can be 

measured through profile measurements (Montagnani et al. 2018) but may be underestimated 
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due to advection (Aubinet, Heinesch, et Longdoz 2002). More so, turbulent flux during the 

destocking in the early hours may be flagged as unreliable due to non-stationarity. 

Despite these limitations in Eddy Covariance measurements, the expansion of flux towers 

has happened on less than conventional terrain (uneven, mixed vegetation and non-vegetated 

land types). 

2.3 Mapping techniques 

2.3.1 Data assimilation 

Data assimilation involves combining observational data with model estimations to generate 

optimal estimates while considering uncertainties in both data and models. For instance, this 

concept is used every day for weather prediction so that the previous model forecast is compared 

with newly received observations and updated accordingly. We start from the real state of the 

system of interest, which is assumed to be represented by a continuous state vector, xc, and which 

results in a real signal, yc, through a causality relationship defined by a function h (Tarantola 2005), 

such that: 

𝑦𝑐 = ℎ(𝑥𝑐) 2.12 

This equation cannot be used as such because yc and xc are not directly “accessible”: yc is 

affected by instrumental errors, εμ; and xc is represented by a discrete state vector X or Π(xc) where 

Π represents the discretization. Also, even if the causality h, which represents the ensemble of 

processes explaining the relationship between 𝑥𝑐 and 𝑦𝑐, could be known, in practice, h is 

represented by a numerical model H. Thus, the observed data, Y, can be expressed as: 

𝑌 = 𝐻(𝑋) + ℎ(𝑥𝑐) − 𝐻(𝛱(𝑥𝑐))⏟            
𝑟

+ 휀𝜇 
2.13 

Here, εr represents the representativity error, accounting for errors in representing the 

physics in H and due to the projection of the real state xc onto the discrete state space. The sum 

of εr and εμ, denoted as εo, is the observation error. The equation that links the state to the 

observation result is the observation equation:  

𝑌 = 𝐻(𝑋) + 휀𝑜 2.14 

Typically, for data assimilation purposes, the statistics of the observation error εo are 

assumed to be known and Gaussian distributed with a mean 0 and with a covariance matrix 

denoted as R. 

The analysis incorporates observational data into a numerical model to update the system's 

state estimate x of the discrete state X: the value of x is searched based on a prior estimation, xb. 

A covariance matrix B is introduced to represent the errors on xb, similarly to R for Y. The analysis 
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step formally consists of minimizing a cost function, J, where J increases the more H(x) differs from 

Y and xb from x. Both differences are weighted by the inverse of their error terms, namely R-1 and 

B-1. A standard formulation is to average both sides of the equation: 

𝐽(𝑥) =
1

2
‖𝑥 − 𝑥𝑏‖

𝐵

2
+
1

2
‖𝐻(𝑥) − 𝑌‖𝑅

2

=
1

2
[(𝑥 − 𝑥𝑏)

𝑇
𝐵−1(𝑥 − 𝑥𝑏) + (𝐻(𝑥) − 𝑌)𝑇𝑅−1(𝐻(𝑥) − 𝑌)] 

2.15 

Where ‖ ‖𝐵
2  is the norm weighed by the covariance B and ( )𝑇 stands for transpose. Once 

the cost function is formalized, the solution of the analysis step is defined. Assuming Gaussian 

probability, the value of x that minimises J, the so-called analysis or posterior, xa, can be computed 

by adding to the prior state xb, an “innovation” part, 𝑦 − 𝐻(𝑥𝑏), weighted by K (Tarantola, 2005).  

𝑥𝑎 = 𝑥𝑏 + 𝐾(𝑌 −𝐻(𝑥𝑏)) 2.16 

Where 𝐾 = 𝐵𝐻𝑇(𝐻𝐵𝐻𝑇 + 𝑅)−1, also referred to as Kalman gain. The posterior uncertainty 

matrix, A, can then be computed as: 

𝐴 = [𝐵−1 +𝐻𝑇𝑅−1𝐻]−1

= 𝐵 − 𝐵𝐻𝑇(𝐻𝐵𝐻𝑇 + 𝑅)−1𝐻𝐵
= (𝐼 − 𝐾𝐻)𝐵 

2.17 

Where I is the identity matrix. Note that A is always smaller than B and R, which is the goal 

of the analysis, assimilating observations to improve estimations.  

2.3.2 Surface flux mapping from atmospheric concentrations and flux tower 

The Bayesian framework is extensively employed for assimilating atmospheric mixing ratio 

measurements into prior flux estimations to estimate surface fluxes on the global (Philippe 

Bousquet et al. 2000; Chevallier et al. 2010), continental (Kountouris et al. 2018) and regional 

(Lauvaux et al. 2012) scales.  

Following section 2.3.1, the observations, y, are generally a network of towers and airborne 

measurements. The prior state, xb, comprises direct simulations or previously optimized flux map 

estimations, while H is a transport model that provides estimations comparable to observations. 

The output of the inversion process, xa, is a spatially resolved flux map. The analysis xa and prior 

xb are directly comparable (Figure 2.11), and the optimisation process implies that H(xa) should be 

closer to y than H(xb) (P. Bousquet et al. 1999). 
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Figure 2.11. Map of the CO2 fluxes accumulated from June to December in TgC.degree−2. (a) prior and (b) 

posterior fluxes. Source: (Lauvaux et al. 2012). 

A recommended approach is to validate the inversion using independent observations. 

Additionally, using a benchmark such as the poor man’s inversion allows for assessing the 

superiority of the inversion over a simpler approach (Chevallier et al. 2010).  

Flux towers provide direct flux measurements but were not always used to validate 

inversions because of their representativeness compared to the grid size used in the inversion 

(Chevallier et al. 2010). Efforts, however, have been made to upscale the Eddy flux observations to 

obtain global-scale estimates of biosphere-atmosphere CO2 exchanges (Jung et al. 2020) that 

have been compared positively to atmospheric inversion.  

With the advent of higher-resolution geospatial data, there has been a subsequent 

improvement in the spatial resolution of flux map estimations. On one side, atmospheric 

inversions can estimate fluxes at grid sizes smaller than the footprint of a flux tower; on the other 

side, footprint analysis from flux observations brings new knowledge on a site’s heterogeneity 

(Barcza et al. 2009; Chen et al. 2009). Consequently, these developments have fostered 

communication between top-down and bottom-up approaches in flux estimation (Wolfe et al., 

2018). 

Achieving high-resolution and accurate local flux maps from atmospheric inversions would 

require a denser measurement network and more sophisticated transport models. However, since 

these models primarily aim to provide reliable estimates at larger scales, their effectiveness may 

remain uncertain for smaller areas at a few meters resolution. 

The increased resolution of geospatial data has spurred researchers to explore the direct 

utilization of flux measurements for creating high-resolution flux maps (Figure 2.12). This progress 
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enables the generation of flux maps at resolutions as fine as a few meters using a single tower 

and remote sensing techniques combined with statistical methods (Crawford et Christen 2015; 

Stefan Metzger 2018). These methods use the patchy and variable source area to distinguish 

individual emissions processes. The development of these methods can enhance both local and 

larger-scale estimations, potentially serving as a means for cross-validating atmospheric 

inversions as their accuracy improves. 

 

Figure 2.12. Maps of total annual emissions at 20-m resolution for space and water heating from buildings, b 

vehicle emissions, c respiration (human, soil, and vegetation) and photosynthesis, and d total annual emissions 

from all processes. Source: (Crawford et Christen 2015). 
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3. EDDY COVARIANCE IN A WAVELET FRAMEWORK 

Due to significant contributions during this work, we have decided to allocate a separate chapter 

to delve into the intricacies of wavelets. The background theory incorporates existing knowledge 

as an extension of section 2.2 on the conventional framework and then describes novelties 

developed during this work, namely on main equations and flux partitioning.  

2.1. Background theory 

Wavelet transform originated in the late 1970s and early 1980s as an alternative to Fourier methods 

for analysing non-stationary signals. Pioneered by Morlet, Grossmann, Meyer, and Daubechies, 

wavelet theory evolved rapidly in the late 1980s and 1990s, with Daubechies' orthogonal bases 

laying the groundwork for practical applications (Daubechies 1988). Its adaptability to capture 

both high and low-frequency details made wavelet transform indispensable in various fields, 

including image compression, denoising, and feature extraction, solidifying its status as a standard 

signal and image processing tool. 

Wavelet transform finds diverse applications across multiple fields. For instance, biomedical 

signal processing detects anomalies in electrocardiography, ECG, electroencephalography, EEG, 

and signals. Image processing benefits from wavelets for compression, edge detection, and 

enhancement. Wavelet analysis aids in efficient video compression and enhances communication 

systems, particularly in wireless channels. Geophysical signal processing benefits from wavelets 

for analysing seismic data and detecting earthquakes or oil reservoirs. 

While wavelets are relatively new in flux calculation (Mahrt et Howell 1994; Brunet et 

Collineau 1994), where spectral analysis has traditionally been conducted using Fourier methods, 

other fields of science have also explored the comparability of these two methods. For heart period 

detection, both methods showed minor differences (<1%) (Houtveen et Molenaar 2001). Wavelets 

were preferred for video and image compression, where sharp edges are important for better 

definition (Strang 1993). 

The comparison between wavelets and Fourier analysis is natural, considering the 

widespread use of Fourier analysis and the potential of wavelets to offer not only frequency 

decomposition but also time-domain information. Wavelets can thus be loosely taken as an 

intermediate yet enriched case between a series defined in time and its spectra only defined in the 

frequency domain (Figure 3.1). 
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Figure 3.1. An illustrative example of the decomposition of a series in time and frequency domains. 

By decomposing the time series of flux measurements into different scales and frequencies, 

wavelet transform allows researchers to identify transient events, periodic fluctuations, and long-

term trends in the flux data. The decomposition evades the need for stationary conditions. This 

multi-resolution analysis is precious for understanding turbulent flows, as natural processes such 

as the opening and closing of leaf stomata, periodic bursts, heterogeneous landscapes, and shifting 

wind directions introduce non-stationarity to the system (Torrence et Compo 1998). 

Wavelets are commonly employed in eddy covariance studies for flux calculation from 

aircraft measurements (Mauder, Desjardins, et MacPherson 2007; Metzger et al. 2013). They have 

also captured short-term turbulent events for CH4 (Schaller, Göckede, et Foken 2017; Göckede, 

Kittler, et Schaller 2019). These studies utilize wavelets to calculate the covariance of the turbulent 

term (Eq. 2.3). Note, however, that Plancherel or Parseval’s theorem applies to wavelets (Lewalle 

1994), allowing wavelets to define a local instantaneous energy spectrum. This theorem states that 

the integral of a function's 𝑓(𝑥), squared modulus is equal to the integral of the squared modulus 

of its time and frequency wavelet decomposition, 𝑓(𝑥, 𝑗). 

∫ |𝑓(𝑥)|2
∞

−∞

𝑑𝑥 = ∫ ∫ |𝑓(𝑥, 𝑗)|
2

∞

−∞

𝑑𝑗𝑑𝑥

∞

0

 3.1 

Researchers had previously reformulated the Navier-Stokes Equations using wavelet form 

(Lewalle 1994). Even predating the establishment of wavelet theory, the three-dimensional Navier-

Stokes equation had undergone projection onto a quasi-orthogonal basis using functions 

localized in both space and scale (Zimin 1981 apud Farge, 1992). A hierarchy of eddies was 

considered in constructing this basis, assuming large eddies advected small ones. Interestingly, 

the phase-space segmentation of Zimin’s hierarchical basis is the same as that of wavelets (Marie 

Farge 1992). 
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3.1.1 Frequency decomposition 

Wavelet transform is a bandpass filter allowing the decomposition of a time series into sub-series 

defined for a given frequency. The following steps briefly explain how to perform a frequency-

resolved covariance using wavelets. More details can be found in (Marie Farge 1992; Torrence et 

Compo 1998; M. Farge et Schneider 2001). 

Any signal f(t) can be decomposed into different scales, which results in the signal itself once 

added up. The simplest example is the Reynolds decomposition that separates a time series into 

its mean and its instantaneous deviation:  

𝑓(𝑡) = 𝑓′(𝑡) + 𝑓(𝑡)̅̅ ̅̅ ̅̅  3.2 

In Eq. 3, the mean, 𝑓(𝑡)̅̅ ̅̅ ̅̅ ,  is the low-frequency component, with a frequency representative 

of 1/T, where T is the averaging period. Similarly, a time series can be decomposed into J sub-

series, each representative of a band of frequencies j:  

𝑓(𝑡) =∑𝑓(𝑡, 𝑗)

𝐽

𝑗=0

 3.3 

The wavelet transform is a way to decompose the signal using a mother wavelet ψ, a finite 

wave function. Considering N discrete observations with a sampling period δt, so that 𝑡 = 𝑛 𝛿𝑡 

where n is the time index, we can generate a family of wavelets normalized in L²-norm:  

𝜓𝑛,𝑗(𝑛′) = 𝑠𝑗
−1/2

𝜓 [
(𝑛′ − 𝑛)𝛿𝑡

𝑠𝑗
] 3.4 

Where sj is the scaling factor, usually defined using a geometric progression with a maximum 

limited by the total sampling period 𝑁𝛿𝑡 : 𝑠𝑗 = 𝑠02
𝑗𝛿𝑗 , for 𝑗 = 0,1,… 𝐽. Here, J is the size of the set 

of scales, s0 is the smallest resolvable scale, approximately 2δt, and δj is the scale factor. The 

convolution of the signal f(n) with a scaled mother wavelet ψ yields W(n,j), the high pass wavelet 

coefficient for time series f(n):  

𝑊(𝑛, 𝑗) = ∑ 𝑓(𝑛′)𝜓𝑛,𝑗(𝑛′)

𝑁−1

𝑛′=0

 3.5 

W is also named details to differentiate from the approximation coefficient, resulting from 

a low pass filter. From W, we can reconstruct the signal by first normalizing it:  

𝑓(𝑛, 𝑗) =
𝛿𝑗𝛿𝑡0.5

𝐶𝛿𝜓0(0)
ℜ{𝑊(𝑛, 𝑗)} 3.6 
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Cδ is a scale-independent reconstruction factor depending on the chosen mother wavelet 

function (Table 3.1) and 𝑓(𝑛, 𝑗) is the decomposed signal defined in both time and frequency. The 

fully reconstructed signal is then found by summing to infinity the different frequencies:  

𝑓(𝑛) =∑𝑓(𝑛, 𝑗)

∞

𝑗=0

 3.7 

We can avoid summing to infinite by acknowledging the low pass filter, which yields an 

approximation coefficient which can be normalized to the low pass part of the signal named A:  

𝑓(𝑛) =∑𝑓(𝑛, 𝑗)

𝐽

𝑗=0

+ 𝐴𝐽 3.8 

At the highest frequency ∑ 𝑓(𝑛, 𝑗)0
𝑗=0 = 0 and 𝐴𝐽 = 𝑓(𝑛). It becomes clear that eq. (6) is a 

particular case for infinity. In the intermediate cases, f(n) is the sum of all its components, A is 

similar to a time average, and a finite sum of 𝑓(𝑛, 𝑗) is close to an instantaneous deviation.  

𝑓(𝑛) −
∑ 𝑓(𝑛)𝑇
𝑛=0

𝑇
≈ ∑ 𝑓(𝑛, 𝑓)

1/𝑇

𝑓=∞

 3.9 

T is the averaging time (e.g., seconds), and f is the frequency (sj−1, e.g., Hz). 

3.2 Main equations 

Here, we explain the changes in the covariance calculation when using discrete or continuous 

wavelets compared to standard approaches. For variance, consider the two variables to be the 

same. For unidimensional variables, covariance calculation is straightforward; it is the mean 

product of two instantaneous deviations, 𝐶𝑜𝑣𝑥,𝑦 = (𝑥 − �̅�)(𝑦 − �̅�)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. The frequency decomposition 

renders each variable bidimensional in time and frequency, �̃�𝑗(𝑡) and �̃�𝑗(𝑡), and as such, their 

product should account for cross-covariance in time and frequency, namely:  

𝐶𝑜𝑣𝑥,𝑦 =∑ �̃�𝑗�̃�𝑗̅̅ ̅̅ ̅
𝐽

𝑗=0
+∑  �̃�𝑗�̃�𝑘̅̅ ̅̅ ̅̅

𝑘≠𝑗
 3.10 

The orthogonality of discrete wavelets implies independent frequencies, yielding 𝐶𝑜𝑣𝑥,𝑦 =

∑ �̃�𝑗�̃�𝑗̅̅ ̅̅ ̅𝐽
𝑗=0 . Thus, the cross-covariance problem only appears when using continuous wavelets. In 

this latter case, a correction factor needs to be introduced to account for the covariance terms 

�̃�𝑗�̃�𝑘̅̅ ̅̅ ̅̅ . Some authors propose not to use decomposed signals, �̃�𝑗(𝑡) and �̃�𝑗(𝑡), but directly calculating 

the covariance using the following equation, which directly accounts for the cross-correlation 

terms (Torrence et Compo 1998):  
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𝐶𝑜𝑣𝑥,𝑦 =
𝛿𝑗𝛿𝑡

𝐶𝛿𝑁
∑ ∑ 𝑊𝑥(𝑛, 𝑗)𝑊𝑦(𝑛, 𝑗)

𝐽

𝑗=0

𝑁−1

𝑛=0
 3.11 

Note that the equation (2.11) cannot be retrieved from (2.5).  

By postulating that the cross-covariance (∑  �̃�𝑗�̃�𝑘̅̅ ̅̅ ̅̅
𝑘≠𝑗 ) is proportional to the direct part 

(∑ �̃�𝑗�̃�𝑗̅̅ ̅̅ ̅𝐽
𝑗=0 ) at a factor determined by the mother wavelet, we can find an empirical factor named 

Cφ that corrects the covariance in the case of continuous wavelets.  

𝐶𝑜𝑣𝑥,𝑦 = 𝐶𝜑∑ �̃�𝑗�̃�𝑗̅̅ ̅̅ ̅
𝐽

𝑗=0
 3.12 

Note that Cφ, like Cδ, is only required for continuous wavelet decompositions in which the 

wavelet function is not an orthogonal base. The covariance correction factor Cφ empirically found 

for Morlet and DOG wavelets (Coimbra et al., 2023) can be seen in Table 3.1. 

Table 3.1: Mother wavelets used in this study. Mother wavelet formula, 𝝍(𝜼), empirically derived factors, Cδ 

and ψ0(0), from (Farge, 1992) and Cφ (Coimbra et al., 2023). 

Name Decomposition 𝜓(휂) Cδ 𝜓0(0) Cφ 

Morlet (kψ= 6) Continuous 
eik𝜓 e−

2

2  0.776 𝜋−1/4 5.271 

DOG (m=2), also known as Marr 

or Mexican Hat 

Continuous 
−1𝑚

𝑑𝑚

𝑑휂𝑚
(𝑒−

2

2 ) 3.541 0.867 16.568 

Daubechies (k=6) Discrete (−1)𝑘𝑎𝑁−1−𝑘 1 1 1 

3.3 Direct partitioning 

In Chapter 1, we have presented the existing direct partitioning methods consisting of conditional 

sampling concentrations before eddy-covariance computation. This chapter presents a novel 

method inspired by conditional sampling that uses wavelet decomposed signals. 

3.3.1 Partitioning of turbulent flux using wavelets 

The method was built on the empirical assumption that wavelet decomposition should capture 

positive and negative “gusts” at each frequency, mixed up in the original signal. Based on this 

assumption, partitioning was made by simply separating the frequency decomposed covariances 

(e.g.: �̃��̃�𝑠(𝑡, 𝑗)) Before any averaging is performed into positive (sources) and negative (sinks) 

components. In its basic form, this conditional sampling can be used with vertical wind, w, and a 

scalar, s. The sampling should yield two groups: 

�̃��̃�𝑠 = �̃��̃�𝑠
+ + �̃��̃�𝑠

− 3.13 
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Where 𝑥+ (𝑥−) stands for conditional sampling of variable 𝑥 when 𝑥 is positive (negative), and the 

frequency ranges index j have been omitted for readability. For CO2, �̃��̃�𝑠
+ would correspond to 

respiration and �̃��̃�𝑠
− to photosynthesis. By incorporating an additional, conditional sampling 

based on other scalar fluxes in which emission or absorption processes are correlated with s, we 

can better attribute �̃��̃�𝑠
+ and �̃��̃�𝑠

− to a given process. For instance, in the case of CO2, conditional 

sampling based on H2O fluxes helps to attribute respiration and photosynthesis. Each term in Eq. 

(15) can then be further divided based on conditional sampling on the other scalar flux, as in the 

following example for �̃��̃�𝑠
+: 

�̃��̃�𝑠
+ = �̃��̃�𝑠

+|�̃��̃�𝑣
+ + �̃��̃�𝑠

+|�̃��̃�𝑣
− 3.14 

Where �̃�𝑣 is the mixing ratio of another gas (e.g., H2O, CO) and 𝑥|𝑦 stands for sampling 𝑥 when 𝑦 

is true. The method is very flexible and allows for employing any variable split into positive and 

negative (or above and below a threshold). Figure 2 summarises it. 

 

Figure 3.2: Conceptual scheme showing the main wavelet-based eddy covariance processing steps: time and 

frequency decomposition; the product of instantaneous deviation; partitioning by conditional sampling; and 

frequency integration and time averaging. Where w is the vertical component of the wind velocity, 𝝌𝒔 is the 

mixing ratio of a gas, j represents the frequency scale. Bars are for averaging, and quotation marks are 

deviations from the mean. 

Conditional sampling does not change observations in any way and is simply a way of 

splitting observations to see them differently. In other words, the sum of all components of a 

conditionally sampled flux returns the original flux. The partitioning comes from attributing each 

conditionally sampled flux to an environmental exchange process.  

For example, for water vapour and CO2, we can formalize this H2O-CO2 partitioning as: 

�̃��̃�𝐶𝑂2
𝐺𝑃𝑃 = �̃��̃�𝐶𝑂2

− |�̃��̃�𝐻2𝑂
+ |𝐷+ + 0.5 × �̃��̃�𝐶𝑂2

− |�̃��̃�𝐻2𝑂
− |𝐷+ 3.15 
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�̃��̃�𝐶𝑂2
𝑅𝑒𝑐𝑜 = �̃��̃�𝐶𝑂2

+ |�̃��̃�𝐻2𝑂
+ + 0.5 × �̃��̃�𝐶𝑂2

− |�̃��̃�𝐻2𝑂
− |𝐷+ + �̃��̃�𝐶𝑂2

− |𝐷− 3.16 

Where D is 1 when day (PPFD>10 µmol m−2 s −1) and −1 otherwise and 𝐺𝑃𝑃 =

∑ 𝑉𝑎�̃��̃�𝐶𝑂2
𝐺𝑃𝑃̅̅ ̅̅ ̅̅ ̅̅ ̅𝐽

𝑗=0 , 𝑅𝑒𝑐𝑜 = ∑ 𝑉𝑎�̃��̃�𝐶𝑂2
𝑅𝑒𝑐𝑜̅̅ ̅̅ ̅̅ ̅̅ ̅̅𝐽

𝑗=0  (Figure 3.3). 

 

Figure 3.3: Conceptual scheme for wavelet-based NEE flux partitioning. Quadrants and arrows in the figure 

show conceivable fluxes during day and night. In quadrants, grey arrows show reallocation from unlikable 

(question mark) and unreasonable (“x”) fluxes towards the most probable actual flux. 

When anthropogenic emissions are not negligible, partitioning should also be used to 

consider them as a separate set of sources. Using tracers specific to anthropogenic emissions as 

filters in the conditional sampling (Figure 3.2), we could ideally further partition sources into 

ecosystem respiration and fossil fuel emissions, as conceptually shown in Figure 3.4 when CO is 

used as a tracer of fossil fuel combustion. 

 

Figure 3.4. Conceptual schemes of correlations between CO2, H2O, and CO flux directions are based on the 

physical source or sink. GPP is gross primary productivity (photosynthesis); Reco is ecosystem respiration, which 
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includes leaves and soil. aCO2 is an anthropogenic emission. VOC stands for volatile organic compounds, 

which are sources of CO. The figure was partially generated using artificial intelligence (DALL-E3). 

This CO-CO2 partitioning, similarly to H2O-CO2, can be further formalized as: 

�̃��̃�𝐶𝑂2
𝑅𝑒𝑐𝑜 = (�̃��̃�𝐶𝑂2 − �̃��̃�𝐶𝑂2

𝐺𝑃𝑃)|�̃��̃�𝐶𝑂
−  3.17 

�̃��̃�𝐶𝑂2
𝑎𝐶𝑂2 = (�̃��̃�𝐶𝑂2 − �̃��̃�𝐶𝑂2

𝐺𝑃𝑃)|�̃��̃�𝐶𝑂
+  3.18 

From which the partitioned fluxes can be calculated as before, 𝐺𝑃𝑃 = ∑ 𝑉𝑎�̃��̃�𝐶𝑂2
𝐺𝑃𝑃̅̅ ̅̅ ̅̅ ̅̅ ̅𝐽

𝑗=0 , 𝑅𝑒𝑐𝑜 =

∑ 𝑉𝑎�̃��̃�𝐶𝑂2
𝑅𝑒𝑐𝑜̅̅ ̅̅ ̅̅ ̅̅ ̅̅𝐽

𝑗=0  and 𝑎𝐶𝑂2 = ∑ 𝑉𝑎�̃��̃�𝐶𝑂2
𝑎𝐶𝑂2̅̅ ̅̅ ̅̅ ̅̅ ̅̅𝐽

𝑗=0  (Figure 3.3). 

3.3.2 Attributing the storage term in partitioned fluxes 

Note that the partitioning so far only considers the turbulent term, while the surface flux 𝐹𝑠 

is the sum of a turbulent 𝐹𝑠
𝐸𝐶 and a storage 𝐹𝑠

𝑆𝑇𝑂 flux (eq. 2.4), which can be considerable for tall 

towers, as we target in this work. However, distributing the storage term into each partitioned flux 

is not trivial. The closure of our system constrains the options, and the net flux must equal its 

partitioned parts. A possibility is to arbitrarily set coefficients α (αGPP, αReco, αaCO2, …) and add a 

storage term α𝐹𝑠
𝑆𝑇𝑂

 for each of the partitioned fluxes (eq. 3.16-3.18). In this case, all α must sum 

to one, but each α can be chosen individually, for example, based on the amount of data used. 

3.3.3 Sensitivity to noise of the partitioning 

While random noise is expected to have minimal impact on covariance, the partitioning 

process of �̃��̃�𝑠 may wrongly attribute a noisy flux to positive and negative components �̃��̃�𝑠
+and 

�̃��̃�𝑠
−, similar to noise in vertical wind speed, which can lead to wrongness in Relaxed Eddy 

Accumulation methods (Ammann and Meixner, 2002). To demonstrate this noise sensibility, we 

selected one week of data and contaminated CO2 measurements with Gaussian white noise, which 

has equally distributed spectral densities across all frequencies. We added 4 noise levels with 

variances corresponding to 10, 20, 40, and 90 % of the signal’s variance. As a result, we obtained 

a signal-to-noise ratio (SNR) of 10.0, 5.0, 2.5 and 1.1. 

We tested the effect of the noising on the partitioning using a few days of data (Figure 3.5). 

We compared noised and original values for the spectra, co-spectra and partitioned co-spectra. 

In Figure 3.5.d, to demonstrate a denoising effect, we fitted a 1:1 curve, and during partitioning, 

we only filtered as positive and negative when values were higher than this 1:1 curve. This filtering 

yielded values closer to the original partitioning. 

Random noise does not covariate with an independent variable; thus, the effect of noise on 

the covariance is expected to be minimal. In Figure 3.5 and Figure 3.6, we show that adding white 

noise strongly affects CO2 spectrum (a) but has no apparent effect on w and CO2 co-spectrum (b). 

The strong high-frequency contribution, however, reappears when the co-spectrum is split into 

its positive and negative counterparts (c) as is performed during conditional sampling. The 

correction, removing a fitted fb curve in CO2 spectra, yields the corrected co-spectra much closer 



46 

 

to the unnoisy signal (d). Note that a low-frequency contribution can be seen in (c) but not in (b); 

however, it does not seem to be affected by noise. 

 

Figure 3.5. Noise imputation and the (co)spectra. (a) CO2 spectra, (b) w CO2 co-spectra, (c) mean between 

positive and negative decomposed co-spectra, (d) the same as (c) but after noise removal. Colours indicate the 

imputed noise. Data from 23/07/2023 to 31/07/2023 for FR-SAC (Saclay ICOS tower). 

The diel pattern (Figure 3.6) confirms that noise imputation had minimal impact in 𝑤 ’𝐶𝑂2
’ , 

but appears in the decomposition (b) and is successfully corrected in (c). The noise (d) is very close 

to zero, varying between −0.07 and 0.12 (−0.29 and 0.70) μmol m−2 s −1 in the original (1.1:1 added 

noise) covariance. 

 

Figure 3.6. Noise imputation and the diel pattern. (a) w CO2 covariance, (b) positive (solid) and negative 

(dashed) original decomposed counterparts, (c) the same as (b) but after noise removal, and (c) the noise 

removed. Colours indicate the imputed noise. Data from 23/07/2023 to 31/07/2023 for FR-SAC (Saclay ICOS 

tower). 

3.3.4 Ongoing challenges 

In specific conditions, the method may underestimate partitioned fluxes. If we imagine 

measuring a flux in a location with no sinks or sources, high-frequency measurements may detect 
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differences in high-frequency fluxes, even though the half-hourly flux should be null. Since it is 

not zero, the instantaneous deviation may add up separately into negative and positive fluxes 

partitioning groups. The consequence is that the direct partitioning, in this case, may generate 

unrealistic positive and negative partitioned fluxes. 

Such amplification can happen with noisy instruments (gas analyser or ultrasonic 

anemometer) or when the scalar or wind variations are smaller than the instrument’s capacity to 

measure it (called amplitude resolution problem). A possible solution would be to create a “dead 

band”, such as in the REA approaches (Ammann and Meixner, 2002), where absolute values of the 

scalar flux not high enough to be considered as actual fluxes should be attributed to an 

uncertainty band. Since the partition is done in the time-frequency domain, the dead band should 

also be defined in frequency and time. For this, Allan deviation seems to be an appropriate metric. 

The deviation could be considered fixed over time if no significant change in the instrumental 

setup happens. The partitioning considering noisy measurements can be rewritten from eq. 3.13 

as: 

�̃��̃�𝑠 = �̃��̃�𝑠
+ + �̃��̃�𝑠

− + �̃��̃�𝑠
0 3.19 

Note the inclusion of a new group, �̃�𝜒𝑠
0. This group should include values where the 

partitioning of a group is not contemplated. In the case of a fixed dead band, it can be determined 

by a threshold, ξ, such as if  |𝑠 − �̅�| < 𝜉, then that �̃�𝑠
0 = �̃�𝑠 and �̃�𝑠

+ = �̃�𝑠
− = 0 in all frequencies. The 

use of a frequency-defined threshold, such as Allan deviation, works similarly, but the condition is 

determined in the frequency domain and becomes �̃�𝑠 < 𝜉𝑗 . 

Finally, storage flux may also be a concern. For periods with significant storage, the turbulent 

flux might not provide information from the surface flux but rather from the “pool” of gases 

previously emitted and stored below the tower. In this case, the direct partitioning method may 

provide partitioned fluxes dampening or closer to net flux.  

In any case, the method is expected to yield better results, as the more significant the 

source/sink is, the smaller the instrument's noise and storage terms are. 
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4. AN INNOVATIVE APPROACH FOR MEASURING SURFACE FLUXES 

USING WAVELETS 

At high resolution, in-situ observations are of crucial importance. When studying surface fluxes, 

these observations often come from the Eddy Covariance (EC) method. This method is widely 

recognized for its ability to provide direct, continuous, and reliable monitoring of greenhouse gas 

fluxes. For CO2, Gross Primary Productivity (GPP) and Ecosystem Respiration (Reco) are commonly 

derived from Net Ecosystem Exchange (NEE). For this, a simple model of ecosystem respiration 

response to temperature is usually fitted to night-time data and then extrapolated to daytime.  

Direct covariance calculation makes the standard EC method unreliable in non-stationary 

conditions, reducing the amount of available data and thus possibly impacting the annual carbon 

balance. Furthermore, standard partitioning methods implicitly rely on strong assumptions about 

ecosystem respiration response to environmental conditions.  

In this first article, we propose a new processing framework based on wavelets for Eddy 

Covariance. Wavelets are unaffected by non-stationarity, allowing for more exploitable data, which 

should benefit the annual carbon balance. A new direct partitioning method was also developed, 

applying conditional sampling of wavelet-decomposed signals. This empirical method separates 

the positive and negative parts of the wavelet-decomposed product of the vertical wind 

component (w) and the dry molar fraction of CO2, conditioned by the water vapour flux, to 

compute GPP and Reco. This direct partitioning may be less prone to model assumptions. This 

new framework was tested over multiple years of data on two French ICOS ecosystem sites, a 

mixed oak forest (FR-Fon) and an agricultural site (FR-Gri). 

The results show that between 17 and 29% of non-stationary data lost with the standard EC 

method were usable with the wavelet-based method. Furthermore, a good correlation of NEE 

calculated by both methods was observed during turbulent and stationary periods (R²=0.99). The 

new direct partitioning based on wavelets provided daily by GPP and Reco is very similar to 

standard partitioning methods. Our method also mitigated common model errors, such as 

positive nocturnal GPP and showed consistency with management practices on the agricultural 

site. In croplands during abrupt changes, such as harvest or manure application, standard 

methods, dependent on calibration, may not accurately capture these patterns. 

The diurnal cycle of Reco was notably different from the standard methods: While standard 

methods respond only to temperature, ours exhibited a bimodal diurnal cycle correlated with solar 

radiation and soil temperature. This cycle is similar to some results based on chamber 

measurements on low vegetation (including the plant), suggesting a plausible outcome.  

The wavelet and partitioning framework developed in this Chapter will be used in Chapters 

4 and 5 to compute turbulent fluxes and partition them into Reco, GPP and anthropogenic fluxes. 
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Abstract 

Eddy Covariance (EC) is praised for producing direct, continuous, and reliable flux 

monitoring for greenhouse gases. For CO2, the method has been commonly used to derive gross 

primary productivity (GPP) and ecosystem respiration (Reco) from net ecosystem exchange (NEE). 

https://doi.org/10.2139/ssrn.4642939
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However, standard EC is impacted by non-stationarity, reducing data quality and consequently 

impacting standard partitioning methods constructed on simplistic assumptions.  

This work proposes a new wavelet-based processing framework for EC tested over two 

French ICOS ecosystem sites, a mixed forest (FR-Fon) and cropland (FR-Gri), over several years. A 

new direct partitioning method was also developed, applying conditional sampling in wavelet 

decomposed signals. This new empirical method splits positive and negative parts of the wavelet 

decomposed product of the wind vertical component and CO2 dry molar fraction, conditioned by 

water vapour flux, to compute GPP and Reco.  

Results show 17 to 29 % fewer gaps in wavelet-based than with standard EC, varying 

between sites, day and night. A good correlation between methods was observed during turbulent 

and stationary periods (R²=0.99). However, wavelet-based NEE was 9% lower than in standard EC, 

likely related to low-frequency attenuation led by the detrending nature of wavelet transform. 

The new wavelet-based direct partitioning provided daily GPP and Reco, which are very 

similar to night- and day-time model-based partitioning methods, with the difference between 

our method and these standard methods smaller than between them. Our method did not 

produce positive GPP, a common error in the night-time method. It also showed Reco seasonal 

patterns coherent with management practices at the crop site (growing season, harvest, manure 

application), which was not always the case for the standard methods. The Reco diel cycle was 

noticeably different, whereas the standard methods are temperature-driven; our method had a 

daily pattern correlated to solar radiation and a night-time pattern correlated to soil temperature.  

Eddy-covariance; wavelet; CO2 flux; partitioning; photosynthesis; respiration; 

4.2 Introduction 

Global surface temperature is 1.1 °C warmer compared with the pre-industrial era, even more 

significant on land (1.6 °C) (IPCC, 2021). Climate change leads to widespread adverse impacts and 

related losses and damages to nature and people (IPCC, 2022b). Projections show more than 2°C 

warming in 2100 due to mismatches between implemented policies and long-term goals (IPCC, 

2022a). The warming results from the increase in greenhouse gas (GHG) concentration in the 

atmosphere, which is, in turn, the result of anthropogenic emissions (IPCC, 2021). The largest share 

of these emissions (86%) comes from fossil fuel CO2 emissions (9.6 ± 0.5 Pg C yr–1) (Canadell et 

al., 2021). While stopping these emissions should remain the first objective, mitigating climate 

change will require decreasing all GHG sources. Agriculture, forestry and other land use (AFOLU) 

is a significant source of GHG (12.0 ± 2.9 GtCO2eq yr−1) (Jia et al., 2019). However, it has the 

potential to remove CO2 from the atmosphere. Indeed, carbon uptake by vegetation has increased 

over the past decades, but uncertainties remain about whether this trend will continue (Canadell 

et al., 2021). Considering these uncertainties, soil carbon sequestration in croplands and 

grasslands has a considerable potential for removing CO2 from the atmosphere (0.4–8.6 GtCO2eq 

yr−1) (Jia et al., 2019). Measuring and separating the different processes of land-atmosphere 

carbon flux is crucial to advise and monitor policies and goals effectively. Doing it, however, is not 

trivial. 
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The international scientific community is leveraging advanced techniques to produce 

reliable surface-atmosphere GHG flux monitoring. Eddy Covariance (EC) is praised for directly and 

continuously measuring surface turbulent fluxes. Since the early measurements, the method has 

been applied to different gases, including water vapour, CO2, CH4 and N2O (Valentini et al., 1996; 

Moncrieff et al., 1997; Fowler et al., 1995). Active development of instrumentation and 

standardization of the methods and networks has made it the reference measurement for 

terrestrial ecosystem GHG fluxes (Pastorello et al., 2020).  

Continuity is essential to compute annual GHG budgets and long-term soil carbon balance. 

Despite the attempt to have near-continuous observations, a fraction of the observation is either 

missing or non-reliable, resulting in data gaps. These gaps can sometimes be due to technical 

reasons but, most importantly, related to underdeveloped turbulence and non-stationarity of the 

flow, both required to compute reliable fluxes with the standard EC method (Aubinet et al., 2012; 

Pastorello et al., 2020). In FLUXNET2015 (Pastorello et al., 2020), with more than 1500 site-years 

of data worldwide, 60 % of the CO2 flux is gap-filled. Filling these short gaps is problematic 

because it can significantly bias the annual GHG budgets (Du et al., 2014; Vekuri et al., 2023). 

Efforts have been mobilized to find defensible methods to fill CO2 flux gaps (Falge et al., 

2001) and make it part of the standard post-processing (Wutzler et al., 2018; Pastorello et al., 

2020). From various methods, artificial neural networks (ANN) (Papale and Valentini, 2003; Moffat, 

2012) and look-up tables (Falge et al., 2001; Reichstein et al., 2005) seem more promising than 

processed-based ones (Moffat et al., 2007). Ensuring enough high-quality data for gap-filling is 

crucial during night-time for less stationary surface fluxes (CH4, N2O) (Irvin et al., 2021; Mishurov 

and Kiely, 2011) and heterogeneous sites (Aubinet et al., 2002). 

Methods that resolve surface flux in time and frequency do not require stationarity. 

Continuous Wavelet Transform (CWT) (Torrence and Compo, 1998) and Discrete Wavelet 

Transform (DWT) (Mallat, 1989) are two of these methods that decompose a signal in time and 

per scale (Farge, 1992; Farge and Schneider, 2001). These methods are sought in airborne 

campaigns when short-time resolution is needed (Strunin and Hiyama, 2004; Mauder et al., 2007; 

Desjardins et al., 2018; Metzger et al., 2013) and to retrieve outbursts and non-stationary flux 

(Schaller et al., 2017; Göckede et al., 2019). By not requiring stationarity, they yield high-quality 

data with fewer gaps, hence, more available data for analysis to feed gap-filling algorithms and 

further partitioning. 

EC measurements provide the net turbulent surface flux, which is often the primary 

information we are interested in. However, often enough, we need to partition CO2 flux (Net 

Ecosystem Exchange, NEE) into gross primary productivity (GPP) and ecosystem respiration (Reco). 

The need comes because they are modelled in surface models, which we desire to calibrate under 

varying environmental forcing variables, mainly temperature, radiation, soil and air humidity 

(Duffy et al., 2021).  

Standard methods for NEE partitioning involve using photosynthetically non-active periods 

to estimate Reco and further extrapolate it (night-time method) or use a light-response model for 

GPP (day-time method) (Reichstein et al., 2012). Alternative partitioning methods involve filtering 

raw EC data based on the correlation sign between CO2 and H2O mixing ratios before calculating 



53 

 

the eddy covariance (Thomas et al., 2008; Scanlon and Kustas, 2010; Klosterhalfen et al., 2019; 

Zahn et al., 2022). These methods are called conditional sampling. The Thomas et al. (2008) 

method assumes that, during the daytime, CO2 and H2O ecosystem fluxes have opposite signs 

when a parcel of air is coming from the plant crown, which is dominated by photosynthesis and 

has similar signs when air is coming from the ground where respiration dominates. This method 

has been developed and evaluated over a range of canopies and showed an excellent ability to 

separate plants (net primary production, NPP) from soil sources (soil respiration Rsoil) (Zeeman et 

al., 2013; Zahn et al., 2022). A similar method was developed by (Scanlon and Albertson, 2001 

Scanlon and Sahu, 2008; Scanlon and Kustas, 2010), which uses the same concept and additional 

considerations on correlations between H2O and CO2 to partition between stomatal and non-

stomatal CO2 and H2O fluxes. This method also showed consistent H2O and CO2 partitioned fluxes 

(Scanlon and Kustas, 2012; Sulman et al., 2016; Wang et al., 2016; Perez-Priego et al., 2018; Rana 

et al., 2018; Scanlon et al., 2019). A comparison between Thomas et al. (2008) and Scanlon and 

Kustas (2010) (Klosterhalfen et al., 2019) showed that the latter provided overall larger soil flux 

components than the former. 

This study presents a wavelet-based framework for turbulent flux calculation. It also 

proposes a new partitioning method inspired by the conditional sampling concept but uses 

frequency-resolved fluxes to provide GPP and Reco. We first evaluate how many gaps are generated 

by each flux computing method and how these impact half-hourly statistics, annual carbon cycles 

and standard partitioning. We then evaluate the new partitioning method by comparing it to the 

standard methods (Reichstein et al., 2005). We use CO2 flux measured in two contrasted 

ecosystems ICOS sites in a single climatic region, with four years (2019-2022) from a deciduous 

mixed forest site (FR-Fon) and two years (2021-2022) from a crop site (FR-Gri). 

4.3 Material and methods 

In this work, we processed EC data from two ICOS sites. Both sites were treated equally and passed 

the same steps (Figure 4.1). 
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Figure 4.1. Processing steps in standard and wavelet-based Eddy Covariance in this work. 

4.3.1 Site description 

The study uses data from two French sites in the Parisian region and part of the ICOS network 

(https://www.icos-cp.eu) and FLUXNET. Climatically, the area can be described as oceanic with 

mild temperatures (11.2-11.5°C annual mean) and moderately wet (677-700 mm annual 

precipitation).  

The first site, FR-Gri, is a 19-hectare crop site (Loubet et al., 2011), rotating between maize, 

wheat, barley, and rapeseed with intermediate crops. The measuring system is set up on a short 

tower that moves from 2 to 4 meters according to the crop growth. We used data from January 

2021 to December 2022, consisting of winter rapeseed until 31 July 2021, winter wheat from 7 

October 2021 to 5 July 2022, and barley seeded on 11 October 2022. The second site, FR-Fon, is 

a deciduous broadleaf mixed forest mainly composed of oak and a dominant height of 25 meters 

at the age of 100  (Delpierre et al., 2016). The eddy covariance setup is located at 37 meters. From 

this site, we used data from January 2019 to December 2022. 

In both sites, the Eddy Covariance setup consisted of a closed-path infrared gas analyzer 

(LI-7200; Li-Cor Inc., Lincoln, NE, USA) and a three-dimensional sonic anemometer (Gill HS; Gill 

Instruments Ltd, Lymington, Hampshire, UK). Both instruments and acquisition setups followed 

ICOS guidelines and protocols (Sabbatini et al., 2018). 

4.3.2 EC flux processing  

To compute the atmosphere-biosphere flux, we consider a virtual rectangle box extending from 

the ground to the location of the eddy-covariance setup of width W, length L and height hm. The 

mass balance of a scalar in the virtual box is used to retrieve the expression of the overall 
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ecosystem flux 𝐹𝑒𝑐𝑜 (g m−2 s−1). The mass balance includes a storage term (I), an advection 

transport term (II) and a turbulent diffusion term (III), which, when integrated over the three 

dimensions of the virtual box, equals (Foken et al., 2012; Metzger, 2018; Aubinet et al., 2005; van 

Gorsel et al., 2009): 

0 = ∫ ∫ ∫ [−𝑆 + 𝜌𝑑̅̅ ̅
𝜕𝜒𝑠̅̅ ̅

𝜕𝑡⏟  
𝐼

+ 𝜌𝑑𝑢̅̅ ̅̅ ̅
𝜕𝜒𝑠̅̅ ̅

𝜕𝑥
+ 𝜌𝑑𝑣̅̅ ̅̅ ̅

𝜕𝜒𝑠̅̅ ̅

𝜕𝑦
+ 𝜌𝑑𝑤̅̅ ̅̅ ̅̅

𝜕𝜒𝑠̅̅ ̅

𝜕𝑧⏟                    
𝐼𝐼

ℎ𝑚

0

𝑊

−𝑊

𝐿

−𝐿

+
𝜕𝜌𝑑̅̅ ̅𝑢′𝜒′𝑠̅̅ ̅̅ ̅̅

𝜕𝑥
+
𝜕𝜌𝑑̅̅ ̅𝑣′𝜒′𝑠̅̅ ̅̅ ̅̅

𝜕𝑦
+
𝜕𝜌𝑑̅̅ ̅𝑤′𝜒′𝑠̅̅ ̅̅ ̅̅ ̅

𝜕𝑧⏟                    
𝐼𝐼𝐼

] 𝑑𝑧 𝑑𝑥 𝑑𝑦 

(4.1) 

Where S is the ecosystem volumetric flux (g m−3 s−1), ρd the dry air density, χs the scalar dry 

mole fraction (mol mol−1), t the time (s), while u, v and w are the upwind, crosswind and vertical 

component of the windspeed (m s−1). Overbars indicate time averaging; quotation marks the 

instantaneous deviation from the mean. Assuming a horizontally homogeneous ecosystem 

(homogeneity in ecosystem functioning and structure over x and y) allows suppressing the 

horizontal derivatives and integrals in eq. (1) (Finnigan et al., 2003; Metzger, 2018). This 

assumption also leads to a zero dry air vertical flux due to continuity  𝜌𝑑𝑤̅̅ ̅̅ ̅̅  = 0 (Webb et al., 1980). 

Then, recognising that the integral of S over the height z is 𝐹𝑒𝑐𝑜 − 𝐹𝑠𝑜𝑖𝑙 and that, similarly, the 

integral of 
𝜕𝜌𝑑̅̅ ̅̅ 𝑤′𝜒′𝑠̅̅ ̅̅ ̅̅ ̅̅

𝜕𝑧
 over z is 𝜌𝑑̅̅ ̅𝑤′𝜒′𝑠̅̅ ̅̅ ̅̅ ̅ − 𝐹𝑠𝑜𝑖𝑙 , eq. (1) leads to: 

𝐹𝑒𝑐𝑜 = 𝜌𝑑̅̅ ̅. (∫
𝜕𝜒𝑠̅̅ ̅

𝜕𝑡
𝑑𝑧 

ℎ𝑚

0

+𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅) (4.2) 

Where 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅  is the turbulent flux at hm. The ecosystem flux can hence be evaluated from 

𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅ and the storage term (∫

𝜕𝜒𝑠̅̅ ̅

𝜕𝑡
𝑑𝑧 

ℎ𝑚
0

), which may be significant in medium and tall towers but 

can be neglected in small ones. In practice, 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅  is computed from a time series of w and 𝜒𝑠 and 

sampled at a frequency typically higher than 5 Hz to capture the smallest eddies contributing to 

the flux (Gu et al., 2012). 

In this study, we use three methods to evaluate 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅: the standard eddy covariance method 

(ECS), and two frequency resolved methods, one using a Continuous Wavelet Transform (CW-EC) 

and the other using a Discrete Wavelet Transform (DW-EC). 

From w and 𝜒𝑠, the standard method consists of calculating the product of the 

instantaneous deviations of both variables from their respective means (covariance); frequency-

resolved methods work the same, using, however, a priory decomposed instantaneous deviation 

(Figure 3.2). 
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Figure 4.2: Conceptual scheme showing the main processing steps: data pre-processing (1); covariance 

calculation consisting of Reynolds decomposition and product of instantaneous deviation (2) and using 

frequency decomposition (3); post-processing (4). w is the vertical component of the wind velocity, 𝝌 is the 

mixing ratio, j represents the frequency scale, bars are for averaging and quotation marks are deviations from 

the mean.  

Data pre-processing 

In this study, data flux pre-processing was done using EddyPro 7.0.9. For all flux calculations, 

we applied de-spiking (Mauder et al., 2013), covariance maximization for time lag correction, and 

double rotation for tilt correction (Wilczak et al., 2001). The time lag default was set to 0.08 s for 

a 71.1 cm tube with a 5.3 mm inner diameter and 15 L/min flow rate, and it was allowed to vary 

in its vicinity. Using closed path systems and dry mixing ratios for gas avoids compensating for 

density fluctuations (Kowalski and Serrano-Ortiz, 2007). No detrending was applied. Standard flux 

calculations require further corrections to address low and high-frequency losses (Massman and 

Lee, 2002). These spectral corrections are usually applied after flux calculation. Here, for 

simplicity's sake and since we are focusing on comparing the flux calculation, gap filling and 

partitioning methods rather than interpreting the fluxes themselves, these corrections were 

omitted. 

Standard Eddy covariance (ECS) 

The eddy covariance method consists of calculating the covariance 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅ (step 2 in Figure 

3.2). Typically, the time average for fluxes is 30 minutes to 1 hour (Rebmann et al., 2018; Pastorello 

et al., 2020; Aubinet et al., 1999). Turbulent fluctuations 𝜒𝑠
′ and 𝑤′ are formally defined as 

deviations from an ensemble average and not from a time average. The ergodic assumption is 

required to make the ensemble and time average equivalent. In sum, the averaging period should 

thus be stationary and sufficiently long to gather enough data to get a low random error (Lumley 

and Panofsky, 1964; Kaimal and Finnigan, 1994). In general, a 30-minute period satisfies these 

requirements. 
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Wavelet Transform methods 

Wavelet transform is a bandpass filter allowing the decomposition of a time series into sub-

series defined for a given frequency. The following steps explain how to perform a frequency-

resolved covariance using wavelets (Figure 3.2, panel 3). More details can be found in (Farge, 1992; 

Torrence and Compo, 1998; Farge and Schneider, 2001). 

Any signal f(t) can be decomposed into different scales, which results in the signal itself once 

added up. The simplest example is the Reynolds decomposition that separates a time series into 

its mean and its instantaneous deviation: 

𝑓(𝑡) = 𝑓′(𝑡) + 𝑓(𝑡)̅̅ ̅̅ ̅̅  (4.3) 

In Eq. 3, the mean, 𝑓(𝑡)̅̅ ̅̅ ̅̅ , is the low-frequency component, with a frequency representative 

of 1/T, where T is the averaging period. Similarly, a time series can be decomposed into J sub-

series, each representative of a frequency j: 

𝑓(𝑡) =∑𝑓(𝑡, 𝑗)

𝐽

𝑗=0

 (4.4) 

The wavelet transform is a way to decompose the signal using a mother wavelet 𝜓, a wave 

function with finite support (Eq. 5). Unlike removing an average, wavelet transform yields 

stationary sub-series (Torrence and Compo, 1998). Considering N discrete observations with a 

sampling period 𝛿𝑡 , so that 𝑡 = 𝑛 𝛿𝑡 where n is the time index, we can generate a family of wavelets 

normalized in L²-norm: 

𝜓𝑛,𝑗(𝑛′) = 𝑠𝑗
−1/2

𝜓 [
(𝑛′ − 𝑛)𝛿𝑡

𝑠𝑗
] (4.5) 

Where sj is the scaling factor, usually defined using a geometric progression with a maximum 

limited by the total sampling period 𝑁𝛿𝑡 : 𝑠𝑗 = 𝑠02
𝑗𝛿𝑗 , for 𝑗 = 0,1,… 𝐽. Here, J is the size of the set 

of scales, s0 is the smallest resolvable scale, approximately 2δt, and δj is the scale factor. The 

convolution of the signal 𝑓(𝑛) with a scaled mother wavelet 𝜓, yields the 𝑓(𝑛, 𝑗), the wavelet 

coefficient for time series 𝑓(𝑛): 

𝑓(𝑛, 𝑗) = ∑ 𝑓(𝑛′)𝜓𝑛,𝑗(𝑛′)

𝑁−1

𝑛′=0

 (4.6) 

From which one can reconstruct the signal: 
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𝑓(𝑛) =
𝛿𝑗𝛿𝑡0.5

𝐶𝛿𝜓0(0)
∑ℜ{𝑓(𝑛, 𝑗)}

∞

𝑗=0

 (4.7) 

Cδ is a scale-independent reconstruction factor depending on the chosen mother wavelet 

function. Note that 𝑓(𝑛) is the sum of all its components; however, at any specific frequency, the 

wavelet transform works such that the decomposed signal 𝑓(𝑛, 𝑗) averages to zero and should be 

interpreted as its instantaneous deviation. Note that 𝐶𝛿 is only required for continuous wavelet 

decompositions in which the wavelet function is not an orthogonal base. Although this allows an 

arbitrary set of scales to be chosen, providing a more resolved signal spectrum (Arts and van den 

Broek, 2022; Torrence and Compo, 1998), a correction factor C is required to compensate for 

these overlaps, not required in discrete wavelet decomposition. Applying equations 4.5 and 4.6 to 

𝑤 and 𝜒𝑠 we can calculate the total flux as follows:  

𝐹𝑐 = 𝜌𝑑̅̅ ̅𝑤
′𝜒𝑠
′̅̅ ̅̅ ̅̅ =  𝜌𝑑̅̅ ̅𝐶𝜑∑ 𝑤′𝜒𝑠

′̅̅ ̅̅ ̅̅ ̅(𝑗)
𝑗

 (4.8) 

Where 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅(𝑗) is the mean of the product between w and 𝜒𝑠 decomposed signals at 

frequency j (frequency-resolved covariance), Cφ is the reconstruction factor depending on the 

chosen mother wavelet function and determined empirically by comparing 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅(𝑗) 𝑡𝑜 𝑤′𝜒𝑠

′̅̅ ̅̅ ̅̅ ̅, 

where averaging is done over the time index n. When continuous wavelet decomposition is used 

since it is not an orthogonal base, the sum of the 𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅(𝑗) for all j is not strictly equal to 𝑤′𝜒𝑠

′̅̅ ̅̅ ̅̅ ̅ as 

cross-correlations between scales are not zero. The empirical factor Cφ is used to correct for this 

effect (see Supp. Mat. A). When discrete decomposition is used, Cφ = 1, since the orthogonality of 

the wavelet functions, which characterizes DWT, implies that total energy is conserved and yields 

independent frequencies; hence, cross-correlations between scales are zero. The orthogonal base 

also forces the set of scales to be discrete, 𝛿𝑗 = 1 and 𝑠𝑗 = 2
𝑗, for 𝑗 = 0,1,… 𝐽 (Farge, 1992). The 

wavelet coefficients are then:  

𝜓𝑛,𝑗(𝑛′) = 2
𝑗/2𝜓(2𝑗𝑛′ − 𝑛) (4.9) 

A great interest in the DWT is that the orthogonality and progressively smaller 

decomposition make it far cheaper computationally than CWT at the expense of a coarser 

resolution in frequency (Mallat, 1989), making it a good candidate for time series longer than a 

couple of weeks without significant difference (see Figure S 4.1 for a brief comparison). 

Commonly used wavelet functions are the Morlet and the Mexican Hat for continuous 

decomposition, for they are well-defined in the frequency and time domain (Schaller et al., 2017), 

and the Daubechies 6 for the discrete decomposition (Table 3.1).  

This study used the discrete decomposition and the Daubechies (k=6) wavelet (Daubechies, 

1988). For comparisons with the standard eddy covariance method, we compute the covariance 

by summing scales 𝑠𝑗 smaller than 1800 seconds (30 min) in eq. (4.8). Calculations were done using 



59 

 

the PyWavelets module (Lee et al., 2019). Despiking (Mauder et al., 2013) was used in each sub-

series to eliminate any unrealistic values identified. 

Cone of influence 

Wavelet coefficients calculated with the convolution product in eq. (6) are subject to the 

influence of neighbours, resulting in a time “influence cone” that grows with decreasing frequency 

(Torrence and Compo, 1998). This cone renders the reconstruction unusable at the edges of the 

dataset and for scaling factors close to the dataset duration. The cone of influence (COI) is the 

boundary of the wavelet spectrum, which, exterior to its edge, effects become important. It is 

defined as: 

𝐶𝑂𝐼 = 𝑓 𝛿𝑡 𝑛 , 𝑛 = 0, 1,… ,𝑁 − 1,𝑁,𝑁 + 1,… ,1,0 (4.10) 

f is the Fourier factor specific to each wavelet. 

We extended the dataset over periods larger than the period of interest for every averaging 

time to avoid the cone of influence. 

4.3.3 Timeseries flagging and gap-filling 

Previous steps allowed us to calculate 𝑤′𝑐′̅̅ ̅̅ ̅̅ . We must still verify the EC’s assumptions through a 

quality check (Figure 4.1). Non-stationarity data for standard EC and periods lacking turbulence 

for both standard and wavelet-based EC are considered unreliable and thus flagged and further 

gap-filled. 

Quality flags 

Quality flags followed the standard 0-1-2 flag system used in FLUXNET (Mauder and Foken, 

2011). The system is based on two tests, one for stationarity and another to verify that turbulence 

is fully developed (Foken and Wichura, 1996). It is important to recall that standard EC cannot be 

used during non-stationary moments, but wavelet decomposition yields stationary sub-series that 

allow skipping this step.  

The stationarity test (STA) calculates the absolute relative deviation between the mean of 

the covariances computed over 5-min intervals and the covariance computed over a 30-min 

period: 

𝑆𝑇𝐴 = |

1
6
∑ (𝑤′𝑐′)𝑖

5−𝑚𝑛 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅6
𝑖=1 − (𝑤′𝑐′)30−𝑚𝑛 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

(𝑤′𝑐′)30−𝑚𝑛 ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ | (4.11) 

The turbulence test, or integral turbulence characteristics (ITC) test, identifies if eddies are 

fully developed by calculating the absolute relative deviation between the measured and 

modelled integral turbulent characteristic 𝜎𝑤/𝑢∗. The model is calculated as  



60 

 

(
𝜎𝑤

𝑢∗⁄ )
𝑚𝑜𝑑𝑒𝑙

=

{
 

 0.21 𝑙𝑛 (
𝑧+𝑓

𝑢∗
) + 3.1, 𝑖𝑓 − 0.2 < 𝑧 𝐿⁄ < 0.4

2 (
𝑧

𝐿
)
1 8⁄

, 𝑒𝑙𝑠𝑒

 (4.12) 

Where 𝑓 is Coriolis parameter (s−1), 𝑢∗ friction velocity (m/s), z is the height (m), L Obukhov 

length (-), and z+ is set to 1 meter for a mathematical convention so that 
𝑧+𝑓

𝑢∗
 is dimensionless 

(Thomas and Foken, 2002). 

𝐼𝑇𝐶 = |
(
𝜎𝑤

𝑢∗⁄ )
𝑚𝑜𝑑𝑒𝑙

− (
𝜎𝑤

𝑢∗⁄ )
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡

 

(
𝜎𝑤

𝑢∗⁄ )
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 | (4.13) 

A detailed description of the quality control procedures can be found in Foken and Wichura 

(1996) and Mauder and Foken (2011). Data is considered high-quality when this deviation is below 

30% for all applicable tests, as shown in Table 4.1. 

Table 4.1: Quality flag categories proposed by Mauder and Foken (2011), based on stationarity and integral 

turbulence characteristics (ITC) tests presented by Foken and Wichura (1996). 

Quality flag Stationarity test (STA) Integral turbulence characteristics test (ITC) 

0 (High) < 30 % < 30 % 

1 (Medium) 31 – 100 % 31 – 100 % 

2 (Low) > 100 % > 100 % 

u∗ filtering 

Further screening is necessary to discard observations below a friction velocity threshold 

(u∗crit) (Wutzler et al., 2018; Papale et al., 2006). Under stable stratified atmospheric conditions, the 

EC technique has been shown to underestimate nocturnal CO2 respiration (Goulden et al., 1996; 

Baldocchi, 2003). The reason is that the turbulence is attenuated by the positive air density 

gradient (Kaimal and Finnigan, 1994). As biotic flux is not expected to depend on turbulence, we 

can define a threshold value for friction velocity (u∗crit) below which the measured ecosystem CO2 

flux starts to decrease. Below u∗crit turbulence is not developed enough to mix the surface layer 

and the EC to perform well. This method provides an alternative way to determine the turbulent 

requirement based on an ecosystem function instead of using a physical-based one, as with ITC. 

Once a threshold is defined, observations below this threshold are dropped and gap-filled 

(Gu et al., 2005; Aubinet et al., 2012). The u* threshold was determined using the REddyProc library 

in R and was free to vary among seasons (Wutzler et al., 2018). 

Gap-filling 

Gap-filling was performed on data flagged for medium (1) and low (2) quality or below u*crit 

for ECS (stationary and turbulence flag considered) and DW-EC (only turbulence flag considered). 
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We used the Marginal Distribution Sampling (MDS) method, the most commonly used gap-filling 

method (Pastorello et al., 2020). MDS consists of sampling data in the temporal vicinity of the data 

to be gap filled, usually a 15-day window, with similar meteorological conditions defined by the 

income shortwave, the air temperature, and the vapour pressure deficit. This subset yields a 

distribution function used to fill the gap, exploiting both the meteorological drivers and the 

temporal auto-correlation structure of NEE (Reichstein et al., 2005). For the calculations, we used 

the REddyProc library in R (Wutzler et al., 2018). 

4.3.4 NEE partitioning 

Flux partitioning refers to the division of the Net Ecosystem Exchange (NEE) into the ecosystem 

respiration (Reco) and the gross primary productivity (GPP). Ecosystem respiration refers to the 

release of CO2 by organisms during their metabolic activities, including autotrophic respiration by 

plants and heterotrophic respiration by micro- and macro-organisms in soil and the ecosystem. 

GPP represents the uptake of CO2 by plants through photosynthesis: 

𝑁𝐸𝐸 = 𝐺𝑃𝑃 + 𝑅𝑒𝑐𝑜 (4.14) 

GPP is a flux directed from the atmosphere to the ground (negative), while Reco is from the 

ground to the atmosphere (positive). In standard practice, partitioning relies on the presumed 

responses of GPP and Reco to light, water, and temperature. We applied the known night- and 

day-time methods on both standard and wavelet-based CO2 fluxes and proposed a new method 

for the wavelet-based flux here. 

Night-time partitioning method 

Night-time (NT) partitioning assumes that GPP is zero at night, so NEE equals Reco 

(Reichstein et al., 2005). Reference respiration rate is then parametrized using an Arrhenius-type 

temperature response model for nocturnal measurements and projected into the day (Lloyd and 

Taylor, 1994). 

𝑅𝑒𝑐𝑜  =  𝑅𝑟𝑒𝑓 . 𝑒
𝐸0(

1
𝑇𝑟𝑒𝑓−𝑇0

−
1

𝑇𝑎𝑖𝑟−𝑇0
)
 (4.15) 

Where Rref (µmol‧m−2‧s−1) is the reference respiration rate at the reference temperature 

(Tref = 15ºC), Tair is air temperature, T0 is fixed at −46.02°C, E0 (°C) is the temperature sensitivity, a 

free parameter. A constant value is estimated for E0 for the whole year, while Rref is estimated every 

five days using a 15-day window (Reichstein et al., 2005).  

Further references to NT estimations use the terms NT-GPP and NT-Reco. The R code 

implementation for NT is available to download from https://github.com/bgctw/REddyProc 

(Wutzler et al., 2018). 
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Day-time partitioning method 

Day-time (DT) partitioning differs from NT in that a light response curve (Lasslop et al., 2010) 

is parametrized using day-time measurements. NEE is estimated as follows: 

𝑁𝐸𝐸 =
𝛼𝛽𝑅𝑔

𝛼𝑅𝑔 + 𝛽
+ 𝑅𝑒𝑐𝑜 (4.16) 

Where Reco is a respiration model eq. (4.15), Rg is the global radiation (Wm−2), α (µmol‧C‧

J−1) is the initial slope of the light response curve, and β (µmol‧m−2‧s−1) is the maximum rate 

of CO2 uptake of the canopy at light saturation. β is estimated using an exponentially decreasing 

function of atmospheric vapour pressure deficit of air (VPD): 

𝛽 = {
𝛽0𝑒

−𝑘(𝑉𝑃𝐷−𝑉𝑃𝐷0), 𝑉𝑃𝐷 > 𝑉𝑃𝐷0
𝛽0, 𝑉𝑃𝐷 < 𝑉𝑃𝐷0

 (4.17) 

Note that what is physiologically more relevant in β is the leaf-to-air VPD, which can vary 

from atmospheric VPD in the same direction as leaf temperatures vary from air temperature. 

However, flux sites measure atmospheric rather than leaf-to-air VPD. 

The standard calibration procedure is done in two steps. First, E0 and Rref are estimated using 

night-time observations. The remaining parameters (α, β0, k, and VPD0) and Rref (now using 

previous estimation as a prior) are fitted using Eq. (4.16) on day-time data.  

Recent studies have proposed the inhibition of leaf respiration in the light as a source of 

mismatch between EC and independent Reco measurements (Wehr et al., 2016). A modified version 

of standard partitioning has been proposed to include this mechanism (Keenan et al., 2019). The 

modified DT version preserves the structure of the original DT but uses Rref prior, fitted during 

night-time, for nocturnal partitioning while estimating daytime as usual. The R code 

implementation for DT's original and modified versions can be downloaded from 

https://github.com/bgctw/REddyProc (Wutzler et al., 2018). Unless specified otherwise, DT 

estimations follow the modified version (Keenan et al., 2019) and are referred to as DT-GPP and 

DT-Reco. 

A new direct wavelet-based partitioning method 

Direct observations of gross primary productivity (GPP) and ecosystem respiration (Reco) are 

not feasible at the field scale, thus justifying the necessity of model-based partitioning. Thomas 

et al. (2008) and Scanlon and Kustas (2010) have proposed ingenious ways of incorporating prior 

knowledge of co-processes to compute a model-free partitioning of soil respiration (Rsoil) and 

plant net primary productivity (NPP).  

In this study, we take advantage of the frequency decomposition of 𝑤′𝜒𝑠′ using wavelets to 

go beyond what Thomas et al. (2008) did; thus, discrete-wavelet-based conditional sampling (DW-

CS). In an empirical approach, we conditionally sample the frequency-decomposed products 



63 

 

𝑤′(𝑡, 𝑗) ∗ 𝜒𝑠
′(𝑡, 𝑗) to separate positive and negative components of the CO2 and H2O fluxes in each 

frequency j. The underlying empirical assumption is that wavelet decomposition should allow the 

trapping of the positive and negative “gusts” in each frequency, which are mixed up in the original 

signal. For simplicity 𝑤′𝜒𝑠
′(𝑡, 𝑗) is replaced by 𝜑𝑠 in the following equations:  

𝜑𝑐 = 𝜑𝑐
+ + 𝜑𝑐

− = 𝜑𝑐
+|𝜑𝑣

+ + 𝜑𝑐
+|𝜑𝑣

− + 𝜑𝑐
−|𝜑𝑣

+ + 𝜑𝑐
−|𝜑𝑣

− (4.18) 

Where  𝑐 and 𝑣 stand for CO2 and H2O, 𝑥+ stands for sampling 𝑥 when 𝑥 is positive and the 

opposite for 𝑥−, and 𝑥|𝑦 stands for sampling 𝑥 when 𝑦 is true. We could assume that positive CO2 

flux (𝜑𝑐
+) is Reco and negative (𝜑𝑐

−) is GPP. However, to guarantee the physical meaning of GPP, we 

took advantage of GPP’s dependency on light, more precisely, photosynthetic photon flux density 

(PPFD), and set GPP to zero during the night (PPFD ≤ 10 µmol m−2 s−1). We further considered 

that the daytime (PPFD > 10 µmol m−2 s−1) negative CO2 fluxes conditioned by negative water 

vapour fluxes (𝜑𝑐
−|𝜑𝑣

−) as non-realistic and therefore attributed it equally to Reco and GPP (see 

Figure 3.3), which leads to the following definition of Reco and GPP: 

𝑃𝑃𝐹𝐷 ≤ 10 𝜇𝑚𝑜𝑙 𝑚−2 𝑠−1 {
𝑅𝑒𝑐𝑜 = 𝜑𝑐

+ + 𝜑𝑐
− 

𝐺𝑃𝑃 = 0
 

𝑃𝑃𝐹𝐷 > 10 𝜇𝑚𝑜𝑙 𝑚−2 𝑠−1 {
𝑅𝑒𝑐𝑜 = 𝜑𝑐

+ + 0.5 × 𝜑𝑐
−|𝜑𝑣

− 

𝐺𝑃𝑃 = 𝜑𝑐
−|𝜑𝑣

+ + 0.5 × 𝜑𝑐
−|𝜑𝑣

− 

(4.19) 

 

Figure 4.3: Conceptual scheme for wavelet-based NEE flux partitioning. 𝝋𝒄 stands for 𝒘′𝝌𝑪𝑶𝟐
′(𝒕, 𝒋) and 𝝋𝒗 for 

𝒘′𝝌𝑯𝟐𝑶
′(𝒕, 𝒋). Quadrants and arrows in the figure show conceivable fluxes during day and night. In quadrants, 

grey arrows show reallocation from unlikable (question mark) and unreasonable (“x”) fluxes towards the most 

probable actual flux. 

4.3.5 Performance measurements 

Comparisons between methods were carried out using mean bias and the annual gap-filled CO2 

flux balance error. Defined as:  
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𝑀𝑒𝑎𝑛 𝐸𝑟𝑟𝑜𝑟 (𝑏𝑖𝑎𝑠) =
1

𝑁
∑(𝑁𝐸𝐸𝑥,𝑛 −𝑁𝐸𝐸𝑦,𝑛)

𝑁

𝑛=1

  (4.20) 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝑁
∑|𝑁𝐸𝐸𝑥,𝑛 −𝑁𝐸𝐸𝑦,𝑛|

𝑁

𝑛=1

   (4.21) 

Where N equals the amount of data, NEEx,n is the Net Ecosystem Exchange calculated using 

one of the x methods among ECS and DW-EC at a time n. 

4.4 Results  

4.4.1 CO2 flux computed by EC and DW-EC 

In this section, we compare the CO2 flux (or NEE) computed by ECS and DW-EC and then 

analyse the additional information on DW-EC’s co-spectra. During the photosynthetically active 

months (warmer months for FR-Fon and crop seasons for FR-Gri), the two sites were carbon sinks 

with a negative NEE (Figure 4.4). During winter, when the trees have lost their leaves and crop 

sites are bare soil, the lack of GPP transforms sites into sources with a positive NEE. As a 

consequence, NEE in FR-Fon showed a clear seasonality, while FR-Gri showed a more variable 

pattern. We observe a substantial decrease in absolute value in the NEE for short periods during 

summers and springs for all years. Some relate to cloudy days, others to high vapour pressure 

deficit, which indicates air dryness. In June and July 2019, France was hit by short heat waves 

(Sousa et al., 2020; Pohl et al., 2023). In the crop site (FR-Gri), we identify the crop season in the 

spring of both years and the intercrop in Autumn 2021 by the decrease in NEE. We can also notice 

that harvest is done long after NEE has become positive; this is to bring the crop to maturity after 

senescence. Finally, the crop site also showed an earlier growth compared to the forest site, which 

is expected as the trees at this site are 100 years old on average and have, therefore, a late foliar 

development during the year while the crops were winter crops, which are in their growth stage 

early during the year. 

Overall, the NEE ranged from −10 to 6 µmol m−2 s−1, with stronger respiration during 

winter and spring at the crop site compared to the forest site. Daily mean NEE estimated by ECS 

and DW-EC were very close to each other (R²= 0.97 (0.98), ME= 0.1 (0.05) µmol m-2 s-1, MAE= 

0.33 (0.38) µmol m-2 s-1, ECS=1.08 (1.12) ×DW linear fit for FR-Fon (FR-Gri)). 
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Figure 4.4: (a) NEE co-spectra derived by DW-EC and averaged half-hourly. Colours indicate NEE co-spectra 

and grey for missing data. (b) Average for NEE co-spectra (black), exclusively negative (blue) and positive (red) 

values of NEE. (c) The daily average NEE computed from the NEE co-spectra was integrated up 5.5e-4Hz (30 

minutes) (black, DW) and ECS (grey). 

Looking at NEE’s co-spectra, we can see a peak of around 6 seconds (0.16 𝐻𝑧) frequency in 

FR-Gri and around 50 seconds (0.02 𝐻𝑧) in FR-Fon (Figure 4.4 b). The peak frequency is related to 

the measurement height, being higher on the 2 to 4-meter tower in FR-Gri than on the 37-meter 

tower FR-Fon (around 10 meters above the canopy). The measurement height affects the 

frequency contribution to the CO2 flux because the height above ground constrains the size of 

the eddies. Indeed, the maximum co-spectral frequency is linearly dependent on height and 

modulated by the wind speed and the stability parameter z/L, where L is the Obukhov length 

(Kaimal and Finnigan, 1994). Indeed, the co-spectra calculated using equations in (Horst, 1997) 

peaks at the same 50 seconds (6 seconds) frequency for FR-Fon (FR-Gri). A secondary maximum 

of around 30 minutes can be seen in the positive and negative NEE co-spectra but disappears on 

the NEE. The co-spectra of NEE’s positive (φc
+) and negative (φc

-) counterparts were overall 

mirrored with, however, slight differences: a higher contribution of higher frequencies on φc
+ and 

of lower frequencies on φc
- in FR-Fon, suggesting large coherent structures may contribute more 

to GPP (defined mainly by φc
-) than Reco on average. This scale difference was not observed at the 

crop site. 

Seasonally, NEE (φc) co-spectra aligned with theoretical estimations, displaying peaks near 

the expected frequencies (Figure S 4.3). During months with high carbon sequestration (from April 

to October in FR-Fon and February to June in FR-Gri) and under neutral or unstable stratification, 

the negative (φc-) portion of co-spectra exhibited lower-frequency peaks compared to the 

positive (φc+) portion. Conversely, stable conditions prompted the opposite pattern, albeit less 

pronounced in the crop site due to an unexpected secondary peak around 30 minutes, which 

softens the distribution on the higher frequencies. This secondary peak became most evident from 
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June (stable) and July (neutral and unstable) through November, coinciding with the post-harvest 

period after the primary crop cycle and before Winter sets in. No similar seasonality was seen in 

the theoretical co-spectra, which considers micrometeorology conditions. 

Still looking at raw data, both methods show a clear daily and seasonal pattern for NEE 

expected for these ecosystems (Figure 4.5). Indeed, half-hourly DW- and ECS-NEE were very close 

to each other (R²= 0.98, Bias=0.14 µmol m−2 s−1, MAE=0.58 µmol m−2 s−1, ECs=1.08×DW linear 

fit, sites combined) when both were high-quality data, deteriorating when moving to medium and 

low-quality data (Figure S 4.2). In the forest site, during March and April, we can see peaks in the 

ECS-NEE 5th and 95th percentiles, which are lower in DW. These two months had the highest non-

stationarity in the site, yielding 60% of the observations unreliable. The same ECS-NEE peaks are 

seen for the crop site but are less closely related to the stationarity flag. They could be related to 

night-time CO2 spikes due to advection from the nearby animal barns (around 600 m west). 

  

Figure 4.5. Half-hourly NEE estimated monthly using ECS (blue) and DW (orange). The darker region indicates 

interquartile (25th and 75th percentile), and the lighter region with dotted lines indicates the 5th and 95th 

percentile. Below the curves, the monthly statistics are shown: the percentage of non-stationarity (STA>0) and 

low turbulence (ITC>0) data, the correlation coefficient (R²), the mean error (ME, µmol m−2 s−1), the mean 

absolute error (MAE, µmol m−2 s−1) and the linear fit. 

4.4.2 Effects of flux processing method on data coverage 

In this section, we analyse the effect of flux processing methods on the number of data gaps. The 

quality control steps related to turbulence, namely the Integral Turbulence Characteristic (ITC) test 

and friction velocity threshold (u∗crit), unsurprisingly discarded the most during the night (Rg < 

10 Wm2) on both the forest (FR-Fon) and the crop site (FR-Gri) (Table 4.2). This higher nocturnal 

discard is expected since the surface cools during these periods, creating a stable layer near the 

surface and preventing turbulent mixing. u∗crit impacted more DW-EC than ECS because u∗crit is 
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calculated at the end of the quality control; thus, for ECS, all periods with co-occurrence between 

non-stationarity and low u∗ (u∗< u∗crit) had already been dropped. 

The non-stationarity test flagged a significant amount of data during the day and night. 

However, considering the co-occurrence between flags, it impacted more day-time observations 

when turbulence is usually well-developed. The difference in the total amount of discarded data 

between methods reflects this. During night time, ECS discarded around 17 % more than DW-EC 

and 20 to 30 % more during day-time (Table 4.2). 

Table 4.2: Cumulative percentages of discarded data at each quality control step for the CO2 flux at the two 

sites. Medium and low-quality data are replaced. Symbol * means less than 1%. 

Quality control step 
FR-Gri (2021-22) FR-Fon (2019-22) 

Night Day Night Day 

Missing data 5 % 5 % 10 % 10 % 

Turbulence not fully developed (ITC 

medium or low) 
28 % 14 % 17 % 6 % 

Discrete Wavelet Transform (DW-EC)     

Friction velocity threshold (u*crit = 

5th/50th/95th percentile) 

10 / 18 / 28 

% 
1 / 2 / 5 % 

12 / 20 / 30 

% 
2 / 5 / 10 % 

Total 49 % 20 % 42 % 19 % 

Standard (ECS)     

Non-stationarity (STA medium or low) 19 % 20 % 23 % 30 % 

Friction velocity threshold (u*crit = 

5th/50th/95th percentile) 
6 / 13 / 21 % * / * / 3 % 5 / 11 / 19 % * / 2 / 6 % 

Total 66 % 40 % 60 % 48 % 

Difference between DW-EC and ECS 17% 20% 18% 29% 

 

When looking at the length of the gaps (Table 4.3), we found a decrease in all gap lengths 

when using DW-EC compared to EC. With more observations and narrower gaps, we expect that 

the DW-EC method would improve the accuracy of any commonly used gap-filling methods 

(Moffat et al., 2007), improving the annual NEE accuracy. 

Table 4.3: Occurrence of gaps by length for each site identified by EC and DW-EC. One occurrence is a period 

of 1 or many points of gap. In parentheses, the percentage of the data is concerned by the gap length over the 

total data length. 

Gap length (record number) 
FR-Gri FR-Fon 

ECS DW-EC ECS DW-EC 

1-2 2538 (9 %) 2084 (7 %) 5076 (9 %) 2192 (4 %) 

3-5 592 (6 %) 424 (4 %) 1373 (7 %) 600 (3 %) 

6 and above 711 (44 %) 535 (30 %) 1254 (40 %) 840 (29 %) 
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4.4.3 Effects of flux processing method on gap filling 

In this section, NEE measurements using the standard EC (ECS-NEE) were compared with the DW-

EC (DW-NEE) method to assess the degree of their agreement, potential biases, and the reliability 

of the DW-EC method. Both methods were gap-filled using MDS; however, the gap-filling was 

performed on a different amount of data, as the quality control filtering shows, excluding more 

data in ECs than in DW (Table 4.2). Daily gap-filled DW- and ECS-NEE agreed well (Figure 4.6.b), 

with only marginal differences from before gap-filling, suggesting gap-filling was unbiased over 

a day on these sites. Unexpectedly, gap-filled NEE in the forest site had an MAE 0.1 µmol m−2 

s−1 higher than raw NEE. To understand the increase in MAE, we calculated the RMSE, which 

showed a decrease from 3.9 µmol m−2 s−1 (raw) to 1.9 µmol m−2 s−1 (gap-filled), suggesting 

MAE distribution got narrower, also confirmed by looking at the quartiles (not shown here). 

Despite these differences, MAE was the same magnitude on both sites as the mean random 

uncertainty (1.03 µmol m−2 s−1 in FR-Fon; 0.73 µmol m−2 s−1 in FR-Gri). 

 

Figure 4.6. (a) Daily averaged NEE was calculated using ECS (blue) and DW-EC (orange), both gap-filled with 

the MDS method. Dotted vertical lines show the start or end of the seasons (years for FR-Fon and crop season 

for FR-Gri). (b) Daily DW- and ECS-NEE, in grey 1:1 line, in orange true linear relation. On the bottom, the 

correlation coefficient (R²), the mean error (ME, µmol m−2 s−1), the mean absolute error (MAE, µmol m−2 

s−1) and the linear fit. 

Daily DW underestimated ECS by 9 % and half-hourly by 4 % (8 %) in FR-Fon (FR-Gri). This 

underestimation is consistent with other flux studies using wavelets (Desjardins et al., 2018; 

Mauder et al., 2007; Metzger et al., 2013; Schaller et al., 2017), which found underestimations 

between 3% and 9%. Wavelet-based EC way of calculating instant deviation (e.g., w’ and CO2’) 

works as a low-frequency filter and detrends the signal instead of simply subtracting the mean as 

in standard EC. Detrending has been found to lead to an underestimation of around 2 % to 15 %, 

depending on the running mean filtering used (Rannik and Vesala, 1999), which would explain the 

observed underestimations. 
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To disentangle the differences due to gap-filling from those due to the flux computation, 

we gap-filled the DW-NEE with the DW gaps (DW as previously done) and with the gaps from ECS 

(DW’) (Figure S 4.9). The comparison between DW’ and DW yields high correlation (R²= 0.97 (0.98) 

for FR-Fon (FR-Gri)), small bias (ME=-0.01 (0.05) µmol m−2 s−1) and deviation (MAE=0.5 (0.2) 

µmol m−2 s−1). We can conclude that the gap-reduction effect was minor for these sites based 

on the small difference between DW (only discards underdeveloped turbulence) and DW’ 

(discards underdeveloped turbulence and non-stationarity). Accounting for the non-stationary 

conditions would increase (decrease) the annual NEE by 0.01 (0.05) µmol m−2 s−1 or around 1 

(2) % in FR-Fon (FR-Gri). 

4.4.4 Effects of flux processing method on standard NEE partitioning  

In this section, we examine whether the gaps in NEE obtained with ECS- or DW-NEE impact the 

partitioning of NEE in GPP and Reco. Half-hourly observations show that using ECS- or DW-NEE 

yields similar GPP: R²=0.94 (0.97), ME=-0.35 (0.4) µmol m−2 s−1, MAE= 1.0 (0.71) µmol m−2 s−1, 

ECS=1.07 (1.09)×DW, and similar Reco: R²=0.69 (0.74), ME=-0.24 (0.33) µmol m−2 s−1, MAE= 0.48 

(0.85) µmol m−2 s−1, ECS=1.05 (1.05)×DW, for NT (DT) method (see daily mean statistics in Figure 

S 4.4). For all cases, DT yielded higher R² than NT; other statistics depended on the site and on 

which variable was considered (GPP or Reco). For instance, NT yielded smaller ME and closer to 1 

linear relation than DT in the forest site but the opposite in the crop site. Reco estimations using 

the DT method on DW-NEE were higher than on ECS (by 5 %), while the opposite is true for all the 

other cases. 

 

Figure 4.7. GPP and Reco daily average from January 2019 to December 2022 using night-time (blue) and 

day-time (orange) partitioning on ECS (dashed) and DW-EC (solid). Note that positive values estimate Reco and 

negative GPP. Dotted vertical lines do not influence the data; they assign the start or end of the season (years 

for FR-Fon forest and crop season for FR-Gri). Inverted triangles indicate daily temperature mean (red) or 

cumulated rain higher than the 99th percentile of that year. 

We note that differences in DT and NT in FR-Fon in June 2022 happened during a several-

week-long gap (see Figure 4.4) and should not be interpreted. While DT estimations show overall 

good agreement between ECS and DW-EC, NT estimations using DW-NEE yield a smaller GPP and 
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Reco than ECS in June 2020 (FR-Fon) and October 2021 (FR-Gri) (Figure 4.7). On both occasions, 

NT’s Rref parameter for ECS was at its maximum (Figure S 4.5). At the end of October 2021, the FR-

Gri intermediate crop was harvested, and some residues were left on the field. NT cannot 

distinguish the different carbon sources or calculate a single temperature response curve. The 

increase in Rref increased Reco exponentially with the warmer day-time temperatures, forcing a 

physically inconsistent positive GPP. Interestingly, NT estimations using DW-NEE were lower, and 

Rref did seem to follow a smoother seasonal pattern (Figure S 4.5). In June 2020, a bias could 

emerge from moving from cloudy and rainy to sunny and warmer. 

DT’s light-response model avoids the positive GPP problem but produces more sensitive 

estimations to dynamic daytime conditions. Several occasions where DT estimations are higher 

than NT coincide with high day-time temperatures (Summer 2019, August 2021) or intense 

precipitations (June 2021).  

4.4.5 Evaluation of the new wavelet-based method for direct flux partitioning 

In this section, we compare the new DW-CS method with NT, and both were calculated using DW-

NEE as the basis for comparing only the partitioning algorithm. NT was chosen as the reference 

method due to the relative complexity of interpreting DT’s variance found in the previous section. 

However, the results would be similar to DT (see Figure S 4.6  for a comparison between all 

methods).  Overall, the partitioning methods agreed well (Figure 4.8b) with a mean absolute daily 

error of 0.81 (0.65) µmol m−2 s−1 in FR-Fon (FR-Gri), lower than random uncertainty, 1.03 (0.73) 

µmol m−2 s−1 in FR-Fon (FR-Gri). Comparison between the DW-CS method using DW-NEE and NT 

method using ECS-NEE (Figure S 4.6, sites combined) yields higher bias, absolute daily error, and 

an increase in the underestimation. This statistic worsens due to the differences between DW- and 

ECS-NEE (see Figure 4.6). 

   

Figure 4.8. (a) Daily averaged GPP and Reco were calculated using standard night-time partitioning (NT, blue) 

and wavelet-based direct partitioning DW-CS (DW, orange), using DW-NEE as base data. Positive values show 

Reco, and negative values show GPP. Dotted vertical lines show the start or end of the season (calendar years 

for forest site FR-Fon and cropping season for FR-Gri). (b) Daily NT versus DW GPP and Reco (both on the same 

graph), in grey 1:1, in orange linear fit. On the bottom, statistics for GPP and Reco combined the correlation 
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coefficient (R²), the mean error (ME, µmol m−2 s−1), the mean absolute error (MAE, µmol m−2 s−1) and the 

linear fit. 

In the forest site, differences between DW-CS and NT during Summer 2019 (particularly 

warm) and 2021 (particularly rainy) fall into periods with peak temperatures (June and July 2019, 

August 2021) or precipitation (August 2019, June 2021).  

In the crop site, DW-CS Reco estimations were higher on a few occasions than NT, when NT 

estimated an erroneously positive GPP. In October 2021, this happened after the intermediate 

crop was harvested and herbicides were used, possibly generating a pulse in Reco that was 

captured by the direct partitioning method. On 26/07/2022, solid manure before barley seeding 

also generated erroneous positive GPP. In August 2021, a similar pulse was observed after crop 

harvesting. 

Unsurprisingly, given the methods equation, half-hourly results showed different Reco diel 

patterns between methods (Figure 4.9, DT included in Figure S 4.8). NT-Reco increased smoothly 

with temperature; DW-CS- Reco was flatter during the night, decreased during sunrise and sunset, 

and showed an inversed U-shape curve during the day. Depending on the developmental stage, 

the daytime Reco can be larger (spring, peak season) or smaller (senescence, summer) than the 

night-time Reco. 

 

Figure 4.9. Diel patterns of Reco and GPP estimated by wavelet-based conditional sampling (DWCS) and by 

standard night-time modelling (NT) during climatic seasons (FR-Fon) and the phenophases of green-up, peak 

season, senescence, and bare soil (excluding September 2021 due to intermediate crop), months are indicated 

by their first letter in parentheses. Note that Reco and GPP are not on the same scale. 

A closer inspection of φc components (Figure 4.10) reveals diel patterns resemblance 

between φc
+|φv

+ and soil respiration (Rsoil) (daytime decrease during certain seasons), and φc
+|φv

- 
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and plant respiration (Rplant) (bimodal, with a maximum during daytime) found in (Järveoja et al., 

2020). Rsoil responds to soil temperature rather than air temperature and so follows the delayed 

warming and cooling pattern of the soil at the depth where respiration is maximum. We found 

here that the φc
+|φv

+ diel pattern follows well soil temperature around 20 cm depth (at 16 (30) cm 

depth for FR-Fon (FR-Gri) due to the difference in available measurement depths) while φc
+|φv

- 

follows air temperature and incoming radiation. 

 

Figure 4.10. Diel patterns of φc
+|φv

+ (associated with heterotrophic respiration, Rh) and φc
+|φv

- (associated to 

autotrophic respiration, Ra) and Rh’s and Ra’s main abiotic controls including air temperature (Tair), soil 

temperature at 16 (30) cm depth in FR-Fon (FR-Gri) (ΔTsoil, showed as deviation from the seasonal mean for 

readability), and photosynthetic photon flux density (PPFD) during climatic seasons (FR-Fon) and the 

phenophases of green-up, peak season, senescence, and bare soil, months indicated in parentheses. (cf. 

(Järveoja et al., 2020) Fig. 4) 

4.5 Discussion 

4.5.1 On the differences between standard- and DW-EC 

Results suggest that the DW method successfully captures the NEE dynamics observed by 

standard EC on a half-hourly (Figure 4) and annually (Figure 4.6) basis, highlighting its potential 

as a reliable alternative for flux analyses. The proposed DW-EC method obtained around 20% 

more high-quality data by not requiring stationarity. Reducing the gap fillings to zero is impossible 

since a certain amount of gap filling will always be necessary, even without technical problems 

and insufficient turbulence. Still, gap-filling is essential for retrieving continuous data series, but 

its use should be limited to the strict necessity. Even largely employed methods, such as Marginal 

Distribution Sampling (MDS), have shown poorer performance during night-time due to fewer 

observations (Moffat et al., 2007) and higher latitudes due to a skewed radiation distribution 

(Vekuri et al., 2023). Part of this is because the standard EC method cannot handle non-stationary 
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CO2 flux, flagging it as unreliable. Still, the increase in high-quality data can help improve the 

performance of gap-filling itself (Moffat et al., 2007), even if this benefit is irrelevant for our two 

sites. 

The DW underestimation most probably emerges from the detrending nature of wavelet 

transform. The decomposition effectively disentangles each frequency, subtracting trends or 

fluctuations from the signal that span periods longer than the frequency under consideration. In 

this case, the low-frequency correction could help decrease the difference between EC and DW 

since, in other contexts, it has been shown to reduce the difference between EC calculated using 

different detrending strategies (including no detrending) to as low as 1 % (Mauder et al., 2021; 

Moncrieff et al., 2006; Rannik and Vesala, 1999). Differently, including DW’s lower frequencies (> 

30 minutes) is not as simple since although it requires making assumptions on the co-spectra in 

the low-frequency range, as well as that lower frequencies use more ‘neighbour’ data, making 

continuity of good quality data more of an issue. 

To enforce comparison between methods, using the same pre-processing corrections was 

important. However, some relevant questions should be raised about this choice. Time lag and 

axis rotation corrections, in particular, transform w and CO2, creating artificial breaking points 

between observations of two neighbour half-hours. Both corrections were built for ECS, where 

each half-hour is separated from the other. Wavelet decomposition always uses neighbour values 

and assigns these breaks to corresponding frequencies. We employed the commonly used double 

rotation method for axis rotation, but planar fit, often recommended, should prevent these 

breaking points. Finnigan et al. (2003) have shown that 30-min double-rotation is equivalent to 

high pass filtering but may also add up part of the horizontal fluxes into the vertical flux, thereby 

biasing the measured flux. 

The time lag may differ for different concentration fluctuation frequencies for sticky 

compounds such as ammonia (Ferrara et al., 2012) or VOCs (Loubet et al., 2022). Using the wavelet 

decomposition to retrieve frequency-dependent time lags may be tested, especially for ammonia, 

which has been shown to lead to systematic underestimation of eddy covariance fluxes and show 

asymmetrical correlation functions (Ferrara et al., 2012 Fig 5). In sum, further wavelet-based flux 

calculations may require revisiting some current pre-processing methods. 

4.5.2 On the seasonal differences in the co-spectra  

In peak and shape, NEE co-spectra matched reasonably well with standard-modelled co-spectra 

(Horst, 1997) (Figure S 4.3). The forest site showed low-frequency attenuation, less visible in the 

crop site. Positive (φc
+) and negative (φc

-) parts showed seasonal patterns not seen in the 

theoretical curve, suggesting it shall be explained by something different than 

micrometeorological factors (wind speed or Obukov length) and measuring height (for the 

agricultural site) obtained from the modelled co-spectra (Horst, 1997). Indeed, φc
- is expected to 

come mainly from the leaves, while φc
+ is from the ground and leaves brought up from in-canopy 

by injection. Intuitively, the second process moves eddies forward on the Kolmogorov cascade by 

encountering obstacles between the ground and canopy, while the first, coming from the top of 

the canopy, is less influenced by obstacles. This difference in eddy size transporting the signal 

would explain why, during photosynthetically active months, φc
- shows lower frequencies than φc

+ 
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during neutral and unstable conditions (mostly daytime). The seasonality would thus come from 

the absence (presence) of leaves and crops, which leads to a reduced (increased) number of 

“obstacles”. In stable conditions (mostly night), the same pattern is not seen because φc
- is 

expected to be minor, and indeed, at times, it differs significantly from the characteristic NEE co-

spectra.  

Of course, co-spectra analysis is neither a specificity of DW nor any frequency decomposed 

method; the Fourier transform may be used in post-processing spectral corrections. Wavelets 

remain, however, advantageous because they do not require stationarity. Wind-velocity 

coordinate rotations may, however, be performed over more extended periods than 30 minutes. 

Planar fit approaches should, therefore, be preferred. 

4.5.3 On partitioning methods and possible sources of error 

In standard practice, a modelled response of NEE to light, water, and temperature over days is 

used to split it into GPP and Reco. The standard night-time method (NT) employs a nocturnal 

temperature response model to estimate Reco (Reichstein et al., 2005), while day-time (DT) 

incorporates a light response curve to estimate both GPP and Reco during day-time (Keenan et al., 

2019; Lasslop et al., 2010). Given their similarity, we could expect little difference when comparing 

the same partitioning method on standard EC and wavelet-based fluxes (Figure 4.6). 

However, in August 2021 in FR-Gri, when the increase in high-quality data in DW-NEE made 

NT’s estimation undoubtedly more reasonable than its ECS-NEE prediction (Figure 4.7). On this 

occasion, NT relying on ECS projected an unrealistic rise in absolute GPP following intermediate 

crop harvest and herbicide application. Conversely, NT based on DW-EC showed the expected 

absolute GPP decrease, albeit with implausible positive GPP values (a known issue for the NT 

method). Nonetheless, standard model-based partitioning yielded somewhat different 

estimations at times (Figure 4.7) despite being informed by relatively similar input data (Figure 

4.6), underscoring model-based uncertainty. In addition to that, by rendering partitioning 

contingent on distinct periods, spatial heterogeneity becomes an issue (Wehr et al., 2016). Direct 

partitioning methods are based on single 30-minute periods and are, therefore, relatively free 

from this issue, given that neighbourhood influence is limited. 

Measuring directly GPP and Reco at the ecosystem level poses challenges, yielding 

inconclusive comparative studies. A more direct way of measuring Reco is by using dark chambers 

(Järveoja et al., 2020) or using carbon isotopes (more precisely, the ratio between 13C to 12C) (Wehr 

et al., 2016). However, Reco by NT partitioning was found to be 25% higher than isotopic-derived 

Reco fluxes in a deciduous temperate forest during June-July (Wehr et al., 2016) and 16 % to 22 % 

higher than automatic dark chambers observations in a peatland (Järveoja et al., 2020). These 

differences are often attributed to models' limited capacity to replicate diel patterns (Wehr et al., 

2016; Keenan et al., 2019; Griffis et al., 2004; Järveoja et al., 2020). In particular, the dynamics of 

the root-microbe-soil system are not well characterised. Some large-scale girdling experiments, 

however, show that soil respiration is highly correlated to photosynthate supply to roots: 

respiration was found to be reduced by 37 % within 5 days (54% in 1-2 months) after stopping 

the supply of photosynthates to roots (Högberg et al., 2001). 13C labelling studies showed a 35-

hour half-life of soil respiratory efflux in a forest (Högberg et al. 2008). NT’s nocturnal calibration 
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on respiration does not account for photosynthate transfer processes. In addition, light's inhibition 

of leaf respiration is estimated to cause systematic overestimation of daytime ecosystem basal 

respiration estimated using NT (Wehr et al., 2016; Keenan et al., 2019). These references indicate 

that the respiration dial pattern may be much more complex than currently included in 

temperature response models. 

In this study, we propose a new direct partitioning method, the discrete wavelet-based 

conditional sampling (DW-CS), based on the conditional sampling of frequency decomposed w 

and 𝜒𝐶𝑂2 product (Eq. 3.13. Daily mean NT estimations were 12 (22) % higher than DW-CS for GPP 

(Reco). Much noticeably, the DW-CS Reco diel cycle unveils a bimodal trend (Figure 4.9), which, as 

previously observed by thorough chamber methods measurements (Järveoja et al., 2020) and on 

the 13C/12C derived estimations (Wehr et al., 2016). This diurnal variation was attributed by Wehr 

et al. (2016) to the inhibition of leaf respiration in light and by Järveoja et al. (2020) to the 

differential response of Reco to soil temperature and air or plant temperature. Another noticeable 

result, shown in Figure 4.9, is that during the crop’s peak growing season, DW-CS Reco is much 

higher than NT Reco during the day. An increase in autotrophic respiration concomitant with higher 

GPP from plant growth during that period may explain this increase. The NT method cannot 

capture this feature, which uses nocturnal calibration. 

In Figure 4.10, the similarities between φc
+|φv

+ (φc
+|φv

-) and Rsoil (Rplant) from Järveoja et al. 

(2020) indicate the potential to perform even further detailed partitioning. The similarities may 

relate to soil evaporation being higher than plant evaporation when a respiration signal (φc
+) is 

measured. Indeed, Rplant and GPP depend on stomata, so a cut in GPP, for instance, due to lower 

incoming radiation induced by cloud or shadowing, could cause stomatal closure or a decrease in 

plant surface temperature. Whether by physical constraint or condensation, during these 

moments, Rplant would come with a negative water flux (φc
+|φv

-). Evaluating the proposed 

partitioning method would require measuring Reco, Rsoil and Rplant at the field scale, which requires 

further research. 

4.5.4 Perspectives on using wavelet-based EC for less gap-filling and direct partitioning 

In this study, we have explored how including non-stationary fluxes, omitted by the standard EC 

method, modified the computed CO2 flux and further gap-filling. These periods carry real 

information on the surface flux. For instance, dynamic light environments can trigger rapid but 

non-coordinated photosynthesis and stomatal response (McAusland et al., 2016), possibly leading 

to non-stationary NEE. When filtered out, those non-stationary events effectively “blinds” the gap-

filling methods and final users from these transition events. 

Similarly, non-homogeneous footprints are often encountered in ecosystem monitoring 

sites, although everything is done to minimise these conditions. Agricultural fields and sub-urban 

and urban areas are especially prone to source heterogeneity, mainly in the shape of a local 

intensive anthropogenic source (animal grazing on the field, animal barns, tractors, roads, 

chimneys) that may also lead to changes in CO2 concentrations and fluxes with wind direction and 

hence non-stationarity in these components (Crawford and Christen, 2015). Thus, even if the 

impact is arguably small on monthly and annual net flux budgets on ecosystem towers, using DW-
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EC becomes especially relevant in setups or situations with multiple local sources that are hard to 

isolate. 

Intermittent turbulence was identified as the main problem for nocturnal EC, which leads to 

the u* filtering approach (Aubinet, 2008). It is important to note that in some instances of such 

intermittent turbulence, a non-stationary flux may be delayed from the process that generated 

this flux. Indeed, when very low turbulence is followed by a burst of wind (ejections or sweeps), 

measured flux includes releasing accumulated stock (Katul et al., 2006; Kaimal and Finnigan, 1994). 

Consequently, including non-stationary fluxes retrieved by DW in the standard model-based 

partitioning methods, which do not consider these peaks as night-time delayed respiration, may 

lead to biased gap-filling. This bias, however,  should affect less direct partitioning using DW-CS, 

which exclusively relies on data from the same snapshot of time. 

The conditional sampling method presented here could be further developed to use soil 

and plant, heterotrophic and autotrophic or even biogenic and anthropogenic tracers like carbon 

and water isotopes to improve our understanding of carbon cycling in an ecosystem. Including 

co-produced gases can be the key to performing more elaborated attribution of fluxes to 

ecosystem compartments. Carbonyl sulphide (COS) is a known tracer of photosynthesis (Maseyk 

et al., 2014). Combining CO2 flux with COS flux with H2O would further partition GPP and Reco. In 

another context, carbon monoxide has been used to identify fossil fuel emissions (Super et al., 

2017). Wavelet-based conditional sampling emerges as a promising framework for integrating 

such data, either directly as proposed here or through hybrid methods in which more elaborated 

models could be used to refine the partitioning method. 

4.6 Conclusions 

Discrete Wavelet-based Eddy Covariance (DW-EC) yielded around 17 % and 29 % fewer gaps than 

standard Eddy Covariance (ECS) over four years of data in a forest site (FR-Fon) and two years in a 

crop site (FR-Gri) in the French Parisian region, respectively. We can expect even larger gap 

differences in perturbated environments (topography, inhomogeneous areas). The half-hour 

high-quality NEE (stationary and within well-developed turbulence) computed by wavelets were 

highly correlated to standard eddy covariance (R²= 0.98 for both FR-Fon and FR-Gri), worsening 

for medium (0.73 and 0.52) and low-quality (0.03 and 0.0) data. At the daily scale, this correlation 

was kept (R²= 0.97), but with a slight bias with DW around 9% lower than ECs (mean error = 0.1 

and 0.18 µmol m s−1, mean absolute error = 0.42 and 0.39 µmol m−2 s−1, ECs=1.09×DW by linear 

fitting for FR-Fon and FR-Gri). This effect is likely related to the detrending nature of wavelet 

decomposition, which leads to low-frequency attenuation of the flux. The supposed advantage of 

reduced gaps for DW-EC leads to sensibly similar NEE budgets: +2 (−1) % in FR-Fon (FR-Gri) when 

compared to DW-EC, forced to have the same gaps as ECS. This small difference suggests that for 

standard sites (mostly homogeneous and flat), moving towards DW-EC would not significantly 

improve the annual budget. However, partitioning using ECS- and DW-NEE yielded different GPP 

and Reco, particularly for the night-time method (NT), where more high-quality observations made 

estimations arguably more credible in the crop site. 
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A new partitioning method is proposed, combining discrete wavelet transform and 

conditional sampling (DW-CS). The method splits positive and negative parts of the product of 

the wavelet decomposed vertical component of the wind, w’(j), and a scalar, χs’(j).  The underlying 

empirical assumption is that wavelet decomposition should allow the trap in each frequency of 

the positive and negative “gusts” mixed up in the original signal. Further including PPFD and 

𝑤’ 𝜒𝐻2𝑂′, attributing unrealistic CO2 fluxes led to a method for estimating Reco and GPP. Compared 

to DW-CS, Night-time partitioning (NT) showed better correlation and smaller errors than day-

time methods. Mean absolute errors between NT and DW-CS (0.8 and 0.65 µmol m−2 s−1 in FR-

Fon and FR-Gri) were lower than the NEE random uncertainty (1.03 and 0.73 µmol m−2 s−1 in FR-

Fon and FR-Gri). However, most noticeably, DW-CS led to a different Reco diel pattern compared 

to temperature-only driven models, with a daily respiration pattern that follows radiation (and 

hence GPP) and a night-time pattern that follows soil respiration. This diel pattern was already 

observed using chambers and has some ground to be more realistic than the standard NT and DT 

approaches: this pattern may reflect either a differentiated temperature response from soil and 

plants, a light inhibition response from plants, or a time shift between photosynthates production 

and their transport to roots. Field measurements of net flux components did not validate our DW-

CS approach to confirm that this respiration pattern was happening in the observed sites. This 

study, however, strongly suggests further evaluating the Reco diel pattern as it may strongly impact 

how the global CO2 cycle is modelled. The DW-CS we present here should be further tested and 

refined as it has the benefit of integrating at the field scale without needing extra measurements, 

which also allows reprocessing of old data. We also note that DW-CS could be developed to 

incorporate other tracers like COS to partition the CO2 fluxes between ecosystem compartments 

better.  

Eddy covariance has improved observations and, indirectly, models for the last decades. This 

study shows that standardising wavelets for EC measurements can be operational using discrete 

wavelet decomposition. This use would be very beneficial as it includes non-stationary data, 

reduces gaps, and allows a look into the transitory process. The simplicity and flexibility of DW-

EC also make it very easy to do (re)analysis. The method would be powerful for CH4 and N2O 

fluxes, which are highly non-stationary and difficult to gap-fill, and for urban setups for the same 

reasons. The new direct partitioning method shows great promise in providing fully observation-

based partitioning at the field scale. However, partitioning methods, in general, and our new 

wavelet-based method, in particular, need further validation experiments across ecosystems and 

environmental conditions.  
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Data availability 

ICOS data for the FR-Gri site can be downloaded from the carbon portal: https://meta.icos-

cp.eu/resources/stations/ES_FR-Gri. ICOS data for the FR-Fon site can be downloaded from the 

carbon portal: https://meta.icos-cp.eu/resources/stations/ES_FR-Fon.  

Code 

The code used in the analysis presented in this paper is available online and can be accessed at 

https://github.com/pedrohenriquecoimbra/coimbra-et-al-wavelet-based-partitioning  
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4.7 Appendix 

4.7.1 A Demonstrating covariance can be calculated using decomposed signals 

Assuming two time series variables, x and y, the sum of the 𝑥′𝑦′̅̅ ̅̅ ̅̅ (𝑗) for all frequencies, j is not 

strictly equal to the covariance 𝑥′𝑦′̅̅ ̅̅ ̅̅ . Indeed, we have: 

𝑥′𝑦′̅̅ ̅̅ ̅̅ = ∑ 𝑥′𝑗
𝐽

𝑗=0
∑ 𝑦′𝑗
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̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
=∑ 𝑥𝑗

′𝑦𝑗
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𝐽

𝑗=0
+∑ 𝑥𝑗

′𝑦𝑘
′̅̅ ̅̅ ̅̅

𝑘≠𝑗
 (A.1) 

For discrete wavelet transform DWT, the orthogonality of the wavelet base implies independent 

frequencies, i.e. 𝑥𝑘
′ 𝑦𝑗
′̅̅ ̅̅ ̅̅ = 0 for 𝑘 ≠ 𝑗, hence 𝑥′𝑦′̅̅ ̅̅ ̅̅ = ∑ 𝑥𝑗

′𝑦𝑗
′ ̅̅ ̅̅ ̅̅𝐽

𝑗=1 . For continuous wavelet transform 

CWT, a coefficient Cφ is introduced to ensure energy conservation and correct for cross-

correlations of x and y between scales j, leading to: 

𝑥′𝑦′̅̅ ̅̅ ̅̅ = 𝐶𝜑∑ 𝑥′𝑦′̅̅ ̅̅ ̅̅ (𝑗)
𝑗

 (A.2) 

Cφ depends on the wavelet chosen (Table 3.1). Alternatively, a direct formulation of the covariance 

was proposed by (Torrence and Compo, 1998) based on 𝑓𝑥(𝑛, 𝑗) and 𝑓𝑦(𝑛, 𝑗) the wavelet 

coefficients for time series x and y: 

𝑥′𝑦′̅̅ ̅̅ ̅̅ =
𝛿𝑗𝛿𝑡

𝐶𝛿𝑁
∑ ∑ 𝑓𝑥(𝑛, 𝑗)𝑓�̃�(𝑛, 𝑗)

𝐽

𝑗=0

𝑁−1

𝑛=0
 (A.3) 
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Where 𝐶𝛿 is a scale-independent reconstruction factor depending on the chosen mother wavelet 

function (Table 3.1).  

 

Figure S 4.1. Covariance is calculated using the standard equation (𝒘′𝒄′̅̅ ̅̅ ̅̅  in black), DWT considering cross-

correlation ( ∑𝒘𝒋
′∑𝒄𝒋′̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ in blue), and ignoring it ( ∑𝒘𝒋

′𝒄𝒋′̅̅ ̅̅ ̅̅ ̅ in orange), idem for CWT plus without Cφ (dotted 

orange), using covariance equation from Torrence and Compo (1998) (CWTTC1998). Top 20 Hz data before time 

averaging, bottom half-hour average. Data for FR-Gri 03/05/2022. 
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4.7.2 Supplemental figures 

 

Figure S 4.2. Half-hourly NEE was calculated using ECS and DW-EC and grouped by quality flags. High: well-

developed turbulence (ITC < 30 %) and stationary (STA < 30 %); medium: at least one of the tests higher than 

30 % but both lower than 100%; low: at least one of the tests higher than 100 %. In grey, 1:1, and orange, 

linear relation. No gap-filling was used. 
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Figure S 4.3. Monthly mean co-spectra of w’CO2’ (φc), its positive and negative parts, and modelled co-spectra 

following Horst (1997) grouped by stratification status. Co-spectra curves sum to 1. Horst (1997) co-spectra 

are calculated using measured mean wind speed, displacement height and Obukhov length. Peak frequencies 

are shown with an arrow. 
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Figure S 4.4. Correlation Matrix for GPP (orange, bottom-left) and Reco (blue, upper-right) estimations, sites 

combined. NT and DT partitioning methods were used, with NEE calculated using standard EC (ECNT and 

ECDT, respectively) and discrete wavelets (DWNT and DWDT). 
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Figure S 4.5. (a) Parameters estimated for night-time partitioning method (NT). (a) Parameters estimated for 

day-time partitioning method (DT). 
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Figure S 4.6. Correlation Matrix for GPP (orange, bottom-left) and Reco (blue, upper-right) estimations, sites 

combined, using the following partitioning methods: NT, DT (with light inhibition), DW-CS (DWCS), φc, and 

ECCS (same partitioning as DWCS but used for 𝒘’𝝌𝑪𝑶𝟐 ’ without wavelet decomposition). The diagonal shows 

flux distribution. 
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Figure S 4.7. Ratios of daily ecosystem respiration (Reco) are estimated by a standard night-time modelling 

approach (NT) and measured by discrete wavelet conditional sampling (DW). Symbols indicate daily NT and 

DW ratios for 2019–2022; the red line represents the block average (window size = 14 days) with shaded bands 

indicating ±1 standard error. The horizontal line represents the unity of the ratio. Vertical dotted lines represent 

the start or end of the season (calendar years for forest site FR-Fon and crop season for FR-Gri). 
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Figure S 4.8. Monthly averaged half-hourly GPP and Reco estimations using NT, DT and DW methods. The 

darker region indicates interquartile (25th and 75th percentile), and the lighter region with dotted lines indicates 

the 5th and 95th percentile. 
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Figure S 4.9. The seasonally cumulated sum for NEE in Figure 4.6 (a) includes additional discrete-wavelet-

based NEE forcing the same gaps as ECS (DW’-EC). 
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5. MEASURING FLUX WITH SLOW-RESPONSE ANALYSERS ON TALL 

TOWERS 

In atmospheric science, tall towers serve as crucial platforms for ground-based monitoring 

stations. They are instrumented with high-precision analysers that often measure more than one 

trace gas. Atmospheric and ecosystem measurements have developed worldwide networks, 

though mainly concentrated over the northern hemisphere. Tall towers, in particular, offer a 

promising middle ground as they can be used to measure both fluxes and background 

concentration. Leveraging the existing atmospheric networks for flux measurements has the 

advantage of geographically expanding the network and adding trace gases standardly measured 

in ICOS atmospheric towers, such as carbon monoxide (CO) and methane (CH4).  

CO and CH4 can be used as tracers of fossil fuel combustion and effectively help monitor 

anthropogenic emissions. Indeed, partitioning in complex landscapes is complex due to mixed 

biogenic and anthropogenic fluxes and is challenging to disentangle. Atmospheric inversions, 

statistical models, and novel methods like wavelet-decomposed covariance and filters allow 

partitioning flux into biogenic and anthropogenic components. Repurposing such methods for 

urban settings may involve identifying gases with distinct signatures for different emissions 

sources, and here, these additional trace gases may play an important role (see next Chapter). 

However, there are some technical challenges, particularly regarding the adaptation of 

equipment not initially designed for eddy covariance measurements, particularly employing a gas 

analyser with high precision but with a slower response time (~3 seconds) and long tubes (100 

metres).  

Chapter 4 delves into the synergy between atmospheric and ecosystem monitoring 

networks, leveraging instruments installed on an ICOS atmospheric tall tower in conjunction with 

a 3D anemometer. This Chapter evaluates the feasibility of this setup to compute surface fluxes 

evaluating it by comparing with standard eddy covariance setup at 100 meters on the ICOS FR-

SAC atmospheric tower.  

The fluxes computed in the Chapter will be used in Chapter 5 to compute partitioned CO2 

fluxes, Reco, GPP and anthropogenic sources and map the fluxes around the Saclay ICOS tower. 

5.1 Article: Eddy-covariance with slow-response greenhouse gas 

analyser on tall towers: bridging atmospheric and ecosystem 

greenhouse gases networks 

Citation: Herig Coimbra, P. H., Loubet, B., Laurent, O., Bignotti, L., Lozano, M., and Ramonet, 

M.: Eddy-covariance with slow-response greenhouse gas analyser on tall towers: bridging 

atmospheric and ecosystem greenhouse gases networks, Atmospheric Measurement Techniques 

Discussions, 1–44, https://doi.org/10.5194/amt-2024-71, 2024. 
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Please note that the wavelet method described in this chapter follows the procedures outlined in 3. 
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duly addressed in the Materials and Methods section of the chapter. In doubt, please refer to the 

Materials and Methods section of the current chapter for clarification. 
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Abstract 

Greenhouse gas monitoring is essential to ensure climate goals are being achieved. This 

study unveils the potential of using atmospheric tall towers in direct flux measurements, bridging 

the gap between atmospheric and ecosystem monitoring networks. The ICOS Cities (PAUL) project 

aims to monitor CO2 emissions in urban areas, where concentrated emissions make them critical 

targets for climate change mitigation. Using the Eddy Covariance method, this study explores the 

synergy between ICOS atmospheric and ecosystem networks by utilizing slow-response analysers 

(~2 sec) on tall atmospheric towers for ecosystem studies. A standard setup with an ultrasonic 

anemometer and an infrared (IR) fast-response CO2 analyser was installed and compared with 

measurements from an existing cavity ring-down spectroscopy (CRDS) analyser measuring CO2, 

CO, and CH4. Deployed on the 100 m Saclay tower near Paris, covering a 43.9 km² 80% footprint 

with heavy traffic roads, a nearby heating plant, and a forest, the setup addressed technical 

challenges and height-induced complexities. Corrections for flux attenuation by high-frequency 

losses were limited to <20% on average for all stabilities around 11% for unstable conditions. 

Wavelet-based eddy covariance allowed 18-34% more data exploitation than standard EC, 

enabling the analysis of non-stationary fluxes, particularly from a point source such as the case of 

a heating plant. The estimated storage term produced by atmospheric profiling measurements 

reported an expected increase at night, destocking during the first half of the day. Storage term 

represented at times more than half of the surface flux. Elevated mean fluxes for CO2 (10 

mailto:pedro-henrique.herig-coimbra@inrae.fr
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μmolm−2s−1) and CH4 (200 nmolm−2s−1) were observed from the heating plant wind direction 

during December and January. Conversely, the forest direction exhibited the most substantial sink 

among all wind directions, with −4 μmolm−2s−1 during July and August. These results 

demonstrate the feasibility and versatility of utilizing atmospheric towers for urban emission 

monitoring, offering valuable insights for emission monitoring strategies worldwide. 

5.2 Introduction 

Global surface temperature is 1.6 °C warmer on land compared with the pre-industrial era (IPCC, 

2021), and projections show more than 2°C warming in 2100 (IPCC, 2022). Warming results from 

the increase in greenhouse gas (GHG) concentration in the atmosphere, mainly driven by 

anthropogenic emissions (IPCC, 2021), of which 86% comes from fossil fuel CO2 (Canadell et al., 

2021). Agriculture, forestry and other land use (AFOLU) are a significant source of GHG (12.0 ± 2.9 

GtCO2eq yr−1) while concurrently possessing the potential to remove CO2 from the atmosphere 

(Jia et al., 2019). 

Urban areas concentrate on human activities and represent a significant source of GHG 

emissions, consequently making it one of the targets for mitigating climate change. Many 

northern countries' cities have ambitious GHG emission reduction plans over the next 2 decades 

that consist of electrifying the energy grid, implementing car-free zones, and investing in 

insulation improvement. Consequently, an imperative for robust monitoring of urban areas' 

emissions reduction arises. Several works have tried to decompose eddy covariance 

measurements in (sub-)urban setups with different degrees of uncertainty (Velasco et al., 2009; 

Bergeron and Strachan, 2011; Ueyama and Takano, 2022). Currently, in Europe, the project ICOS 

Cities (PAUL) aims to advance technologies for monitoring CO2 concentrations in urban areas of 

three pilot cities of different sizes (Munich, Paris, and Zurich). 

Monitoring GHG in the atmosphere, ocean, and ecosystem is the objective of world-

distributed research infrastructures such as ICOS in Europe (Heiskanen et al., 2022). To that 

purpose, different methods are used on terrestrial sites. Ecosystem sites focus on local flux 

monitoring using high-frequency measurements, while atmospheric towers measure precisely the 

concentrations as an imprint of larger-scale fluxes. Ecosystem sites measure surface fluxes 

representing a specific biome determined by the tower’s footprint. In contrast, atmospheric sites 

have a footprint spanning several hundreds of km2 and may be used to identify anomalies in CO2 

surface fluxes based on concentration (Ramonet et al., 2020) or retrieve surface flux by inverse 

modelling, eventually using tracers (Ciais et al., 2011). 

At the local scale, Eddy Covariance (EC) is the reference method for GHG monitoring. The 

method is praised for directly and continuously measuring surface turbulent flux and broadly 

applied since early measurements to different gases, including water vapour, CO2, CH4 and N2O 

(Valentini et al., 1996; Moncrieff et al., 1996; Fowler et al., 1995). Standard measurements require 

fast-response instruments, a technical limitation for measuring specific compound concentrations. 

Long-term measurement sites are equipped with CO2 and H2O gas analysers, and some wet or 

agricultural sites with N2O or CH4 analysers (Nemitz et al. 2018). At larger scales, atmospheric 

concentration measurements are often used alongside meso-to-continental scale transport 
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models to solve surface flux (Lauvaux et al., 2012). Direct EC measurements often validate This 

top-down approach locally (Vuichard et al., 2016). 

The differences between a typical atmospheric and a flux tower monitoring setup are that: 

(1) atmospheric towers are taller (above 100 meters height), whereas flux towers range from 2 to 

40 meters height. This height difference is because atmospheric measurements are set to catch 

the seasonal and annual trend in atmospheric background concentrations at the regional scale, 

which requires limiting the impact of local sources (Yazidi et al., 2018); (2) atmospheric towers 

have more precise measurements but slower, not cadenced, sampling rate around a few seconds, 

whereas EC sample from 5 to 20 Hz. (3) ecosystem stations have ecosystem monitoring 

(vegetation and soil sampling), which are not measured in atmospheric stations, while these 

measure additional gaseous compounds (CH4, N2O, CO) (Hazan et al., 2016).  

Using slow-response analysers to calculate flux by eddy covariance has been identified as a 

valuable strategy for expanding the flux networks to other compounds (Wohlfahrt et al., 2009). 

Atmospheric towers have high-precision analysers, which, if we can use them to compute Eddy-

Covariance fluxes, would provide multi-species flux measurements that would expand the flux 

network. Integrating atmospheric towers as flux towers would require a fast 3D anemometer and 

continuous data logging at these sites. However, the constraints for concentration and flux 

measurements are different, so not all towers may be suitable. For any atmospheric tower, a 

couple of adversities must be addressed first. Discarding atmospheric stations on mountains that 

have unsuitable conditions for flux measurements, we focus on tall towers over reasonably flat 

landscapes: 

• Firstly, measuring flux with a 3s-response time analyser is challenging. Indeed, fast-

response analysers, typically with a 100 millisecond response time, are needed for flux 

measurements to capture the small and fast eddies (turbulent fluctuations) that carry most 

of the flux signal in the surface layer (Kaimal and Finnigan, 1994). Using slow-response 

analysers on short towers would mean losing most of the signal. For instance, the 

frequency with the highest contribution to the flux on a 4- and 37-meter tall tower was 

0.16 Hz (6 s period) and 0.02 Hz (50 s period), respectively (Coimbra et al., 2023). Using a 

slow analyser in these towers would attenuate the flux by 65-80 % and 30-45 %, 

respectively, in unstable conditions with wind speeds from 3 to 7 m/s, and even more 

significant attenuation is expected in stable conditions. Fortunately, the contribution of 

higher frequencies to the EC flux is inversely proportional to height (Horst, 1997), and so 

for the same unstable conditions, measurements at 100 m would give a peak contribution 

between 0.002 and 0.009 Hz (8.3 and 1.85 minutes period) and the high-frequency 

attenuation would therefore be small (10-20%). High-frequency (HF) corrections based on 

predefined or experimental co-spectra profiles are well-established and routinely applied 

to correct for tube attenuations in ICOS and other flux networks (Horst, 1997; Massman 

and Lee, 2002; Ibrom et al., 2007; Fratini et al., 2012). We, therefore, expect sampling with 

slow-response analysers at tall towers to be suitable because the peak of the covariance 

co-spectrum would be well caught and could be corrected with standardised approaches 

(Massman, 2000). 
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• Secondly, the height also affects the source area. Taller towers have a bigger footprint and 

often higher heterogeneity, commonly including artificial and vegetated patches in the 

same wind sector. Heterogeneity and point sources can induce sudden shifts in the 

concentration due to wind direction changes, flagged as non-stationary by standard eddy 

covariance procedures. This quality filtering results in the loss of a significant amount of 

data for less stationary surface fluxes, such as CH4 and N2O (Irvin et al., 2021; Mishurov 

and Kiely, 2011). Whereas standard EC requires stationarity, wavelet-based EC does not 

(Torrence and Compo, 1998; Mallat, 1989; Farge, 1992; Farge and Schneider, 2001). 

Wavelet-based EC methods are sought in airborne campaigns when short-time resolution 

is needed (Strunin and Hiyama, 2004; Mauder et al., 2007; Desjardins et al., 2018; Metzger 

et al., 2013) and have been used to retrieve outbursts and non-stationary flux (Schaller et 

al., 2017; Göckede et al., 2019). By not requiring stationarity, they yield high-quality data 

with fewer gaps. In two ICOS ecosystem sites, Wavelet-based EC methods have increased 

the number of high-quality observations by 17% to 29 % (Coimbra et al., 2023). The 

number may even be greater in urban conditions where point source and denser 

landscape would enhance surface flux heterogeneity. 

• Lastly, the height also requires accounting for storage fluxes below the EC measurement 

height and vertical advection fluxes components (Aubinet et al., 2005). Storage flux arises 

from the accumulation or release of the compound below the measurement height. Hence, 

the flux at the ground is the sum of the flux at the measurement height and the storage 

flux below. Positive storage flux may result from the decoupling of surface and 

atmospheric dynamics. Such decoupling may arise especially under a stably stratified 

surface layer, occurring at night above canopies and especially under radiative cooling 

conditions (Kaimal and Finnigan, 1994). Negative storage fluxes arise during the early 

morning when the atmospheric boundary layer rises and the stably stratified layer breaks 

down (Aubinet et al., 2005). At tall towers, the storage can be high and remain significant 

in the morning when the vegetation starts photosynthesizing, but the turbulence is still 

low (Haszpra et al., 2005). At very tall towers (300 m), the storage dominates the flux 

dynamics (up to 95% of the total flux, Winderlich et al. 2014). It should be noted that under 

ideal surface homogeneous conditions, the storage term is expected to tend to zero when 

averaged over a day and hence only affect the surface flux dynamics but not the integrated 

fluxes. 

In atmospheric towers, ICOS routinely focuses on measuring not only CO2 but also CO and 

CH4 concentrations. Therefore, measuring fluxes on these towers potentially enables the 

measurement of CO and CH4 fluxes in the surrounding areas of each tower. 

On mid-latitudes in the northern hemisphere, most CO emissions (14,000 TgCOyr−1, 54%) 

come from direct (fossil or bio) fuel combustion (Zheng et al., 2019). We expect this emission to 

increase during winter due to the diminished efficiency of fuel combustion induced by colder 

temperatures (Helfter et al., 2016). Additionally, a substantial contribution to CO levels stems from 

the chemical oxidation of CH4 (900 TgCOyr−1, 40%) and volatile organic compounds (VOCs) (300 

TgCOyr−1, 12%) (Zheng et al., 2019). This oxidation process makes vegetation an indirect CO 

emitter through the release of biogenic VOCs, but this production is not local and would not 
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appear as a flux from the surrounding of the tower. Soil also emits VOCs up to three orders of 

magnitude lower than canopy emissions under usual conditions (Peñuelas et al., 2014). On the 

contrary, soils are mainly recognized as CO sinks (15 times stronger than soil sources), primarily 

attributed to microbial oxidation processes (Inman et al., 1971; Conrad and Seiler, 1980; Conrad, 

1996). 

Globally for the 2008–2017 decade, the majority of CH4 emissions arise predominantly from 

wetlands natural emissions (~24%), enteric fermentation and manure (~17%), and fossil fuels 

(~17%) (Saunois et al., 2020). Wetland emissions are concentrated in tropical and southern regions 

(< 30◦ N), while fossil fuels are the predominant source in mid-latitudes (30–60° N). Agricultural 

waste contributes significantly in tropical and mid-latitude areas (Saunois et al., 2020). In-situ 

observations showed considerable emissions from marshes (41±21 gCm−2yr−1), lakes (28±33 

gCm−2yr−1), swamps (26±20 gCm−2yr−1), and fens (20±16 gCm−2yr−1) (Delwiche et al., 2021). The 

high emissions from marshes and high variability for lakes highlight the dependence of sediment 

for CH4 emissions. In a high flux lake (JP-SwL, 67 gCm−2yr−1), emissions can vary from a monthly 

average of 0.1 μmolm−2s−1 to 0.3 μmolm−2s−1 from winter to summer (Iwata et al., 2020). Fossil 

fuels observations from a 190 m tall communications tower in the centre of London showed a 

mean annual CH4 flux of 46.5 ± 5.6 g C m−2 yr−1, increasing in the winter attributed to a seasonal 

increase in natural gas usage (Helfter et al., 2016). With that said, soils not only produce CH4 but 

also consume it. Indeed, soil oxidation is the primary inland process for CH4 consumption 

(Canadell et al., 2021), making upland soils a net sink (Dutaur et Verchot, 2007). 

In this study, we evaluate the capability of using an atmospheric monitoring tower with a 

slow response analyser supplemented with a sonic anemometer to compute surface fluxes of CO2, 

CH4 and CO. To that purpose, we installed a standard eddy covariance setup for CO2 and H2O at 

100 m at the ICOS FR-SAC atmospheric tower in the south of Paris, collecting 4 months of data 

from July 2023 until October 2023. The chosen site is a sub-urban site surrounded by agriculture, 

forest, wetlands, roads, and buildings. We then computed net CO2 flux for slow and fast-response 

analysers and compared them. The high-frequency losses were determined, and the correction 

procedure was evaluated. The fluxes were calculated using the wavelet-based eddy covariance 

method detailed in Coimbra et al. (2023), while the storage flux was computed using three-point 

profile concentrations routinely measured at the ICOS tower. The seasonal variations with wind 

directions of the CO2, CH4 and CO fluxes were then discussed. 

5.3 Material and methods 

5.3.1 Site description 

The study uses data from a 100-meter tall tower in the French Alternative Energies and Atomic 

Energy Commission (CEA) at a research campus in Saclay, 20 km southwest of Paris (Figure 5.1). 

The tower is part of the ICOS atmospheric network (FR-Sac) and participates in the ICOS Cities, 

Pilot Applications in Urban Landscapes (PAUL) project, which focuses on integrated city 

observatories for greenhouse gases. Climatically, the area is under oceanic influence with mild 

temperatures (11.5°C annual mean) and moderate precipitations (677-700 mm annual). The 

surrounding landscape is dominated by artificial (buildings, roads), agriculture (mainly cereal) and 



104 

 

forest. The region serves as a pathway for urban-to-suburban daily mobility, with more than 60 

thousand vehicles every day in 2022, according to SIREDO in the national (N118) and regional 

(D306, D36, D128) roads.  

 

Figure 5.1. Site diagram showing tower and acquisition house with tree height for scale. On the right panel, 

site map and localisation in the region. Colours indicate land use: cropland (orange), grassland (light green), 

forest (dark green), water (light blue), and white (urban). For reference, (1) a heating plant, (2) a 

manure/composting plant, and (3) a lake. 

Since 2011, the site has been equipped with high-precision cavity ring-down spectroscopy 

(CRDS) gas analysers (CO2, CO, CH4, G2401; Picarro Inc., Santa Clara, CA, USA) with a varying time 

response of a few seconds. The analyser is placed in a ground-level hut, connected to 3 sampling 

lines, 9.5 mm in internal diameter, collecting air at the 3 different heights of the tower (15, 60, and 

100 meters above ground level) alternatively every 10 minutes. Since 2017, a second multi-gas 

analyser has been measuring continuously through a parallel sampling line connected to the top 

of the tower (100 meters above ground level).  

The flow rate through the sampling lines is set around 12 L min-1 but with no control. At the 

bottom of all lines connected to the CRDS analyzer, the air is dried with Nafion (PermaPure, model 

MD-070-144S-4). The CRDS gas analysers followed the ICOS calibration procedure aiming for a 

precision higher than 50, 1 and 2 ppb for CO2, CO and CH4 (ICOS RI, 2020). From June to October 

2023, we set up a complete Eddy Covariance system at 100 m, consisting of a closed-path infrared 

(IR) gas analyser (LI-7200; Li-Cor Inc., Lincoln, NE, USA), a 0.7 m heated tube with a flow rate set 

to 15 L min-1 and a three-dimensional sonic anemometer (Gill WindMaster; Gill Instruments Ltd, 

Lymington, Hampshire, UK). The tower is also equipped with pressure (Vaisala PTB200), humidity 

and temperature sensors (Vaisala HMP155) at 1.5, 60 and 100 m.  

Half-hourly average dry CO2 mixing ratio showed a high degree of comparability between 

instruments (R² 0.97) and no bias (slope=1) (Figure 5.2). Nonetheless, we found an offset of 7.25 

ppm and an average drift of -11 ppm yr−1, which does not impact eddy covariance flux. 
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Figure 5.2. Comparison between dry CO2 mixing ratio measured by the IR (LI-7200) and the CRDS (PICARRO 

G2401) analysers. Left panel: scatter plot. Right panel: mixing ratio difference (IR-CRDS) as a function of time. 

Dots are observations; the red line is a linear fit, and the grey line is a 1:1 line. The correlation coefficient (R²), 

the mean error (ME, ppm), the mean absolute error (MAE, ppm), the linear fit and the drift. 

Data was unavailable for most of November due to instrument maintenance. The IR (LI-

7200) was set up unconventionally with the analyser horizontally, and the sampling tube vertically 

with a U-shaped head and a rain cap turned downwards. The choice was made based on the safety 

of maintenance on top of the tower. Unfortunately, the IR malfunctioned during the measurement 

campaign and prevented all analysers from running simultaneously for the whole period. 

5.3.2 Data processing  

The mass balance equation to compute surface flux includes storage, advection, and turbulent 

transport (Foken et al. 2012). For the scope and goals of this work, vertical and horizontal 

advection was considered negligible, assuming dynamic horizontal homogeneity of the surface. 

The vertical component of the wind (𝑤) and the mixing ratio of a scalar s (𝜒𝑠) can then be used to 

calculate flux at the surface 𝐹𝑒𝑐𝑜based on the turbulent covariance (𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ̅) measured at a certain 

height (ℎ𝑚), and the storage term (∫
𝜕𝜒𝑠̅̅ ̅

𝜕𝑡
𝑑𝑧 

ℎ𝑚
0

, where t is time and z is the height). Here, overbars 

stand for time averaging. The surface flux 𝐹𝑒𝑐𝑜 (µmol m−2 s−1) can be then expressed as a function 

of the molar volume of dry air 𝑉𝑎 =
𝑅𝑇𝑎

𝑃−𝑒
, where P is atmospheric pressure (Pa), e is vapour pressure 

(Pa), R is the ideal gas law constant (8.31 J kg−1 K−1), and Ta is air temperature (K): 

𝐹𝑒𝑐𝑜 = (∫ 𝑉𝑎
−1
𝜕𝜒𝑠̅̅ ̅

𝜕𝑡
𝑑𝑧 

ℎ𝑚

0

+ 𝑉𝑎
−1 𝑤′𝜒𝑠

′̅̅ ̅̅ ̅̅ ̅) (5.1) 

Storage flux computation 

The storage flux was computed as in Aubinet et al. (2005) as the derivative over time of 

scalar s contained in the column below the measurement height (100 m): 
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𝑆𝑇𝑠 = ∫ 𝑉𝑎
−1
𝜕𝜒𝑠̅̅ ̅

𝜕𝑡
𝑑𝑧 

ℎ𝑚

0

~
∆∑ 𝑉𝑎𝑖

−1𝜒𝑠𝑖̅̅ ̅̅ ∆𝑧𝑖
3
1

∆𝑡
 (5.2) 

Where ∆𝑡 is 30 min, index i stands for the three layers (0-15, 15-60, 60-100, and ∆𝑧𝑖is the 

layer depth. The scalars CO2, CO and CH4 were measured at 15, 60 and 100 m with the CRDS 

analysers. The dry air volume ratio was computed at each height based on measured air relative 

humidity and temperature. The storage was calculated using the three levels of measurements 

done by the same instrument alternating between the three heights for periods of 10 minutes. 

The 10-minute average measurements were linearly interpolated. The 30-minute average was 

computed, and the time derivative was calculated at that time step.  

Turbulent flux calculation 

The turbulent flux was calculated based on a covariance, thus the name of the method Eddy 

Covariance (EC). Pre-processing is required and was done using EddyPro 7.0.9, applying de-

spiking (Mauder et al., 2013), covariance maximization for time lag, and double rotation (Wilczak 

et al., 2001). Time lag relates to the delay from sampling and measurement, and the maximization 

can lose reliability under noisy measurements (Langford et al. 2015). Typically, a default value and 

bounds are set individually for each gas and gas analyser. If an optimal value falls within the 

bounds, it is retained; otherwise, the default is chosen. Based on tube dimensions and flow rate, 

the LICOR 7200 analyser's lag time was set to 0.09 ± 0.35 s. For the PICARRO analysers with a 100 

m line, the lag time was set to 60 ± 2 s based on comparison with the LICOR 7200 CO2 

concentration. This lag time is compatible with a ~12.6 L min−1 flow rate. The ± 2 s tolerance was 

included to account for the uncertainty over the precise travel time and possible seasonal changes 

linked to air viscosity dependency on temperature and filter dirtiness. 

In addition to the standard EC calculated by EddyPro 7.0.9, we used a second flux processing 

method based on discrete wavelet transform (Coimbra et al., 2023) (Appendix A). This method 

decomposes a time series (𝑥) into sub-series (�̃�), each defined in a given frequency domain j :  

𝑥(𝑡) =∑ �̃�(𝑡, 𝑗)
𝐽

𝑗=0
 (5.3) 

Where j is the scale level corresponding to a given frequency 𝑓𝑗 = 𝑠0
−12−𝑗𝛿𝑗 , for 𝑗 = 0, 1, … 𝐽, 

where s0 is the sampling rate (0.1 s in this study) and 𝛿𝑗 the frequency resolution (1 for discrete 

wavelets). When using discrete wavelets, since frequencies are independent (Coimbra et al., 2023, 

appendix A), we can calculate the covariance of 𝑤 and 𝜒𝑠 in each frequency band �̃��̃�𝑠̅̅ ̅̅ ̅(𝑗) by a 

simple multiplication of the decomposed sub-series �̃�(𝑡, 𝑗) and 𝜒�̃�(𝑡, 𝑗): 

�̃��̃�𝑠̅̅ ̅̅ ̅(𝑗) = �̃�(𝑡, 𝑗) × �̃�𝑠(𝑡, 𝑗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ = ∫ 𝐶𝑜𝑤𝜒𝑠(𝑓)𝑑𝑓
𝑗

𝑗−1

 (5.4) 



107 

 

For continuous wavelets, a different formula (Farge, 1992; Torrence and Compo, 1998; Farge 

and Schneider, 2001) or an empirical wavelet-specific correction factor (Coimbra et al., 2023) 

should be applied. We note in eq. (4) that the frequency-resolved covariance �̃��̃�𝑠̅̅ ̅̅ ̅(𝑗) is also the 

integration of the co-spectrum of 𝐶𝑜𝑤𝜒𝑠(𝑓) in the frequency band j−1 to j, which EddyPro can 

compute. The sum of the wavelet-decomposed covariance then yields the covariance: 

𝑤′𝜒𝑠
′̅̅ ̅̅ ̅̅ ≈ ∑ �̃��̃�𝑠̅̅ ̅̅ ̅(𝑗)

𝑗=1..𝐽

 
(5.5) 

A detailed description of the wavelet method, the wavelet transform, and the corresponding 

flux data processing can be found in Appendix A1 and in (Coimbra et al., 2023). In this study, we 

used a discrete Daubechies (k=6) wavelet (Daubechies, 1988), ensuring the influence cone was 

larger than the period selected. All fluxes were averaged every 30 minutes, integrating up to the 

closest available period (6.1×10-4 Hz or 27 min). Despiking (Mauder et al., 2013) was used on each 

frequency-decomposed sub-series (�̃�) to eliminate any unrealistic values identified and replace 

them using a linear interpolation. For EC flux calculation, the slow-response analyser (PICARRO) 

was resampled to 10 Hz to synchronize with the sonic anemometer sampling rate. The resample 

was achieved by repeating each measured value until it changed. 

Quality flags and stability classes 

Quality flags were assigned using the standard 0-1-2 flag system from FLUXNET (Mauder 

and Foken, 2011), involving tests for stationarity and fully developed turbulence (Foken and 

Wichura, 1996). Stationarity is essential to equate ensemble and time averages, as turbulent 

fluctuation is formally defined as a deviation from the former rather than the latter. Standard eddy 

covariance (EC) cannot be used for non-stationary events, but wavelet decomposed series are 

stationary in each scale, eliminating the need to flag out these data. 

The stationarity test (STA) measures the absolute relative deviation between 5 and 30-

minute covariances, while the turbulence test (ITC) assesses the deviation between measured and 

modelled integral turbulent characteristics. Data is considered of high quality (< 30 %), medium 

(30 – 100 %), or low (>100 %), based on deviation percentages for each test (worst applicable 

result prevails). A detailed description of the quality flags can be found in Foken and Wichura 

(1996). 

Stability classes were defined using the stability parameter ζ = (z − d) / L, where z is the 

measurement height, d is the zero-plane displacement height, and L is the Obhukov length. We 

classified stability as unstable (ζ < −0.2), near neutral (−0.2 > ζ > 0.2), and stable (ζ >0.2). 

5.3.3 High-frequency corrections on noisy measurements 

Instruments have measurement limitations, which decreases their ability to produce a true value. 

Closed-path gas analysers require a gas sample to pass through a tube system, which includes 

filters. Longer tube lengths typically result in increased time lag and reduced high-frequency 
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signal. The signal degradation can be represented by a transfer function, 𝑇𝐹, which attenuates the 

high-frequency (Ibrom et al., 2007) of the true co-spectrum of w and a compound s: 

𝑓𝑆𝑝𝑠,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑓) = 𝑓𝑆𝑝𝑠,𝑡𝑟𝑢𝑒(𝑓) × 𝑇𝐹 (5.6) 

Where f is the frequency (Hz), Sps is the spectrum between w and a scalar s. Note that we 

can consider the transfer function equal for the spectrum and co-spectrum, as we neglect the w 

transfer function and spatial sensor separation for the case of this tall tower (Massman, 2000). We 

assume the true covariance can be estimated by multiplying the measured covariance by a 

correction factor, CF: 

𝑤′𝜒𝑠
′
𝑡𝑟𝑢𝑒

= 𝐶𝐹 × 𝑤′𝜒𝑠
′
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

 (5.7) 

Acknowledging that the covariance is the integral over all frequencies of the co-spectra, the 

correction factor CF can be calculated from the transfer function TF and a true co-spectrum, which 

is usually taken to be wTs (where Ts is the ultrasonic temperature). Indeed, we assume the similarity 

of scalars in the atmospheric boundary layer and use the (co)spectrum of Ts as a proxy of 

unattenuated co-spectrum, as Ts is collocated to w (Ibrom et al., 2007). This yields for CF:  

𝐶𝐹 =
∫𝐶𝑜𝑤𝑇𝑠 (𝑓)𝑑𝑓

∫𝐶𝑜𝑤𝑇𝑠 (𝑓) × 𝑇𝐹(𝑓|𝑓𝑐)𝑑𝑓
 (5.8) 

Where TF can be calculated in different forms and account for low and high-frequency 

attenuation, experimental methods are recommended for high-frequency spectral correction 

(Ibrom et al., 2007; Fratini et al., 2012). We can approximate an empirical TF, explained further 

down, using a first-order system, as the product of a transfer function H accounting for a first-

order filter’s time constant, τc, representing the system response time (s), and a transfer function 

Hp accounting for a generic phase shift φ as (Massman, 2000): 

𝑇𝐹 = 𝐻 × 𝐻𝑝 (5.9) 

𝐻 =
1

1 + (2𝜋𝑓𝜏𝑐)
2
 (5.10) 

𝐻𝑝 = 𝑐𝑜𝑠𝜑 − 2𝜋𝑓𝜏𝑐𝑠𝑖𝑛𝜑 (5.11) 

Note that the cut-off frequency, fc equals (2𝜋𝜏𝑐)
−1. Ideally, H would be the measured-to-

true spectra ratio for the scalar of interest. However, only the measured spectrum is known and 

so eq. (5.102.8 is fitted using the sonic temperature Ts as a proxy of the unattenuated spectrum 

(Ibrom et al., 2007; Fratini et al., 2012; Peltola et al., 2021): 
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𝐻 =
𝑆𝑝𝑠(𝑓)

𝑆𝑝𝑠,𝑡𝑟𝑢𝑒(𝑓)
≈ 𝐹𝑛

𝑆𝑝𝑠(𝑓)/𝜎𝑠
𝑆𝑝𝑇𝑠(𝑓)/𝜎𝑇𝑠

 (5.12) 

Where Fn is a normalisation factor that accounts for any inaccuracies in the variance. 

Sometimes 𝑇𝐹 = 𝐻 is used, and Hp is not considered (Ibrom et al., 2007). However, not 

accounting for the phase shift (e.g., using cross-covariance maximisation for lag correction and 

solely H for co-spectra correction) can bias CF (Peltola et al., 2021). Fortunately, 𝐻𝑝 ≈ 1/√𝐻 which 

leads to 𝑇𝐹 = 𝐻𝐻𝑝~ √𝐻 (Peltola et al., 2021). In this work we use Fratini et al. (2012) where 𝑇𝐹 =

√𝐻.  

 

Figure 5.3.  Transfer functions H (dotted lines) for each compound and analyser. The transfer function was 

fitted to the ratio of each compound’s spectra to the sonic temperature spectra. All spectra are ensemble 

averages taken from EddyPro outputs, filtered for significant fluxes. Dots show the mean spectra per frequency 

band. The grey shaded area shows the frequency range (2 - 0.0018 Hz) over which transfer functions were 

fitted.  

The spectra and co-spectra calculation were performed using EddyPro 7.0.9, following 

Fratini et al. (2012) described in equations 8-12. The transfer function H, accounting for the first-

order filter’s time constant 𝜏𝑐 , was estimated for each analyser and each compound through a 

least square minimisation approach of the spectra (Figure 5.3). 

From the H, TF was computed as √𝐻, and CF was calculated with eq. (5.8). For TF optimisation 

and CF calculation, only frequencies between 2 and 0.0018 Hz were used (see Figure 5.3). We 

assumed all compounds (CO2, CH4, CO) measured by CRDS (PICARRO G2401) suffered the same 

attenuation and used CO2, the best-defined curve for all three analysers (Table 5.1). This 

assumption is grounded on the fact that measurements are done by the same instrument at the 

same acquisition rate sampled through the same line and is backed by the proximity between CH4 

and CO2 spectra, while the CO signal noise can explain the unexpected CO spectra due to the 

lower signal-to-noise ratio. Indeed, the noise was already larger than the signal at periods longer 

than 5 minutes (Figure 5.3). Similarly, the small step increase of around 4 s for the CRDS analysers 

corresponds to the actual measurement interval. 
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Table 5.1. The transfer function parameters for each instrument account for high-frequency attenuation. Here 

𝑻𝑭 = (𝟏 + (𝟐𝝅𝒇𝝉𝒄)
𝟐)−

𝟏

𝟐, where 𝝉𝒄 is the first-order filter’s time constant. The cut-off frequency, fc, equals 

(𝟐𝝅𝝉𝒄)
−𝟏. Fn is a normalisation factor. The optimized values correspond to optimisations, as shown in Figure 

3. The values used correspond to the optimised ones except for the CH4 and CO, for which the CO2 parameters 

are used instead. See equations (8-12) and text for details.  

Instrument Compound 
Optimized Used 

𝜏𝑐 (s) fc (Hz) Fn (-) 𝜏𝑐 (s) fc (Hz) 

IR CO2 0.5 0.34 1.12 0.5 0.34 

CRDS CO2 3.0 0.05 1.63 3.0 0.05 

CRDS CH4 2.4 0.06 1.01 3.0 0.05 

CRDS CO 0.5 0.34 3.49 3.0 0.05 

 

5.3.4 Spatial tools 

For an analysis of the fluxes’ footprint as a function of wind direction, we used a backward 

Lagrangian stochastic particle dispersion model (LPDM-B) for the footprint (Kljun et al. 2015), and 

computed vegetation indexes based on Sentinel 2 (ESA/Copernicus Data) and a French land use 

map (IGN, 2022).  

Sentinel 2 data was collected using Google Earth Engine, a tool available at 

https://github.com/pedrohenriquecoimbra. To monitor vegetation, we calculated the enhanced 

vegetation index (EVI) using the following equation:  

𝐸𝑉𝐼 = 𝐺
𝑁𝐼𝑅 − 𝑅𝑒𝑑

𝑁𝐼𝑅 + 𝐶1𝑅𝑒𝑑 − 𝐶2𝐵𝑙𝑢𝑒 + 𝐿
  (5.13) 

Where NIR, Red, and Blue are surface reflectances centred in the 842, 665 and 490 nm 

wavelengths, band B8, B4 and B2 in Sentinel2, corrected for transfer through the atmosphere; L is 

the canopy background adjustment that addresses non-linear, differential NIR and red radiant 

transfer through a canopy, and C1, C2 are coefficients, G is a gain factor. We adopted the same 

coefficients as in the MODIS-EVI algorithm: L = 1, C1 = 6, C2 = 7.5, and G = 2.5. For all reflectance 

bands, we removed clouds using the Sentinel-2 Cloud Masking, s2cloudless, also available in 

Google Earth Engine. We classified clouds if the cloud probability was above 60 % and removed 

pixels considered cloud shadows based on a threshold of 0.15 for near-infrared and a maximum 

distance of 1 km from cloud edges. We also removed 50 m around the mask, assuming the cloud 

shadowing may still affect these pixels. 

5.3.5 Performance measurements 

Comparisons between instruments were carried out using mean bias and absolute error, defined 

as:  

https://github.com/pedrohenriquecoimbra
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𝑀𝑒𝑎𝑛 𝐸𝑟𝑟𝑜𝑟 (𝑏𝑖𝑎𝑠) =
1

𝑁
∑(𝑋𝑎,𝑛 − 𝑋𝑏,𝑛)

𝑁

𝑛=1

  (5.14) 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝑁
∑|𝑋𝑎,𝑛 − 𝑋𝑏,𝑛|

𝑁

𝑛=1

   (5.15) 

Where N equals the amount of data, X is the variable measured with instruments a and b at 

a time n. 

In the figures, 95% confidence interval bands were calculated using the Seaborn module in 

Python. It uses random sampling with a replacement strategy, bootstrapping, to construct a 

confidence interval (Dragicevic, 2016). 

If not declared otherwise, the squared loss, also named the ordinary least squares method, 

is used for linear fits. The method minimises the sum of the squares of the difference between the 

observed and predicted values. When robust or Huber loss is mentioned, we use a linear fit which 

minimizes the squared loss for the samples where the absolute difference between the observed, 

y, and predicted, f(x), values is smaller than δ and the absolute loss, sum of the absolute difference, 

otherwise. This feature makes it less sensitive to outliers than the squared error. 

𝐻𝑢𝑏𝑒𝑟 𝑙𝑜𝑠𝑠 = {
∑

1

2
(𝑦𝑖 − 𝑓(𝑥𝑖))

2
, |𝑦𝑖 − 𝑓(𝑥𝑖)| ≤ 𝛿

∑𝛿(|𝑦𝑖 − 𝑓(𝑥𝑖)| −
1

2
𝛿) , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (5.16) 

By default, we chose arbitrarily 𝛿 = 5, noting that very low 𝛿 values may increase the number 

of values considered outliers. 

5.4 Results 

5.4.1 Mixing ratios of CO2, CO and CH4 

In Figure 5.4, the diel pattern shows a peak in 𝜒𝐶𝑂2 during morning, 07:00 in July and moving 

towards 09:00 in October, and a clear valley around 15:00. The pattern disappears when moving 

towards winter months. CO and CH4 show a similar peak in the morning autumn, although less 

marked. Only CO shows an afternoon peak in September, with the more apparent morning peaks 

for CH4 and CO. Seasonally, CO2, CO and CH4 mixing ratio are the highest in winter, while H2O is 

higher during summer. This difference may be explained by a larger biogenic CO2 sink and H2O 

source during the daytime in summer and a higher anthropogenic CO2 emission in winter (heating 

on). The difference may also be explained by larger (smaller) boundary layer thickness during the 

summer (winter), which can effectively dilute (concentrate) the molecules emitted at the ground. 
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Figure 5.4. Monthly dry mixing ratios diel pattern for all measured gases (CO2, H2O, CH4 and CO) for IR (LI-

7200) and CRDS (PICARRO G2401). The solid line indicates the median, and the region shows a 95% 

confidence interval. 

The mixing ratios vary with wind direction, which reveals some spatial patterns (Figure 5.5). 

During warmer months (July to October), the Westwind CO2 mixing ratio was smaller than the 

median value, while for CH4 and CO, we can notice a higher than the median value for the 

Northeast sector, especially clear for CO. In colder months (December and January), all mixing 

ratios were higher (also seen in Figure 5.4), with North-Easterly winds (0-180°) showing larger 

mixing ratios than in other directions. A peak in mixing ratios is observed for all three gases for 

winds coming from around 20°N, the direction from the heating plant. Interestingly, a smaller 

peak can be seen in the Northwest, in the direction of the lake (100 m afar), bare soil fields (around 

500 m afar) and a regional road roundabout (around 1 km afar). 
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Figure 5.5. Average dry mixing ratios by wind direction. Warmer months (July to October) are in grey, and 

colder months (December and January) are in red. Extreme values in the left and right 0.1% tails were removed. 

See Figure S 5.1 for monthly observations. CO2 is in ppm, while CH4 and CO are in ppb. 

5.4.2 Footprint and stationarity 

Footprint analysis 

A characterization of the site’s flux footprint (Figure 5.6) shows a heterogeneous landscape 

composition comprising 25% urban, 23% agriculture, 21% forest, and 21% grassland areas. In the 

western part of the site (42% forest), there is a relatively dense woodland primarily featuring 

deciduous trees. To the south (41% grassland), the landscape includes a golf club near the CEA 

campus. In all directions, there are croplands, predominantly with cereal crops (winter wheat, 

barley, maize) and oilseeds (rapeseed), which are typical of the region. In the northeast (45% 

urban), the landscape aligns with the CEA campus's location, including a heating plant aligned to 

20° N. The 43.9 km² 80% footprint encompasses a national road (N118) and several regional roads 

(D306, D36, D128) with a weekly traffic of 60 thousand vehicles on average (in 2022 according to 

SIREDO). Water ponds have a small contribution to the northwest to northeast sectors (2.3-2.6%). 

Two ponds are situated in these sectors, one approximately 100 meters from the tower (northwest) 

and a second larger farther away (around 2.4 km northeast, visible in the map Figure 5.6.a). 

 

Figure 5.6. Flux footprint by land use group. (a) Footprint for all the periods, where lines indicate 10 to 90 

(border) % level source area. (b) The contribution of each land use is weighted by footprint density. (c) Monthly 

footprint, where lines indicate 50 and 80 (border) % level source area. Note that for visual purposes, urban 

areas are coloured as white-grey on the map. Footprints were estimated using the model by Kljun et al. (2015). 

In Figure 5.6.c, we can see that the monthly changes in composition and shape of the area 

contribute to the fluxes measured at the tower (the flux footprint). Some months have a larger 
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footprint (e.g. August and September), while others are narrower (e.g. December and January) 

related to changes in the dispersion conditions. This difference is explained by the most prominent 

occurrence of stable conditions during the summer, which leads to larger footprints than during 

the winter, which has mainly neutral conditions (shown by the stability ratio z / L) driven by 

stronger Winter winds, elevated friction velocity, and cloudy conditions (Figure 5.7). Note that the 

landscape is not homogeneous (Figure 5.6.b), so wind direction can also change the profile of 

sources and sinks, contributing to each compound flux measured at the tower. December, for 

instance, was the month with the least contribution from the most urban northeast sector. 

The mixing and atmospheric boundary layers show clear diurnal and seasonal cycles (Figure 

5.7). Warmer hours of the day and months show taller boundary layer heights, implying a larger 

volume of the developed layer in which the compounds can be diluted. During these warmer 

periods, the conditions are often unstable (z/L < 0.2), and friction velocity is high (> 0.4 ms−1). 

These conditions indicate a well-mixed layer and bigger eddy sizes. On the contrary, colder 

months (December and January) showed a relatively flat diel pattern, primarily due to a shorter 

photoperiod, leading to a much lower boundary layer height. We also noted that on-site fog was 

frequently observed during these periods. Concurrently, friction velocity increased on average 

during winter. We do not think strong winds in neutral conditions, especially medium winds in 

stable conditions, would favour horizontal advection. In the scope of the present work, however, 

it was not quantified due to a lack of measurements (horizontal gradients of concentration and 

fluxes).  

 

Figure 5.7. Boundary layer conditions. (a) The heights of the atmospheric boundary layer (ABLH) and the 

mixing layer (MLH) were measured by SIRTA in Palaiseau, 4.8 km from the tower. Data is available online 

(Kotthaus et al., 2023). (b) Stability parameters (ζ = (z - d) / L) and friction velocity (u*) were measured at the 

FR-Sac tower. Absolute values of ζ bigger than 2 were ignored.  

Stationarity and well-developed turbulence 

Most of the data collected was under well-developed turbulence, 75% if only considering 

high-quality (flag 0) integral turbulence characteristics test (ITC), and 99 % including medium-
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quality (flag 1). Around half of the data (41 %), with an ITC flag 0, was also considered stationary 

(stationary flag 0), increasing to 81 % if we include flag 1 on both tests. The stationarity test is 

required for standard EC but not for wavelets; thus, using the latter increases the data amount by 

34 % in case only high-quality observations are used and 55 % in case medium-quality data is 

included (Figure 5.8). These savings happen more often during the day due to a higher 

coincidence of both flags at night. The percentages given are for the Licor (IR) fast analyser but 

are of the same order of magnitude as those for the PICARRO analyser (CRDS). 

 

Figure 5.8. Quality control flags for turbulence (ITC) and CO2 stationarity (SS). Flags follow a 0-1-2 system for 

high, medium and low quality. Percentage of (a) turbulence flagged data by hour of the day. Stationarity 

flagged CO2 data by hour of the day for (b) the Licor instrument (IR) and (d) the PICARRO instrument (CRDS). 

Stationarity flags per ITC group are also given for the IR (b) and CRDS instrument (c). Percentages are summed 

to 100% in each group and overall data (in parentheses). See Figure S 5.2 for stationary tests for the three 

instruments. 

5.4.3 Comparison of CO2 flux between slow and fast-response analysers 

High-frequency spectral correction 

The CRDS analysers showed significantly more high-frequency attenuation of the flux than 

IR analysers (Table 5.2 and Figure 5.9), as expected due to the much longer sampling tube of the 

CRDS analyser (115 m) than the IR analyser (0.7 m), as well as the slower CRDS acquisition 

frequency (~3 s) compared to the IR (0.1 s).  The difference was greater in (very) stable conditions, 

when higher frequencies contribute more to the flux than in (very) unstable conditions (Figure 5.9). 

On (very) unstable conditions, the contribution of low-frequencies to the flux increased, as shown 

by the fact that none of the ogive levels levelled at 1 for 30 minutes of integration time (ogive 

slope > 0). Surprisingly, CO (measured by CRDS) showed an atypical curve with stronger 

contribution from high frequencies, which after analysis was attributable to noise from this less 

sensitive instrument. 
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Figure 5.9. Normalised co-spectra (a) and ogives (b) of w and CO2, CH4, and CO covariances for gases 

measured by IR and CRDS and the reference sonic temperature, Ts. Median values from July to October 2023 

grouped by stability classes: ζ < −0.2 (unstable); −0.2 > ζ > 0.2 (near neutral); ζ >0.2 (stable). N indicates the 

amount of half-hourly data in each class. 

The high-frequency attenuation varied from 3 to 7% for the fast instrument (IR), while the 

CRDS instruments sampling at 100 m ranged from 11 to 19% (Table 5.2). We can expect more 

extensive corrections on stable conditions, characterized by a larger contribution of high 

frequencies to the flux, as observed for IR; contrarily, CRDS decreases compared to near-neutral 

conditions. It is worth noting that despite the 10 Hz acquisition frequency and 100 m height, the 

attenuation of the IR instrument was non-negligible. Additionally, the time response of the slow 

CRDS analysers, estimated based on the transfer function (3.62 s), matches the acquisition 

frequency (ranging between 3 s and 4 s), but it also matches the expected attenuation for a long 

tube (Figure 5.16). 

Table 5.2. Percentage of high-frequency corrections of each instrument's CO2, CH4 and CO fluxes per stability 

class. Note that we used the CO2 transfer function for all compounds in the CRDS, assuming the damping in 

the sampling line was a dominant attenuating process. 

Instrument 

(compound) 

Stability class 

(very) unstable near-neutral (very) stable 

IR (CO2) 2.7% 5.5% 6.6% 

CRDS (CO2, CH4, CO) 11% 19% 17% 

Comparing CO2 flux measured by slow and fast-response analysers 

The CO2 fluxes computed from the IR (LI-7200) and the CRDS (PICARRO) analysers were well 

correlated with an underestimation of 13% of the CRDS for uncorrected fluxes that was diminished 

to 3% after high-frequency corrections (Figure 5.10). High-frequency correction decreased the 

bias, ME, by 0.04 μmolm−2s−1 with no effect on absolute error (MAE) or the correlation coefficient 

(R2). Moreover, the CRDS-corrected fluxes tended to underestimate the CO2 fluxes slightly under 

stable conditions (Figure S 5.3). 
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Figure 5.10. Comparison of CO2 flux computed with the IR (LI-7200) and the CRDS (PICARRO G2401) 

analysers, (a) before and (b) after high-frequency loss corrections. Dots are observations; the red line is a robust 

linear relation, and the grey line is the 1:1 line. The correlation coefficient (R²), the mean error (ME, 

μmolm−2s−1), and the mean absolute error (MAE, μmolm−2s−1) are shown in the bottom right. Statistics are 

calculated by ignoring outliers from robust linear regression. 

5.4.4 Surface flux dynamics  

Turbulent fluxes 

We observed a well-defined summer pattern for the CO2 flux with emissions at night and 

sequestration during the day (Figure 5.11). From summer to winter, the sink shortens in time and 

decreases in magnitude up to the point that during winter, the site behaves on average as a source 

all day. We note that the concentration morning peak observed in Figure 5.4 does not correspond 

to a peak in the flux. Following the seasonal pattern of CO2, the evapotranspiration (as shown by 

the latent heat flux) decreased towards colder months. The similarity between CO2 and H2O trends 

indicates that photosynthetic activity slowed down. Indeed, in September, several crops were 

senescent or harvested, and the deciduous trees in the surrounding started to lose their leaves, 

as shown by the EVI maps (Figure S 5.5).  

The CH4 fluxes showed a marked daily pattern from July to September, with higher emissions 

in the morning than in the afternoon. Seasonally, the emissions in January were 10 times larger 

than in the previous months. The CO flux shows a marked increase in November and January but 

not in December, despite similar temperatures and traffic. In January, winds were relatively well 

distributed, while in December, the most urban NE sector was rarely in the footprint, which may 

explain the difference between the three months. 
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Figure 5.11. Monthly mean turbulent fluxes diel pattern of CO2, CH4 and CO for IR (LI-7200, only CO2) and 

CRDS (PICARRO G2401) gas analysers. Fluxes showed after spectral correction. Data points falling within the 

extreme 1% tail of the distribution were removed. 

Storage and surface fluxes 

The CO2 storage fluxes were the same magnitude as the turbulent fluxes (Figure 5.11) and 

showed diurnal patterns with positive values at night, early peaks of negative values during sunset, 

and a following increase towards positive values throughout the day (Figure 5.12).  

The storage fluxes represented night-time emissions and daytime CO2 and CH4 absorption. 

In warmer months, when storage was significant, we observed the appearance of destocking 

(negative storage term) at the same time as the rise in mixing layer height (Figure 5.7). Both started 

in the early hours during sunrise when the surface heated, causing instability and forming 

turbulence. During these early events, nearly all the ecosystem flux was measured through CO2 

storage flux. Over the months, we have observed a decrease in the CO2 storage term as 

atmospheric stratification progressively becomes neutral, and the boundary layer height stays 

unchanged throughout the day. We also noted a decrease in CH4 over time; however, in January, 

we can see negative values in the middle of the day, as observed for CO and CO2. CO showed little 

storage during the vacation months (June and July) or in December, with the wind coming from 

the vegetated sector. CO storage increased during rush hours in September and October. 
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Figure 5.12. Monthly mean storage fluxes diel pattern of CO2, CH4 and CO computed using mixing ratios 

measured by the CRDS (PICARRO G2401) gas analyser on three levels (15, 60 and 100 m). Data points falling 

within the extreme 1% tail of the distribution were removed. 

5.4.5 A look into the flux spatial heterogeneity  

Fluxes categorized by wind direction and separated for day and night reveal spatial patterns 

(Figure 5.13). During daytime in warmer months (January to October), most directions exhibited a 

CO2 sink. The most pronounced CO2 sink was observed from the west, in the direction of the 

forest, where some emissions of CH4 were observed, but notably, smaller emissions of CO. Colder 

months revealed stronger southeast CO2 emissions echoed in CH4 and CO fluxes. In the northeast 

sector, CO emissions were strong, increasing in colder months, possibly due to the alignment with 

the national road N118, ~50°. Peaks in CO emissions during nights align with directions with 

higher emissions during the day and maybe turbulent fluxes from particularly windy nights. 

Additionally, the wind direction spanning 10-45°, the direction of the local heating plant, exhibited 

CO2 and CH4 fluxes significantly higher than those observed in other directions during both 

daytime and night-time periods. 
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Figure 5.13. Surface fluxes by wind direction, daytime in the top panel and night-time in the bottom panel. 

Surface fluxes include turbulent and storage terms. The values presented are the median with the interquartile 

range; 0.1% extreme values were removed. Wind directions bins with less than 10 observations were added to 

the next bin clockwise. CO2 fluxes are in µmol m-2 s-1, and fluxes of CH4 and CO are in nmol m-2 s-1. Note for 

CO2 and CH4, 10-110° were plotted separately for visual purposes. 

The NW CO2 flux also showed a shift from a source in warmer months to a small sink during 

winter. This shift is expected when considering the crop field in this wind direction: bare soil in 

July (Figure 5.14) and green in January (Figure 5.15). Greenness can be identified by a higher leaf 

density, which is why the Enhanced Vegetation Index (EVI) is a proxy. 

In July, west wind fluxes show a recognizable CO2 diel pattern with carbon sequestration 

during the day when the wind comes from the vegetated direction (W and SW) (Figure 5.14.b). 

The high EVI indicates that the forest and grassland had fully green leaves this month. On the 17th 

of July, we can spot a positive CO2 peak at the end of the day coming from the W direction, which 

is not found in CH4 or CO. The peak is atypical for a forest ecosystem at this magnitude and may 

be a signal from the road or other activity. CH4 was found to be more elevated for W winds. CO 

did not show a marked pattern when the wind came from a vegetated direction. For the period 

when wind came from the CEA campus (10-100°), the three gases showed very similar patterns, 

with a peak in the middle of the day. 
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Figure 5.14. Zoom into a summer week. (a) EVI mean mosaic from July (2nd, 7th, 12th, 14th, 17th, 24th) using 

Sentinel2 data. (b) Surface fluxes, turbulent and storage term, with background colours per wind directions, W 

in blue, SW in light blue, 10-30° in red, 30-100° in light red. 

In January, when the heating plant was operational, and the wind came from its direction, 

we can distinctly observe the contribution of the heating plant to the CO2 and CH4 fluxes (Figure 

5.15). CO fluxes were also higher when the wind came from the heating plant, but the difference 

compared to the vegetated wind direction was less striking. The mean (and 90th percentile) for 

CO2, CH4 and CO fluxes from the NE were 8.2 (25) µmol m-2 s-1, 214 (801) nmol m-2 s-1, and 27 (71) 

nmol m-2 s-1, respectively. While W and SW values were 1 (2.3), 4.8 (12) and 12 (40) µmol m-2 s-1 

smaller.  

Apart from the heat plant's fluxes, Wintertime fluxes were notably smaller than summer 

(Figure 5.14), as expected by the lower biological activity during that period. The green areas 

exhibited lower EVI, indicating the loss of leaves during this season. 
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Figure 5.15. Zoom into a winter week. (a) EVI mean mosaic from January (5th, 18th, 20th) using Sentinel2 data. 

(b) Surface fluxes, turbulent and storage term, with background colours per wind directions, W in blue, SW in 

light blue, 10-30° in red, 30-100° in light red. 

5.5 Discussion 

5.5.1 Challenges of measuring on a tall tower with slow-response analysers 

High-frequency loss corrections on the atmospheric tower configuration 

Our findings revealed that an ICOS atmospheric tower configuration utilizing a CRDS gas 

analyser with an acquisition frequency of approximately 0.3 Hz and a tube length of 100 m 

exhibited a high-frequency loss correction of approximately 20%. This correction was around three 

times more than the conventional ecosystem flux measurement setup, which employed an IR gas 

analyser with a 10 Hz acquisition frequency and a tube length of 0.7 m, positioned at the top of 

the tower. The observed transfer function (TF) for the CRDS setup closely matched the theoretical 

attenuation expected, as depicted in Figure 5.16Figure 5.16. Indeed, the tube and sensor 

attenuation together leads to a first-order time constant around 3s, as we observed for the CRDS 

setup (Table 1). This outcome suggests that only a limited attenuation reduction can be expected 

even with a faster measurement system or a smaller tube attenuation. In order to substantially 

decrease the high-frequency attenuation of the flux, both an increase of the acquisition frequency 

and a decrease in tube attenuation (decrease in tube length or increase in flow rate) would be 

required. 

Since the tube attenuation is higher when flow inside the tube is laminar (Lenschow and 

Raupach, 1991), ensuring a Reynolds number larger than ~2300 is key to minimize attenuation. 

We can define 𝑅𝑒 =
2𝑄

𝜋𝑟𝑣
, where Re is Reynolds number (-), r is tube radius (m), Q is the volumetric 

flow rate (m3s−1), and v is the kinematic viscosity of air. We find that for the tube in place with 9.5 

mm of internal diameter, pumping ~14-17 L min−1 is necessary to achieve a turbulent flow. Under 

these conditions, the cut-off frequency would increase to more than 0.6 Hz, but the pressure 

would drop from -6 mbar to -47 mbar. 
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Figure 5.16. Transfer functions were computed for the tube (TFtube, Leuning and Moncrieff, 1990; Foken et al., 

2012), the sensors acquisition frequencies (TFacq, Horst, 1997) and observed for CO2 for the two setups at the 

tower. The Saclay atmospheric setup (CRDS) consists of a 100 m sampling line with a 9.5 mm diameter, 

acquisition frequency ~0.3 Hz and flow rate of 12.7 L min−1. Conventional ecosystem setup (IR) consists of a 

0.7 m sampling line with a 5.33 mm diameter, acquisition frequency of 10Hz and flow rate of 15 L min−1. 

Note that curves (1) and (3) are superposed for the IR setup. 

It is worth mentioning that in our study, we used a first-order filter fitted on in-situ data as 

a transfer function, following Fratini et al. (2012) and shared by other studies (Ibrom et al., 2007; 

Peltola et al., 2021). In the atmospheric tower configuration where the main attenuation arises 

from the tube length, the transfer function may take an exponential shape, as proposed by 

Leuning and Moncrieff (1990) and Foken et al. (2012), and the fitting may not be perfect, as 

depicted in Figure 5.16. However, the effect on the correction factor was evaluated to be 

negligible. 

For the same transfer function, attenuation may change based on the co-spectra 

dependence on measuring height, wind speed, and stability parameter (z/L). Specifically, increases 

in wind speed and stability parameters, or decreases in measuring height, are expected to shift a 

co-spectrum towards higher frequencies, thereby enhancing attenuation for a given transfer 

function (Horst, 1997). Theoretical expectations of the attenuation factor from Horst et al. (1997) 

based on empirical co-spectra agree very well with our measurements under unstable to near-

neutral conditions but do not entirely align with our observations for neutral and stable conditions 

(Figure 5.17). Indeed, surprisingly, we found that the attenuation remained stable or slightly 

decreased for z/L values over 0.2 in the case of IR and CRDS, respectively. This finding contrasts 

with the prediction by Horst et al. (1997), which suggested an increase by a factor of 5 under very 

stable conditions. This difference needs further investigation. 
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Figure 5.17. Flux attenuation is due to high-frequency losses, theoretical as lines and measured as points. The 

theoretical losses are computed from Horst (1997, eq. 11), using the measured first-order time constant c for 

the IR (0.5 s) and the CRDS (3s) 

More surprising is the HF losses found for CO2 measured by the IR (LI-7200). On this 

supposedly conventional ecosystem setup (0.7 m heated tube, 5.33 inner diameter, 15 Lmin−1 flow 

rate, 7 µm filter), attenuation and the transfer function were expected to be much smaller. The 

time constant of 0.5 s is equal to the cutting frequency (0.32 Hz) reported by Ibrom et al. (2007) 

for CO2 with a 50 m long tube, 8 mm diameter, and a flow rate of 20 L min-1. We do not have 

strong evidence to explain this substantial attenuation, and we are bound to speculate that this 

may be due to the inlet filter. Indeed, we observed a considerable HF loss for H2O with a 𝜏𝑐 ranging 

from 0.7 s for RH < 30% to 5 s at 70% RH and 50 s for RH larger than 80% (data not shown). Such 

a loss during wetter conditions indicates that the inlet accumulated water vapour, probably on 

the filter holding hygroscopic aerosols. Since CO2 dissolves in water, the microscopic water 

accumulated in the tube may have buffered the CO2, leading to a significant attenuation.  

The CRDS setup, however, exhibited relatively small attenuation. Wintjen et al. (2020) 

reported a 16-22% damping factor for a 48 m tube with a 6 mm diameter, measuring reactive 

nitrogen at 10 Hz. Despite the longer tube length and slower analysers in our study compared to 

Wintjen et al., their slower flow rate (2.1 L min−1) and the expected stronger air-wall interactions 

for reactive nitrogen compounds may have contributed to the higher damping factor in their 

study. Correcting for high-frequency losses resulted in agreement between the IR and CRDS 

methods within 3%, maintaining the elevated R2 of 0.94 (Figure 5.10). This match demonstrates 

that the high-frequency correction was able to correct for the losses. 

Storage and advection 

Storage fluxes amplitude were of the same magnitude as the turbulent fluxes, as Haszpra et 

al. (2005) observed. These values mean the storage term must be included when looking into the 
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diel surface flux pattern. In particular, we observe a negative storage flux in the morning during 

the summer months that may account for the early onset of photosynthesis and the expansion of 

the mixed layer (Figure 5.7).  

 

Figure 5.18. Diel mean for July 2023 for CO2 surface flux and turbulent and storage terms. Values for the CRDS 

(PICARRO G2401). Data points falling within the extreme 1% tail of the distribution were removed. 

Similarly, we observe a quite strong night-time respiration component after sunset that is 

not captured by the turbulent flux. Storage flux would therefore be essential to consider when 

partitioning CO2 fluxes into biological uptake (photosynthesis) and emissions, which included 

both biological emission as respiration and anthropogenic emissions (Stoy et al. 2006; Tramontana 

et al. 2020; Coimbra et al. 2023).  

In this work, horizontal and vertical advection were assumed to be negligible, but they may 

not be. Indeed, daily mean storage in the site gravitates around zero during July but shows a non-

negligible variability for CO2 in August and September and for all gases in January (Figure S 5.6). 

In ideal conditions, the storage flux should average 0 over 24 hours since what is stored at night 

should be released during the day. Non-zero daily storage may indicate horizontal advection.  

Additionally, the chimney of the heating plant, ~600 m away from the tower, situated at a 

certain height, may bias the storage fluxes, which rely on gradient profiles along the tower. Indeed, 

if the plume from the heating plant emissions is measured intermittently due to changes in wind 

directions, we may attribute or ignore storage fluxes where lateral advection occurs. Correctly 

identifying such a process would require tracking the chimney plume with a 3D dispersion model 

and half-hourly resolution, which was out of the scope of the present work. 

Vertical advection may also exist but is challenging to estimate and may even lead to 

erroneous corrections and implausible fluxes, as Haszpra et al. (2005) observed. Vertical advection 

would even be neglected for very tall towers, as Davis et al. (2003) proposed, based on the 

assumption that synoptic scale processes should counterbalance vertical advection in the long 

term. 

5.5.2 Plausibility of the measured fluxes 

Winds originating from the deciduous forest (West) exhibit expected seasonal variations, 

with CO2 acting as a sink and CO emissions being negligible in warmer months, transitioning to 
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CO2 and CO emissions in winter. Comparison with a mixed deciduous forest site at 50 km SE (FR-

Fon ICOS site, e.g. Delpierre et al., 2016) shows a similar seasonality of the CO2 fluxes, a storage 

term being slightly larger in FR-Sac than in FR-Fon, and a turbulent term notably smaller in FR-

Sac (Figure S 5.7). To explain the difference, we cannot exclude the possibility that the forests may 

behave differently simply because they are different ecosystems; however, some aspects deserve 

to be mentioned. The surface flux in FR-Sac is expected to be smaller since the forest only 

represents ~40% of the footprint. Moreover, ~20% of the footprint is urban or traffic, which may 

add a positive component to the flux, decreasing its amplitude during the day (Figure 5.6). 

Advection could also play an additional role in reducing surface fluxes in FR-Sac, and storage may 

have been underestimated because of the reduced number of sampling heights. Furthermore, 

while this paper primarily examines the high-frequency aspect of the signal, it is essential to note 

that the 30-minute integration period did not allow to capture entirely the low frequencies of the 

fluxes, especially under unstable conditions as can be seen by the co-ogives, slope being non-

zero at the lowest frequencies (Figure 5.9). A recent study on tall urban towers also reported low-

frequency contributions to kinematic heat and CO2, indicating the importance of low-frequency 

corrections (Lan et al., 2024). 

CO emissions during colder months may suggest contributions from activities beyond the 

forest, including traffic and nearby village heating such as Villiers-le-Bâcle. We cannot exclude the 

possibility of indirect CO emissions from the forest through the oxidation of CH4 and biogenic 

volatile organic compounds (BVOCs), though this should be limited since the trees lost their 

leaves. Additionally, soil microorganisms consume CO (Conrad, 1996), which makes CO a tracer 

that distinguishes soil respiration from anthropogenic emissions in the CO2 emissions.  
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Figure 5.19. Mean surface fluxes for CO2 (μmolm−2s−1), CH4 (nmolm−2 s−1) and CO (nmolm−2s−1) by identified 

sectors. Monthly averages (a) and hourly mean for warmer JASO (b) and colder months DJ (c). Surface fluxes 

include turbulent and storage terms. Wind sectors are CEA (10°-100° without heating plant), Heating plant 

(20°-40°), and Forest (247.5°-292.5°). Note in (a) November is interpolated. 

The emissions from the heating plant were distinct, with significantly higher levels of CO2 

and CH4 observed from ~30° wind direction compared to other directions (Figure 5.18, Figure 

5.19). The high fluxes from point sources like the heating plant can induce non-stationarity. Using 

wavelets allows us to measure these non-stationary fluxes effectively. The CO2, CH4, and CO 

emissions from the heating plant wind sector increased to a maximum of 10000, 250 and 40 nmol 

m-2 s-1, respectively, in January (Figure 5.18a), while they were not different from the other 

directions during the warmer months (Figure 5.18b). The CO2 and CH4 emissions show a similar 

diel pattern during the colder month with two minima at 0h and 16h. The emission ratios 

computed from these data are CO2/CH4 ~ 40 and CO2/CO ~250, indicating a significant methane 

loss.  

Interestingly, the diel pattern of CO during colder months followed expected traffic patterns, 

while this trend was observed for the CEA wind direction during warmer months. 
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5.5.3 Recommendations for atmospheric sites concerned with such a method 

Currently, the ICOS network comprises 38 atmospheric sites, with 17 classified as class 1 and the 

remainder as class 2. The ecosystem centre is more extensive, encompassing 99 sites, including 

18 class 1, 31 class 2, and the remaining associated sites. This count may further rise when other 

regional networks are taken into consideration. 

Not all atmospheric sites are adapted for flux measurements. EC towers prioritize flat 

surfaces, slim towers and homogeneity, whilst atmospheric towers may prioritize locations based 

on grid redundancy to improve atmospheric inversions. Slim towers with limited topography 

around them are recommended for reliable measurements. Atmospheric measurements 

conducted close to large structures (e.g., just above domes) or in mountainous regions can 

introduce disturbances in the turbulence signal. These disturbances can lead to unreliable tilt 

angle correction and surface flux assessments. In some cases, flagging wind sectors that are not 

appropriate for EC measurements can be a straightforward solution. With that said, eddy 

covariance has successfully been used in mountainous landscapes using appropriate tilt 

corrections (Matthews et al. 2017). 

For atmospheric tower candidates interested in measuring flux, we recommend: 

• Selecting at least one height for calculating fluxes through Eddy Covariance. A footprint 

estimation (Kljun et al., 2015) may be relevant to this decision.  

• Including a high-frequency 3D anemometer at the chosen height(s). 

• Evaluating the first-order filter time for tube and sensors, as shown here, to verify that 

high-frequency attenuation is below an acceptable threshold, ~20%. 

• Performing continuous mixing ratio measurements on the chosen height(s), limiting 

profile measurements to specific hours or using a separate set of instruments. The 

continuity ensures a low-frequency signal for eddy covariance, and the profile can 

prioritise transition periods when fluxes may exhibit non-stationary behaviour or low 

turbulence. 

• Evaluating the flow regime in the sampling tube, if possible, increasing the flow rate to 

guarantee turbulence (Re>2300). 

• Additional meteorological data (e.g., precipitation, short and longwave incoming and 

outgoing radiation) and metadata (e.g., forest type, crops, transport counting) pertinent 

for flux interpretation should also be collected. 

Ensuring continuous measurements is crucial for wavelets, given that their frequency 

resolution depends on the quantity of continuous data points. Indeed, profile measurements are 

often contemplated and doubling the instruments may not be feasible. Therefore, we 

recommended restricting profile measurements to specific hours when the development of the 

boundary layer may overshadow the relevance of measuring flux close to the tower. These 

moments, typically during sunrise and sunset, provide valuable insights from atmospheric and 

ecosystem (storage) perspectives. Furthermore, standard covariance would typically flag and 
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disregard measurements during these moments, although to a lesser extent for wavelet-based 

eddy covariance, as depicted in Figure 5.8. 

5.6 Conclusions 

This study is a proof of concept for leveraging existing atmospheric towers to measure fluxes by 

adding a 3D anemometer. While eddy covariance on tall towers introduces challenges related to 

heterogeneity and storage effects, it mitigates concerns such as high-frequency attenuation. 

Comparing slow-response analysers with fast-response ones revealed very similar net fluxes 

across all stability conditions (R2>0.94), indicating the viability of using slower instruments in this 

case. 

It is important to note that our results focus solely on passive gases, as water was not 

considered due to air drying before measurement in the CRDS. We could expect more significant 

attenuation linked to tube length for water, as air-wall interactions of absorption and desorption 

are much stronger in water vapour (Massman and Ibrom, 2008). Similarly, we would not 

recommend measuring reactive gases, as their residence time might be too long (~60 s) for 

accurate eddy covariance measurements to be made. We also recommend using wavelet-based 

eddy covariance, as it enabled the exploitation of 18-34% more data compared to conventional 

EC, allowing for the analysis of non-stationary fluxes, particularly evident in the case of a point 

source, such as a heating plant. 

While many attenuation variables are not under the researcher's control, limited choices 

remain for measurement height, tube dimensions, flow rate, and acquisition frequency. We 

recommend that continuous gas measurements be systematically done with a high-frequency 3D 

anemometer and a sufficiently large flow rate to ensure turbulent flows in the sampling tube.  

To calculate the surface flux, we estimated the storage term. Although the storage term 

calculated using three heights provided useful estimations, caution is warranted due to potential 

biases from not measuring height simultaneously and the limited number of heights sampled. 

Our results underscore the significance of the storage term, which was as large as the turbulent 

flux at the measurement height. 

Analysing fluxes by wind direction revealed distinct patterns, particularly between the forest 

(W) and campus site (NE). Notably, emissions from a heating plant significantly influenced CO2 

and CH4 fluxes in colder months, highlighting the importance of considering local sources. While 

our findings align with anticipated patterns across various land uses, accurately attributing fluxes 

to land uses would necessitate additional modelling efforts, which were beyond the scope of this 

study. 

This study demonstrates the potential of expanding flux measurements through a relatively 

inexpensive instrumentation addition, offering valuable insights for ecosystem and atmospheric 

research. It further shows that the Eddy Covariance method has sufficiently matured to use less-

than-ideal instrumentation. 
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5.7 Appendix 

5.7.1 Theoretical high-frequency attenuation 

The theoretical approach for high-frequency loss corrections requires defining a transfer function, 

TF, for each of the relevant origins of frequency losses, i, and multiplying them to find the total 

transfer function, TFtotal (Moore, 1996):  

𝑇𝐹𝑡𝑜𝑡𝑎𝑙(𝑓) =∏𝑇𝐹𝑖(𝑓) (A 1) 

Note that TFs range between 0 and 1, so the TFws is driven by the most restrictive function 

for each frequency. Considering only the attenuation from the air transport in the tube (TFtube, 

Leuning and Moncrieff, 1990; Foken et al., 2012) and acquisition rate (TFacq, Horst, 1997): 

𝑇𝐹𝑡𝑢𝑏𝑒 =

{
 
 

 
 exp {−160𝑅𝑒−

1
8
𝜋2𝑟5𝑓2𝐿

𝑄
 } , 𝑅𝑒 < 2300

exp {−
𝜋3𝑟4𝑓2𝐿

6𝐷𝑠𝑄
 } , 𝑅𝑒 ≥ 2300

 (A 2) 

𝑇𝐹𝑎𝑐𝑞 = [1 + (2 𝜋𝑓𝜏𝑤)
2]−1/2 × [1 + (2 𝜋𝑓𝜏𝑠)

2]−1/2 (A 3) 

Where Re is Reynolds number (-), r is tube radius (m), f is the frequency (Hz), L is tube length 

(m), Q is the volumetric flow rate (m3s−1), and τ is the first-order filter’s time constant (s) where 

𝜏 = (2 𝜋𝑓𝑎𝑐𝑞)
−1

 and facq is the acquisition frequency (Hz) for vertical wind speed or scalar. Reynolds 

number is defined as 𝑅𝑒 =
2𝑄

𝜋𝑟𝑣
, where v is the kinematic viscosity. 

Attenuation also depends on the co-spectra. A theoretical approach is proposed by Horst 

(1997, eq. 11), where  

𝑤′𝑐′̅̅ ̅̅ ̅̅
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝑤′𝑐′̅̅ ̅̅ ̅̅
𝑡𝑟𝑢𝑒

= 1 + (2𝜋 𝑛𝑚𝑎𝑥𝜏𝑐�̅�/𝑧)
−𝛼 (A 4) 

Where �̅� is the mean wind speed at height z, nmax is 0.085 in case 𝑧/𝐿 < 0 else 2 − 1.915/(1 +

0.5𝑧/𝐿), and α is 7/8 for 𝑧/𝐿 < 0 else 1. 
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5.7.2 Supplemental figures 

 

Figure S 5.1. Concentration by wind direction. Values differ from the monthly median (the black line is 0). 

Extreme values in the left and right 0.1% tails were removed. Note that January has a different scale. 

 

 

Figure S 5.2. Quality control flags for CO2 flux stationarity for the three gas analysers. Flags follow a 0-1-2 

system for high, medium and low quality. 
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Figure S 5.3. Comparison of CO2 flux using IR (LI-7200) and CRDS (PICARRO G2401) per stability condition. 

Dots are observations; the red line is a true linear relation, and the grey line is a 1:1 line. The correlation 

coefficient (R²), the mean error (ME, μmolm−2s−1), the mean absolute error (MAE, μmolm−2s−1) and the linear 

fit. 
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Figure S 5.4. Turbulent fluxes by wind direction. Values differ from the monthly media; 0.1% of extreme values 

dropped. Note that January has a different scale. 
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Figure S 5.5. The monthly average EVI is a 10x10 km grid centred in the Saclay tower (red star). Pixels with no 

data are represented in white. 
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Figure S 5.6. Daily storage fluxes of CO2, CH4 and CO using measurements of a single CRDS (PICARRO G2401) 

gas analyser at 3 levels (15, 60, 100 m). Daily storage flux should be zero in ideal conditions since stocking 

and destocking should compensate for each other. 

 

 

Figure S 5.7. Comparison with forest site (FR-Fon). Data is available at the ICOS Data Portal (https://meta.icos-

cp.eu/objects/lCyv5rk_qnaaexfXx1skb2mV). 



145 

 

 

  



146 

 

6. MAPPING PARTITIONED FLUXES OVER HETEROGENEOUS 

LANDSCAPES 

Mapping partitioned fluxes across heterogeneous landscapes is a complex yet crucial task in 

studying gas exchanges at the landscape scale. Considering their heterogeneity, this approach 

aims to spatially represent the distribution of gas fluxes among different land cover types. By 

assimilating in-situ measurement with estimations from surface models, we can produce detailed 

maps of surface fluxes over heterogeneous landscapes. This mapping can help better understand 

the spatial distribution of greenhouse gas emissions and absorptions. 

The real flux at a certain height depends on the surface flux, which is continuous in time and 

space, and on transport. During real-world calculations, both observations and models have 

uncertainties. Space and time are discretized, instruments introduce noise, and models are 

imperfect. The Bayesian approach provides a good framework for estimating surface fluxes while 

considering these uncertainties.  

In this Chapter, we estimate a flux map and its uncertainty based on in-situ flux 

measurements and a footprint model coupled with a surface model. There is no conventional 

partitioning method for partitioning CO2 fluxes containing anthropogenic fluxes. We, thus, used 

the method in further detail in Chapter 2 and demonstrated its applicability in Chapter 3. The 

advantage of this method is its flexibility and minimum requirements, which only require what is 

already needed for flux calculation. We thus use data from the atmospheric measurement setup 

tested for flux measurements in Chapter 4, partitioning CO2 fluxes into GPP, Reco and aCO2, using 

CO and CH4 as tracers for the last one. 

6.1 Mapping partitioned fluxes over heterogeneous landscapes: a 

framework for eddy covariance tower 

Pedro Henrique H. Coimbra1,2*, Benjamin Loubet1, Olivier Laurent2, Mathis Lozano2, Michel Ra-

monet2, Olivier Perrussel3 
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Abstract 

Monitoring greenhouse gases is crucial to verifying projections and confirming that public 

policy is aligned with their expectations. With advancements in satellite technology offering 

resolutions smaller than a tower's footprint, coupled with the power of data assimilation, models 

can now estimate processes and assimilate data at exceptionally fine scales.  

This study explores the potential of assimilating tall tower eddy covariance fluxes to calibrate 

a surface model of CO2 exchange over a heterogeneous landscape intricating biogenic and 

anthropogenic sources and sinks. Additionally, it extends the previous work on wavelet-based 

direct partitioning and proposes a modified version to account for anthropogenic sources, using 

carbon monoxide and methane as a distinctive combustion tracer. The study focuses on a 

landscape of 8×8 km2 around the Saclay ICOS tower FR-Sac in Palaiseau, including a local heating 

plant in the tower footprint, being a potential strong point source of CO2 and methane. 

Our findings affirm the interest of this approach, yielding coherent results on biogenic fluxes 

and a potential to retrieve the emissions from the local heating plant. However, the partitioning 

method artificially increased biogenic uptake as a compensation artefact when the CO2 flux 

coming from the heating plant was high. Our results suggest splitting into biogenic and 

anthropogenic, which may still be possible using a different rule for partitioning. Further 

refinement in partitioning strategies is required to ensure robust flux attribution across diverse 

environmental contexts. Further studies should also focus on the validation of the mapped fluxes. 

6.2 Introduction 

Local gas exchanges play a crucial role on larger scales by regulating atmospheric composition, 

influencing climate change, and notably driving climate change through the greenhouse effect. 

Global surface temperatures are already surging by 1.6°C compared to pre-industrial levels, and 

further escalation is projected by 2100 (Canadell et al., 2021). Identifying and quantifying sources 

and sinks of greenhouse gases (GHGs) has become increasingly urgent for mitigating the drivers 

of this warming.  

While agriculture, forestry, and other land use (AFOLU) activities are significant contributors 

to GHG emissions, they also possess the potential to act as carbon sinks, mitigating atmospheric 

CO2 levels (Jia et al., 2019). However, urban areas are major GHG emitters due to their population 

denseness. Initiatives such as electrifying energy grids, implementing car-free zones, and 

enhancing insulation represent vital steps in reducing urban emissions. Yet, measuring and 

monitoring GHG fluxes in urban environments present unique challenges due to the fluxes' 

heterogeneity and point sources' presence. Addressing these complexities is essential for 

accurately assessing and guiding efforts to mitigate urban emissions and combat climate change 
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effectively. Urban observational networks have been used to address emissions in different cities 

(Newman et al., 2016; Gurney et al., 2012; Kim et al., 2018). In Europe, the ICOS Cities (PAUL) 

project, which seeks to advance monitoring technologies in piloting the cities of Munich, Paris, 

and Zurich, exemplifies the importance of innovative approaches in this endeavour.  

At larger scales, monitoring GHG emissions is often done by integrating atmospheric 

concentration measurements with transport models to estimate surface fluxes (Bousquet et al., 

2000; Chevallier et al., 2010). As they are based on very high-quality but few atmospheric 

measurements, they are good at providing emission estimates over vast areas. However, their 

accuracy at the resolution of a few kilometres remains low. The advancement of geospatial data 

resolution has facilitated the direct utilisation of flux measurements for creating high-resolution 

flux maps, allowing for detailed insights into flux dynamics at resolutions as fine as a few meters 

(Crawford and Christen, 2015). These methods promise to improve local and larger-scale 

estimations, potentially serving as valuable tools for cross-validating atmospheric inversions as 

their accuracy improves. 

Flux monitoring sites were chosen based on surface homogeneity in their local footprint. 

Tall towers are exceptions and can have footprints spreading over a few kilometres, with different 

land uses contributing to the flux measured (Barcza et al., 2009). While tall towers meant for 

atmospheric background measurements may not adhere to all conventional technical 

specifications for a flux tower, notably fast-response gas analysers, we have shown that they can 

be used to compute fluxes of CO2, methane and CO, with the addition of a sonic anemometer 

(Coimbra et al., 2024). 

It is often essential to break down the net CO2 flux into sources and sinks, a process known 

as partitioning. The partitioned fluxes can, in particular, help constrain the calibration of satellite-

driven CO2 exchange models (Bazzi et al. 2024) compared to using the net flux where 

compensations happen. In fully vegetated ecosystems, gross primary productivity (GPP) and 

ecosystem respiration (Reco), components of the net flux or net ecosystem exchange (NEE), exhibit 

distinct dynamics and respond to different environmental factors (Lloyd and Taylor, 1994; 

Farquhar et al., 1980). In (sub-)urban environments, direct anthropogenic emissions become an 

important component of the net flux. In these settings, NEE can sometimes be replaced by the 

term "net urban exchange" (NUE) to emphasize the distinction compared to fully vegetated 

ecosystems. Despite the marked differences in biogenic and anthropogenic emissions, the net flux 

partitioning between these components remains challenging. 

While conventional methods for partitioning vegetation fluxes exist, no established method 

for distinguishing between biogenic and anthropogenic fluxes exists. From possible partitioning 

methods, direct ones combine the flexibility of being free from a model with the accuracy of direct 

measurements. These approaches rely on the same principle: an air parcel coming from the 

surface is not entirely mixed when reaching the EC sensors so that it retains some features of the 

leaf-scale and soil-scale exchange processes. This same principle is the basis for Scanlon et al. 

(2019), Thomas et al. (2008) and Coimbra et al. (2023). In Coimbra et al. (2023), over two sites, a 

forest and cropland, the authors reported a good comparison (R2>0.94) between the proposed 

direct method and conventional model-based methods for partitioning CO2. 
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The partitioning between gross primary productivity (GPP) and ecosystem respiration (Reco) 

is a relatively straightforward task compared to when anthropogenic emissions come into play. 

While GPP and Reco have different directions, uptake and release, respectively, when 

anthropogenic emissions are significant, Reco and anthropogenic emissions are both emitters, 

making it challenging to differentiate between the two sources. The Reco and anthropogenic 

emissions may, however, be correlated differently to other tracer gases. In particular, combustion 

tracers such as CO and CH4 may be good candidates. NO and NO2, as very reactive compounds, 

may not be suitable.  

In mid-latitudes in the northern hemisphere, emissions of CO are mainly related to direct 

(fossil or bio) fuel combustion (Zheng et al., 2019), particularly during colder months with 

diminished efficiency of fuel combustion (Helfter et al., 2016). Methane and volatile organic 

compounds (VOCs) oxidation are also relatively small CO sources (Zheng et al., 2019). On the 

contrary, the soil is recognized as a CO sink, primarily attributed to microbial oxidation processes 

(Inman et al., 1971; Conrad and Seiler, 1980; Conrad, 1996). For methane (CH4), wet environments 

are a known source alongside combustion and livestock (Canadell et al., 2021). Over inland, 

however, soil oxidation makes the land a sink of CH4. Therefore, CH4 and CO may be good 

candidates for decoupling anthropogenic and biogenic CO2 sources in dry soils. 

Surface models provide information on the spatial distribution of flux exchanges. The 

Vegetation Photosynthesis and Respiration Model (VPRM) is a simple yet powerful tool for 

estimating high-resolution biogenic flux maps (Bazzi et al., 2024). To compare with observations, 

conventional footprint models (Kljun et al., 2015) are needed to estimate what a tower would 

measure, given a flux map.  

Data assimilation techniques offer a sophisticated approach to calibrating surface models 

and generating accurate flux maps. The Bayesian framework is extensively employed to estimate 

surface fluxes based on assimilating atmospheric mixing ratio measurements into prior 

estimations on global (Bousquet et al., 2000; Chevallier et al., 2010), continental (Kountouris et al., 

2018) and regional (Lauvaux et al., 2012) scales. The priors and target estimation are the same 

objects in these studies: the CO2 flux map. However, the Bayesian approach can be employed to 

find the parameters of a surface model used to generate the CO2 flux map. A surface model adds 

another layer of constraints as estimations are derived from a biophysically meaningful model. 

In this study, we evaluate a method combining CO2 flux partitioning and Bayesian 

assimilation to compute the surface fluxes in an 8×8 km2 area surrounding a tall tower flux 

measurement setup. For that, we: 

• Partition the CO2 flux into gross primary production (GPP), ecosystem respiration 

(Reco) and anthropogenic emissions (aCO2), using the wavelet-based direct 

partitioning method of Coimbra et al. (2023), modified to include CO and CH4 as a 

tracer of combustion. Wavelet-based eddy covariance is used for partitioning but 

also because it allows the analysis of non-stationary fluxes to yield more exploitable 

data, particularly from an intense local point source (Coimbra et al., 2024). 
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• Assimilate the CO2 partitioned data into a flux map model. We use the VPRM model 

for biogenic sources and the AIRPARIF inventories for anthropogenic sources (traffic, 

residential heating and industries). The Kljun et al. (2015) footprint model transports 

the surface fluxes to the tower location, and Bayesian inference accounts for prior 

knowledge and uncertainties. We use the prior standard parameters in global studies 

(Mahadevan et al., 2008). 

The method is evaluated using the dataset of 6 months of flux measurements at 100 m 

height at the Saclay tower, FR-SAC, part of ICOS atmospheric centre, from July 2023 until January 

2024 (Coimbra et al., 2024). The dataset includes fluxes from a low-response analyser with a 100-

m tube for CO2, CH4, and CO. The chosen site is a sub-urban site surrounded by agriculture, forest, 

roads, and buildings, providing a good playground that intermixes anthropogenic and biogenic 

sources. The inferred parameters and maps are discussed, and the biogenic fluxes are compared 

with those of nearby ICOS ecosystem sites. 

6.3 Site and observations 

6.3.1 Net surface flux 

The flux measurements used as observations in the inversion system are eddy covariance 

measurements in μmol m−2s−1, collected at the FR-Sac ICOS tall tower. The study uses 6 monthly 

flux datasets from the 100-meter Saclay tower, FR-SAC, part of the ICOS Atmospheric Centre 

(Figure 6.1). The site is located at a university and research campus 20 km southwest of Paris. The 

site has two high-precision cavity ring-down spectroscopy (CRDS) gas analysers (CO2, CO, CH4, 

G2401; Picarro Inc., Santa Clara, CA, USA) on a ground-level shelf. One analyser continuously 

measures at 100 m above ground level, the other at 3 heights (15, 60, and 100 meters above 

ground level) alternating every 10 minutes (for more details, see 5.3.1). 

The site had an ultrasonic anemometer (Gill WindMasterPro) and a Licor7200 CO2/H2O IRGA 

located at 100 m. The turbulent fluxes were computed by eddy covariance using the sonic 

anemometer and the CRDS analysers for CO2, CO and CH4. The turbulent fluxes were corrected 

for high-frequency losses due to the long tube and low CRDS sampling frequency. The surface 

fluxes were computed as the sum of the turbulent and storage fluxes computed from the vertical 

profile. For further description of the setup and methods, please refer to section 5.3.1.  
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Figure 6.1. Site location. In the left panel, the Ile de France region with reference sites marked. In the middle 

and right panels, 90% and 60% footprint contour with the tower location red triangle. Colours indicate land 

use: cropland (orange), grassland (light green), forest (dark green), water (light blue), and white (urban). 

In this work, we use wavelet-based eddy covariance. This choice is justified given that it 

allowed 18-34% more data exploitation than conventional EC and enabled the analysis of non-

stationary fluxes, which is particularly prone due to a vigorous point source heating plant situated 

in the tower flux footprint. Finally, wavelets were also required for the direct partitioning method 

proposed by Coimbra et al. (2023) and used here.  

A fully developed turbulence test was calculated following Foken and Wichura (1996) to 

guarantee the quality of the data for analysis and assimilation. In this study, we only used good 

and medium-quality data for the turbulence test, < 100%, following the flag system from FLUXNET 

(Mauder and Foken, 2011). Random uncertainties were computed to provide observational 

uncertainties in the assimilation framework. The random uncertainty was arbitrarily multiplied by 

2 to account for the storage term uncertainty, which in a 3-point profile setup over 100 m may 

not be negligible. 

 

6.3.2 Partitioning net flux 

Partitioned fluxes are commonly used to help constrain model calibration. We use a wavelet-

based direct partitioned method due to its flexibility and not requiring any previous calibration. 

In this method, variables are decomposed in the time t and frequency j domains, and their product 

(e.g.: �̃��̃�𝑠(𝑡, 𝑗)) is separated into groups, such as positive (emitter) and negative (sinks) (Figure 6.2). 

Here    ̃ stands for decomposed variables, w is vertical velocity, and 𝜒𝑠 is the scalar dry mixing ratio. 

This separation into groups is also known as conditional sampling. The method is flexible and 

allows employing any variable split into positive and negative (or above and below a threshold). 

The processing steps described above are illustrated in Figure 6.2. 
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Figure 6.2: Conceptual scheme showing the main wavelet-based eddy covariance processing steps: time and 

frequency decomposition; the product of instantaneous deviation; partitioning by conditional sampling, and 

finally, frequency integration and time averaging. Where w is the vertical component of the wind velocity, 𝝌𝒔 

is the mixing ratio of a gas, j represents the frequency scale, bars are for averaging and quotation marks are 

deviations from the mean. 

We follow the same framework as in Coimbra et al. (2023), but here, we use CO and CH4 as 

tracers to distinguish biogenic and anthropogenic sources. The underlying empirical assumption 

is that wavelet decomposition, in time and frequency, should capture positive and negative 

“gusts”, which are mixed up in the original signal. These gusts must relate to relevant plausible 

fluxes, which for CO2 and CH4 are conceptualised in Figure 6.3. CO is not shown, but we assume 

it mostly comes from combustion. 

 

Figure 6.3. Conceptual representation of the mass fluxes of (a) carbon dioxide and (b) methane between a city 

and the atmosphere. The equations show mass balances for the volume encompassing the airspace in the 
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urban canopy layer and above up to a height where the atmosphere is well mixed. In the box, all emissions 

and uptake processes take place. In all three cases, ΔS is the change in mixing ratio in the canopy air volume. 

Chemical reactions in the atmosphere are neglected. Source: (Christen, 2014) 

In this study, we take advantage of CO and CH4 as tracers to attribute the partitioned CO2 

flux to gross primary productivity, or photosynthesis (GPP), ecosystem respiration, which includes 

leaves and soil (Reco), and anthropogenic emissions (aCO2) (Figure 3.4).  

 

Figure 6.4. Conceptual schemes of correlations between CO2, H2O, and CO flux directions are based on the 

physical source or sink. GPP is gross primary productivity (photosynthesis); Reco is ecosystem respiration, which 

includes leaves and soil. aCO2 is an anthropogenic emission. VOC stands for volatile organic compounds, 

which are sources of CO. The figure was partially generated using artificial intelligence (DALL-E3). 

Air was dried in the tube before measurement, so water vapour could not be used, and the 

approach from Coimbra et al. (2023) had to be simplified. Thus, we computed GPP simply as the 

negative data points of the product �̃��̃�𝐶𝑂2: 

�̃��̃�𝐶𝑂2
𝐺𝑃𝑃 = �̃��̃�𝐶𝑂2

−  6.1 

We used CO and CH4 as a tracer of fossil fuel emissions to split Reco and aCO2, both CO2 emitters. 

Indeed, mid-latitude soils are mostly CO-sink, and the same applies to CH4 and dry soils (see 

section 2.1.3), while fuel combustion emits both. The Reco and aCO2 terms were computed as: 

�̃��̃�𝐶𝑂2
𝑅𝑒𝑐𝑜 = �̃��̃�𝐶𝑂2

+ |�̃��̃�𝐶𝑂
−  6.2 

�̃��̃�𝐶𝑂2
𝑓𝑓𝐶𝑂2 = �̃��̃�𝐶𝑂2

+ |�̃��̃�𝐶𝑂
+  6.3 

Where �̃�𝑣 is the mixing ratio of another gas (e.g.: H2O, CH4, CO) and 𝑥|𝑦 stands for sampling 𝑥 

when 𝑦 is true.  
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Distributing the storage term into each partitioned flux is not trivial. We subjectively opted for 

distributing the storage flux on the partitioned fluxes with 𝛼𝑅𝑒𝑐𝑜 = 𝛼𝑎𝐶𝑂2 =
1

2
𝛼𝐺𝑃𝑃 = 1/4. Also a 

factor 𝑉𝑎 was introduced to set the storage flux in the same units as the covariances, leading to 

𝐺𝑃𝑃 = ∑ �̃��̃�𝐶𝑂2
𝐺𝑃𝑃̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝛼𝐺𝑃𝑃𝑉𝑎𝑆𝑇𝐶𝑂2

𝐽
𝑗=0 , 𝑅𝑒𝑐𝑜 = ∑ �̃��̃�𝐶𝑂2

𝑅𝑒𝑐𝑜̅̅ ̅̅ ̅̅ ̅̅ ̅̅𝐽
𝑗=0 + 𝛼𝑅𝑒𝑐𝑜𝑉𝑎𝑆𝑇𝐶𝑂2 and a𝐶𝑂2 =

∑ �̃��̃�𝐶𝑂2
𝑎𝐶𝑂2̅̅ ̅̅ ̅̅ ̅̅ ̅̅

+ 𝛼𝑎𝐶𝑂2𝑉𝑎𝑆𝑇𝐶𝑂2
𝐽
𝑗=0 . 

Note that we should have a closure of our system where 𝑁𝐸𝐸 = 𝐺𝑃𝑃 + 𝑅𝑒𝑐𝑜 + 𝑎𝐶𝑂2 as the 

replacement is done using 0. In Coimbra et al. (2023), the authors took advantage of GPP’s light 

dependency to only attribute GPP during the day. This forcing was unsatisfactory and may lead 

to unrealistic dynamics of GPP and Reco during the sunset and sunrise periods. In this study, we, 

therefore, did not add this constraint.  

6.4 Inversion method 

6.4.1 Inversion system 

The variations of CO2 surface fluxes are inferred from the direct flux measurements by the 

inversion scheme, which combines them with a footprint model and a surface model containing 

pre-existing information about the fluxes within a Bayesian framework. Following the usual 

terminology, the “prior” refers to information before inversion, and “posterior”, or analysis, refers 

to the information about the fluxes after the inversion (Bousquet et al., 1999). The basic framework, 

Bayesian Inversion, consists of building a cost function:  

𝐹 =
1

2
[(𝑥 − 𝑥𝑏)

𝑇
𝐵−1(𝑥 − 𝑥𝑏) + (𝐻𝑥 − 𝑦)𝑇𝑅−1(𝐻𝑥 − 𝑦)] 6.4 

Where 𝑥𝑏 is a set of free parameters for the model H, composed of two layers: a surface 

model, SURF, and a subsequent footprint model, FP. The free parameters only affect SURF, so that 

𝐻𝑥 = 𝐹𝑃(𝑆𝑈𝑅𝐹(𝑥)). The model H transforms parameters, x, in estimated fluxes measured by the 

tower, which are comparable with flux observations, y (Figure 6.5). From Tarantola (2005), we 

obtain the maximum likelihood vector, or analysis state xa, which corresponds to the optimized 

model parameters as: 

𝑥𝑎 = 𝑥𝑏 + 𝐾(𝑦 − 𝐻𝑥𝑏) 6.5 

Where 𝐾 = 𝐵𝐻𝑇(𝐻𝐵𝐻𝑇 + 𝑅)−1. Note xa is found by adding an innovation term weighted by 

a relaxation term, K, to the prior estimations. The relaxation term, K, can be further decomposed 

using the Sherman-Morrison-Woodbury formula and considering 𝐵 = 𝑆𝑆𝑇: 

𝐾 = 𝑆(𝐻𝑆)𝑇 (𝑅−1 − 𝑅−1𝐻𝑆[𝐼 + (𝐻𝑆)𝑇𝑅−1(𝐻𝑆)]−1(𝐻𝑆)𝑇𝑅−1) 6.6 
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From Tarantola (2005), the covariance matrix of the approximated Gaussian probability, or 

simply speaking, the posterior covariance operator A, which provides the uncertainty on the 

posterior estimations, is given by: 

𝐴 = (𝐼 − 𝐾𝐻)𝐵 6.7 

We assimilated GPP and Reco separately. The individual inversion was possible because we 

used a partitioning technique. We assumed the AIRPARIF inventory data was correct but further 

questioned this by comparing posterior with measured fluxes. 

 

Figure 6.5. Illustration over the inversion’s observations space. On the left, from left to right, eddy flux 

measurements, wavelet decomposition and direct partitioning follow the method modified from Coimbra et 

al. (2023). On the right, from right to left, model inputs, surface model maps, and footprint. 

6.4.2 Assimilated observations 

We cleaned the partitioned fluxes, GPP, Reco and aCO2 for the inversion. Eddy covariance (EC) 

measurements are a reliable tool for surface flux assessments and are the most certain element in 

the inversion. However, to ensure comparability with the simplistic models used for estimation, 

we filtered data before inversion to keep the most representative data and to avoid biases.  

Firstly, we filter the data based on the mixing layer height, ensuring it is above 200 meters, which 

is twice the tower's height. This criterion helps minimize the impact of periods when the tower 

flux is decoupled from the surface, ensuring the measurements represent surface fluxes at that 

moment. However, it also results in the elimination of a significant portion of the nocturnal data. 

Additionally, we apply individual filters to the fluxes to remove outliers and unrealistic values: GPP 

values are constrained between -30 and 0, and Reco values between 0 and 10. These filters help 

ensure that only representative and physically plausible fluxes are included in the inversion 

analysis. 

After cleaning the data to be more representative, we kept around 1250 half-hours for Reco and 

812 for GPP. 

6.4.3 Models 

Our prior fluxes are derived from a surface model, SURF, which is parameter-dependent, and a 

footprint model, a transport model. The footprint model, F, provides a density map that serves as 
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a weight for integrating the spatial dimension of the flux map such that FP(SURF(x)) is comparable 

to y. The grid resolution was 10×10 m, based on the Sentinel 2 data resolution. 

To compute FP, we use the conventional footprint model as in Kljun et al. (2015), which consists 

of a backward Lagrangian Stochastic Particle Dispersion Model, LPDM-B. It is presented as well-

suited for long-time series within the boundary layer and remains valid across different boundary 

layer conditions and measurement heights. In this model, surface heterogeneity is not considered. 

The footprint is symmetric in the crosswind direction, changing shape according to boundary layer 

height, wind shear and lateral wind variance. 

Prior fluxes are calculated using a combination of the Vegetation Photosynthesis and Respiration 

Model (VPRM, Mahadevan et al., 2008) for biogenic fluxes and inventory data for the Ile de France 

region provided by AirParif: 

𝑁𝐸𝐸 = 𝐺𝑃𝑃 + 𝑅𝑒𝑐𝑜⏟        
𝑉𝑃𝑅𝑀

 +  𝑎𝐶𝑂2 
6.8 

The anthropogenic CO2 flux, aCO2, comprises annual estimations for 2021 at 500m×500m 

resolution and daily, weekly and annual profiles. Emissions were grouped into three categories: 

road transport, stationary combustion, and others comprising fugitive, industry and other fluxes 

estimated as less important on the site. In recent years, higher-resolution inventories were 

unavailable when the present study was done, but they should be available in 2024. 

The biogenic CO2 flux, bCO2, can be expressed as the sum of ecosystem respiration, Reco, and 

gross primary productivity, GPP. In a simplified model, GPP is influenced by light availability, leaf 

density, and stressors related to temperature, phenology, and water availability. Respiration, on 

the other hand, is directly influenced by temperature. Thus, in this study, the VPRM model was 

used where bCO2 was represented as follows: 

𝑏𝐶𝑂2 = −𝜆 𝑃𝑠𝑐𝑎𝑙𝑒 𝑊𝑠𝑐𝑎𝑙𝑒 𝑇𝑠𝑐𝑎𝑙𝑒 𝐸𝑉𝐼 
1

1 +
𝑃𝐴𝑅
𝑃𝐴𝑅0

 𝑃𝐴𝑅

⏟                            
𝐺𝑃𝑃

 +  𝛼𝑇 +  𝛽⏟    
𝑅𝑒𝑐𝑜

 
6.9 

Where 𝜆, α, β, and PAR0 are fitting parameters, corresponding to, respectively, maximum light-use 

efficiency factor (μmol CO2 m−2 s−1 / μmol PAR m−2 s−1), temperature sensitivity of respiration 

(μmol m−2 s−1 °C−1), baseline respiration (μmol m−2 s−1) and half-saturation constant for 

photosynthetically active radiation (μmol m−2 s−1). Photosynthetically active radiation (PAR, 

μmol m−2 s−1) and air temperature (T, °C) are meteorological variables. Tscale, Pscale and Wscale are 

stress factors, ranging between 0 and 1, for temperature, phenology and water, respectively. These 

scaling factors range between 0 and 1 and constrain the potential GPP. 

𝑇𝑠𝑐𝑎𝑙𝑒 =
(𝑇 − 𝑇𝑚𝑖𝑛)(𝑇 − 𝑇𝑚𝑎𝑥)

(𝑇 − 𝑇𝑚𝑖𝑛)(𝑇 − 𝑇𝑚𝑎𝑥) − (𝑇 − 𝑇𝑜𝑝𝑡)
2 6.10 
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𝑃𝑠𝑐𝑎𝑙𝑒 =
1 + 𝐿𝑆𝑊𝐼

2
 6.11 

𝑊𝑠𝑐𝑎𝑙𝑒 =
1 + 𝐿𝑆𝑊𝐼

1 + 𝐿𝑆𝑊𝐼𝑚𝑎𝑥
 6.12 

Where Tmin, Tmax, and Topt are minimum, maximum, and optimal temperatures (°C) for 

photosynthesis, respectively, and LSWImax is the maximum LSWI within the plant-growing season 

for each site (or pixel). All the model parameters were taken from a European-wide calibration 

Gerbig (2021).  

The EVI and LSWI parameters were computed from Sentinel 2 data over an 8×8 km2 square 

surrounding the FR-Sac tower. The meteorological variables T and PAR were taken from FR-Fon, 

an ICOS site ~50 km southeast km away.  

6.4.4 Validation Method 

Independent Observations 

The ICOS database served for indirect comparison. This database comprises publicly available CO2 

flux measurements obtained through eddy covariance across Europe. We specifically compared 

the forest data we inferred in this study around the Saclay tower site with a mixed forest site, FR-

Fon, located ~50 km southeast. It is important to note that since the measurements began in July, 

towards the end of the growing season, our focus was not on comparing with crop sites. 

Additionally, direct validation through independent data was not feasible, as there were no 

available data from overlapping experiments within the 40 km² 80% footprint during the 

measurement campaign. 

6.4.5 Performance measurements 

Comparisons between instruments were carried out using mean bias and absolute error, defined 

as:  

𝑀𝑒𝑎𝑛 𝐸𝑟𝑟𝑜𝑟 (𝑏𝑖𝑎𝑠) =
1

𝑁
∑(𝑋𝑎,𝑛 − 𝑋𝑏,𝑛)

𝑁

𝑛=1

  6.13 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 =
1

𝑁
∑|𝑋𝑎,𝑛 − 𝑋𝑏,𝑛|

𝑁

𝑛=1

   6.14 

Where N equals the amount of data, X is the variable measured with instruments a and b at a time 

n. 
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Estimations in figures come with 95% confidence interval bands calculated using the Seaborn 

module in Python. It uses random sampling with a replacement strategy, bootstrapping, to 

construct a confidence interval (Dragicevic, 2016). 

6.5 Results and discussion 

6.5.1 Spatial variability and temporal variability of observations (vegetation index and 

CO2 fluxes) 

The satellite-derived vegetation index data revealed a well-defined seasonal change in plant 

activity (Figure 6.6.a). High vegetation indices reflected denser and greener leaves during summer. 

The high vegetation coincided with increased CO2 sequestration during the day and emissions at 

night (Figure 6.6.b), as expected from active photosynthesis. However, as seasons shifted towards 

winter, the vegetation indices decreased, indicating a decline in photosynthetic activity. This 

decrease was accompanied by a corresponding decrease in CO2 sequestration, suggesting a 

slowdown in plant metabolism. We thus define three periods: growing season, from July to 

September; transition, in October; cold, in December and January. Note that June and November 

were not considered, as no flux data was available. 

 

Figure 6.6. Seasonal evolution of (a) vegetation index (NDVI) around the site and (b) net flux measured at the 

FR-Sac tower. In (a), monthly averaged NDVI 8×8 km grid centred in Saclay tower (red star). The scale goes 
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from 0 to 1 for no vegetation to highly vegetated. The pixels in black are urban, salmon are lake, and there is 

no data in white. In (b) daily net fluxes in μmolm−2d−1. Note that only fluxes with well-developed turbulence 

were considered, and data was not gap-filled. 

In December and January, the biogenic contribution to the flux is anticipated to be minimal due 

to lower temperatures and reduced vegetation, with deciduous forests shedding leaves and 

summer crops being harvested. Despite these similarities between the two months, the net flux 

significantly differs. This variation is attributed to wind direction, with wind rarely coming from the 

northeast region in December, the direction of the local heating plant. However, wind from this 

direction in January becomes more prevalent, significantly influencing the measured flux. 

6.5.2 A look at the spatial variability of partitioned CO2 fluxes 

Net and partitioned CO2 fluxes exhibited distinct seasonal and spatial patterns (Figure 6.7). During 

warmer months (July to September), the site was, on average, a sink during the day (Figure 6.7.a), 

most notably in the west direction, pointing towards the forest. Contrarily, colder months revealed 

closer to zero net flux from the forest direction. The southeast direction, where the urban 

contribution from a roundabout, the campus, and an urban centre is present, shows net emissions 

all year long, which are stronger during daytime and increasing for colder months. Partitioned 

fluxes corroborate with this analysis. GPP and Reco estimations have shown reasonable values for 

warmer months. For periods where the wind is coming from the forest, GPP was stronger and 

anthropogenic aCO2 fluxes were small. We can also note the more significant aCO2 emissions 

from the southeast. 

The partitioning, however, showed unclear results regarding different wind directions, times of 

day, and years. Some compensation seems to take place, in particular for the northeast direction 

where the heating plant is located. For this direction, all partitioned fluxes show a more substantial 

flux during colder months when the heating is on. While a high aCO2 is expected, the high GPP 

and Reco are most certainly an artefact from the partitioning in this direction.  Note unrealistic 

estimations for nocturnal GPP fluxes for the southwest or during colder months. The reasons for 

these artefacts are unclear, although we could think of a possible mixing between sources and 

sinks in a 30-minute period.  
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Figure 6.7. Net and partitioned fluxes are grouped by wind direction and grouped by daytime (a-d) and 

nighttime (e-h). Units are in µmol m-2 s-1, and values are the median with the interquartile range. Extreme 

0.1% values were removed. Wind directions bins with less than 10 observations were added to the next bin 

clockwise. Note 10-50° were plotted separately for visual purposes. The zero line is shown in dashed green. 

With that in mind, the site can be primarily separated into the west sector, driven by biogenic 

exchange; the east sector, comprehending mixing fluxes with anthropogenic driven fluxes during 

colder months; and at last, the 10°-40° range, where the heating plant drives fluxes during colder 

months. 

6.5.3 Data assimilation 

Analysis step 

Assimilating west-sector daytime GPP during warmer months yielded stronger flux estimations 

than the model parametrised for Europe (Table 5.2). Indeed, the λ parameter, a multiplier of the 

GPP in the VPRM model, was multiplied by more than 2 for grassland and around 1.2 for forest. 
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Table 6.1. Parameters λ, α, β for the VPRM model per plant functional type (PFT) before and after inversion. 

Prior follows (Gerbig, 2021), and standard deviation was arbitrarily chosen as 20% of prior and reported in 

parentheses. 

  Prior   Posterior  

PFT λ α β λ α β 

DBF 0.181 

(0.036) 

0.127 

(0.026) 

1.140 

(0.228) 

0.212 

(0.011) 

0.124 

(0.019) 

0.838 

(0.113) 

GRA 0.170 

(0.034) 

0.086 

(0.018) 

0.363 

(0.072) 

0.386 

(0.009) 

0.107 

(0.012) 

0.331 

(0.069) 

 

The assimilation process ultimately led to a stronger CO2 sink in the posterior than in the prior 

(Figure 6.8). 

 

Figure 6.8. The contribution of data assimilation on surface flux estimations in July. In (a) prior, (b) analysis, 

(c) difference between (b) and (a), and (d) difference between the standard deviation of 100 repetitions using 

Gaussian distributed parameters. Units are in μmolm−2s−1. The tower location is marked with a red star at the 

centre. Note that standard deviations (d) were calculated using a coarser resolution to allow for more 

repetitions. 

The posterior map yielded coherent fluxes with the measured fluxes (Figure 6.9). Considering the 

smoothing effect caused by simplifications in surface and transport models, the estimated fluxes 

remained compatible with the measurements. Biogenic fluxes, part of the inversion process, are 

aligned closely with observations, as GPP shows. However, measured net flux and GPP showed a 

smaller sink than estimated by the inversion, particularly during the second half of the day. In 

addition to that, aCO2 from the tower showed greater emissions compared to inventory data. It is 

important to note that we did not assimilate data in the inventory; in other words, the posterior 

here shows the inventory as it was. 
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It is worth noting that measurements from tall towers tend to be more erratic compared to shorter 

towers. This variability can be attributed to surface heterogeneity and the ever-changing source 

area, which brings a different mix of fluxes each time and a lower signal intensity at these heights.  

 

Figure 6.9. Net and partitioned fluxes, measured at the tower and posterior, estimated by footprint and flux 

map after inversion. Data shows that on July 15-20, wind mostly comes from the west. Note that GPP and 

Reco come from VPRM estimations, while aCO2 comes from inventory data. 

The estimation of NEE for the forest pixels had, on average, a smaller flux than a reference forest 

site (FR-Fon, ~50 km southeast) (Figure 6.10). During the middle of the day, fluxes at the SAC 

forest were estimated at −6 μmolm−2s−1, while for FON, flux was around 10 μmolm−2s−1 greater. It 

shows a much better agreement for a few days at the beginning of August, but this only lasts a 

few days, and the difference increases in July (not shown here).  

 

Figure 6.10. Forest net fluxes from late July were estimated from pixels on the surrounding tower and compared 

with FR-Fon as a reference. 

This difference may be due to ecological reasons; the forests may have different species, ages, 

and root extractable water, which may lead to Fontainebleau having a 2 to 3 times larger NEE than 

the Palaiseau forest. Indeed, the Fontainebleau forest is known to have above-expected root 

extractable water (Maysonnave et al., 2022).  

However, some other aspects may be invoked to explain the difference: Figure 6.9 shows that 

assimilated GPP in the map for all land uses mixed is smaller than the −15 to −20 μmolm−2s−1 sink 

in FR-Fon. A hypothesis is that the longer transport time implies more mixing and potentially less 

well-defined “gusts”. This mixing would imply an underestimation of the decomposed flux when 

using the direct partitioning method. However, if this is the case and considering the similarity 

between the partitioned fluxes, we could also expect the assimilated Reco and aCO2 to be 

underestimated. The underestimation seems unlikely as aCO2 is already higher than estimations 

coming from the inventory (Figure 6.9). Another possibility is that horizontal advection may 

effectively divert the forest flux. At last, storage flux in the SAC tower is somewhat uncertain as it 
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was measured using only 3-point measurements. Quantifying either fluxes, however, requires 

measurements that are not available at the moment of the study. 

6.5.4 Estimating the flux from the heating plant 

We estimated January fluxes using the same parameters (Table 6.1) and found assimilating months 

with biogenic-driven fluxes (July to September). The effect of the heating plant was apparent. First, 

the presence of the heating plant is very much visible as measured CO2 fluxes are several orders 

of magnitude greater than estimations (Figure 6.11). Otherwise, aCO2 fluxes seem to be better 

represented by the inventory compared to July’s estimations. 

 

Figure 6.11. Net and partitioned fluxes were measured at the tower and posterior, estimated by footprint and 

flux map after inversion. The bottom panel replicates the top panel with a zoom focusing on values between 

-5 and 5 μmolm−2s−1. The dataset covers the period from the 1st to the 15th of January 2024, when wind 

blows from the heating plant. 

 

6.5.5 Analysing the influence of the heating plant on direct partitioning 

Important GPP and Reco fluxes were observed when the wind originated from the heating plant, 

suggesting a potential bias in the direct partitioning method (Figure 6.12). However, it is 

noteworthy that the net flux also exhibited erratic behaviour during these periods. The fluctuations 

observed in the net flux from one half-hour to another are unlikely to be solely attributed to the 

operation of the heating plant. A more plausible explanation is the influence of the plume emitted 

by the heating plant on the covariance measurements. 

When the plume from the heating plant intersects with the tower's location, downwind 

measurements may capture air parcels enriched in CO2, potentially biasing the measurements and 

introducing artefacts in the partitioning process (Figure 6.12.a). This phenomenon is attributed to 

the heating plant's intense and localized emissions and possible buoyancy effects that may lead 

to plume meandering because of the hot gases ejected through a tall chimney (~15 m). 
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Figure 6.12. Fluxes and conceptual illustration on the effect of heating plant plume in the measurements. In 

(a), a conceptual illustration shows a hypothesis to explain unrealistic GPP from the wind direction coming 

from the heating plant. In (b) net and partitioned fluxes, in μmolm−2s−1, and (c) wind direction with heating 

plant direction (~25°) highlighted. Data for the period between the 7th and 10th of January. 

Conditional sampling using CO or CH4 resulted in very similar results (Figure 6.13). Typically, 

negative CO2 fluxes are considered as GPP. For the particular situation when the wind came from 

the heating plant, though, doing so resulted in unrealistic GPP and Reco estimations (Figure 6.7). 

A better option for this situation may be to attribute it to aCO2 fluxes when CH4 or CO fluxes are 

positive and to biogenic CO2 otherwise (Figure 6.13.c, d). In this new configuration, fluxes are more 

realistic (Figure 6.13c-d). 

 

Figure 6.13. CO2 fluxes conditioned by CO (a, c) and CH4 (b, d) from 7th to 10th January. All four cases (a, b) 

and a sum based on the sign of the conditioned flux (c, d). In this latter case, i+iii would represent 

anthropogenic and ii+iv biogenic.   
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The partitioning requires an order of priority. So far, CO2 flux and GPP have taken priority in 

partitioning as negative CO2 fluxes were considered GPP without further consideration, which is 

a reasonable assumption for biogenic-driven fluxes. For strong point sources, this might not be 

true anymore.  

6.5.6 Foreseen improvement in the wavelet-based-partitioning-assimilation framework 

On the observation side 

Partitioning results yielded mixed outcomes. The expected values for GPP, in particular, are shown 

below. During the extreme case when the wind direction came from the heating plant, the 

partition yielded high values for GPP and Reco. It is considered compensation, and in this 

particular case, anthropogenic and biogenic sources might be better separated if CO or CH4 

covariance signs take priority so that when they are positive, the flux is attributed to 

anthropogenic independently of the CO2 covariance sign. Applying this may not be appropriate 

for the whole year and all directions, indicating a need for further rule developments in the 

partitioning so that stronger fluxes take priority. 

On the estimation side 

In this work, we used the simple Vegetation Photosynthesis and Respiration Model (VPRM) 

introduced by Mahadevan et al. (2008). It initially provided a simplistic approach to calculating 

ecosystem respiration. However, subsequent versions of the VPRM have undergone significant 

modifications to enhance accuracy and capture more nuanced ecosystem processes. The 

simplistic approach to calculating ecosystem respiration, particularly in Mahadevan et al. (2008), 

may oversimplify the complex interactions within ecosystems. For this reason, recent studies by 

Gourdji et al. (2022) and Bazzi et al. (2024) have proposed several enhancements to the model 

equations. Modifications primarily focussed on the Reco and included additional data to account 

for soil temperature variations and soil moisture-induced water stress factors directly with soil 

measurements or by using precipitation as a proxy (Migliavacca et al., 2011). These additional 

processes result in a more comprehensive representation of ecosystem dynamics. Further 

improvements to the VPRM could incorporate additional factors such as crop management 

practices, biomass maps, and disturbance maps to represent ecosystem dynamics better. 

Additionally, uncertainties on prior have been arbitrarily set and would require to be evaluated 

more thoroughly in particular uncertainties related to the simplified footprint model used. 

On the validation side 

Direct validation using multiple towers with overlapping footprints is ideal for validating the 

inversion at high resolution. 

Benchmarking exercises and validation against independent observations are crucial steps in 

evaluating the performance of these algorithms. Ideally, benchmarking exercises should be 

conducted to evaluate the performance of inversion algorithms against known reference datasets 

or independent observations, such as local short-eddy-covariance towers in the tall-tower 
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footprint. Degrading the inversion can serve as a way to compare the additionality of model 

features or observational periods. 

1.1. Conclusions  

Eddy Covariance method provides direct, continuous, and reliable flux measurements. With 

advancements in satellite technology offering resolutions smaller than a tower's footprint, 

coupled with the power of data assimilation, models can now estimate processes and assimilate 

data at exceptionally fine scales. Leveraging tall-tower flux measurements presents distinct 

advantages, as flux footprints are much smaller than concentration ones and no background 

measurements are needed. Coupling these in a Bayesian inversion framework is promising. 

Our findings affirm the viability of this framework, yielding coherent results over an area of 8×8 

km2. However, partitioning outcomes revealed nuances, with Gross Primary Productivity (GPP) and 

forest net fluxes exhibiting lower-than-expected values and instances of compensation between 

anthropogenic and biogenic fluxes under specific wind conditions. Further refinement in 

partitioning strategies is expected to ensure robust flux attribution across diverse environmental 

contexts. 
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CONCLUSION AND PERSPECTIVES 

Direct flux measurements are pivotal in monitoring greenhouse gases, offering valuable insights 

into ecosystem dynamics and contributing to our understanding of climate change (Chapter 1). 

Traditionally, measurements were conducted in homogeneous fields, with each tower 

characterizing and monitoring a specific ecosystem type. The eddy covariance method has been 

continuously developed over the last decades. Our results show that moving the covariance 

calculation towards a wavelet-based framework can be beneficial to keep non-stationary data 

exploitable, reduce gaps, and allow for monitoring transitory processes. The simplicity and 

flexibility of the framework proposed (Chapters 2 and 3) make it very easy to deploy and allow for 

(re)analysis of existing datasets.  

However, wavelet eddy covariance has the potential to bring much more information than 

only non-stationary process monitoring. Taking advantage of the time and frequency 

decomposition, we have shown that wavelets can partition CO2 fluxes over a homogeneous 

ecosystem into photosynthesis and respiration by conditionally sampling up and down fluxes 

(Chapter 3). Although this new partitioning method must be evaluated and validated over a more 

extensive set of sites, it brings a conceptually rich framework that may be expanded to partition 

surface fluxes based on activity tracers (Chapter 5). 

Tall towers for eddy covariance are interesting as they integrate over larger scales. However, 

they systematically measure over heterogeneous patches of land. This shift towards broader 

spatial coverage brings complexity but allows for a more representative sampling of emissions on 

a landscape. It also opens the door to closer collaboration between atmospheric and ecosystemic 

communities. We have shown that with the minimal addition of a 3D anemometer, an atmospheric 

setup including high precision but slow response analysers produced turbulent fluxes of CO2 with 

reasonable corrections on high-frequency losses (Chapter 4). The computation of storage fluxes 

was essential for evaluating diurnal patterns. 

Simultaneously, advancements in satellite technology have facilitated the development of 

large-scale models capable of estimating surface fluxes at fine resolutions. This greater spatial 

resolution, smaller than a tower’s footprint, has created a valuable middle ground for comparing 

tall-tower-based and model-based fluxes. The comparison is important as both models and 

inventories need validation from direct measurements. Creating high-resolution flux maps from 

direct measurements represents an alternative way of having high-confidence maps at a fine scale 

that can be used to analyse the contribution of different land uses and validate larger-scale 

models and inventories (Chapter 5). 

We preconise that the creation of high-resolution flux maps from single-tower 

measurements would require to fulfil a few criteria: 

• Firstly, turbulent and storage fluxes must be measured. Further partitioning the 

fluxes is required for gases with important sinks and sources, such as CO2. Large 

footprints can average many surface processes, whether they are anthropogenic or 

biogenic, and thus, partitioned fluxes can help constrain the attribution of surface 
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fluxes to biospheric and anthropogenic origins. A complementary approach to be 

tested would be to use shorter averaging times to diminish the footprint area.  

• Secondly, we need to relate time measurements of fluxes to the source area. A so-

called footprint, or transport, model is needed to relate flux measurements to their 

respective source area. In addition to that, surface flux estimations by models and 

inventories should be used to help constrain estimations. Indeed, without some prior 

knowledge of the surface fluxes, the naïve approach of projecting the measurements 

into space using a footprint may not yield a satisfactory result. Larger and smaller 

emitters in the same wind direction may average out. 

• Finally, a framework is needed to address the divergence between observed, y, and 

estimated fluxes, f(x). The typical approach minimises a cost function that increases 

with divergence, f(x) − y. The data assimilation Bayesian inference framework is well 

adapted to this problem as it provides surface flux estimations and their 

uncertainties. It indeed includes in the cost function the divergence of a state x, from 

its prior, xb, and weight both divergence of x and y by their respective uncertainties. 

This thesis represents a significant advancement in our understanding of direct flux 

measurements at the landscape scale through the exploration of new methods and setups. Our 

findings promise to enhance the reliability of landscape-scale monitoring efforts, providing 

valuable insights for science-driven development policies. Decision-makers require information 

with spatial and temporal resolutions tailored to the territory's specific needs, enabling informed 

decision-making and democratic participation. By delivering information on the consequences of 

policy actions at this scale, we can foster a culture of progressive change and encourage 

sustainable decision-making practices.  


