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Titre: Étude numérique de l’échogénicité des matériaux imprimés en 3D imitant les tissus pour le développe-
ment de jumeaux numériques d’organes synthétique
Mots clés: Impression 3D, Modélisation par éléments finis, Méthode de Galerkin discontinue, Homogénéi-
sation auto-cohérente, Propagation des ondes, Echocardiographie

Résumé: Cette thèse explore l’utilisation de matéri-
aux imprimés en 3D imitant les tissus pour créer
des jumeaux fantômes anatomiques. Ces jumeaux
sont destinés à fournir aux praticiens médicaux des
stations d’entraînement sophistiquées pour répéter
des interventions complexes spécifiques au patient.
L’objet principal de cette étude est un matériau syn-
thétique imprimé en 3D qui imite le tissu cardiaque
pour fournir des images échographiques similaires
à celles du tissu biologique réel. Or, les images ul-
trasonores actuelles des matériaux imprimés en 3D
ne correspondent pas à celles des tissus biologiques.
Pour résoudre ce problème, un matériau composite
à base de polymère avec une microstructure de type
matrice-inclusion est en cours de développement
pour reproduire les propriétés acoustiques du tissu
réel. La microstructure des matériaux imprimés
en 3D joue un rôle essentiel dans leur réponse
aux ultrasons en raison de l’interaction ultrasons-
microstructure aux longueurs d’onde d’intérêt im-
pliquées. Cependant, la relation entre la microstruc-
ture imprimée en 3D et la réponse ultrasonique du
tissu synthétique n’est pas entièrement comprise.
Cette thèse vise à établir cette corrélation à l’aide
de simulations numériques et d’observations expéri-
mentales. Pour cela, des techniques numériques
avancées sont nécessaires pour dépasser les lim-
ites des outils standard pour simuler avec précision
la propagation des ondes dans des microstructures
hétérogènes dont les longueurs caractéristiques sont
du même ordre de grandeur que les longueurs
d’onde propagées.

La méthode des éléments finis de Galerkin dis-
continu (dG) est choisie pour effectuer la simu-
lation numérique de la propagation des ultrasons
dans les composites de type matrice-inclusion en
raison de sa faible dispersion numérique et de la
possibilité de déveloper des solveurs massivement

parallèles. Un cadre mathématique unifié pour
la propagation des ondes acoustiques et élastiques
est présenté et des flux numériques upwind pour
les interfaces acoustiques-acoustiques, élastiques-
élastiques et acoustiques-élastiques sont développés
en résolvant le problème de Riemann. Le solveur
dG couplé acoustique-élastique basé sur ces flux
numériques est implémenté et ensuite validé par
comparaison avec la solution analytique d’un do-
maine acoustique contenant une inclusion élastique
circulaire. En utilisant le solveur dG développé,
une approche numérique par éléments finis est in-
troduite pour étudier le comportement de diffusion
de la microstructure et estimer la vitesse de phase
et le coefficient d’atténuation induit par la diffu-
sion. Cette approche numérique est validée par
comparaison avec la solution analytique obtenue
à partir du cadre d’homogénéisation auto-cohérent
proposé par Willis. Les propriétés élastiques du
milieu effectif peuvent être obtenues analytique-
ment, ainsi que la vitesse de phase et le coefficient
d’atténuation. L’approche numérique validée est en-
suite utilisée pour estimer la vitesse de phase et le
coefficient d’atténuation pour les tissus synthétiques
imprimés en 3D, en tenant compte des différentes
caractéristiques de la microstructure. Un modèle
numérique simplifié du transducteur à ultrasons est
également proposé et développé pour simuler la
propagation des ondes dans la microstructure des
matériaux imprimés en 3D pour la reconstruction
de l’image B-mode ultrasonore. Un algorithme de
reconstruction d’image est utilisé et l’échogénicité
des tissus synthétiques avec différentes caractéris-
tiques microstructurales est comparée quantitative-
ment. La forme réelle des inclusions imprimées en
3D est également observée expérimentalement et in-
corporée dans la simulation numérique.
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Title: Numerical Investigation of Echogenicity for 3D-Printed Tissue-Mimicking Material Toward the
Development of Synthetic Organs’ Digital Twins
Keywords: 3D printing, Finite element modeling, discontinuous Galerkin method, Self-consistent ho-
mogenization, Ultrasonic wave propagation, Echocardiography

Abstract: This thesis explores the use of tissue-
mimicking 3D-printed materials to create anatom-
ical phantom twins. These twins are intended to
provide sophisticated training stations for medical
practitioners to rehearse patient-specific interven-
tions. The main target of this study is a 3D-printed
synthetic material that mimics cardiac tissue to pro-
vide ultrasound images similar to those of real bio-
logical tissue. However, the current ultrasound im-
ages of the 3D printed material do not match those
of biological tissue. To overcome this problem, a
polymer-based composite material with a matrix in-
clusion microstructure is being developed to repli-
cate the acoustic properties of real tissue. The mi-
crostructure of 3D printed materials plays a criti-
cal role in their response to ultrasound due to the
ultrasound-microstructure interaction over the in-
volved wavelengths. However, the relationship be-
tween the 3D printed microstructure and the ultra-
sonic response of the synthetic tissue is not fully
understood. This thesis aims to step toward es-
tablishing this correlation using numerical simula-
tions and experimental observations. For this, ad-
vanced numerical techniques are required to over-
come the standard tools’ limitations to accurately
simulate wave propagation in heterogeneous mi-
crostructures with characteristic lengths of the same
order of magnitude as the propagated wavelengths.

The discontinuous Galerkin (dG) finite element
method is chosen to perform the numerical simula-
tion of ultrasound propagation in matrix-inclusion
composites due to its low numerical dispersion and
the possibility of using the solver on supercom-
puters with massively parallel solvers. A unified

mathematical framework of the acoustic and elastic
wave propagation is presented, and upwind numer-
ical fluxes for acoustic-acoustic, elastic-elastic, and
acoustic-elastic interfaces are developed by solving
the Riemann problem. The coupled acoustic-elastic
dG solver based on these numerical fluxes is im-
plemented and then validated by comparison with
the analytical solution of an acoustic domain con-
taining a circular elastic inclusion. Using the de-
veloped dG solver, a finite element-based approach
is introduced to study the scattering behavior of the
microstructure and estimate the phase velocity and
scattering-induced attenuation coefficient. This nu-
merical approach is validated by comparing it to
the analytical solution obtained from Willis’ self-
consitent homogenization framework. The elastic
properties of the effective medium can be analyt-
ically obtained, as well as the phase velocity and
attenuation coefficient. The validated numerical ap-
proach is subsequently used to estimate the phase
velocity and attenuation coefficient for 3D-printed
synthetic tissue, considering different microstruc-
ture characteristics. A simplified numerical model
of the ultrasound transducer is also proposed and
developed to simulate wave propagation in the mi-
crostructure of 3D-printed materials for B-mode ul-
trasound image reconstruction. An image recon-
struction algorithm is used, and the echogenicity
of synthetic tissues with different microstructural
characteristics is quantitatively compared. The ac-
tual shape of 3D printed inclusions is also observed
experimentally and incorporated into the numerical
simulation.
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Introduction

Phantom anatomical twins have become increasingly popular in various surgical procedures for

planning and simulating operations, developing new surgical instruments, and training purposes. How-

ever, these phantoms are limited in their anatomical precision and fabrication from hard plastics with

inconsistent material properties from the target organ. The use of 3D printing technology has pro-

vided the ability to manufacture synthetic organs that are geometrically identical, but the lack of

knowledge and control over the characteristics of printed materials and their physical properties is not

fully understood. In order to address these issues and improve the technology, Biomodex®, a startup

company based in Paris, aims to create sophisticated training and personalized rehearsal solutions for

physicians through the utilization of 3D printing technology. By providing medical practitioners with

practical training tools, Biomodex aims to improve patient outcomes and reduce the risks associated

with medical procedures.

This thesis focuses on the study of synthetic tissue-mimicking 3D-printed materials and their ul-

trasonic behavior, with the goal of mimicking the acoustic characteristics of biological tissues with

different material properties and microstructures. The microstructure of the 3D-printed material plays

an important role in the ultrasonic response due to the ultrasound-microstructure interaction within

the high-frequency range of ultrasonic imaging. To achieve this goal, a combination of numerical

modeling and experimental observations will be used to guide the printing of materials with a desired

microstructure.

The first chapter is dedicated to a review of the tissue-mimicking anatomical phantoms and fo-

cuses on Biomodex’s solution for a 3D-printed anatomical phantom with a matrix-inclusion composite

microstructure. This particular phantom is used for training surgeons in a cardiovascular intervention

called left atrial appendage closure (LAAC) and is designed to replicate the acoustic properties of

cardiac tissue and provide similar ultrasonic images to those of the actual heart. Furthermore, the

chapter discusses ultrasonic imaging in detail, including the working principle of transducers, various

image modes, and the stages involved in reconstructing medical images. A literature review on wave

scattering in matrix-inclusion composites is also presented. Finally, the chapter explores the previous

works on the discontinuous Galerkin finite element method, which is the numerical technique used to

simulate wave propagation in this thesis.

In the second chapter of this thesis, we present the discontinuous Galerkin finite element method

used for ultrasonic wave propagation simulation. The chapter begins by explaining the mathematical

framework for acoustic and elastic wave propagation, using an intrinsic tensorial notation to develop

a unified strong form and variational formulation. The eigenstructure of the governing hyperbolic

systems is then analysed. The chapter then proceeds to develop the numerical fluxes for acoustic-

acoustic, elastic-elastic and acoustic-elastic interfaces by solving the corresponding Riemann problem

and presenting their explicit closed-form expressions. The coupled acoustic-elastic dG solver is then

validated through numerical/analytical comparison, which considers an example of an acoustic domain

containing a circular elastic inclusion.
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The third chapter begins by introducing the analytical framework proposed by Willis et al. for de-

termining the phase velocity and attenuation coefficient in matrix-inclusion composites with randomly

distributed inclusions. This involves employing a self-consistent scheme to replace the heterogeneous

composite medium with a homogenous material, which enables the study of harmonic wave propaga-

tion. The chapter then proceeds to present a finite element-based numerical approach that allows for

calculating the numerical attenuation coefficient. A comparison is made between the analytical and

numerical results for a specific composite, and the differences are quantified. The validated numeri-

cal results are subsequently utilized to estimate the phase velocity and attenuation coefficient for the

3D-printed synthetic tissue, considering the area fraction of inclusions, size, and material properties.

The fourth chapter is dedicated to numerically modeling the ultrasonic transducer and simulating

the ultrasonic wave propagation within the microstructure of the 3D-printed material. In this chapter,

we tackle a coupled acoustic-elastic wave propagation problem since a layer of water surrounds the

layer of 3D-printed material. This layer of water represents the presence of blood in the actual car-

diovascular intervention. The simulation results are used to reconstruct ultrasonic images associated

with different microstructure characteristics, including area fraction and size of the inclusion. On the

other hand, the printed material’s real microstructure is acquired through experiments to attain a more

precise comprehension of the printed tissue. Eventually, this experimental data serves as the input for

numerical simulation, resulting in more realistic outcomes.

The fifth and final section of this thesis encompasses the conclusions drawn from the research

findings and provides insights into potential future work based on this work.
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Chapter 1. State of the art

1.1 Patient-specific tissue-mimicking phantoms

Phantom anatomical twins, used for planning and simulating operations, developing new surgical

instruments, and training purposes, have become increasingly popular due to their advantages over

animal models. Despite their vital role in research, animal models have several disadvantages, includ-

ing ethical considerations, different morphology and tissue properties from human organs, expensive

preparation, and rapid degradation [1]. Anatomical phantoms are currently being used in various

surgical procedures, such as operative urology and craniofacial surgery [1, 2], despite their limited

anatomical precision and fabrication from hard plastics with inconsistent material properties from the

target organ [1, 3]. Moreover, phantoms can be tailored to simulate specific tissues when imaged with

different modalities, including ultrasound [4], computed tomography (CT), and magnetic resonance

imaging (MRI), and novel imaging techniques such as photoacoustics [5].

Nowadays, advancements in 3D-printing technology provide unique opportunities to create patient-

specific anatomical twins. This technology has demonstrated diverse applications in medical education,

such as teaching the structure of different body organs, including the heart, kidney, and liver [6–

8]. Studies have explored the feasibility of generating such models through 3D-printing techniques,

including creating vascular models, cranial models, optic nerves, and the renal system. Although

several studies have described the process of converting medical imaging data into 3D printed models,

such as for the brain and the human sinus [9–16].

The whole process of creating the anatomical phantom, after the acquisition of the medical image,

could be generally divided into three steps: (1) image segmentation, (2) surface reconstruction and

refinement, and (3) printing process (see Figure 1.1). Image segmentation involves dividing the image

into labeled regions to locate objects and boundaries. Basic segmentation approaches rely on the

range of pixel intensities to distinguish between different tissue types and identify their boundaries.

After image segmentation, the 3D model can be refined using various computer-aided design tools. The

post-processing of segmentation is necessary for repairing errors and discontinuities, smoothing out the

surfaces, and appending the segmentation to other structures. These steps are crucial for producing a

printable and accurate 3D model [17].

Among all the suitable 3D-printing techniques for creating anatomical phantoms, three groups

are more common: extrusion printing, photopolymerization, and powder-based printing. Extrusion

printing involves melting and depositing material through a nozzle, while photopolymerization in-

volves selectively curing liquid polymers. In powder-based techniques, a powdered material is bound

together either by using a liquid binding agent or by fusing the particles using heat. Table 1.1 reports

the mentioned 3D-printing techniques with their advantages and disadvantages and some examples of

their medical application. 3D printing could also be combined with other manufacturing techniques

to create an anatomical phantom. Adams et al. use 3D wax printing in combination with molding

to create a kidney phantom using three different materials: agarose gel, silicone elastomer, and poly-

dimethylsiloxane (PDMS) [1]. As an example, Figure 1.2 shows the ultrasound images of these three

phantoms compared to a real human kidney.

The main focus of this thesis is studying the phantom twins that mimic the acoustic properties

of the biological tissue under ultrasonic imaging in interventional cardiology procedures such as Left

Atrial Appendage Closure (LAAC). Nowadays, in cardiology, open surgery is being replaced by so-called
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Figure 1.1. The workflow from medical image to 3D-printed anatomical phantom: (a) image segmentation, (b)
surface reconstruction and refinement, and (c) 3D-printing process [17]

Table 1.1. Several important 3D printing technologies with medical applications [17]

minimally invasive endovascular procedures. This emerging field, known as interventional cardiology,

involves using real-time medical imaging techniques to guide the procedures. Among these techniques,

ultrasonic imaging tends to become a standard since it is inexpensive and non-invasive. An example

of an interventional cardiology procedure is the LAAC, performed due to atrial fibrillation to reduce

the risk of strokes. Atrial fibrillation (AF) is a cardiac arrhythmia characterized by an irregular

heartbeat rate when the two atria receive erratic electrical impulses. The heart rate in AF can increase

from 100 to 175 beats per minute. Patients with atrial fibrillation are 4 to 5 times more exposed to

strokes, which is responsible for 15% to 20% of all strokes, particularly among the elderly. Left atrial

appendage (LAA), a small pouch connected to the left atrium, is known to be the primary source of

90% of strokes caused by blood clots in AF patients [18]. When conventional anticoagulation strategies
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(a) (b)

(c) (d)

Figure 1.2. Ultrasound images of the real human kidney (a), in comparison with three phantoms made of
different materials: (b) agarose gel, (c) silicone elastomer, and (d) PDMS [1]

are ineffective in reducing the risk of blood clots in the LAA, doctors may recommend LAAC as an

alternative. This procedure is typically performed under general anesthesia, during which a delivery

catheter is inserted through the femoral vein (in the groin area) and guided up to the heart. This

delivery catheter carries a device to occlude the LAA that prevents the blood clots formed in the LAA

from entering the bloodstream. After reaching the right atrium, the catheter is maneuvered through

the tissue separating the two atria to reach the left atrium. The catheter is then guided toward the

LAA, where the occluding device is permanently implanted. Ultrasonic imaging is used continuously

to verify the path of the catheter and ensure precise navigation by physicians. Figure 1.3 illustrates a

section of the heart during the LAAC intervention. A challenge associated with this intervention is that

the shape of LAA is patient-specific, meaning that it differs from one patient to another. Biomodex

LAACS™ (Left Atrial Appendage Closure System) product, illustrated in Figure 1.5a, is a 3D-printed

anatomical twin that is used in LAAC interventions designed to provide a training experience that

closely resembles the actual procedure. This LAACS cartridge is along with a designed station. The

station provides a path for the transducer and the catheter, similar to the actual intervention. The

cartridge is submerged in water, which simulates the blood present in the atria. However, the motion

of the blood is not considered in the simulator. Figure 1.4 shows the LAACS simulator station with

the cartridge in it. The ultrasonic transducer is navigated through a designated path to the back of

the cartridge and provides the image. On the other hand, the catheter is also navigated to the LAACS

cartridge from the other considered path in the station on the opposite side. One of the challenges

that physicians face during cardiovascular interventions, such as LAAC, is the need for accuracy when

navigating catheters through the heart to avoid damage to heart tissue. Therefore, the synthetic organ

must closely mimic the acoustic properties of the heart to provide a similar echocardiography image
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Figure 1.3. Schematic depiction of a section of heart in LAAC intervention [Web Source: John Hopkins
Medicine]

and create an accurate training experience, which is a complicated task considering that the materials

available in this 3D printer is very different from the biological tissues. Figure 1.5 shows an LAA Closure

System (LAACS) 3D-printed by Biomodex and acomparison between the 2D echocardiography image

of the LAACS during the intervention and an actual heart in the clinic.

Figure 1.4. LAACS simulator station and the cartridge. The ultrasonic transducer is navigated to the back of the
cartridge. The catheter is also navigated to the LAACS cartridge from the another considered path. [Biomodex’s
internal report]

Looking at Figure 1.5b, one can observe that the 2D echocardiography image obtained from the

LAACS product is not always sufficiently compatible with the actual heart. This lack of compatibility

includes the unclear depiction of the interface between the left and right atrium and the loss of some

details at the bottom right side of the image.
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(a)

(b)

Figure 1.5. (a) LAA Closure System (LAACS), 3D-printed by Biomodex (b) 2D echo of LAACS during the
intervention, compared to the real heart in the clinic [Biomodex’s internal report]

1.1.1 MultiJet 3D-printing technology

Biomodex uses a particular MultiJet 3D-printing technology for creating tissue-mimicking phan-

toms. The multiJet 3D printer works by depositing layers of liquid photopolymers onto a build plat-

form, which are then cured by UV light. This 3D printer can print multiple different materials si-

multaneously, with a resolution of less than 30µm in the "high quality" mode of printing, creating

objects with a wide range of colors, textures, and material properties. Here are the most important

base materials available in the 3D printer:

• RTOP materials: a family of Rigid Transparent or Opaque Polymer materials known for their

strength, durability, and dimensional stability. A wide range of these types of materials with

different properties and colors are offered.

• ERLE material: an Enhanced Rubber-Like Elastomer material ideal for applications requiring

high elasticity and durability components. It is a soft, flexible, and tear-resistant material

available again in different opaque, transparent, and translucent colors.

• GLM: a Gel-Like Material used as a support material for 3D-printed structures, meant to be

removable with alkaline cleaning solutions or mechanically removable by hand or waterjet.

Notably, several more base materials are available in the 3D printer, including. These base materials

could be mixed in different proportions to obtain new digital materials (DM) with various properties

and colors. Notably, the material properties of these materials are generally different from those of

the biological tissues, including the propagation speed of the ultrasonic wave. Among all the materials

available in the 3D printer, the GLM has the most similar acoustic properties compared to the cardiac

tissue (see Table 1.2).
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Table 1.2. Material properties of the cardiac tissue and the 3D-printed materials found in the literature

Material Frequency of measurement ρ (kg/m3) Cp (m/s)
Cardiac tissue [19] - 1060 1580

GLM [20] 20MHz 1157 1620
ERLE [21] 2MHz 1128 2090
RTOP [20] 20MHz 1179 2630

1.1.2 Microstructure of the tissue-mimicking 3D-printed material

At the microstructural level, cardiac tissues consist of multiple layers, each possessing different

acoustic properties [22] that can impact the signal captured by the ultrasonic probe and, ultimately,

the resulting medical image. This complicated, multilayered microstructure of the cardiac tissue yields

sufficient contrast to visualize the tissue’s thickness during ultrasonic imaging. Biomodex proposes

a sandwich composite microstructure to achieve echogenicity similar to biological tissue using syn-

thetic 3D-printed material. The proposed microstructure uses GLM as the matrix material, acting as

the primary wave propagation medium due to its comparable acoustic properties to biological tissue.

To create sufficient contrast in the ultrasonic image and visualize the entire thickness of the layer,

spherical inclusions with varying wave propagation properties are dispersed throughout the gel matrix.

The difference in acoustic impedances between GLM and other PolyJet materials scatters the wave,

and the reflected wave from the matrix-inclusion interface increases the echogenicity of the synthetic

tissue. The gel-based composite is enveloped by an outer layer of PolyJet material due to the mechan-

ical properties of the gel, which is incapable of maintaining the geometry of a patient-specific heart.

During the 3D-printing process, removing the support could easily damage the composite, making

the PolyJet surrounding layer necessary to prevent its destruction. Figure 1.6 depicts a schematic

representation of the proposed microstructure in an arbitrary section of the 3D-printed anatomical

phantom. The PolyJet inner and outer layer is illustrated in black, the spherical inclusions are in red,

and the space between the PolyJet layers is filled with GLM material. The proposed microstructure

does not identify which base or digital materials yield better echogenicity in the 3D-printed tissue.

Furthermore, the inclusions’ optimal area fraction, size, and shape for achieving the best performance

remain undetermined.

1.2 Medical ultrasonic imaging

Medical ultrasonic imaging, also known as ultrasound or ultrasonography, is a medical diagnostic

imaging technique that uses high-frequency sound waves to generate images of the body’s internal

structures, such as soft tissues, organs, and blood vessels. This technique is widely used in various

medical fields, including cardiology, to evaluate heart function and diagnose heart conditions such as

arrhythmia or heart valve problems [23]. According to [24], in 2000, an estimated 5 million ultrasound

exams were carried out worldwide in a week.

Ultrasound imaging operates on the principles of acoustic physics, using high-frequency sound

waves, which are transmitted via a transducer into the biological tissue. These sound waves propagate

through the medium, interacting with various anatomical structures, and the reflections return to

the transducer. Subsequently, a computer system processes the returning echoes to generate a two-

17



Chapter 1. State of the art

Figure 1.6. Schematic representation of the proposed microstructure in an arbitrary section of the 3D-printed
anatomical phantom: the PolyJet inner and outer layers in black, and the spherical inclusions in red. The space
between the PolyJet layers is filled with GLM material. [Biomodex’s internal report]

dimensional visual depiction or a three-dimensional reconstruction of a particular region. This imaging

technique has several advantages over alternative methods such as X-rays and CT scans. One notable

benefit is its non-use of ionizing radiation, which is known to pose a threat to the human body. As

a result, it is considered a safer option for imaging individuals in vulnerable groups such as pregnant

women and young children. Additionally, this technique can produce dynamic images, giving medical

practitioners a real-time view of how organs and tissues function.

As mentioned before, medical ultrasound is a widely used medical diagnostic imaging technique

due to its convenience and safety. However, specific organs are not easily accessible from the outside;

it is essential to insert probes into the body to capture high-quality images, which may cause some

discomfort for the patient but is imperative for obtaining precise diagnostic information. There are

generally two intrusive ultrasonic imaging techniques [25]:

• Semi invasive imaging, in which the probes can be inserted into the body without causing any

wound, such as transesophageal echo (TEE), intra-vaginal imaging, and transrectal imaging.

• Invasive imaging, in which a special cut is made on the body to guide the probe inside the body,

such as intravascular imaging, intraventricular imaging, and laparoscopic ultrasonic imaging.

Invasive methods are commonly employed in cardiovascular applications.

This thesis mainly investigates the Left Atrium Appendage Closure (LAACS) procedure guided

by TEE. This technique is used to overcome the acoustic obstacles in the path from the transducer

to the heart. The air in the lungs has a significantly smaller acoustic impedance than the soft tissue,

which causes strong reflection at the interface. On the other hand, the acoustic impedance of the

ribs (mainly made of bones) is substantially higher than those of soft tissues, which again leads to a

strong reflection of the sound wave. Furthermore, the echo would be considerably attenuated while

propagating through the ribs. Consequently, the probe is guided to the esophagus through the patient’s

mouth, schematically depicted in Figure 1.7. TEE provides a sector ultrasonic image called a B-mode

18



Chapter 1. State of the art

Figure 1.7. Schematic illustration of Transesophageal Echo (TEE) procedure. [Web Source]

image of different heart sections through mechanical and electronic steering. Because the esophagus is

located close to the heart and no obstructions impede the transmission of sound waves, TEE can provide

clear, high-quality images of the heart with both high resolution and signal-to-noise ratio [25,26].

1.2.1 Image modes in ultrasonic imaging

In the current imaging systems that provide a discrete representation of the image, each image is

represented as a matrix of numerical values, denoted as I(i, j), where i and j are the horizontal and

vertical coordinates, respectively. The numerical value assigned to these coordinates represents the

corresponding gray level, and each gray level is associated with the smallest unit of an image called a

"pixel". In three dimensions the matrix is three-dimensional, and each unit of the image represents a

cube referred to as a "voxel". Moreover, here are some fundamental definitions:

• Image Contrast

In imaging, contrast refers to the degree of distinguishability or difference in gray levels between

an object and its surroundings and between adjacent regions in the image. This difference in

intensity or gray level provides visual information that can aid in accurate and precise image

analysis. A higher contrast image shows clear and well-defined boundaries between different tis-

sue types or structures, while a low contrast image may make it more challenging to differentiate

between different areas.

• Signal-to-Noise Ratio

Any factor affecting the image quality that is not originated from the imaged object is considered

noise. This may include random electronic signals generated by detectors, cables, or circuits and

physical factors that violate the reconstruction assumptions, such as reverberations or refractions.

The Signal-to-Noise Ratio (SNR) is a commonly used metric for evaluating the quality of an

image.

• Resolution
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Figure 1.8. (top): Schematic illustration of ultrasonic wave propagation in a multilayer structure, excluding
the reverberations. (bottom): the corresponding A-mode signal. Z is the acoustic impedances of media, "S" is
the distance and "A" is the amplitude of the signal [25].

In evaluating the ultrasonic image quality, resolution is a crucial parameter defined in two distinct

ways. The first definition, known as spatial resolution, refers to the ability of an imaging system

to distinguish and capture details in the object. In other words, the smallest discernible detail

that can be resolved in an image. Spatial resolution is typically expressed in the number of

pixels or voxels per unit area or volume. The second definition, temporal resolution, refers to

the minimum time required to complete the data acquisition process and produce an image of

the tissue.

Here we introduce the main medical imaging modes: A-mode, B-mode, and M-mode.

A-mode (Amplification Modulation)

A-mode (or A-line) is the building block of pulse-echo-based ultrasonic imaging, in which the

signal’s amplitude is displayed on the vertical axis as a function of time or depth on the horizontal

axis. This mode is commonly used in ophthalmology to measure the length of the eye [27]. To create

an A-mode display, several assumptions must be made. First, it is assumed that the transmitted

wave propagates through a straight line from the transducer and comes back to it in a straight line.

This wave is a very short pulse in time and could be approximated by a delta function. Second, it is

assumed that the targets could be considered as a set of parallel plates. Finally, it is assumed all the

objects are placed perpendicular to the direction of propagation. Therefore only axial reflections and

transmissions would happen. Figure 1.8 shows a schematic illustration of ultrasonic wave propagation

through a multilayer structure and the corresponding A-mode signal.

B-mode (Brightness Modulation)

B-mode is the most popular imaging method that is based on the pulse-echo technique. B-mode

images are created by combining many A-mode signals obtained from different lines of ultrasonic

scanning and converting them into a gray-scale image. The same transducer is used to transmit and

receive the ultrasound waves. Hence, only the backscattered waves are detected by the transducer.

There are two common scanning strategies used in B-mode imaging: cartesian scanning and Sector
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Figure 1.9. Schematic illustration of Cartesian B-mode (left), and Sector B-mode(right).

scanning. In cartesian scanning, the image is obtained by scanning the transducer in a rectangular

pattern. In sector scanning, the image is obtained by scanning the transducer in a circular sector.

The choice of scanning strategy depends on the area of the body being imaged and the diagnostic

requirements.(see Figure 1.9).

To generate an ultrasound image from the acquired data, two additional steps are necessary. Firstly,

the A-mode signal is transformed into a vector of gray levels. This process is known as contrast

generation. Secondly, the gray levels are assigned to their corresponding locations in the image space,

a step referred to as spatial mapping.

M-Mode (Motion Modulation)

M-mode is a widely used method for imaging, especially in echocardiography. In this technique, the

transducer is positioned perpendicular to the direction of motion of a moving object, and it continuously

transmits and receives echoes along the same line. The resulting image displays the distance of the

object’s interfaces over time. For example, when imaging a contracting heart, the M-mode image shows

the variation of the heart wall thickness during the cardiac cycle. In Figure 1.10, a real-time M-mode

image of a contracting heart is presented. The top part of the figure shows a 2D sector B-mode image

of a section of the heart. The M-mode image of a specific line is displayed at the bottom of the figure.

As the ultrasound beam penetrates deeper into the heart, the image reveals different regions, including

the chest wall, right ventricle (RV) cavity, septum, left ventricle (LV) cavity, and posterior wall of the

heart. The M-mode image shows the change in the LV cavity over time, which indicates the heart’s

contraction.

1.2.2 Medical ultrasonic Transducers

There are various sources by which the waves are created in a medium. Basically, any change in the

pressure field in fluids or the stress field in solids can lead to the creation of waves. Among the most

suitable options for this application are piezoelectric materials that can transmit and detect echoes

within a system simultaneously. Until the early 1970s, almost all ultrasonic imaging techniques needed

several seconds to generate an image. Consequently, it was not possible to observe moving targets in

medical images. However, with advancements in piezoelectric element manufacturing, acoustic pulse

generation, reception, and post-processing are now nearly instantaneous. Because the speed of sound

in soft tissues is approximately 1540m/s and the distances of interest in medical examinations are
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Figure 1.10. M-mode image of a contracting heart [web source].

generally a few centimeters, the duration for a wave to propagate over such distances is relatively brief

(on the order of tens of microseconds). As a result, numerous waves can be transmitted quickly and

provide adequate data to observe real-time dynamic changes inside the body. Nowadays, piezoelec-

tric ultrasonic transducers have found widespread implementation in various applications, with their

efficiency continually improving over time. Furthermore, these transducers can be manufactured in

diverse geometries, varying in size from large 10cm diameter disks to devices smaller than a catheter’s

needle [25,28].

According to the properties of piezoelectric materials, applying a voltage to them causes mechanical

deformation on the opposite sides. Hence, using two electrodes soldered to two sides of the piezoelectric

element, a voltage with specific characteristics is delivered to the element, and an oscillatory motion is

obtained on opposite faces of the transducer. This leads to generating a wave with desired specifications,

which can be transmitted to the adjacent medium. Conversely, when a wave impacts the surface of the

piezoelectric material, the corresponding deformation produces a voltage in the electrodes, leading to

wave detection (as illustrated schematically in Figure 1.11a). Piezoelectric crystals can be made from

either natural crystals or manufactured compounds. Natural crystals such as quartz and "Rochelle salt"

(sodium potassium tartrate tetrahydrate) were more commonly used in the past. However, nowadays,

ceramic crystals such as PZT (lead zirconate titanate) are mostly preferred, and piezoelectric polymers

like PVDF are desirable as well [25, 29].

Piezoelectric materials are usually used in a sandwich structure to attain better performance, as in

Figure 1.11b. They are typically bonded to two other materials: an impedance matching layer at

the front and a backing layer at the back. The impedance matching Layer is essential to achieve good

efficiency since there is a substantial discrepancy between the impedance of the piezoelectric material,

which is primarily a solid material (such as a ceramic crystal), and the soft tissues that are in contact

with it. This mismatch results in an inefficient energy transfer between the piezoelectric element and

the surrounding medium, leading to energy loss in the form of heat within the element, which can

adversely impact both transmit and receive modes. This layer also serves as sacrificial protection for

the transducer [30]. On the other hand, the backing layer is employed to absorb the energy transmitted

to the back of the element (which is not the desired side). This layer is made of a particular material
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(a)
(b)

Figure 1.11. (a) Piezoelectric material working as a transmitterand a receiver [25]. (b) Multi-layer structure of
the Transducer [30]

with a specific impedance and attenuation coefficient that help dampen the mechanical oscillation [25].

This thesis examines two main types of scanners that employ different beam steering techniques:

(1) sequential linear array and (2) linear phased-array transducers. Sequential Linear Array Scanners

are ultrasound scanners that use a specific number of transducers placed in a linear arrangement. The

imaging process in this method involves the transmission of ultrasound waves by one element or a small

group of elements and the reception of the echo by the same element. Each line of the B-mode image is

formed through one complete transmit/receive cycle, after which the adjacent element repeats the same

procedure to generate the following line in the image. The sequential image formation process produces

a rectangular image with a limited field of view equal to the length of the array’s line. An example of

the rectangular image obtained by sequential linear array scanning is depicted in Figure 1.12a.

On the other hand, the B-mode images produced by phased array transducers rely on electronic

beam steering rather than mechanical methods, allowing for precise control over the acoustic field

and the ability to focus on specific regions of interest [25, 28, 31]. This technique also enables all

transducer elements to be involved in producing an individual B-mode line and provides advanced

signal processing capabilities beyond those available with traditional scanning methods. Furthermore,

phased array systems offer the potential for parallel processing to improve data acquisition rates [28].

A phased-array transducer allows for the electronic steering and focusing of the acoustic beam at a

specific focal point. The principles of how a phased-array transducer can steer or focus the acoustic

beam are explained in the following.

• Steering and Focusing in Transmit Mode

The acoustic beam can be steered and focused in a phased-array transducer by exciting the piezo-

electric elements with specific time delays. The process is illustrated in Figure 1.13a, where the first

piezoelectric element generates a circular wave-front, followed by adjacent elements with specific time

delays ∆ts until the last element generates the echo pulse. The resulting waves interact with each

other, and a single wave with maximum intensity propagates along a line at a particular angle. The
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(a) (b)

Figure 1.12. Working principle of two different real-time scanning methods: (a) Sequential linear array [32] and
(b) Phased-Array [33] scanners

time delay can be formulated as a function of the array’s geometrical parameters and the angle θs. To

achieve a steering angle of θs, it is necessary to apply the following time delay to each of the individual

elements [28]:

∆tsn = n
d

c
sin(θs) + t0 (1.1)

where n = 0,±1,±2, ... enumerates the individual, equally-spaced elements from the center element,

d is the length of a single element, c is the average propagation speed, and t0 is the constant time

placed in the equation to avoid negative time delays. If the successive activation of piezoelectric

elements is considered a moving loading with velocity vm, then we have d = vm ∗ dtsn . Hence, by

obtaining c/vm = sin(θs) and vm > c, we enter into the supersonic regime, and the obtained wavefront

corresponds to the well-known Mach cone. The time delays can also be set to maximize the intensity

of the resulting signal at a desired point with a specific distance from the transducer, resulting in the

beam focusing on a particular focal length. Combining a linear time delay pattern and a spherical time

delay pattern makes it possible to achieve both steering of the acoustic wave to a specific azimuth angle

θs and focusing of the wave on a designated focal point located at a distance of F . (see Figure 1.13b)

The corresponding time delay ∆tf is obtained as following:

∆tfn =
F

c
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√

1 +

(
nd

F

)2

− 2
nd

F
sin(θs)


+ t0 (1.2)

• Steering and Focusing in Receive Mode

As the echoes return to the transducers, the signal received by each transducer is delayed ac-

cordingly, based on the previously calculated and stored data regarding the delay time [34]. The

information from all the channels is then accumulated and processed to obtain brightness information
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(a) (b)

Figure 1.13. The principle of phased array excitation for (a) steering an acoustic beam within a specific angle,
(b) Principle of receiving a beam by a phased array transducer, both steering and focusing, by applying the
appropriate time delays to the piezoelectric elements (∆tsn and ∆tfn respectively).

for the corresponding line with a specific angle. This technique incorporates a mechanism that effec-

tively minimizes the impact of echoes originating from points on the lines with different angles on the

outcome. Once all the echoes from the farthest point on a given line are captured, the transmit circuit

is restarted, and the transducer generates a new pulse in a different direction. This process continues

until a B-mode image is constructed [28].

All the conventional B-mode images consist of individual lines whose total number depends upon

three parameters: desired number of image frames per second, sound propagation speed inside the

material, and reset time required for electronics. Notably, the speed of propagation in tissues puts a

maximum limit on the number of lines per frame in a B-mode image.

1.2.3 Reconstruction algorithm of the B-mode images

As previously discussed, the signal detected by the transducer is prone to significant noise lev-

els from different sources like electronics and other physical phenomena that may defy assumptions.

Therefore, it becomes crucial to preprocess the raw signal. A block diagram of a suggested signal

processing procedure is presented in Figure 1.14. Notably, all the steps might not be necessary for

some applications. The first step in this process involves high-pass filtering since lower frequencies

in the transmitted signal can introduce errors that are especially problematic in medical applications

where frequencies are in the order of several megahertz. However, this filter can be omitted if one is

interested in monitoring cavitations or bubbles. Next, low-pass filtering is employed to reduce the noise

caused by high frequencies and prepare the signal for digitization. The maximum frequency threshold

for the low-pass filter is determined according to the principles described in detail in [35]. Finally, the

Time Compensation Gain (TGC) filter amplifies echoes from deeper layers, partially compensating for

non-uniform propagation speed and cumulative signal attenuation. The TGC filter is set empirically

during the imaging process by the operator [25]. Subsequently, the analog signal can be digitized using

an analog/digital converter. It is recommended to employ a median filter (followed by a 2D median

filter to remove both speckles and smearing effects) to remove isolated peaks of the signal. The next

step involves envelope detection of the signal, which can be achieved through the utilization of the

Hilbert transform [25,36].
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Figure 1.14. Block diagram of signal processing stages [25].

To convert the time scale to the distance scale, a decimation process is applied after extracting the

envelope. This process utilizes the average wave propagation speed in the medium. Log compression

is employed when there is a significant difference in signal amplitudes to improve the system’s visu-

alization of both weak and strong amplitudes in the same image. The two first stages could also be

merged and presented as a single Band-Pass Filter (BPF). Figure 1.15a illustrates an exemplary signal

at two stages of the signal processing procedure.

Eventually, the last stage is transforming a signal to a vector of gray levels. For this purpose, first,

a display range [Wmin,Wmax] and a number of gray levels Ng should be specified. Afterward, the

transformation is done by:

G(t) =





A(t) < Wmin −→ Black

A(t) > Wmax −→ White

else G(t) = round
(

A(t)−Wmin

Wmax−Wmin

)
(1.3)

where G(t) is the gray level and A(t) is the signal’s envelope. A demonstrative example is provided in

Figure 1.15b. In this example, corresponding parameters were set as [Wmin = 0,Wmax = 54, Ng = 54].

(a) (b)

Figure 1.15. (a) An exemplary signal at two different stages of processing: (Top) after BPF and median Filter
(Bottom) after envelope extraction and decimation. (b) An example of transforming a signal to a vector of
gray levels. High amplitudes illustrated with bright colors and smaller amplitudes with dark colors [25].
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1.3 Numerical simulation of wave propagation

Using numerical simulations to study the behavior of acoustic and elastic waves is a highly effective

technique that finds applications in various fields, such as ultrasound imaging and seismology. Numer-

ical modeling of acoustic and elastic wave propagation can now be carried out with high reliability and

efficiency in many applications.

Let us introduce the elastic wave propagation in a homogeneous medium in an open domain Ω ⊆ R
3,

where R
3 represents the general three-dimensional Euclidean space. The density of the medium is

denoted by ρ. The displacement field is represented by u(t, x) : (0, T ) × Ω → R
3, where x ∈ Ω is the

spatial position vector. The second-order Cauchy stress tensor is represented by σ(t, x), and f denotes

the density of body force.

However, it can be a difficult task in heterogeneous media if the characteristic size of the medium

is comparable to the wavelength such that the wave interacts with the complicated physical interfaces

of heterogeneities. In this case, the obtained waveforms contain vast information about the material’s

interior structures. Hence, there is a need to develop more efficient numerical methods for accurate

wave propagation simulation.

This problem could be even more complicated when dealing with multi-physics modeling, such as

fluid-solid coupling. Some of the numerical techniques are extended to solve coupled wave propagation

problems, including acoustic-elastic coupling, which exists in a broad range of problems, including

seismic waves that interact with the outer core of the earth or the ocean, the ultrasonic waves generated

by transducers for medical imaging of patients, which propagate through human tissues and bones, and

the blood inside the organs. In these cases, high-order methods are required to reduce the numerical

dispersion and dissipation errors, and more effort is needed to maintain the high accuracy on the coupled

interface [37]. Several numerical methods are introduced in the literature for solving the second-order

or first-order wave equations in elastic and acoustic domains, including the acoustic-elastic interface.

When dealing with problems in dynamics, the typical numerical approach involves a combination of

space discretization and a time-stepping scheme. The finite difference (FD) scheme and finite element

(FE) are widely used for space discretization. Other methods, such as the boundary element method

(BEM) and finite volume method (FVM), are also popular techniques.

FD method for the simulation of elastic waves is developed for both regular grids and unstructured

meshes. This method is based on direct discretization of the strong formulation of the partial differential

equations and could also be applied to anisotropic materials. However, this method is mainly adapted to

simple geometries [38–44]. Early studies, such as the work of Alford et al. [45], used FD to solve acoustic

wave propagation in geophysics and demonstrated that this could produce accurate results provided

that an appropriate number of grid points per wavelength and time step are used. Afterward, FD was

used for isotropic elastic materials, with a very dispersive shear wave propagation [46]. Staggered-grid

frameworks were then introduced and became popular since they resolved the dispersive shear wave

issue [47–49]. Di Bartolo et al. propose a finite difference framework with an optimized memory use

based on staggered-grid schemes. This scheme is also extended to take into account the fluid-solid

interfaces [50–53]. Lombard and Piraux also used the FD method to solve coupled acoustic-elastic

wave propagation problems, considering 2D arbitrary-shaped interfaces. The solution in this work is

validated by comparing the results to the corresponding analytical solution [54].
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The FE method relies on the PDE’s variational or weak form, allowing for greater flexibility in

handling complex geometries. This approach involves dividing the domain into smaller elements that

satisfy the weak form of the PDE. Although FEM can better handle complicated geometries than finite

difference methods (FDM), it sometimes requires more memory space for numerical simulations [55–58].

SEM is a particular form of FE that uses hexahedral elements to subdivide the computational

domain. A crucial advantage of the SEM is that its mass matrix is constructed to be diagonal, which

results in considerable savings in terms of computational time and memory requirements. This method

could be used in the form of a massively parallel solver. This property makes the SEM particularly

suited for simulations of wave propagation problems in three-dimensional space where a large number

of degrees of freedom are involved [59–65]. The SEM is also used in [64, 66] to model seismic waves

with different strategies for considering the acoustic-elastic coupling on the fluid-solid interfaces.

The BEM is a numerical technique that transforms a boundary value problem, described by a partial

differential equation (PDE), into an equivalent representation using integral equations. However, the

resulting BEM matrix is unsymmetric and full, with non-zero coefficients, in contrast to the much

larger yet sparsely populated FE matrix. This means that the FE matrix can be stored and solved

more efficiently. The transformation of the PDE to boundary integral equations requires the use of the

Green function, which can be challenging and restricts the applicability of the BEM, particularly for

problems in heterogeneous media [67,68].

The FVM relies on the strong formulation of PDEs, and involves dividing the computational domain

into elements or control volumes. The divergence formula is then employed to obtain an integral

formulation of the fluxes over the boundary of each control volume. The FVM is commonly used for

solving fluid flow problems, particularly those involving complex geometries and non-uniform grids.

However, it could be used for numerical solving of the hyperbolic equations such as wave propagation

equation [69–72]. This method is also extended to solve wave propagation problems with a fluid-solid

interface [73, 74].

On the other hand, various techniques could be implemented for time-stepping, including low-

ordered schemes such as second-order Newmark type schemes and Runge-Kutta method, and higher

order techniques such as arbitrary high-order derivatives (ADER) approach [57,75, 76].

1.3.1 Space discontinuous Galerkin FE for coupled acoustic-elastic wave propagation

The space discontinuous Galerkin (DG) is a well-established method that combines the advantages

of finite element and finite volume frameworks. Moreover, the space dG method can be incorporated

with high-order time integration schemes and allows the development of massively parallel solvers. In

the past two decades, the dG method was extensively used for numerical modeling of wave propagation

in elastic media [70,77–82], as well as in more complex media involving multi-physical media.

Unlike the continuous FE method, the space dG FE method is based on the use of discontinuous

basis functions between finite elements. However, the continuity across the elements is weakly imposed

by these numerical fluxes. Hence, developing and implementing the appropriate numerical fluxes is

essential to the success of the dG method. The DG schemes and implementing Runge-Kutta time

integration methods within a coherent framework is firstly done by Cockburn et al. between 1989 and

2000 [77, 83–86]. Dumbser and Kaser used a rigorous and accurate numerical flux obtained from

the exact solution of the Riemann problem on element interfaces for elastic wave propagation in
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a heterogeneous isotropic solid material in two and three-dimensional problems. The ADER time

integration is used in these works to achieve high accuracy in both space and time [78,79]. This method

is later extended to the anisotropic and viscoelastic materials [80]. Tie et al. also developed a unified

multidimensional variational framework for elastic wave propagation in anisotropic media [81, 82].

Otherwise, the Lax-Friedrich or penalty flux is another rigorous alternative for calculating the numerical

fluxes [87–93]. More particularly for the elastic-acoustic coupling, Wilcox et al. introduced a unified

dG framework for isotropic elastic/acoustic media [37], while Zhan et al. considered a dG framework

for arbitrary anisotropic elastic/acoustic media [94]. They all used the velocity-strain formulation and

developed the upwind numerical fluxes by exactly solving the Riemann interface problem. Zhan et al.

then extended their approach to a more general case involving poroelastic media [95]. Besides, using

the first-order elastic velocity-strain and acoustic velocity-pressure formulations, Ye et al. obtained a

stable algorithm with a penalty flux defined on element interfaces [88], while Guo et al., using the first-

order elastic velocity-stress and acoustic velocity-pressure formulations, presented a weight-adjusted

dG method also with a dissipative penalty flux defined on element interfaces [91].

The second chapter of this thesis presents a development of the upwind numerical fluxes in the

most general case of multidimensional anisotropic elastic/acoustic media with discontinuous material

properties using the wave-oriented variational framework previously proposed in [81, 82]. Within the

framework of the first-order elastic velocity-stress and acoustic velocity-pressure formulations, the

numerical fluxes on the interfaces, including the elastic/acoustic interfaces, are obtained in terms of the

exact solution of the associated Riemann problem, unlike the penalty flux method implemented in [88].

Moreover, unlike the approach used in [94,95], we use a coordinate-free vector and tensor notation and

a wave-oriented eigenanalysis of the first-order hyperbolic system. Thanks to the proposed approach,

the Riemann problem is analytically solved for the general anisotropic elasticity tensor, and explicit

closed-form expressions of the numerical fluxes in terms of wave propagation modes are obtained.

These explicit expressions of fluxes are implemented in our code, and they are computed only once

and stored at the beginning of each dynamic calculation.

In this thesis, the space discontinuous Galerkin (DG) framework is used to perform wave propaga-

tion simulation, and all the numerical results are obtained using this numerical technique.

1.3.2 OOFE (Object-Oriented Finite Element) code

Object-oriented finite element (OOFE) code is an in-house code developed in the LMPS laboratory,

containing different static and dynamic solvers. This code is written in C++ language and has three

main dynamic solvers for performing wave propagation simulation:(1) classical Newmark scheme, (2)

the time discontinuous space-time Galerkin (tDG) solver, with the capability of adaptive re-meshing,

and (3) space discontinuous Galerkin (DG) framework.

The tDG solver, which is an implicit unconditionally stable solver, employs an adaptive re-meshing

method, which subdivides the space-time domain into space-time slabs [96, 97], and treats disconti-

nuities of the unknown fields in the weak formulation, resulting in a higher computational accuracy

compared to the classical Newmark scheme [98–102]. In addition, the OOFE code demonstrated its

ability to capture shock wave fronts by simulating the elastic wave propagation in plates and shells un-

der moving loads. This method was then used to analyze and predict the behavior of elastic shock waves

in hexagonal honeycomb sandwich panels, which have potential applications in space launchers [103].
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The space DG solver is explicit and conditionally stable. This type of solver offers a better numerical

dispersion performance. Due to the global mass matrix of the space DG solver, which consists of

uncoupled elementary mass matrices, a parallel version of the solver that uses the Message Passing

Interface (MPI) is employed to decompose the numerical domain into different subdomains and carries

out parallel computations on a cluster. This allows for efficient parallelization of the solver, enabling

the simulation of large-scale problems that are computationally intensive.

1.4 Wave scattering in heterogeneous media

The propagation of waves in heterogeneous media gives rise to several complex phenomena. Reflec-

tion occurs when waves encounter boundaries of different material properties, while refraction occurs

when waves change direction at the interface between two materials of different properties. Diffraction

occurs when waves bend around corners or slits and propagate when encountering obstacles. The loss

of wave amplitude due to absorption, scattering, and mode conversion is referred to as attenuation.

Scattering, on the other hand, refers to wave radiation from heterogeneities that act as secondary

radiation sources due to excitation by the incident wave.

Figure 1.16. Different phenomena during acoustic wave propagation, including specular reflection, diffuse re-
flection, refraction, and diffraction [104]

The microstructure of the heterogeneous media scatters the energy of the incident ultrasonic wave,

whether the microstructure consists of reinforced fibers in metal matrix composites, spherical beads in

3D-printed materials, or grains in polycrystalline materials. Scattering can be categorized into different

regimes based on the characteristic length scales. Wave propagation in heterogeneous media is a multi-

scale problem mathematically and numerically, and different phenomena occur for different scales [105].

There are three fundamental length scales for wave propagation problems: the propagation distance

L, the characteristic length of heterogeneity lc (the scale at which the heterogeneous medium varies),

30



Chapter 1. State of the art

and the dominant wavelength λ. Different values of dimensionless parameters x0 := klc = 2πlc/λ and

ǫ := λ/L, where k is the wavenumber, can describe the following scattering regimes [106]:

• Rayleigh scattering regime: In the Rayleigh scattering regime, 0.01 ≤ x0 < 0.1. The amount

of scattered energy in 3D is apparent, resulting in an observable attenuation of high frequencies

[107,108].

• Stochastic scattering regime: 0.1 ≤ x0 ≤ 10, and ǫ≪ 1. In this regime, where the scale length

of the heterogeneity is comparable to the wavelength and small compared to the propagation

distance, and the fluctuations of the inhomogeneities are weak, full interactions between wave

fields and media are observed [109].

• Geometric scattering regime: In this regime, where x0 ≫ 1, the wavelength is small compared

to the length of heterogeneity [110].

Figure 1.17. Schematic of three scattering regimes [111]

Due to the scattering, there are typically two parts to analyze in the wave signals: coherent

wavefronts through the variation of phase velocity and attenuation coefficient and the incoherent part

(noises) through the scattering coefficient. Many studies have focused on the scattering of the elastic

waves by obstacles, including the smooth obstacles [112–116]. Later, these studies are extended to

highly irregular scatterers, which increase the complexity of the problem in geophysics, noise control,

and medical applications [117–119] significantly.

In the context of nondestructive testing of polycrystalline materials, the scattering of the elastic

waves occurs at the grain boundary because of the discontinuities in the mechanical properties. Several

important theoretical and numerical studies have been performed on the microstructural noise and

scattering-induced attenuation in polycrystalline materials [120–128].

Estimating the attenuation coefficient resulting from the ultrasonic waves’ scattering in matrix-

inclusion composite materials has been studied for many years. There are several studies on analytical

estimation of the scattering-induced attenuation coefficient in the literature, mainly for the Rayleigh

(λ ≫ d) and stochastic (λ ≈ d) scattering domains, where λ is the wavelength, and d is the charac-

teristic size of the microstructure. Willis introduced in [129] an integral analytical formulation for the

scattering problem of the elastic wave in the presence of a single inclusion. This approach was used
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by Sabina et al. in [130] to calculate the attenuation coefficient employing a self-consistent scheme for

multiphase matrix-inclusion composites in common practice cases where no statistical data other than

volume concentrations are available. The obtained attenuation coefficient is based on the so-called

“single-scattering” assumption, meaning that the inclusions are placed far enough from each other in

the matrix so that the scattered wave from one inclusion does not interact with the other inclusions.

Under this assumption, the spatial correlation of the inclusions is indeed not necessary. The theoretical

formulation was also developed in [131], trying to account for multiple scattering by incorporating ad-

ditional spatial statistical information, a factor containing an integral of the pair distribution function.

However, the solution provided by this method is more challenging to obtain the attenuation coefficient

in matrix-inclusion composites and is not considered in the present work.

Using the single-scattering assumption, the calculation of the attenuation coefficient was extended

to matrix-inclusion composite with aligned spheroidal inclusions in [132], randomly oriented spheroidal

inclusions in the two-dimensional case in [133] and three-dimensional case in [134]. Willis’ approach

estimates the attenuation coefficient by defining an effective medium whose mechanical properties are

obtained using a self-consistent homogenization scheme. However, it needs to be specified that the

single-scattering assumption is valid up to what volume fraction of inclusions. In other words, when

the attenuation coefficient is reported for a specific volume fraction, it is difficult to simply determine

whether the single-scattering assumption is met for that volume fraction by using the introduced

analytical framework. Moreover, quantitative information on the distance between inclusions is missing

for the single-scattering assumption to be valid. Kim compared eight different theoretical models

for estimating the effective properties, including the effective wave speed and attenuation coefficient

in [135]. These eight models include the model of Sabina and Willis [130] for the single-scattering

assumption, as well as models of Waterman and Truell [136], Lloyd and Berry [137], and Kanaun and

Levin [138] for the multiple-scattering assumption.

Among the numerical methods, the boundary element method was frequently used to solve the in-

tegral formulation of the scattering problem for cylindrical, spherical, and elliptical-shaped inclusions,

including partially debonded inclusions [139–142]. Dravinski et al. in [143] also used the direct bound-

ary integral equation method to study the scattering of inclusions of arbitrary shapes distributed in

multiple layers. Extended finite element method (XFEM) is also used by Liu et al. [144] for estimation

of the attenuation of ultrasonic wave in polymer matrix particulate composites.

In this thesis, we aim to understand better and validate the analytical formulas of the scattering-

induced attenuation coefficient of matrix-inclusion composites proposed by Willis et al. using a finite

element-based numerical approach. The phase velocity and the attenuation coefficient of the com-

pression wave in a two-dimensional two-phase composite with randomly distributed embedded circular

inclusions are considered. The numerical approach is very similar to the method already used and

validated for calculating the scattering attenuation coefficient of the polycrystalline materials in the

nondestructive evaluation context [126–128]. The advantage of the finite element method is that the

microstructure can be accurately represented, and all scattering phenomena can be fully simulated with-

out any simplifying assumptions. The objective is twofold by considering the analytical and numerical

approaches in parallel. First, the numerical approach can be validated by an analytical/numerical

comparison of the phase velocity and the attenuation coefficient in the case of a relatively low inclusion
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area fraction (2%). Second, the validated numerical approach is used to perform a parametric study

for different inclusion area fractions and for different inclusion sizes to study the limits of the analytical

formula.

The validated numerical approach can be applied to calculate the phase velocity and the attenuation

coefficient when the analytical formula is no longer available. According to [133], the analytical solution

is valid for the wavelengths down to the diameter of the inclusion. In quasi-incompressible materials,

the propagation speed of the shear wave travels substantially slower than the compression wave, so the

shear wave’s wavelength is much shorter than the compression wave’s. Therefore, for the frequency

range of ultrasonic imaging, the wavelength of the shear wave is considerably smaller than the size of

the 3D-printed inclusions, and the analytical framework considered here cannot be used. In the case of

the phantoms with 3D-printed synthetic tissues, the matrix of the matrix-inclusion microstructure is

made of the GLM material, which is a quasi-incompressible material. Hence, the analytical approach

is not applicable. Therefore the phase velocity and the attenuation coefficient are acquired using the

finite element-based numerical approach.
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This chapter aims to present a discontinuous Galerkin finite element framework for coupled acoustic-

elastic wave propagation simulation. The unified strong form and variational frameworks are developed

for acoustic and elastic media based on an intrinsic tensorial notation presented in [82]. After inves-

tigating the eigenstructure of the hyperbolic systems, the upwind numerical fluxes are developed in

the most general case of multidimensional anisotropic elastic/acoustic media with discontinuous ma-

terial properties using a wave-oriented variational framework. The numerical fluxes on the interfaces

(acoustic-acoustic, elastic-elastic, and acoustic-elastic) are obtained in terms of the exact solution of

the associated Riemann problem. Thanks to the proposed approach, the Riemann problem is analyt-

ically solved for the general anisotropic elasticity tensor, and explicit closed-form expressions of the

numerical fluxes in wave propagation modes are obtained. These explicit expressions are computed

only at the beginning of each dynamic calculation once, stored, and used for all the timesteps in the

calculations. To complete the description of the method, the numerical fluxes associated with the
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boundary conditions and external forces are also presented. The numerical flux on the elastic-elastic

interface has been already developed [82]. The original contribution here are:

• developing the numerical fluxes for the acoustic-acoustic interface using the intrinsic tensorial

notation presented in [82], as well as the fluxes on the boundary elements

• developing the numerical fluxes on the coupled acoustic-elastic interface for the most general

case of multidimensional anisotropic elastic solid and acoustic fluid.

In the last section, the coupled acoustic-elastic dG solver is validated using the developed upwind

numerical fluxes. This validation is performed through a numerical/analytical comparison, considering

the example of an acoustic domain with a circular elastic inclusion.
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2.1 Governing equations and the variational framework

This section presents the governing equations for both the elastic and acoustic media in detail,

using a unified strong and variational formulation for the system. In the space discontinuous Galerkin

framework, the classical second-order hyperbolic wave propagation equation is not applicable, and

one needs to employ the first-order hyperbolic equation instead. The first-order hyperbolic wave

propagation equation could be written in a general form as follows:

M(∂tU) +A∂x(U) = 0 (2.1)

This tensorial compact form in (2.1) is defined in [81] within the frameworks of elastic waves. No

source term is considered in the equilibrium equation without loss of generality. The U(x, t) in (2.1)

is the generalized unknown, which vary depending on the type of the wave (acoustic or elastic wave)

and the employed formulation (velocity-stress, velocity-strain, and velocity-pressure). Similarly, the

operator M and space derivative operator A∂x in (2.1) are defined accordingly.

2.1.1 First-order velocity-pressure acoustic wave equations

Let us consider an acoustic fluid Ω ⊂ R
d of space dimension d (d = 1, 2, 3) and over a time interval

[0, T ]. The governing equations of acoustic wave propagation in the form of a first-order velocity-

pressure system can be expressed in a general form as follows: ∀(x, t) ∈ Ω×]0, T [

ρf∂tv −∇xp = 0

λ−1
f ∂tp− divxv = 0

(2.2)

where the velocity and pressure fields are the primary unknowns, and ρf and λf respectively denote

the fluid’s density and bulk modulus. The generalized unknown U(x, t) = (v(x, t) p(x, t))T consists of

v the velocity and p the pressure, with ( · )T the adjoint operator. Hence, U(x, t) is a field in R
d × R

and defined over the open set Ω×]0, T [. The operator M , the space derivative operator A∂x and the

adjoint of the derivative operator A∂xare defined as follows: ∀ W = (w q)T

M
( w

q

)
=
( ρfw

λ−1
f q

)
, A∂x

( w

q

)
=
( −∇xq

−divxw

)
, A∂x,T

( w

q

)
=
( −∇x(λfq)

−divx(ρ
−1w)

)
(2.3)

This adjoint operator is used later in the section 2.1.3 in for developing the weak formulation. We

recall the following space gradient and divergence operators defined on an orthonormal basis (ei)i=1,...,d:

∇xq ≡ Dx q =
∂q

∂xi
ei , divxw =

∂w

∂xi
· ei (2.4)

Herein, the Einstein summation convention is applied throughout, and all vectors and tensors are

represented using bold letters. It is also helpful to define the dot product in the vectorial space R
d×R:

∀ W i = (wi qi)
T , (i = 1, 2),

W 1 ·W 2 = w1 ·w2 + q1q2 (2.5)

According to (2.4), on the boundary ∂D of any subdomain D ⊆ Ω, the flux operator Fn for

n = niei, the outward unit normal vector defined on ∂D, and associated to the first-order system
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(2.2), is: ∀ W = (w q)T ,

Fn(W ) = An(W ) = An

( w

q

)
=
( −qn

−n ·w

)
(2.6)

In (2.6), the subscript index “n” indicates the dependency of Fn and of An on n. From now on, the

local orthonormal basis defined on ∂D will be denoted by (n, {tα}α=1,...,d−1).

Finally, to complete the definition of the acoustic wave propagation framework, the following

boundary conditions are considered:

p = pD, on ∂ΩD×]0, T [ (2.7a)

v ·n = vnN , on ∂ΩN×]0, T [ (2.7b)

Here, both equations of (2.7) denote respectively the boundary conditions with the prescribed pressure

pD and normal velocity vnN . ∂ΩN ∪ ∂ΩD = ∂Ω and ∂ΩN ∩ ∂ΩD = ∅ should be respected. On the

other hand, for the initial conditions, we have:

p(x, 0) = p0(x) ∀x ∈ Ω (2.8a)

∂tp(x, 0) = λfdivxv0(x), ∀x ∈ Ω (2.8b)

Remark 2.1 It is worth noticing that the method proposed in this work can be easily applied to this

velocity-strain acoustic formulation.The acoustic first-order velocity-strain wave governing equations

is written as follows:
ρf∂tv −∇x(λf tr(ε)) = 0

∂tε− ε(v) = 0
(2.9)

Applying the tensorial compact form to this equation, with the generalized unknown U(x, t) =

(v(x, t) ε(x, t))T where ε is the strain field ∀(x, t) ∈ Ω×]0, T [, the operator M and the space derivative

operator A∂x defined as follows: ∀ W = (w τ )T

M
( w

τ

)
=
( ρfw

τ

)
, A∂x

( w

τ

)
=
( −∇x(λf tr(τ ))

−ε(w)

)
(2.10)

Then, the flux operator Fn associated to the first-order system (2.9) and the Jacobian operator An

in the n direction verify the following equations: ∀ W = (w τ )T ,

Fn(W ) = An(W ) =
( −λf tr(τ )n

−n⊗s w

)
(2.11)

However, in the following sections, the velocity-strain formulation is not considered anymore. Be-

cause the genralized unknown in this formulation for the acoustic case contains the strain tensor, but on

the velocity-pressure formulation, the pressure is a primary unknown. Therefore, the velocity-pressure

formulation appears to be more memory efficient, particularly in 2D and 3D cases, since there is less

number of degrees of freedom per each node in the finite element calculation.
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2.1.2 First-order velocity-stress elastic wave equations

Let us consider the wave propagation in an elastic medium Ω ⊂ R
d of space dimension d (d = 1, 2, 3)

and in a time interval [0, T ]. The first-order velocity-stress governing equations is written in the

following form: ∀(x, t) ∈ Ω×]0, T [

ρ∂tv −Divx σ = 0

C−1 : ∂tσ − ε(v) = 0
(2.12)

One can write these equations within the general unified formulation, with the following definitions of

operators:

M
( w

τ

)
=
( ρw

C−1 : τ

)
, A∂x

( w

τ

)
=
( −Divx τ

−ε(w)

)
, A∂x,T

( w

τ

)
=
( −Divx(C : τ )

−ρ−1ε(w)

)

(2.13)

In the elastic case, the generalized unknown is U(x, t) = (v(x, t) σ(x, t))T with σ the stress unknown.

In (2.12) and (2.13), ρ is the density of the solid, C the fourth-order elasticity tensor, and “ :” the usual

double dot product between two tensors defined as (C : τ )ij = Cijklτkl. We recall the definition of the

second-order infinitesimal strain tensor ε:

ε(w) =
1

2

(
Dxw +D

T
x w

)
=
∂w

∂xi
⊗s ei (2.14)

where “⊗s” is the symmetrized tensor product defined as: (a ⊗s b)ij = 1
2(aibj + ajbi). The following

space gradient and divergence operators are also defined using an orthonormal basis (ei)i=1,...,d:

Dxw =
∂w

∂xi
⊗ ei , Divx τ =

∂τ

∂xi
· ei (2.15)

where “⊗” is the tensor product defined as: (a⊗ b)ij = aibj .

Similar to the acoustic wave framework, it is helpful to define the dot product this time in the

vectorial space of Rd × R
d×dsym : ∀ W i = (wi τ i)

T , (i = 1, 2),

W 1 ·W 2 = w1 ·w2 + τ 1 : τ 2 (2.16)

The flux operator Fn on the boundary ∂D of any subdomain D ⊆ Ω is defined as: ∀ W = (w τ )T ,

Fn(W ) = An

( w

τ

)
=
( −τ ·n

−n⊗s w

)
(2.17)

The following boundary conditions are considered for completing the definition of the elastic wave

propagation framework:

σ ·n = g, on ∂ΩD×]0, T [ (2.18a)

v = ∂tuD, on ∂ΩN×]0, T [ (2.18b)

The equation (2.18a) denotes the Neumann boundary condition, where g is the surface loading. The
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second equation (2.18b) shows the Dirichlet boundary conditions with prescribed displacement uD.

Again, the condition ∂ΩN ∪∂ΩD = ∂Ω and ∂ΩN ∩∂ΩD = ∅ should be respected. Moreover, the initial

conditions are written as follows:

σ(x, 0) = C : ε(u0(x)), ∀x ∈ Ω (2.19a)

v(x, 0) = v0(x), ∀x ∈ Ω (2.19b)

Remark 2.2 The first-order elastic wave propagation governing equations could be also written

using velocity-strain formulation as follows: ∀(x, t) ∈ Ω×]0, T [

ρ∂tv −Divx(C : ε) = 0

∂tε−C : ε(v) = 0
(2.20)

The operator M and the space derivative operator A∂x are defined as follows: ∀W = (w τ )T

M
( w

τ

)
=
( ρw

τ

)
, A∂x

( w

τ

)
=
( −Divx(C : τ )

−ε(w)

)
(2.21)

Then, the flux operator Fn associated to the first-order system (2.20) and the Jacobian operator

An in the n direction verify the following equations: ∀W = (w τ )T ,

Fn(W ) = An(W ) =
( −(C : τ ) ·n

−n⊗s w

)
(2.22)

2.1.3 Variational framework of discontinuous Galerkin method

Now that all the required operators and parameters are defined, the unified variational framework

can be introduced. Within the discontinuous Galerkin FE method framework, we look for an approx-

imated solution Uh, discontinuous across the element interfaces, of the generalized unknown U . This

discontinuous character of Uh makes it possible to integrate the concept of well-established numerical

fluxes within the framework of the finite volume method [78].

Let us consider Mh = {Ωk}k a FE mesh of the domain Ω. For the sake of simplicity, from now on,

any element Ωk of the mesh Mh will be denoted by E and any of the neighboring elements of E by E′.

To obtain the dG variational formulation of the coupled acoustic-elastic system for any element E, the

integration by parts formula is used. The discontinuous flux F n(Uh) on the element boundary ∂E is

replaced by a numerical flux F̂n(Uh,U
′
h), which depends on the solution in both E and the adjacent

element E′. Then we get: ∀ W h(x),

(W h,M(∂tUh))E − (A∂x,T (W h),Uh)E+ <W h, F̂n(Uh,U
′
h) >∂E= 0 (2.23)

where Uh and U ′
h are the discontinuous solutions in E and E′, respectively. W h(x) are the test

functions, and we have W h(x) = (wh(x) qh(x))
T in the acoustic case and W h(x) = (wh(x) τ h(x))

T

in the elastic case. In (2.23), considering the definition of dot product given in (2.5) and (2.16), the

inner products are defined as following:
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(w1,w2)E =
∫
E w1 ·w2 dV, (q1, q2)E =

∫
E q1q2 dV

(W 1,W 2)E =
∫
E W 1 ·W 2 dV = (w1,w2)E + (q1, q2)E

(2.24)

By redoing the integration by parts in (2.23), the following equivalent form of variational formula-

tion is obtained: ∀ W h(x),

(W h,M(∂tUh))E − (W h,A
∂x(Uh))E+ <W h, F̂n(Uh,U

′
h)− F (Uh) >∂E= 0 (2.25)

In the present work, we use the variational formulation (2.25) to implement the dG solver as it involves

the slightly more common operator A∂x , instead of A∂x,T .

The following sections are dedicated to developing the upwind numerical fluxes for multidimensional

coupled anisotropic elastic-acoustic wave equations with discontinuous material properties (i.e., media

including physical interfaces). This development is done first on the internal element boundary ∂Eint =

∂E\(∂E∩∂Ω), and second, on the external element boundary ∂Eext = ∂E∩∂Ω, where a ghost neighbor

element E′ with the same properties as E is considered [70], as well as the numerical flux associated

to the elements with external loadings.

2.2 Calculation of the upwind numerical fluxes

This section is dedicated to the development of the numerical fluxes across the internal elements’

interface ∂Eint = ∂E\(∂E ∩ ∂Ω). For this purpose, it is necessary to develop the upwind numerical

fluxes for acoustic-acoustic, elastic-elastic, and acoustic-elastic interfaces. Upwind numerical fluxes for

the elastic-elastic interface for heterogeneous anisotropic solid are previously studied in detail in [81,82].

The main contribution of this thesis is the development of numeric fluxes on the acoustic-acoustic and

acoustic-elastic interfaces. The acoustic-acoustic case is quite simple and has already been treated

in the literature. Still it is interesting to present the numerical fluxes expressed using the proposed

notations.

The upwind numerical fluxes on the interfaces are obtained in terms of exact solutions of rele-

vant Riemann problems. Thanks to the proposed approach, explicit closed-form expressions of the

upwind numerical fluxes are obtained on the acoustic-elastic interface for the general case of multidi-

mensional anisotropic heterogeneous solid media coupled with acoustic fluids. However, before defining

the Riemann problem on the interfaces, it is necessary to analyze the characteristic structure of the

wave equations (2.1) for both acoustic and elastic cases by performing analysis of the corresponding

eigenvalue problem defined with the operator M and the Jacobian operator An as follows:

An(Rn) = λnM(Rn) (2.26)

Eigenanalysis of the acoustic wave equation

In the acoustic case, we get m = d + 1 eigenvalues {λn,k}k=1,...m and the m associated right

eigenvectors {Rn,k}k=1,...m from (2.26). Rewriting the eigenproblem (2.26) in the following form:

An(Rn) = λnRn (2.27)
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with An = M−1.A, the solving of the eigenvalue problem (2.27) arises the two non-zero eigenvalues

and the associated right eigenvectors:

λ±n = ±
√
λf
ρf

, R±
n =

( 1√
2
n

− 1√
2
λf (λ

±
n)

−1

)
=
( 1√

2
n

− 1√
2
z±n

)
(2.28)

where zn is the acoustic impedance defined as z±n = λf (λ
±
n)

−1 = ρfλ
±
n .

For the calculation of the left eigenvectors of (2.27), which are also the right eigenvectors of the

tensor A
T
n defined as:

A
T
n(W ) =

( −λfqn
−ρ−1

f n ·w

)
(2.29)

It can be shown that:

L±
n =

( 1√
2
n

− 1√
2
(z±n )

−1

)
, M(R±

n) = ρfL
±
n (2.30)

Hence, we get the following decompositions of the flux (or jacobian) tensors:

An = λ±nR
±
n ⊗L±

n , An = z±nL
±
n ⊗L±

n (2.31)

The system (2.26) is therefore symmetric and has R±
n as eigenvectors.

Eigenanalysis of the elastic wave equation

The characteristic structure of the first-order hyperbolic velocity-stress equation is studied in [81].

In this section, we recall some of the essential relations. Among the m = d + d(d + 1)/2 eigenvalues

of An, there are d strictly negative eigenvalues and d strictly positive eigenvalues, representing the

propagation speed of quasi-longitudinal “qL” and quasi transverse “qT ” wave modes propagating in

the n direction.

The right and left eigenmodes corresponding to the nonzero eigenvalues of An = M−1 ·An are

the following: ∀k = qL, {qTα}α=1,··· ,d−1

R±
n,k =

( wn,k

−ρ(z±
n,k)

−1C : (n⊗s wn,k)

)
, L±

n,k =
( wn,k

−(z±
n,k)

−1n⊗s wn,k

)
(2.32)

where z±
n,k = ρλ±

n,k denotes the acoustic impedance of kth eigenmode and wn,k = 1√
2
γn,k with γn,k

unit eigenvectors of Γn the Christoffel tensor:

Γn ·γn,k = λ2n,kγn,k, k = qL, {qTα}α=1,··· ,d−1 (2.33)

We recall that:

Γn ·w =
(
ρ−1C : (n⊗s wn,k)

)
·n, ∀w (2.34)

Finally, as in the acoustic case, the following equations hold:

M(R±
n,k) = ρL±

n,k , An = z±
n,kL

±
n,k ⊗L±

n,k (2.35)

42



Chapter 2. Space dG method for the coupled acoustic-elastic wave propagation

It is noteworthy that the associated eigenvalue and eigenvectors of the two equivalent forms of the

governing equations, (2.1) and (2.49), are identical.

2.2.1 Numerical fluxes across the acoustic-acoustic interfaces

We consider the interface of two adjacent elements E and E′, governed by the previously presented

velocity-pressure acoustic wave equations and having respectively (ρf , λf ,Uh) and (ρ′f , λ
′
f ,U

′
h) as

densities, bulk modulus and initial states (Figure 2.1). All the following equations are written in the

3D case without loss of generality. The Riemann problem defines the states that are the results of the

propagation of the discontinuity Uh −U ′
h:

Figure 2.1. Sketch illustration of the Rankine-Hugoniot jump condition in the Riemann problem at an acoustic-
acoustic element interface

An(Uh −Ua
h) = λ−nM(Uh −Ua

h) (2.36a)

An(U
a
h) +A′

n′(Ua′

h ) = 0 (2.36b)

A′
n′(U ′

h −Ua′

h ) = λ−
′

n′M
′(U ′

h −Ua′

h ) (2.36c)

We note that the two outward unit normal vectors n and n′ of E and E′ on their interface verify

n+n′ = 0. According to the definition of the eigenvalues and eigenvectors of (2.26), the discontinuity

terms in (2.36) can be decomposed as follows within the right eigenvectors basis:

Uh −Ua
h = αR−

n , U ′
h −Ua′

h = α′R−′

n′ (2.37)

By applying (2.37) and the second equation of (2.30), the Rankine–Hugoniot jump conditions (2.36)

finally become:

An(Uh)−An(U
a
h) = αz−nL

−
n (2.38a)

An(U
a
h) +A′

n′(Ua′

h ) = 0 (2.38b)

A′
n′(U ′

h)−A′
n′(Ua′

h ) = α′z−
′

n′L
−′

n′ (2.38c)
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It is worth noting that, according to the definition of the Jacobian operator (2.17), the equation (2.38b)

corresponds to the following classical interface conditions for perfect fluids:

pah − pa
′

h = 0 , va
h ·n+ va′

h ·n′ = 0 (2.39)

Solving the Riemann problem (2.38) leads to the determination of the two unknown states {Ua,Ua′},
i.e., the two characteristic coefficients {α, α′}. By adding the three equations of (2.38), the unknown

states {Ua,Ua′} are eliminated and one obtains:

An(Uh)− αλ−nM(R−
n) +A′

n′(U ′
h)− α′λ−

′

n′M
′(R−′

n′ ) = 0 (2.40)

Regarding the definition of M (2.3), the Jacobian operator (2.17) and the eigenmodes (2.28) and

(2.30), one can obtain the following equations by applying the ℘vect and ℘scalar on (2.40):

−phn− p′hn
′ = αz−n

1√
2
n+ α′z−

′

n′

1√
2
n′ (2.41a)

−n ·vh − n′ ·v′
h = − 1√

2
α− 1√

2
α′ (2.41b)

Hence, one obtains a linear system of two equations for two unknowns {α, α′}. Two operators ℘vect( · )

and ℘scalar( · ) are introduced to treat the vectorial and scalar part of a generalized field W = (w q)T

separately, and they are defined as follows:

℘vect(W ) = w , ℘scalar(W ) = q (2.42)

In order to calculate α and α′, following manipulations should be performed:

• To obtain α

−z
−
n

R

z−n

1√
2
(
n′

z−
′

n′

· Eq.(2.41a) + Eq.(2.41b)) leads to:

L̃−
n · (Uh −U ′

h) = α (2.43)

• To obtain α′

−z
−
n

R

z−
′

n′

1√
2
(
n′

z−n
· Eq.(2.41a) + Eq.(2.41b)) leads to:

L̃−′

n′ · (U ′
h −Uh) = α′ (2.44)

In (2.43) and (2.44), {̃L−
n,k, L̃

−′

n′,k} are two “perturbed” eigenmodes calculated as follows by coupling

the material properties of the adjacent elements E and E′:

L̃−
n =




C−
z ℘vect(L

−
n)

C−′

z ℘scalar(L
−
n)


 , L̃−′

n′ =



C−′

z ℘vect(L
−′

n′ )

C−
z ℘scalar(L

−′

n′ )


 (2.45)
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With:

C−
z =

z−n
R

z−n
=

z−
′

n

z−n
V
> 0 , C−′

z =
z−n

R

z−
′

n′

=
z−n

z−n
V
> 0 (2.46)

z−n
R

and z−n
V

respectively denote the harmonic and arithmetic means, between E and E′, of the

acoustic impedance of the eigenvector. Finally, the upwind numerical fluxes defined as F̂n(Uh,U
′
h) =

An(U
a
h) =

1
2(An(U

a
h)−A′

n′(Ua′

h )) can be calculated by replacing the estimated characteristic coeffi-

cients in following equivalent equations:

F̂n(Uh,U
′
h) =

1

2

(
An(Uh)−A′

n′(U ′
h)− αz−nL

−
n + α′z−

′

n′L
−′

n′

)
(2.47a)

= An(Uh)− αz−nL
−
n (2.47b)

Remark 2.3. The first-order hyperbolic governing acoustic wave equation could also be written

in another equivalent form:

∂tv − ρ−1
f ∇xp = 0

∂tp− λfdivxv = 0
(2.48)

which can be written in the following general form:

∂tU +A
∂x
(U) = 0 (2.49)

with the following definitions of operators for the velocity-pressure acoustic wave equation:

A
∂x
( w

q

)
=
( −ρ−1

f ∇xq

−λfdivxw

)
, An

( w

q

)
=
( −ρ−1

f qn

−λfn ·w

)
(2.50)

Using this form of strong formulation and following the same steps as followed in section 2.2.1, the

following physical interface condition is obtained:

pah
ρEf

− pa
′

h

ρE
′

f

= 0 , λEf v
a
h ·n+ λE

′

f va′

h ·n′ = 0 (2.51)

This interface condition is generally not valid when the element interface is also a physical interface.

This issue has already been discussed in the elastic case in [82]. Hence, the strong formulation in the

equation (2.1) and the associated Jacobian operator are considered for calculating the numerical fluxes.

2.2.2 Numerical fluxes across elastic-elastic interfaces

We consider the interface of two adjacent elements E and E′ having respectively (ρ,C,Uh) and

(ρ′,C ′,U ′
h) as densities, elastic moduli and initial states (Figure 2.2). The Riemann problem defines

the states that are results of the propagation of the discontinuity Uh −U ′

h. Assuming that λ−
n,qL <

λ−
n,qT1

< λ−
n,qT2

, the Rankine–Hugoniot jump conditions (Figure 2.2) are written as follows:
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Figure 2.2. Sketch illustration of the Rankine-Hugoniot jump condition in the Riemann problem at an elastic-
elastic element interface

An(Uh −Ua
h) = λ−

n,qLM(Uh −Ua
h) (2.52a)

An(U
a
h −U b

h) = λ−
n,qT1

M(Ua
h −U b

h),An(U
b
h −U c

h) = λ−
n,qT2

M(U b
h −U c

h) (2.52b)

An(U
c
h) +A′

n′(U c′

h ) = 0 (2.52c)

A′
n′(U b′

h −U c′

h ) = λ−
′

n′,qT2
M(U b′

h −U c′

h ),A
′
n′(Ua′

h −U b′

h ) = λ−
′

n′,qT1
M(Ua′

h −U b′

h ) (2.52d)

A′
n′(U ′

h −Ua′

h ) = λ−
′

n,qLM(U ′
h −Ua′

h ) (2.52e)

According to the definition of the eigenvalues and eigenvectors of An, the following equations hold:

Uh −Ua
h = αqLR

−
n,qL,U

a
h −U b

h = αqT1R
−
n,qT1

,U b
h −U c

h = αqT2R
−
n,qT2

(2.53a)

U ′
h −Ua′

h = α′
qLR

−′

n′,qL,U
a′

h −U b′

h = α′
qT1

R−′

n′,qT1
,U b′

h −U c′

h = α′
qT2

R−′

n′,qT2
(2.53b)

By respectively adding the three first equations given by (2.52a)–(2.52b) and the three last equations

given by (2.52d)–(2.52e), and applying (2.53), the Rankine–Hugoniot jump conditions finally become:

An(Uh)−An(U
c
h) = αkz

−
n,kL

−
n,k (2.54a)

An(U
c
h) +A′

n′(U c′

h ) = 0 (2.54b)

A′
n′(U ′

h)−A′
n′(U c′

h ) = α′
kz

−′

n′,kL
−′

n′,k (2.54c)

After determination of the six characteristic coefficients {αk, α
′
k}k=qL,qT1,qT2 , the upwind numerical

fluxes defined as F̂n(Uh,U
′
h) = An(U

c
h) = 1

2(An(U
c
h) − A′

n′(U c′

h )) can be calculated by using the

following two equivalent forms:

F̂n(Uh,U
′
h) =

1

2
(An(Uh)−A′

n′(U ′
h)− αkz

−
n,kL

−
n,k + α′

kz
−′

n,kL
−′

n,k) (2.55a)

= An(Uh)− αkz
−
n,kL

−
n,k (2.55b)

Beside the operator ℘vect( · ) in (2.42), the new operator ℘tens( · ) is defined: when applied to a

generalized vector W = (w τ )T , it gives the tensorial component ℘tens(W ) = τ . Using ℘vect and

℘tens, the vectorial part and the tensorial parts of the equations (2.54) can be separately manipulated.
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According to the definition of the Jacobian operator (2.22) and the definition of the Christoffel tensor

Γn, (2.54b) is rewritten as follows:

σc
h ·n+ σc′

h ·n′ = 0 , vc
h − vc′

h = 0 (2.56)

This equation verifies the continuity on the element interface for the velocity and stress components.

To solve the Riemann problem (2.54), the same technique presented in the preceding section is

used to determine the characteristic coefficients {αk, α
′
k}k=qL,qT1,qT2 of the Riemann problem (2.54).

By adding the three equations of (2.54), i.e. Eq.(2.54a) + Eq.(2.54b) + Eq.(2.54c), we get:

An(Uh)− αkλ
−
n,kM(R−

n,k) +A′
n′(U ′

h)− α′
kλ

−′

n′,kM
′(R−′

n′,k) = 0 (2.57)

According to the definition of An (2.17), the eigenmodes (2.32) and the equation (2.30), we obtain the

following equations by considering separately ℘vect(eq.(2.58a)) and ℘tens(eq.(2.58b)):

σh ·n+ σ′
h ·n′ = −

∑

l

αlz
−
n,l

γn,l√
2

−
∑

l

α′
lz

−′

n′,l

γ ′
n′,l√
2

(2.58a)

vh − v′
h =

∑

l

αl

γn,l√
2

−
∑

l

α′
l

γ ′
n′,l√
2

(2.58b)

To obtain (2.58b), we have used the fact that w ⊗s n = 0 implies w = 0. Then, the next step is to

apply the following manipulations on (2.58):

• For the first three equations corresponding to {αk}
z−
n,k

R

z−
n,k

γn,k√
2

· (− 1

z−
′

n′,k

(2.58a) + (2.58b)) leads to:

L̃−
n,k · (Uh −U ′

h) = α̃k −
1

2

∑

l 6=k

(
z−
n,k

R

z−
n,k

δz−
′

n′,kl

z−
′

n′,k

γn,k ·γ ′
n′,l)α

′
l (2.59)

• For the last three equations corresponding to {α̃′
k}

z−
n,k

R

z−
′

n′,k

γ ′
n′,k√
2

· (− 1

z−
n,k

(2.58a) + Eq.(2.58b)) leads to:

L̃−′

n′,k · (U ′
h −Uh) = α̃′

k −
1

2

∑

l 6=k

(
z−
n,k

R

z−
′

n′,k

δz−
n,kl

z−
n,k

γ ′
n′,k ·γn,l)αl (2.60)

The equations (2.59) and (2.60) could be written in the following matrix form:



[Id] [B]

[B′] [Id]


 ·



{αk}

{α′
k}


 =



{̃L−

n,k · (Uh −U ′
h)}

{̃L−′

n′,k · (U ′
h −Uh)}


 (2.61)

In (2.61), [Id] is the d× d identity matrix and [B] and [B′] are d× d matrices with zero diagonal terms

47



Chapter 2. Space dG method for the coupled acoustic-elastic wave propagation

and the following extra-diagonal terms:

Bkl,k 6=l = −
C−
z,k

2

δz−
′

n′,kl

z−
′

n′,k

γn,k ·γ ′
n′,l , B

′
kl,k 6=l = −

C−′

z,k

2

δz−
n,kl

z−
n,k

γ ′
n′,k ·γn,l (2.62)

with δz−
n,kl = z−

n,k − z−
n,l, δz

−′

n′,kl = z−
′

n′,k − z−
′

n′,l, and :

C−
z,k =

z−
n,k

R

z−
n,k

=
z−

′

n,k

z−
n,k

V
> 0 , C−′

z,k =
z−
n,k

R

z−
′

n′,k

=
z−
n,k

z−
n,k

V
> 0 (2.63)

{̃L−
n,k, L̃

−′

n′,k} are the perturbed left eigenmodes of {An,A
′
n′} calculated by using the material prop-

erties of the adjacent element in the following way:

L̃−
n,k =



C−
z,k℘vect(L

−
n,k)

C−′

z,k℘tens(L
−
n,k)


 , L̃−′

n′,k =



C−′

z,k℘vect(L
−′

n′,k)

C−
z,k℘tens(L

−′

n′,k)


 (2.64)

To calculate the numerical flux on the elastic-elastic interface for the acoustic element E, we recall

that the equation (2.55b) is used. So, one needs to find αk by solving the system of equations (2.78),

which gives rise to:

(
{αk}
{α′

k}

)
= [Ree]−1 ·



{̃L−

n,k · (Uh −U ′
h)}

{̃L−′

n′,k · (U ′
h −Uh)}


 (2.65)

with [Ree]−1 defined as:

[Ree]−1 =



[Id] [B]

[B′] [Id]



−1

=




[D] −[H]

−[H ′] [D′]


 (2.66)

with [D], [D′], [H] and [H ′] four d× d matrices defined by the decomposition of the inverse matrix of

[Ree].Finally after solving the system of equations (2.61) for characteristic equations, one gets:

αk = Dkl(̃L
−
n,l · (Uh −U ′

h))−Hkl(̃L
−′

n′,l · (U
′
h −Uh)) (2.67)

2.2.3 Numerical fluxes across the acoustic-elastic interfaces

Let us consider the interface of two adjacent elements, E, and E′. But now the element E is

governed by the acoustic wave equations with (ρf , λf ,Uh) as density, bulk modulus, and initial state.

In contrast, E′ is governed by the elastic wave equations with (ρ′, C ′,U ′
h) as density, elasticity tensor

and initial state (Figure 2.3). In this case, the Rankine-Hugoniot jump conditions are written as

follows:
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Figure 2.3. Sketch illustration of the Rankine-Hugoniot jump condition in the Riemann problem at an acoustic-
elastic element interface

An(Uh −Ua
h) = λ−nM(Uh −Ua

h) (2.68a)

An(U
a
h) +Πn′(A′

n′(U c′

h )) = 0 (2.68b)

A′
n′(U b′

h −U c′

h ) = λ−
′

n′,qT2
M ′(U b′

h −U c′

h ) (2.68c)

A′
n′(Ua′

h −U b′

h ) = λ−
′

n′,qT1
M ′(Ua′

h −U b′

h ) (2.68d)

A′
n′(U ′

h −Ua′

h ) = λ−
′

n,qLM
′(U ′

h −Ua′

h ) (2.68e)

In (2.68), the operator Πn′ from R
d × R

d×dsym to R
d × R is defined as follows: ∀W = (w τ )T ∈

R
d × R

d×dsym ,

Πn′(W ) =
( w

(n′ ⊗ n′) : τ

)
(2.69)

Then, it can be shown that according to the definition of An in both acoustic and elastic media, and

to the definition of Πn′ , the equation (2.68b) corresponds to the following classical perfect fluid-solid

interface conditions:

pahn+ σc′

h ·n′ = 0 , n ·va
h + n′ ·vc′

h = 0 (2.70)

Now, as in the acoustic-acoustic case, the discontinuity terms in (2.68) are decomposed as follows

within the right eigenvectors basis:

Uh −Ua
h = αR−

n (2.71a)

U ′
h −Ua′

h = α′
qLR

−′

n′,qL, Ua′

h −U b′

h = α′
qT1

R−′

n′,qT1
, U b′

h −U c′

h = α′
qT2

R−′

n′,qT2
(2.71b)

By adding the three last equations given by (2.68c)–(2.68e), and by applying (2.71), the second equation

of (2.30), and the first equation of (2.35), the Rankine–Hugoniot jump conditions (2.68) finally become:

An(Uh)−An(U
a
h) = αz−nL

−
n (2.72a)

An(U
a
h) +Πn′(A′

n′(U c′

h )) = 0 (2.72b)

A′
n′(U ′

h)−A′
n′(U c′

h ) = α′
kz

−′

n′,kL
−′

n′,k (2.72c)

First we consider the numerical flux in an acoustic element E having an interface with an adjacent
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elastic element E′. By applying the operator Πn′ to (2.72c) and then adding it to the other two

equations of (2.72), the unknown states {Ua,U c′} are eliminated and one obtains:

An(Uh)− αz−nL
−
n +Πn′(A′

n′(U ′
h))− α′

kz
−′

n′,kΠn′(L−′

n′,k) = 0 (2.73)

Regarding the definition of the Jacobian operator by (2.17) and (2.17), the left eigenvectors by (2.30)

and (2.28), one can obtain the following equations by applying the ℘vect and ℘scalar on (2.73):

−phn− σ′
h ·n′ = αz−n

1√
2
n+

∑

l

α′
lz

−′

n′,l

γ ′
n′,l√
2

(2.74a)

−n ·vh − n′ ·v′
h = −α 1√

2
−
∑

l

α′
l(n

′ ·
γ ′
n′,l√
2
) (2.74b)

Hence, one obtains a linear system of four equations for four unknowns {α, {α′
k}}. For that purpose,

the following manipulations are performed on the system of equations in (2.74):

• First equation (for α):
1√
2
(− n

z−n
· Eq.(2.74a) + Eq.(2.74b)) leads to:

L−
n · (Uh −Πn′(U ′

h)) = α−
∑

l

z−n − z−
′

n′,l

2z−n
(n ·γ ′

n′,l)α
′
l (2.75)

• Equations for {α′
k}:

For each k,
√
2
γ ′
n′,k

z−
′

n′,k

· (Eq.(2.74a)) leads to:

2℘tens(L
−′

n′,k) : ℘tens(U
′
h −Ψn(Uh)) =

z−n
z−

′

n′,k

n ·γ ′
n′,kα+ α′

k (2.76)

where the operator Ψn from R
d × R to R

d × R
d×dsym is defined as follows: ∀W = (w q)T ∈ R

d × R,

Ψn(W ) =
( w

qn⊗ n

)
(2.77)

The equations (2.75) and (2.76) could be written in the form of the following linear system of equations:

[
1 [Bae]1×3

[Bae′ ]3×1 [Id]3×3

]
·

(
α

{α′
k}

)
=

[
L−

n · (Uh −Πn′(U ′
h))

{2℘tens(L
−′

n′,k) : ℘tens(U
′
h −Ψn(Uh))}

]
(2.78)

where the components of the matrices [Bae] and [Bae′ ] are:

Bae
1k = −

z−n − z−
′

n′,k

2z−n
n ·γ ′

n′,k , B
ae′

k1 =
z−n
z−

′

n′,k

n ·γ ′
n′,k (2.79)

To calculate the numerical flux on the acoustic-elastic interface for the acoustic element E, we recall
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that the equation (2.47b) is used. So, one needs to find α by solving the system of equations (2.78),

which gives rise to:

(
α

{α′
k}

)
= [Rae]−1 ·

[
L−

n · (Uh −Πn′(U ′
h))

{2℘tens(L
−′

n′,k) : ℘tens(U
′
h −Ψn(Uh))}

]
(2.80)

with [Rae]−1 defined as:

[Rae]−1 =

[
1 [Bae]1×3

[Bae′ ]3×1 [Id]3×3

]−1

=

[
Dae

11 −[Hae]1×3

−[Hae′ ]3×1 [Dae′ ]3×3

]
(2.81)

After solving the system of equations (2.78) for characteristic equations, one finally gets:

α = Dae
11L

−
n · (Uh −Πn′(U ′

h))− 2Hae
1k℘tens(L

−′

n′,k) : ℘tens(U
′
h −Ψn(Uh)) (2.82)

Then, the numerical flux is calculated within the acoustic element E using the equation (2.47b).

When the elastic element E′ is isotropic, we get on pure longitudinal “L” mode and two pure

transverse “T ” modes, and we have:

n ·γ ′
n′,L = 0 , n ·γ ′

n′,T1
= 0 , n ·γ ′

n′,T2
= 0 (2.83)

According to (2.78)-(2.79), α, the acoustic wave in E, is only coupled to α′
L, the elastic longitudinal

wave in E′, which is a well-known classic result. Otherwise, the quasi-transverse elastic waves are

always coupled to the acoustic wave through an acoustic-elastic interface.

2.2.4 Numerical fluxes across the elastic-acoustic interfaces

In the object-oriented structure of the OOFE code, each element has information about the fluxes

on its interfaces,with the neighboring elements. Therefore, it is interesting to have an explicit expression

for the flux term, considering that the element E is governed by elastic wave equations and the neighbor

element E′ is governed by acoustic wave equations. By reversing the role of E and E′ in the preceding

equations (2.68), (2.71) and (2.72), the characteristic coefficients {α, α′
k} of the Riemann problem

(2.72) are solutions of the following linear system of equations:

[
[Id]3×3 [Bea]3×1

[Bea′ ]1×3 1

]
·

(
{αk}
α′

)
=

[
{2℘tens(L

−
n,k) : ℘tens(Uh −Ψn′(U ′

h))}
L−′

n′ · (Πn(Uh)−U ′
h)

]
(2.84)

where the components of the matrices [Bea] and [Bea′ ] are:

Bea
k1 =

z−
′

n′

z−
n,k

n′ ·γn,k , B
ea′

1k = −
z−
n,k − z−

′

n′

2z−
′

n′

n′ ·γn,k (2.85)

To calculate the numerical flux on the elastic-acoustic interface for the elastic element E, we recall
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that the following equation is used:

F̂n(Uh,U
′
h) = An(Uh)− αkz

−
n,kL

−
n,k (2.86)

So, one needs to find αk by solving the system of equations (2.84), which gives rise to:

(
{αk}
α′

)
= [Rea]−1 ·

[
{2℘tens(L

−
n,k) : ℘tens(Uh −Ψn′(U ′

h))}
L−′

n′ · (U ′
h −Πn(Uh))

]
(2.87)

with [Rae]−1 is defined here:

[Rea]−1 =

[
[Id]3×3 [Bea]3×1

[Bea′ ]1×3 1

]−1

=

[
[Dea]3×3 −[Hea]3×1

−[Hea′ ]1×3 Dea′
11

]
(2.88)

After solving the system of equations (2.84) for characteristic equations, one finally gets:

αk = 2Dea
kl℘tens(L

−
n,l)) : ℘tens(Uh −Ψn′(U ′

h))−Hea
k1L

−′

n′ · (Πn(Uh)−U ′
h) (2.89)

Implementation of the numerical fluxes

In the OOFE code, each element stores information about the fluxes on its interfaces with neigh-

boring elements. The code explicitly defines the numerical fluxes for both acoustic and elastic elements.

When computing the flux term for an element, the code determines the type of the neighboring ele-

ment and selects the appropriate flux based on both the type of the main element and the type of the

neighboring element. This ensures that the correct flux is used, whether the neighboring element is an

acoustic or elastic element.

Let us consider first the acoustic element, denoted as E; on the interface ∂Eaa with a neighbor

acoustic element E′, taking into account (2.47b) and (2.43), The flux term in (2.25) becomes:

<W h, F̂n(Uh,U
′
h)− F (Uh) >∂Eaa

=− <W h, αz
−
nL

−
n >∂Eaa

=−
∫

∂Eaa

(
W h ·L−

n

)
z−n
(
L̃−

n ·Uh

)

+

∫

∂Eaa

(
W h ·L−

n

)
z−n
(
L̃−

n ·U ′
h

)

(2.90)

If the neighbor element E′is an elastic element, taking into account (2.47b) and (2.82), The flux term

becomes:

<W h, F̂n(Uh,U
′
h)− F (Uh) >∂Eae

=− <W h, αz
−
nL

−
n >∂Eae

=−
∫

∂Eae

(
W h ·L−

n

)
z−n
(
Dae

11L
−
n ·Uh + 2Hae

1k℘tens(L
−′

n′,k) : ℘tens(Ψn(Uh)
)

+

∫

∂Eae

(
W h ·L−

n

)
z−n
(
Dae

11L
−
n ·Πn′(U ′

h) + 2Hae
1k℘tens(L

−′

n′,k) : ℘tens(U
′
h)
)

(2.91)

52



Chapter 2. Space dG method for the coupled acoustic-elastic wave propagation

Then, we exchange the role of acoustic and elastic elements. Let us consider the elastic element, now

denoted E; on the interface ∂Eee with a neighbor elastic element E′, taking into account (2.86) and

(2.67), The flux term in (2.25) becomes:

<W h, F̂n(Uh,U
′
h)− F (Uh) >∂Eee

=− <W h, αkz
−
n,kL

−
n,k >∂Eee

=−
∫

∂Eee

(
W h ·L−

n,k

)
z−
n,k

(
Dkl̃ L

−
n,l ·Uh −HklL

−′

n′,l ·Uh

)

+

∫

∂Eee

(
W h ·L−

n,k

)
z−
n,k

(
Dkl̃ L

−′

n′,l ·U
′
h −HklL

−′

n′,l ·U
′
h

)

(2.92)

And finally on the interface ∂Eee with a neighbor acoustic element E′, taking into account (2.86) and

(2.89), The flux term in (2.25) becomes:

<W h, F̂n(Uh,U
′
h)− F (Uh) >∂Eea

=− <W h, αkz
−
n,kL

−
n,k >∂Eea

=−
∫

∂Eea

(
W h ·L−

n,k

)
z−
n,k

(
2Dea

kl℘tens(L
−
n,l) : ℘tens(Uh)−Hea

k1L
−′

n′ ·Πn(Uh)
)

+

∫

∂Eea

(
W h ·L−

n,k

)
z−
n,k

(
2Dea

kl℘tens(L
−
n,l) : ℘tens(Ψn′(U ′

h))−Hea
k1L

−′

n′ ·Πn(U
′
h)
)

(2.93)

In all four cases, when a FE discretization is applied, we obtained two flux matrices, one for E

itself and the other coupling E with E′. We note that the three matrices [Ree], [Rae] and [Rea] being

analytically inverted, all terms are explicitly implemented, and the flux matrices are calculated once

at the beginning of each dynamic calculation and stored. In other words, they are not calculated in

each time step, so their computational cost is limited.

2.3 Boundary conditions and numerical fluxes on the boundary elements

This section is dedicated to calculating the upwind numerical fluxes on the boundary elements for

the acoustic medium. This approach is considered for the elastic external element boundary elaborated

in [82]. Our contribution is implementing a similar method for the acoustic external element boundary.

2.3.1 Pressure and velocity boundary conditions in acoustic elements

To calculate the numerical fluxes of the boundary conditions, a ghost neighbor element E′ having

the same acoustic behavior as E is introduced. Here we recall the flux equation:

F̂n(Uh,U
′
h) =

1

2

(
An(Uh)−A′

n′(U ′
h)− αz−n L

−
n + α′z−

′

n L−′

n

)
(2.94)

Using the definition of the flux operator (2.6) and the left eigenvector (2.30), we get:

F̂n(Uh,U
′
h) =

1

2

( −(ph + p′h)n

−(vh + v′
h).n

)
− 1

4

( z−n n.(vh − v′
h)n

1
z−n

(ph − p′h)

)
(2.95)

In the case of an acoustic medium, one should prescribe p′h = 2pD − ph and v′
h ·n = vh ·n on the
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Dirichlet bounday ∂E∩∂ΩD, and p′h = ph and v′
h ·n = 2vnN−vh ·n on Neumann boundary∂E∩∂ΩN .

For the Dirichlet boundary conditions, the flux is calculated as follows:

F̂D = F̂n(Uh,U
′
h)− Fn(U) =

( 0

(vh − vD).n

)
− 1

2

( z−n n.(vh − vD)n

0

)
(2.96)

and for the Neumann boundary condition:

F̂N = F̂n(Uh,U
′
h)− Fn(U) =

( phn− pDn

0

)
− 1

2

( 0

1
z−n

(ph − pD)

)
(2.97)

So the flux on the external boundaries where ∂ΩExt = ∂ΩD ∪ ∂ΩN and ∂ΩD ∩ ∂ΩN = φ, is calulated

as following:

< F̂ ext,Wh >∂Ω∩∂E=< F̂D,W h >∂ΩD∩∂E + < F̂N ,W h >∂ΩN∩∂E=
1

2
< z−n n.(vh)n,w >∂ΩD∩∂E

− 1

2
< z−n n.(vD)n,w >∂ΩD∩∂E + < n.vh , q >∂ΩD∩∂E − < n.vD , q >∂ΩD

+ < phn,w >∂ΩN∩∂E − < pDn,w >∂ΩN∩∂E +
1

2
<

1

z−n
ph, q >∂ΩN∩∂E −1

2
<

1

z−n
pD, q >∂ΩN∩∂E

(2.98)

2.4 Validation of the numerical scheme: analytical/numerical comparison

This section aims to validate the proposed upwind numerical fluxes, particularly on the acoustic-

elastic interface, and demonstrate the performance of the coupled dG solver. For this purpose, a

numerical/analytical comparison is carried out by considering an example with a circular acoustic-

elastic interface for which analytical solutions are available [54].

We consider Ω = Ω1 ∪ Ω2, with Ω1 a square fluid domain [0, Lx] × [0, Ly] with Lx = Ly = 600m,

inside which there is a circular solid inclusion Ω2 centered at (x0, y0) = (330, 299)m and with radius

a = 119m (see Figure 2.4a). The acoustic wave speed in the fluid domain Ω1 with the density of

ρ1 = 1000 kg
m3 is c = 1500m/s, while the speeds of the pressure and shear waves in the solid domain Ω2

with the density of ρ2 = 2600 kg
m3 are cp = 4000m/s and cs = 2000m/s respectively.

An external loading, a uniformly distributed pressure, is applied to the left side of Ω1. Its time

dependence is a sinusoid signal defined by the following function (Figure 2.4b):

f(t) = sin(ωct)−
1

2
sin(2ωct), t ∈ [0, 0.025s] (2.99)

The frequency content of the signal is centered at 40Hz (Figure 2.4c), and a cutoff frequency fc = 150Hz

can be defined, which gives rise to the shortest involved wavelength λmin = min{c, cp, cs}/fc = 10m.

Finite element meshes with the 4-node quadrilateral (Q4) elements are used in the present work.

It is noteworthy that the element size hE is chosen with respect to λmin. Herein, four different element

sizes are considered: hE1 = 4m, hE2 = 2m, hE3 = 1m and hE4 = 0.5m, which correspond respectively to

2.5, 5, 10, and 20 elements per shortest wavelength.
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(a)
(b) (c)

Figure 2.4. (a) Considered geometry with a circular acoustic-elastic interface and boundary conditions; (b)
Initial sinusoid pulse placed over the left edge of the fluid medium, and (c) its frequency content

The total simulation time is chosen to equal 0.3s, so the incident wavefront passes entirely through

the circular inclusion. For the choice of time steps, in the present work, the time integration is

performed by using the fourth-order Runge-Kutta iterative method, which is explicit and conditionally

stable. Hence, it is necessary to respect the following stability condition [82]:

∆t ≤ CFL

2Np + 1
min
E

{
hE

cmax

}
(2.100)

where Np is the order of FE basis function and Np = 1 with the use of the Q4 elements, hE is the size of

element E, cmax is the fastest wave speed in E, and CFL is the Courant-Friedrichs-Levy number. Our

numerical experiences demonstrate that CFL = 0.6 guarantees the stability of our space DG solver.

2.4.1 Convergence analysis and analytical/numerical comparison

First of all, a convergence analysis is performed using previously defined six element sizes, and

time signals in velocity, pressure, and stress are output and compared at two sampling points S1 =

(200, 300)m ∈ Ω1 and S2 = (330, 300)m ∈ Ω2 (Figure 2.4a). Figure 2.5 shows that the convergence is

reached for an element size less or equal to 1.5m, as suggested by the negligible differences between

the obtained signals.

Then, the wave propagation phenomena are analyzed. For the numerical simulation using hE4 =

0.5m and ∆t = 2.5µs, three snapshots of the evolving longitudinal (pressure) and transverse (shear)

wavefronts are displayed in Figure 2.6 by means of the Helmholtz decomposition. By this method, in

the case of isotropic and homogeneous elastic 2D medium, the scalar field div(u) and the vector field

curl(u) represent the longitudinal and transverse wavefronts, respectively. Expected wave phenomena

are observed. The figures Figure 2.6(a-c) show the propagation of longitudinal waves in both media,

which is faster in the solid inclusion, and wave reflection and transmission at the fluid-solid interface.

Transverse waves are generated at the fluid-solid interface and only propagate inside the solid inclusion

Ω2 with a slower propagation speed than the longitudinal waves. Moreover, the minimum amplitude of

the transverse waves is obtained along the horizontal diameter of the inclusion because no longitudinal

to transverse wave conversion takes place due to the normal incidence of the incident wave at the

fluid-solid interface (Figure 2.6(d-f)).

Finally, an analytical/numerical comparison is made using the analytical solution provided by
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(a) (b)

(c)

(d)

Figure 2.5. Convergence analysis of the space DG solver using six different element sizes by considering time
signals output at S1 = (200, 300)m ∈ Ω1 and S2 = (330, 300)m ∈ Ω2. (a) vx at S1; (b) p at S1; (c) vx at S2;
(d) σxx at S2

Lombard et al. [54]. Figure 2.7 presents the comparison along the horizontal line Ls1 = {(x, y)|y =

300m} and Ls2 = {(x, y)|y = 344m} (Figure 2.4a) of the numerical stress and pressure fields obtained

using hE4 = 0.5m and the corresponding analytical solution. Figure 2.7a shows the pressure field over

the line Ls at t = 0.1380s, which is before the arrival of the wavefront at the acoustic/elastic interface.

It is noteworthy that the points with x ∈ [0, 211[∪]449, 600]for Ls1 lie in the acoustic medium and

the points with x ∈]211, 449[ are in the elastic medium. Hence, the y-axis in Figure 2.7(b-d) reports

either the pressure p or the σxx component of the stress tensor, normalized by the maximum amplitude

incident pressure pmax. It can be seen there is a good agreement between the numerical results and

the analytical solution. In addition, Figure 2.8 shows the comparison on Ls1 and Ls2 of the numerical

results of different element sizes with the analytical solution, which shows the convergence when the

mesh gets finer.

The proposed method, including the implemented numerical fluxes, seems to be working properly

based on visual comparison of the spatial signals. However, these qualitative comparisons are not

sufficient for precise quantification and characterization of the differences between the results. There-

fore, a more rigorous approach is presented in the next section to quantify the mismatch between the

numerical and analytical solutions.

2.4.2 Space-wavenumber misfit and goodness-of-fit criteria

Kristekova et al. proposed a criterion that quantifies and characterizes the misfit between two

temporal signals using their time-frequency representations (TFR) [145, 146]. This criterion is shown

to be able to detect envelope (or amplitude) and phase misfits and has a better performance compared

to the standard Root-Mean-Squared (RMS) misfit criterion that overestimates the misfits up to 300%

[145]. In the present work, we use a similar approach applied to spatial signals instead of temporal
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(a) t = 0.17s (b) t = 0.21s (c) t = 0.28s

(d) t = 0.17s (e) t = 0.21s (f) t = 0.28s

Figure 2.6. Wave propagation in the fluid-solid domain at different time instances; (a), (b) and (c): Longitudinal
(pressure) wavefronts; (d), (e) and (f): Transverse (shear) wavefronts

(a) (b)

(c) (d)

Figure 2.7. (a) Pressure wavefront in the acoustic medium Ω1 before its interaction with the acoustic/elastic
interface; (b)-(c) Numerical/analytical comparison along the horizontal line Ls1 = {(x, y)|y = 300m}; (d)
Numerical/analytical comparison along the horizontal line Ls2 = {(x, y)|y = 344m}

;
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(a) (b)

Figure 2.8. (a) Numerical/analytical comparison along (a) Ls1 and (b) Ls2 for different element sizes

signals.

For this purpose, the Continuous Wavelet Transform (CWT) is used to obtain the space-wavenumber

representation (SWR) of a 1-D spatial signal, denoted g(x) below [145,147]:

CWT (ξ, ℓ){g} =
1√
ℓ

∫ +∞

−∞
g(x)ψ∗

(
x− ξ

ℓ

)
dx (2.101)

Where ξ is the translational parameter, ℓ is the scale parameter inversely proportional to wavenumber

k, ψ is the analyzing wavelet (or basic wavelet), and ( · )∗ is the complex conjugate operator. Using ℓ,

the analyzing wavelet is stretched in space at different scales.

Among plenty of signals that can be used as the analyzing wavelet, the Morlet wavelet is selected for

the rest of the calculations in this work. It is an analytical signal whose spectrum has zero amplitudes

at negative frequencies and is written as follows:

ψ(η) = π−1/4eiχη−0.5η2 (2.102)

where χ is dimensionless wavenumber, and η is dimensionless space length. By choosing the appropriate

ℓ and ξ, with a relation k = χ/ℓ between the scale parameter ℓ and the wavenumber k, the SWR of

the spatial signal g(x) is defined as:

W (x, k){g} = CWT (x,
χ

k
){g} (2.103)

The SWRs are obtained using the “cwt” function in MATLAB® with the parameter χ = 6. Then

a local SW envelope difference ∆E and a local SW phase difference ∆P with respect to a reference

signal gref (x) are defined for g(x) as follows:

∆E(x, k) = |W (x, k){g}| − |W (x, k){gref}| (2.104a)

∆P (x, k) = |W (x, k){gref}|
Arg[W (x, k){g}]− Arg[W (x, k){gref}]

π
(2.104b)

Afterward space-wavenumber envelope misfit (SWEM), and space-wavenumber phase misfit (SWPM)
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are defined as follows:

SWEM(x, k) =
∆E(x, k)

max(x′,k′)(|W (x′, k′){gref}|)
(2.105a)

SWPM(x, k) =
∆P (x, k)

max(x′,k′)(|W (x′, k′){gref}|)
(2.105b)

We present the local envelope and phase misfits of the spatial signals recorded on the previously

defined line Ls. In Figure 2.9, the x-axis of each subfigure is the horizontal position of the points

on the sampling line, the y-axis is the wavenumber, and the corresponding numerical signal and

the analytical solution are also shown below the x-axis of each subfigure. It is noteworthy that the

maximum wavenumber range is k ∈ [0, 0.65] where the maximum wavenumber is obtained as kmax =
2πfc
c in the acoustic domain. A general decreasing trend is observed in the local envelope, and phase

misfits as the element size is reduced. In addition, we note that the phase misfit is smaller than the

envelope misfit for a given element size.

Figure 2.9 presents the local envelope and phase misfits SWEM and SWPM of the spatial signals

recorded on the previously defined line Ls1 and Ls2 . In each subfigure, the x-axis is the horizontal

position of the points on the sampling line, the y-axis is the wavenumber, and the corresponding

numerical signal and the analytical solution are also shown below the x-axis. It is noteworthy that

the investigated wavenumber range is k ∈ [0, 0.65] where the maximum wavenumber is obtained as

kmax = 2πfc
c in the acoustic domain. A general decreasing trend is observed in the local envelope and

phase misfits as the element size is reduced. In addition, we note that the phase misfit is smaller than

the envelope misfit for a given element size.

On the other hand, Figure 2.10 shows the envelope and phase misfits on Ls at different time

instances for the finest element size of hE4 = 0.5m. Similar to Figure 2.9, here again, the phase misfit

is smaller compared to the envelope misfit at a given time. Moreover, both the envelope and phase

misfit are bigger in the elastic domain compared to the acoustic domain. According to [146], a fit

is considered as a “good” one if the envelope and phase misfits are less than 0.41 and 0.35, and an

“excellent” one if the envelope and phase misfits are less than 0.16 and 0.15, respectively. Based on this

Goodness-of-Fit criterion, there is an excellent match between the numerical result and the analytical

solution all over the sampling lines Ls1 and Ls2 , for the element sizes of hE3 = 1m and hE4 = 0.5m.

In addition to the preceding local misfit criteria, there is also a useful single-valued measure of

envelope and phase misfit proposed in [145], which is defined as follows:

EM =

√√√√√√

∑
x,k

|∆E(x, k)|
∑
x,k

|W (x, k){gref}|
(2.106a)

PM =

√√√√√√

∑
x,k

|∆P (x, k)|
∑
x,k

|W (x, k){gref}|
(2.106b)

Figure 2.11 shows the average single-valued envelope and phase misfits over different time instances
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(a) SWEM for hE
1 (b) SWPM for hE

1

(c) SWEM for hE
4 (d) SWPM for hE

4

Figure 2.9. Space-wavenumber misfits between the numerical signal and the analytical solution on the sampling
line Ls2 with different element sizes at t6 = 0.2940 s
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(a) SWEM at t2 = 0.1692s (b) SWPM at t2 = 0.1692s

(c) SWEM at t3 = 0.2316s (d) SWPM at t3 = 0.2316s

(e) SWEM at t4 = 0.2940s (f) SWPM at t4 = 0.2940s

Figure 2.10. Space-wavenumber misfits between the numerical signal and the analytical solution on the sampling
line Ls1 and Ls2 at different time instances for the element size hE

4
= 0.5m
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Figure 2.11. Convergence with respect to the number of elements, over time, instances t2 to t6, of the single-
valued envelope and phase misfits

(t2 to t4) for different numbers of elements. However, we observe an unexpected deterioration of the

convergence rate. Significant insights could have enriched this study if the analytical solutions over

the entire domain was available to consider the L2− or H1− error norms. Nonetheless, obtaining the

analytical solution over the entire domain has a high, even prohibitive, numerical cost.

2.5 Conclusions

The derivation of the upwind numerical fluxes for the space discontinuous Galerkin finite element

method was first proposed, for numerical modeling of the coupled acoustic-elastic wave propagation

in multidimensional media with arbitrary anisotropic solid and acoustic fluid. The upwind numerical

fluxes were derived at the acoustic-elastic interfaces are original within the frameworks of the first

order velocity-pressure and the first order velocity-stress formulation governing the domains composed

of acoustic and elastic subdomains. The proposed fluxes were developed by analytically solving the

Riemann problem and expressed in explicit closed-forms presented within a compact and intrinsic

tensorial framework. Hence, the coupled numerical fluxes are implemented in our code, and they are

computed once at the beginning of the calculation and used later at each time step. Their calcu-

lation does not add much to the total computational cost. Then, it was shown that the proposed

numerical fluxes provide very good results for a problem with a circular acoustic-elastic interface, by

analytical/numerical comparison. Indeed, the mismatch between the numerical and analytical solution

was quantified using local misfit criteria. The difference between two signals were decomposed into

the envelope (amplitude) and phase misfits and provided more information on the numerical errors.

However, it is necessary to compare the performance of the proposed method to the other methods

of developing the numerical flux (e.g. the penalty flux method) in terms of accuracy and convergence
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rate, which is yet to be studied in detail in the future works.
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Ultrasonic wave scattering in matrix-inclusion
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This chapter aims to enhance our understanding of the scattering characteristics exhibited by the

matrix-inclusion microstructure of tissue-mimicking 3D-printed materials when subjected to ultrasonic

waves. To achieve this, we employ a numerical approach based on finite element analysis to validate

the analytical formulas proposed by Willis et al. for the scattering-induced attenuation coefficient of

matrix-inclusion composites. The phase velocity and the attenuation coefficient of the compression

wave in a two-dimensional two-phase composite with randomly distributed embedded circular inclu-

sions are considered. The advantage of the finite element method is that the microstructure can be

accurately represented, and all scattering phenomena can be fully simulated without any simplifying

assumptions. In this chapter, we aim to achieve three objectives by considering both analytical and

numerical approaches in parallel. First, the numerical approach is validated by an analytical/numerical

comparison of the phase velocity and the attenuation coefficient in the case of a relatively low inclusion

area fraction (2%). Second, the validated numerical approach is used to perform a parametric study

for different inclusion area fractions and different inclusion sizes to study the limits of the analytical

formula. Lastly, the validated numerical approach is applied to calculate the phase velocity and the
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attenuation coefficient for the case in our target 3D-printed tissue-mimicking composite material with

GLM material as the matrix. The reason is that according to [133], the analytical solution is valid

for the wavelengths down to the diameter of the inclusion. In quasi-incompressible materials such as

GLM, the propagation speed of the shear wave is substantially slower than the compression wave, so

the shear wave’s wavelength is much shorter than the compression wave’s. Therefore, for the frequency

range of ultrasonic imaging, the wavelength of the shear wave is considerably smaller than the size of

the 3D-printed inclusions, and the analytical framework considered here cannot be used.
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3.1 Willis analytical self-consistent homogenization approach

In the analytical framework developed in the literature by Willis and Sabina [130, 133], the com-

posite is replaced with an effective homogeneous material. Therefore, the propagating wave in the

composite, including the incident wave and the scattered wave from the inclusion, is approximated

by effective harmonic wave propagation in an effective medium. This approximation is based on the

description of the scattering of a harmonic wave by a single inclusion placed in a homogeneous matrix.

Therefore, the simplifying assumption of single-scattering exists in the approximation. The elastic

properties of the effective material are calculated using the self-consistent scheme used by Hills [148],

and [149].

3.1.1 Self-consistent scheme

We still consider a domain Ω of space dimension d (d = 1, 2, 3) which is now a composite Ω =

Ωm∪ (∪n
r=1Ωr) ⊂ R

d, made of a matrix Ωm with the fourth-order elasticity tensor Cm, and the density

ρm, with n different types of inclusions Ωr = ∪nr

j=1Θ
r
j , which are embedded in the matrix. The nr

inclusions Θr of type r (r = 1, · · · , n) are the same size and shape, with the fourth-order elasticity

tensor Cr and the density ρr. The volume fraction of Ωm the matrix phase and Ωr each inclusion

phase of type r are respectively denoted φm and φr, and it is trivial that:

φm +

n∑

r=1

φr = 1 (3.1)

Then, the harmonic wave equation in Ω is written in terms of σ the stress tensor and p the momentum

density vector in the following form:

Divx σ(x) = −iωp(x), ∀x ∈ Ω (3.2)

with

σ(u) = C : ε(u) , p = −iωρu (3.3)

The equation (3.3) gives Hooke’s law of elasticity and the definition of the momentum density, with

u the displacement field, and “:” the usual double dot product between two tensors defined as (C :

ε)ij = Cijklεkl.

To define the macroscopic behavior of the composite with randomly distributed inclusions, the

ensemble average of the governing equation (3.2) is taken by denoting the ensemble mean operator by

〈•〉:
Divx〈σ〉 = −iω〈p〉 (3.4)

Indeed, the given composite Ω is considered as one sample with an assigned probability density from

a family, and we are interested in finding the expectation value 〈u〉. In the presented framework, the

uniform probability density function is used to generate the position of inclusions.

To solve (3.4), one needs effective constitutive equations similar to (3.3) relating 〈σ〉 and 〈p〉 to

ε(〈u〉) and 〈u〉. For that purpose, we intoduce the effective stiffness tensor Ceff and the effective
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density tensor ρeff, such that:

〈σ〉 = Ceff : ε(〈u〉) , 〈p〉 = −iωρeff · 〈u〉 (3.5)

In the general case, Ceff is a fourth-order tensor, and ρeff is a second-order tensor, and they are

generally complex-valued and frequency dependent.

For any x ∈ Ω, let 〈u〉r(x) be the ensemble average of the u(x) over all x ∈ Ωr, and defined as :

〈ur〉(x) =
1

|Ur(x)|

∫

Ur(x)
u(x;x′)dx′ (3.6)

In (3.6), Ur(x) = {x′ : x ∈ Θr(x′)} with Θr(x′) denoting the inclusion of type r centered at x′

(see [131]). It can be shown that |Ur(x)| = |Θr|, i.e., the volume of the set Ur(x), is equal to the

volume of one r-type inclusion.

Afterward, the average displacement 〈u〉 is obtained:

〈u〉 = φm〈um〉+
n∑

r=1

φr〈ur〉 (3.7)

Then, for the other fields:

ε (〈u〉) = φmε (〈um〉) +
n∑

r=1

φrε (〈ur〉) (3.8a)

〈σ〉 = φmCm : ε (〈um〉) +
n∑

r=1

φrCr : ε (〈ur〉) (3.8b)

〈p〉 = −iωφmρm〈um〉 − iω
n∑

r=1

φrρr〈ur〉 (3.8c)

By eliminating φmε (〈um〉) between (3.8a) and (3.8b), and φm〈um〉 between (3.7) and (3.8c), we obtain:

〈σ〉 = Cm : ε (〈u〉) +
n∑

r=1

φr(Cr −Cm) : ε (〈ur〉) (3.9a)

〈p〉 = −iωρm〈u〉 − iω
n∑

r=1

φr(ρr − ρm)〈ur〉 (3.9b)

Then, in order to obtain the effective properties (3.5), the basic idea is to develop ε (〈ur〉) and −iω〈ur〉
in terms of ε (〈u〉) and −iω〈u〉. To do this approximately, one can consider an auxiliary problem of

one inclusion of type r centered at x′ and embedded in a homogeneous material, whose properties are

assumed to be those of the effective medium, according to the self-consistent assumption. In other

words, it is a single scatterer scattering problem for which the field far from the scatterer is equal to

the mean field 〈u〉.
Even though the original problem is reduced to solving a single scatterer problem, this approach

still accounts for some degree of multiple scattering due to the self-consistent assumption. Indeed,

the scatterer being embedded in the effective medium and its interaction with all the other scatter-

68



Chapter 3. Ultrasonic wave scattering in matrix-inclusion composites

ers is considered on average. However, if the distance between the scatterers becomes small, such

consideration is no longer relevant, and the approach should give poor predictions.

3.1.2 Scattering problem of a single inclusion

Now, we consider the scattering problem of a single inclusion of type r centered at x′ and embedded

in the effective medium. So, we have n = 1, and Ωr = Θr(x′). We can write:

σ(u) = (Ceff + χrδCr) : ε(u) = Ceff : ε(u) + χrτ
(r,x′)(u) (3.10a)

p(u) = −iω(ρeff + χrδρr) ·u = −iωρeff ·u+ χrπ
(r,x′)(u) (3.10b)

with χr(x) the characteristic function of Θr(x′), i.e., χr(x) is equal to 1 when x ∈ Θr(x′), and equal

to 0 elsewhere, δCr = Cr −Ceff, δρr = ρrI
(2) − ρeff, and I(2) the second order identity tensor.

In (3.10),

τ (r,x′)(u) = δCr : ε(u) (3.11a)

π(r,x′)(u) = −iωδρr ·u (3.11b)

are respectively called the stress and momentum polarizations defined in Willis’s work [131]. They

have the particularity of being non-zero only on the inclusion.

By substituting (3.10) in the wave equation (3.2), one can see that the displacement u could be

estimated in the effective homogeneous medium as if it were excited by a body force f(τ (r,x′),π(r,x′)) =

χr

(
Divx τ (r,x′) + iωπ(r,x′)

)
:

Divx (Ceff : ε(u)) + f(τ (r,x′)(u),π(r,x′)(u)) = −ω2ρeff ·u (3.12)

Therefore, it is possible to get an implicit expression of u using Green’s function. Indeed, recalling

the definition of the Green’s tensor G for a homogeneous material, the displacement field u can be

symbolically developed as:

u = u0 +G ∗ f(τ (r,x′)(u),π(r,x′)(u)) = u0 +G ∗Divx τ (r,x′) + iωG ∗ π(r,x′) (3.13)

where u0 is the solution of the problem (3.12) without any body force. In addition, by taking into

account the previous reasoning, we have u0 = 〈u〉.
We recall that Green’s tensor is of second order and can be written as G(x′′;x) =

∑
k=1,d gk(x

′′;x)⊗
ek with gk(x

′′;x) the solution of the following Helmholtz wave equation in the infinite homogeneous

domain submitted to a Dirac point load in the ek direction at the point x′′:

Divx(σ(gk)) + δ(x− x′′)ek = −ω2gk (3.14)

The frequency dependence of G is not mentioned here to simplify the notations. We also recall that the

far-field assumption makes it possible to use G(x−x′′) ≡ G(0,x−x′′) instead of G(x′′;x) with x′′ as

a source point. This assumption can be applied if the homogenous domain is large enough compared

to the inclusion size.
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Using this notation of G, the following operators are defined:

(G ∗Divx τ (r,x′))(x) =

∫

Θr(x′)
G(x− x′′) · Divx′ τ (r,x′)(x′′)dx′′

(S ∗ τ (r,x′))(x) =

∫

Θr(x′)
S(x− x′′)(τ (r,x′)(x′′))dx′′

(3.15)

with:

(S(τ (r,x′)))i = Siklτ
(r)
kl , Sikl = −1

2

(
∂Gik

∂xl
+
∂Gil

∂xk

)
= −1

2

(
∂(gk)i
∂xl

+
∂(gl)i
∂xk

)
(3.16)

We note that in (3.16) symmetrization is applied since τ (r,x′) is symmetric.

Then, by denoting M = −iωG and using an integration-by-part argument, the displacement

equation (3.13) finally becomes:

u = 〈u〉 − S ∗ τ (r,x′) −M ∗ π(r,x′) (3.17)

The strain is obtained by differentiating the displacement field (3.17). By eliminating the strain

ε(u) using (3.11), we obtain over the inclusion Θr(x′):

ε(〈u〉) = (δCr)
−1 : τ (r,x′) + ε(S ∗ τ (r,x′)) + ε(M ∗ π(r,x′))

−iω〈u〉 = (δρr)
−1 ·π(r,x′) − iω(S ∗ τ (r,x′))− iω(M ∗ π(r,x′))

(3.18)

The above system will finally make it possible to obtain the stress and momentum polarizations

(τ (r,x′),π(r,x′)) in terms of 〈u〉, and (3.9) will give properties of the effective medium (3.5).

The last hypothesis assumes that the two polarization fields, τ (r,x′), and π(r,x′), are constant over

the inclusion. This makes it possible to obtain the following explicit calculation formulas. Indeed, as

τ (r,x′), and π(r,x′) are constant over Θr(x′), the strain and velocity equations (3.18) becomes:

ε(〈u〉) = (δCr)
−1 : τ (r,x′) + Sx ∗ τ (r,x′) +Mx ∗ π(r,x′)

−iω〈u〉 = (δρr)
−1 ·π(r,x′) + Sω ∗ τ (r,x′) +Mω ∗ π(r,x′)

(3.19)

In (3.19), the different operators are defined as follows:

(Sx(τ
(r,x′)))ij = (Sx)ijklτ

(r)
kl , (Sx)ijkl = −1

4

(
∂2Gik

∂xj∂xl
+

∂2Gil

∂xj∂xk
+
∂2Gjk

∂xi∂xl
+

∂2Gjl

∂xi∂xk

)

(Mx(π
(r,x′)))ij = (Mx)ijkπ

(r)
k , (Mx)ijk = −1

2

(
∂Gik

∂xj
+
∂Gjk

∂xi

)

Sω = −iωS , Mω = −iωM = −ω2G

(3.20)

Hereafter, the mean value over a subdomain V ⊂ Ω of a field w(x) is denoted wV = 1
|V |
∫
V w(x)dx.

Then the integration over the inclusion Θr(x
′) of (3.19) give the following equations that τ (r,x′) and
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π(r,x′) should verify:

ε(〈u〉)Θ
r(x′)

=

(
(δCr)

−1 + S
(r)
x

Θr(x′)
)

: τ (r,x′) +M
(r)
x

Θr(x′)

·π(r,x′)

−iω〈u〉Θ
r(x′)

= S
(r)
ω

Θr(x′)

(τ (r,x′)) +

(
(δρr)

−1 +M
(r)
ω

Θr(x′)
)

·π(r,x′)

(3.21)

where S
(r)
x

Θr(x′)

, M
(r)
x

Θr(x′)

, S
(r)
ω

Θr(x′)

, and M
(r)
ω

Θr(x′)

are the average of convolution operators over

the volume of the inclusion Θr(x′). S
(r)
x

Θr(x′)

and M
(r)
ω

Θr(x′)

are respectively called the stress and

momentum depolarisation tensors [133]. They respectively have the dimension of a compliance tensor

and an inverse mass-density tensor and are defined as:

S
(r)
x

Θr(x′)

= − 1

|Θr|

∫∫

Θr(x′)×Θr(x′)
Sx(x− x′′)dxdx′′

M
(r)
ω

Θr(x′)

= − ω2

|Θr|

∫∫

Θr(x′)×Θr(x′)
G(x− x′′)dxdx′′

(3.22)

Notably, both tensors are independent of x′, so x′ will be dropped for them in the following.

Now we restrict the study to the case where the inclusion has a center of symmetry. In this case, it

can be shown that, M
(r)
x

Θr

= 0 and S
(r)
ω

Θr

= 0, because Mx and Sω are odd functions of x. Finally,

(3.21) leads to:

τ (r,x′) =

(
(δCr)

−1 + S
(r)
x

Θr)−1

: ε(〈u〉)Θ
r(x′)

π(r,x′) = −iω
(
(δρr)

−1 +M
(r)
ω

Θr)−1

· 〈u〉Θ
r(x′)

(3.23)

As we are interested in analyzing the scattering-induced attenuation, we concentrate on a solution

of the ensemble average displacement field under the form of a harmonic plane wave:

〈u〉(x) = U eik ·x (3.24)

where U is the unit polarization vector, k is the wave vector that may be complex. Taking into account

(3.24) the harmonic plane wave form of the ensemble average displacement 〈u〉, we get ε(〈u〉) =

U ⊗s (ik) e
ik ·x, it can be thus shown that:

τ (r,x′) = hr(k)

(
(δCr)

−1 + S
(r)
x

Θr)−1

: ε(〈u〉(x′))

π(r,x′) = −iωhr(k)
(
(δρr)

−1 +M
(r)
ω

Θr)−1

· 〈u〉(x′)

(3.25)

with

hr(k) =
1

|Θr|

∫

Θr(0)
eik ·xdx (3.26)
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Using (3.11), we get on the inclusion Θr(x′):

ε(ur) = hr(k)

(
I(4) + S

(r)
x

Θr

: δCr

)−1

: ε(〈u〉(x′))

ur = hr(k)

(
I(2) +M

(r)
ω

Θr

· δρr

)−1

· 〈u〉(x′)

(3.27)

where I(4) is the 4-th order identity tensor.

3.1.3 General equations of effective stiffness and density tensors and self-consistent

effective properties of 2D/3D composites with spherical/circular inclusions

To obtain the effective stiffness and density tensors, the equations (3.9) are used. Therefore, it is

necessary to calculate the ensemble average field 〈ur〉 defined by (3.6). Always by taking into account

(3.24) the harmonic plane wave form of the ensemble average displacement 〈u〉, we get:

〈ur〉(x) = hr(k)

(
I(2) +M

(r)
ω

Θr

· δρr

)−1

·U

(
1

|Ur(x)|

∫

Ur(x)
eik ·x′

dx′
)

= h2r(k)

(
I(2) +M

(r)
ω

Θr

· δρr

)−1

· 〈u〉(x)
(3.28)

Substituting (3.28) in (3.9), we finally obtain the following equation of the properties of the effective

medium:

Ceff = Cm +

n∑

r=1

φrh
2
r(k)(Cr −Cm) :

(
I(4) + S

(r)
x

Θr

: (Cr −Ceff)

)−1

ρeff = ρmI(2) +

n∑

r=1

φrh
2
r(k)(ρr − ρm)

(
I(2) +M

(r)
ω

Θr

· (ρrI
(2) − ρeff)

)−1
(3.29)

Until now, the equations (3.29) are developed for a general case in which there are no simplifying

assumptions on the materials’ mechanical properties nor the inclusions’ shape.

Both self-consistent equations (3.29) are coupled and implicit, because the wave vector k is obtained

from the solution of the equation of motion of the harmonic plane wave in the effective medium, and

Ceff and ρeff are on the right-hand side of the equations, and hr, S
(r)
x

Θr

and M
(r)
ω

Θr

also on the

right-hand side of the equations are calculated with G the Green’s tensor of the effective-medium.

In (3.29), inverting the 4th-order tensor can be difficult. However, in the case of spherical (resp. cir-

cular) inclusions inside a 3D (resp. 2D) isotropic matrix, both stress and momentum depolarisation ten-

sors S
(r)
x

Θr

and M
(r)
ω

Θr

are also isotropic. In this case, we have, ρeff = ρeffI
(2) and M

(r)
ω

Θr

= ρM(r)I
(2),

and inverting the 4-th order tensor becomes easy. Indeed, in the isotropic case, by decomposing the

stress and the strain tensors into volumetric and deviatoric parts:

σ = σvI
(2) + σD ≡ γ tr(σ)I(2) + (σ − γ tr(σ)I(2))

ε = εvI
(2) + εD ≡ γ tr(ε)I(2) + (ε− γ tr(ε)I(2))

(3.30)

where γ is a space dimension dependent parameter, such that γ = 1
3 in 3D and γ = 1

2 in 2D. The
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constitutive equation (3.3) and its inverted form are written as follows:

σvI
(2) + σD =

κ

γ
εvI

(2) + 2µεD

εvI
(2) + εD =

γ

κ
σvI

(2) +
1

2µ
σD

(3.31)

where the trace operator tr(•) is defined as tr(σ) =
∑3

i=1 σii. In (3.31), κ = λ + γ(2µ) and µ are

respectively the bulk modulus and the shear modulus of an isotropic elastic medium with (λ, µ) the

Lamé parameters.

Owing to (3.31), the following equations of the properties of the effective medium for both 2D and

3D cases are obtained:

κeff = κm +

n∑

r=1

φr
h2r(k)(κr − κm)

1 +
κS(r)

γ2
(κr − κeff)

µeff = µm +

n∑

r=1

φr
h2r(k)(µr − µm)

1 + 4µS(r)(µr − µeff)

ρeff = ρm +
n∑

r=1

φr
h2r(k)(ρr − ρm)

1 + ρM(r)(ρr − ρeff)

(3.32)

where κS(r) and µS(r) are the bulk and shear moduli characterizing the isotropic tensor S
(r)
x

Θr

.

This work aims to compare the analytical and numerical solution in a 2D matrix-inclusion composite

with randomly distributed circular inclusions. Therefore, the calculation of the effective parameters in

the 2D plane strain case is detailed hereafter.

Of course, the factor h(k), a function of the wave vector k defined by (3.26), depends upon the

space dimension. In the following, we will denote k = kek, with k the wavenumber and ek the unit

direction vector of k. In the 2D case with circular inclusions, the radius of an r-type circular inclusion

being denoted by ar, hr(k) only depends on the wave number k and is calculated as:

hr(k) ≡
1

Θr

∫

Θr(0)
eik.xdx =

2

kar
J1(kar) (3.33)

where J1 is the first-order Bessel function of the first kind.

The last step in analytical development is to obtain (κS(r) , µS(r) , ρM(r)) from the Green’s tensor.

As in the 2D isotropic case, the Green tensor is known, the following formulas of (κ2D
S , µS(r) , ρM(r))

can be obtained (see the Appendix of [133] for more details):

κS(r) =
1

4
+
I(kp,effar) + 1

ρeffc
2
p,eff

µS(r) =
1

8

(
I(kp,effar) + 1

ρeffc
2
p,eff

+
I(ks,effar) + 1

ρeffc
2
s,eff

)

ρM(r) = −1

2

(
I(kp,effar) + I(ks,effar)

ρeff

)
(3.34)

where kp,eff and ks,eff are the wavenumbers of respective compression and shear waves in the effective
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Figure 3.1. Convergence of the I(ξ) for different values of ξ

medium:

kp,eff =
ω

cp,eff
, ks,eff =

ω

cs,eff
(3.35)

with:

cp,eff =

√
κeff + µeff

ρeff
, cs,eff =

√
µeff

ρeff
(3.36)

The function I(•) in (3.34) is given by:

I(ξ) =
iπξ2

2

∞∑

n=0

(−1)n(2n+ 1)!

(n+ 2)(n!(n+ 1)!)2

(
ξ

2

)2n(
1 +

2i

π

(
ψ(2n+ 2)− ψ(n+ 2)− ψ(n+ 1) + ln(

ξ

2
)− 1

2n+ 4

))

(3.37)

with ψ, the logarithmic derivative of the Gamma function. ψ can be evaluated as:

ψ(n) = −γ +

n−1∑

m=1

1

m
(3.38)

with Euler’s constant γ = 0.57721566 . . . .

According to the statement in [133], the series expansion (3.37) converges rapidly ∀ξ > 0. Moreover,

the convergence rate of the series varies with the value of ξ; the smaller the ξ is, the faster the series

converges. Figure 3.1 shows the convergence of the series for three different ξ. The vertical axis shows

the normalized norm of the relative error for this complex-valued series:
(Î−Îref )/Îref

Îmax
. where Îref is

the value of the series for n = 84 and Îmax is the maximum value of the series for each ξ. We cannot

use n > 84 since the term (2n+ 1)! exceeds the maximum possible double precision number stored in

a variable (1.7× 10308) in Matlab software.

Now by using (3.32) the self-consistent equations, the effective isotropic moduli can be calculated

for the 2D matrix-inclusion composite with random distributed circular inclusions. However, as pre-

viously stated, the equations in (3.32) are implicit, and the effective properties can only be calculated

iteratively. Taking the example of an incident compression wave, the iterative solving algorithm is

defined as follows:

In the case of an incident shear wave, hr(ks) is calculated in step (5) of the previous algorithm.
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Algorithm 1 Effective properties calculation

1: Initialize all the effective properties κeff, µeff and ρeff, consequently cp,eff and cs,eff, with the
matrix’s properties.

2: repeat
3: Calculate the wavenumbers kp,eff and ks,eff for the desired frequency ω using (3.35).
4: Calculate I(kp,effar) and I(ks,effar) using (3.37).
5: Calculate κS(r) , µS(r) , and ρM(r) using (3.34), and hr(kp) using (3.33).
6: Update the effective properties κeff, µeff and ρeff using (3.32), and consequently cp,eff and

cs,eff using (3.36).
7: until convergence is achieved
8: Calculate the complex-valued wavenumber kp,eff(ω) using (3.35).

9: Calculate, for the compression waves, the effective phase velocity Vp,eff(ω) =
ω

Re(kp,eff)
and the attenuation coefficient αp,eff(ω) with respectively the real part Re(kp,eff) and the
imaginary part Im(kp,eff) of the effective wavenumber.

Then, in the step (9), the converged value of ks,eff(ω) gives the effective phase velocity Vs,eff(ω) and

the attenuation coefficient αs,eff(ω) for the shear waves.

3.1.4 Analytical attenuation coefficient: an epoxy-lead composite

As an example, the introduced self-consistent method is applied to a composite material made of

epoxy matrix and lead inclusions, whose material properties are shown in Table 3.1. In this example,

the ξ is always less than 4 for both compression and shear waves, and it is observed the convergence

of equation (3.37) is obtained with n = 20 with relative error criterion ε = 10−15.

Table 3.1. Material properties of the epoxy matrix and the lead inclusions

Material ρ(kg/m3) κ(GPa) µ(GPa) cp(m/s) cs(m/s)
Epoxy (matrix) 1200 6.61 1.73 2720 1200
lead (inclusion) 11300 49.6 8.36 2320 860

In the present work, we focus on the phase velocity and attenuation of the compression waves.

The phase velocity and dimensionless attenuation coefficient Im(kp,eff)a are illustrated for different

area fractions of the inclusion phase with respect to the dimensionless wavenumber x0 = kp,ma/π =

2a/λp,m (see Figure 3.2), with a denoting the radius of inclusion. This definition of the dimensionless

wavenumber gives the ratio between the inclusion’s diameter and the wavelength of compression waves.

According to [133], the theoretical model presented in the previous section is validated for large

wavelengths down to the diameter of the inclusion, i.e., λ ≥ 2a. Therefore, the validated frequency

range of the theory is determined by the shortest wavelength, which is the wavelength of shear waves.

Using the definition of the wavenumber (3.35) and the definition of x0, this velocity range can be

written as x0 ≤ cs,m/cp,m. Hence, the proposed dimensionless wavenumber x0 helps to directly see the

validated frequency range on the figures, which is x0 = 0.44 for the composite defined in Table 3.1.

In Figure 3.2, it is observed that the phase velocity and the attenuation coefficient are frequency-

dependent, meaning that the effective medium is dispersive. As expected, the attenuation coefficient

shows an increasing trend when the area fraction increases. The phase velocity, on the other hand,
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(a) (b)

Figure 3.2. Analytical (a) phase velocity and (b) attenuation coefficient (Im(k)a) of the compression with respect
to the dimensionless wavenumber x0 = kp,ma/π = 2a/λp,m for different area fractions of the inclusion phase.
These results are similar to those of [133], with a slight modification in the material properties.

converges to the propagation speed of the compression wave in the pure matrix when the frequency is

increased for any area fraction. It is also observed in Figure 3.2a that the phase velocity is outside of

the range bounded by the phase velocities of the matrix and inclusion, which are shown with horizontal

dashed lines. Notably, the same phenomenon is observed in the numerical results later in Figure 3.8.

By increasing the area fraction of the inclusions, the scattered displacement fields of each inclusion

influence the others, and from a certain point, the single-scattering assumption is no longer valid.

However, there is no criterion to verify whether the single-scattering assumption is valid just by relying

on the analytical solution. Hence, we use the numerical simulation to compare and determine a more

rigorous range for validity of the introduced effective medium with the single-scattering assumption.

3.2 FE-based method for estimation of phase velocity and attenuation

This section introduces a finite element-based numerical approach to numerically evaluate the phase

velocity and the attenuation coefficient for a matrix-inclusion composite. This approach is similar

to the numerical method used to estimate the attenuation coefficient for polycrystalline materials

proposed in [126–128]. Compared to the analytical analysis presented previously, the finite element

approach has the advantage of modeling exactly the microstructure of matrix-inclusion composites

without any simplifying assumptions. Hence, by comparing the numerically evaluated phase velocity

and attenuation coefficient with their analytically predicted values, we can mutually validate both

approaches for microstructures that comply with the analytical hypotheses. The validated numerical

approach can also be extended to characterize other microstructures that do not conform to these

hypotheses. This would enable us to expand the scope of the analysis beyond the analytical regime.

3.2.1 FE model and the numerical setup

Concerning the numerical models, the considered domain consists of a 2D square Ω = [0, Lx]×[0, Ly]

with Lx = Ly = 4mm (Figure 3.3). Inside Ω, there is a random distribution of an ensemble ofN circular
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inclusions Θn of the same type: Ωinc = ∪N
n=1Θn. The numerical simulation is performed for various

area fractions of φ = 2% 4%, 6%, and 8%. For each chosen area fraction, calculations are performed

for different inclusion radii of a = 100µm, 150µm, 200µm, and 250µm. The domain Ωm = Ω \ Ωinc

is considered as the matrix subdomain. The upper boundary of Ω is subjected to a time-varying

vertical pressure loading, while the free boundary condition is applied to the lower boundary. The

symmetry boundary condition is applied to both vertical edges to ensure that a plane wave propagates

“macroscopically” in the domain.

Figure 3.3. Geometry, loading, and boundary conditions considered for the problem

The temporal variation of the pressure loading is prescribed as a Ricker wavelet whose frequency

content is centered at fmax with a cutoff frequency fc = 2.5fmax. In this study, two Ricker signals,

LFR and HFR, with different fmax are considered:

• LFR: ricker signal with fmax = 1MHz,

• HFR: ricker signal with fmax = 3MHz,.

The element size h in the numerical setup is chosen based on the smallest wavelength in the domain

λmin = min{cpmat, csmat, cpinc, csinc}/fc, where fc = 7.5Hz. All the numerical results presented

hereafter are calculated using 15 elements per smallest wavelength of h = λmin/15. For the choice of

time steps, the same approach as section 2.4 is used to ensure the stability of the solver.

Figure 3.4 shows both Ricker signals as a function of the time and frequency. The element

size h in the numerical setup is chosen based on the smallest wavelength in the domain λmin =

min{cp,m, cs,m, cp,inc, cs,inc}/fc, where fc = 7.5Hz. This chapter’s numerical results are calculated

using 15 elements per smallest wavelength of h = λmin/15 = 8.6µm. This element size h gives the

ratio of 2a
h = 23 for the smallest modeled scatterer of radius a = 100µm.

3.2.2 Post-processing of the ultrasonic signal

To calculate the attenuation coefficient for the introduced configuration, the vertical component of

the velocity signal provided by the finite element solution is recorded at Npoints = 150 sampling points,

which are placed equally distant on the top line of the domain Ω. This vertical component is called V (t)

hereafter. For each pair (φ, a), the numerical calculation is repeated over a batch of 30 samples with

a different random inclusion distribution. The random position of the inclusions is generated using a
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(a) (b)

(c) (d)

Figure 3.4. Ricker signals used for the numerical simulation. LFR signal (a) and its frequency content (b);
HFR signal (c) and its frequency content (d).

uniform distribution function. We always verify that the inclusions with the generated distribution do

not interfere with each other. Otherwise, one of the points is removed and placed in another random

position. This recorded signal V (t) is then averaged twice: first over the 150 sampling points to get

each configuration’s average signal and second over the 30 different random configurations. Eventually,

for each pair of (φ, a), we get a single averaged signal. Afterward, the echo signal of the incident signal,

reflected by the bottom boundary of Ω, is detected according to its maximum amplitude V refl
max , along

with the corresponding time T refl
max at which the echo signal reaches the transducer. Indeed, the echo

signal is obtained by using a time window defined as [T refl
max −

Tr
2
, T refl

max +
Tr
2
], where Tr is the duration

of Ricker signals. Finally, using this windowed echo signal and the reference signal, which in this case

is the incident velocity signal, the attenuation coefficient is calculated as:

α (f) =
1

D
ln

(
|V̂ refl(f)|
|V̂ inc(f)|

)
(3.39)

where D is the propagation distance, V̂ refl and V̂ inc are the complex-valued discrete Fourier transform

of the vertical velocity component of the reflected and incident wave, respectively.

On the other hand, the phase velocity is obtained as follows:

cp,num (f) =
D × f

∆φ
(3.40)

where ∆φ is the phase shift of the incident signal V inc and reflected signal V refl, calculated as following:

∆φ(f) = tan−1

(
Im(SC(f))

Re(SC(f)
)

)
+ kπ (3.41)

where SC is the spectral intercorrelation of the two complex-valued signals and is obtained as follows:
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SC(f) =
V̂ inc(f)V̂ refl(f)

|V̂ inc(f)||V̂ refl(f)|
(3.42)

3.2.3 Convergence study: number of samples with different random distributions

A primary convergence study is performed to show that 30 samples are enough to estimate the

phase velocity and attenuation coefficient numerically. The following L2 relative error norm of the

attenuation coefficient is used as the convergence criterion:

eα =

√∑
f (α(f)− αref (f))2∑

f αref (f)2
(3.43)

As an example, for the case corresponding to (φ, a) = (2%, 200µm), Figure 3.5 shows the attenu-

ation coefficient obtained from the average reflected signal for different numbers of samples over the

corresponding numerical valid range of frequency (cf. section 3.2.3). Taking the attenuation coefficient

evaluated by averaging over 30 samples as αref the reference value, Table 3.2 shows eα the L2 relative

error for 25 samples with φ = 2% for all the considered values of the radius a. All the reported

error values in Table 3.2 are less than 6%, showing that a batch of 25 samples is good enough. Our

analysis shows that convergence is reached with fewer samples for the higher-frequency signal. For the

area fraction of φ = 2% and different inclusion sizes, the L2 relative error norm is less than 5% with

15 samples for the high-frequency ricker signal. However, all the results presented in this paper are

obtained with 30 samples with different random distributions of the inclusions.

(a) (b)

Figure 3.5. Numerically evaluated attenuation coefficient w.r.t. the frequency in the case of (φ, a) = (2%, 200µm)
for different numbers of samples and (a) LFR, and (b) HFR signals

Taking the attenuation coefficient evaluated by averaging over 30 samples as αref the reference

value, Table 3.2 shows eα the L2 relative error for 25 samples with φ = 2% for all the considered values

of the radius a. All the reported error values in Table 3.2 are less than 6%, showing that a batch of 25

samples is good enough. However, all the results presented in this paper are obtained with 30 samples

with different random distributions of the inclusions.
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Table 3.2. The L2 relative error (eα) for 25 samples in the case of φ = 2%

a = 100µm a = 150µm a = 200µm a = 250µm
Lower Frequency (%) 3.1 1.9 1.5 6.0
Higher Frequency (%) 2.6 1.9 1.1 1.8

Valid frequency range of the ricker signal

In this section, we intend to determine a frequency range for different ricker signals in which the

presented results are valid. Looking at the frequency content of the two ricker signals used in this

study (Figure 3.4b and Figure 3.4d), we expect the best solution around the fmax. As we move toward

left or right, the quality of the results would be degraded. The goal is to find the broadest range in

which the discrepancy between the analytical and numerical results is still acceptable. To achieve this,

we have employed eα the L2 relative error norm (3.43) as a measure, where this time αref (f) is the

analytical value. The frequency range in which eα is less than 15% for all inclusion sizes is identified

as the acceptable range. Based on [128], we chose as a reference the frequency range in which the

amplitude of the spectrum is more than 50% of the peak amplitude, as it is shown in Figure 3.6(a)-(b).

(a) LFR (b) HFR

(c) LFR (d) HFR

Figure 3.6. Considered frequency ranges of the ricker signals. (a)-(b) reference range defined with 50% of the
peak amplitude; (c)-(d) larger range defined with 30% of the peak amplitude

Therefore, the reference numerical valid frequency range for two ricker signals are as follows:

• LFR: signal with fmax = 1MHz, for which the valid frequency of [0.48, 1.64]MHz leading to a

range of [1.7, 5.7]mm for the wavelength of the compression wave in the matrix;
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• HFR: signal with fmax = 3MHz, for which the valid frequency of [1.45, 4.90]MHz leading to a

range of [0.5, 1.9]mm for the wavelength of the compression wave in the matrix.

For the sake of simplicity, the results are plotted for a modified range of [0.48, 1.55]MHz and [1.55, 4.90]MHz,

to avoid the slight overlap of the valid range of the two ricker signals. Our observations indicate that

the phase velocity and attenuation coefficient values do not necessarily correspond at the joint fre-

quency of the LFR and HFR signals, where f = 1.55MHz. As a result, we used a moving average filter

to effectively smooth out the curve discontinuity at this frequency.

Figure 3.7 compares the analytical and numerical attenuation coefficient for three different inclusion

sizes. The numerical attenuation coefficient is plotted in the reference valid frequency range with

respect to the dimensionless wavenumber x0 (bottom horizontal axis) and the actual frequency (top

horizontal axis). The L2 relative error for each plot is reported in Table 3.3. It should be noted that the

analytical/numerical comparison shows the highest L2 relative error of 13% for the smallest inclusion

size of a = 150µm.

(a) a = 150µm (b) a = 200µm

Figure 3.7. Analytical (solid lines –) and numerical (dashed lines - -) area fraction w.r.t. the frequency for area
fraction φ = 2%

Table 3.3. The L2 relative error (eα) in the extended frequency range for the case of φ = 2%

a = 150µm a = 200µm a = 250µm
eα(%) 13.0 5.4 7.0

eα(%) in extended low frequency range
[0.35, 0.48]MHz for LFR signal

25 6.5 17

eα(%) in extended high frequency range
[1.64, 1.90]MHz for LFR signal

22 14 8

eα(%) in extended low frequency range
[1.05, 1.45]MHz for HFR signal

19 12 13

eα(%) in extended high frequency range
[4.90, 5.60]MHz for HFR signal

12 NA NA

Now, we consider a frequency range defined by 30% of the peak amplitude of the frequency content

instead of 50%. In that case, we obtain a more extensive frequency range ([0.35, 1.90]MHz for the

lower frequency signal and [1.05, 5.60]MHz for the higher frequency signal). The L2 relative error

obtained in these extended frequency ranges is also shown in the Table 3.3. One observes that the L2
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relative error increases significantly in the extended frequency region for the case of a = 150µm and

a = 250µm. For the other inclusion sizes, the error also gets larger for specific extended regions. In

addition, extending the high-frequency range for the HFR signal is also unnecessary because there is no

valid analytical solution to compare the results. Therefore, For the subsequent parametric studies, we

use the reference valid frequency range defined by 50% of the peak amplitude of the frequency content,

i.e., all the results are presented for the frequency range of [0.5, 4.90]MHz shown in Figure 3.6a and

Figure 3.6b. It is worth noticing that this valid frequency range translates into a different range of the

dimensionless wavenumber for different inclusion sizes. For instance, for an inclusion size of a = 150µm,

the dimensionless wavenumber range is [0.05, 0.57], while for an inclusion size of a = 200µm, it is

[0.07, 0.72].

3.2.4 Analytical/numerical comparison: effect of the area fraction and inclusion size

The effects of two microstructure parameters, the area fraction of inclusions and the inclusion size,

are studied in the present work. Figure 3.8 illustrates the analytical/numerical comparison of the phase

velocity and attenuation coefficient for different area fractions of inclusions with various sizes. Each

plot contains the target parameter (either phase velocity or dimensionless attenuation coefficient) with

respect to both the dimensionless frequency x0 = ka (bottom x-axis) and frequency in Hertz (top

x-axis).

Looking at the results presented in Figure 3.8, one observes a good agreement between the an-

alytical and numerical results for φ = 2% and φ = 4% regardless of the inclusion size. However,

discrepancies appear among the analytical and numerical attenuation coefficients for higher area frac-

tions. This disagreement is expected because increasing the area fraction makes the interaction among

the inclusions no longer negligible. In other words, the single-scattering assumption, the principle

assumption for obtaining the analytical attenuation coefficient, is no longer respected.

Moreover, looking at the Figure 3.8e and Figure 3.8f for the case of a = 150µm and φ = 8%, one

can observe that the numerical phase velocity and attenuation coefficient are not shown for the low-

frequency ricker signal. The reason is due to the inability of the post-processing approach to accurately

identify the reflected signal from the bottom edge. Therefore, the corresponding phase velocity and

numerical attenuation coefficient are not correct. The phase velocity and attenuation coefficient for

a = 100µm are presented in Figure 3.8g and Figure 3.8h. Again, the numerical solution is not depicted

for the area fractions φ = 6% and φ = 8% due to the same limitation of the post-processing approach.

This point will be discussed later in this section.

To obtain a more precise quantitative analysis of the discrepancy between analytical and numerical

attenuation coefficients, we present the relative error norm in Table 3.4. As the value of the attenuation

coefficient changes with the volume fraction φ, the normalization of error presented in Table 3.4 is done

with the analytical attenuation curve for φ = 8%. The error exhibits a general upward trend as the

area fraction increases for LFR and HFR. However, the rate of increase varies for different inclusion

sizes. Additionally, while raising φ from 6% to 8%, we do not always observe a corresponding elevation

in error. As expected, the errors reported in the table indicate that the discrepancy among the results

is greater for the HFR.

As demonstrated earlier, the dimensionless attenuation coefficient has an analytical master curve

as a function of the dimensionless wavenumber, independently of the inclusion size (see the equation

82



Chapter 3. Ultrasonic wave scattering in matrix-inclusion composites

(a) Phase velocity : a = 250µm (b) Attenuation coefficient: a = 250µm

(c) Phase velocity : a = 200µm (d) Attenuation coefficient: a = 200µm

(e) Phase velocity: a = 150µm (f) Attenuation coefficient: a = 150µm

(g) Phase Velocity for a = 100µm (h) Attenuation Coefficient for a = 100µm

Figure 3.8. Analytical (solid lines –) and numerical (dashed lines - -) phase velocity and attenuation coefficient
w.r.t. the frequency for different area fractions: φ = 2% (black), φ = 4% (blue), φ = 6% (red), and φ = 8%
(green)

(3.34) and Figure 3.2). Nevertheless, it has been observed on the numerical side that when plotting the

dimensionless attenuation coefficients for various inclusion sizes of the same area fraction, discrepancies

arise as the area fraction increases (Figure 3.9). This can be considered as another indicator showing

that the theoretical model gradually diverges from the actual attenuation coefficient with increasing
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Table 3.4. L2 relative error (%) for different area fractions and inclusion sizes

Low-frequency Ricker (LFR) High-frequency Ricker (HFR)
φ = 2% φ = 4% φ = 6% φ = 8% φ = 2% φ = 4% φ = 6% φ = 8%

a = 250µm 1.5 3.2 9.4 9.0 2.0 4.0 13.7 12.7
a = 200µm 1.2 4.3 13.0 12.7 3.4 4.7 15.8 19.3
a = 150µm 3.2 5.1 8.8 NA 3.5 7.5 16.0 19.8
a = 100µm 3.8 9.5 NA NA 3.8 8.1 15.2 31.8

volume fraction. To better show the challenge of the post-processing approach, the velocity signals at

(a) φ = 2% (b) φ = 4%

(c) φ = 6% (d) φ = 8%

Figure 3.9. Numerically computed attenuation coefficient w.r.t. the frequency for each area fraction with different
inclusion sizes

the top boundary are presented in Figure 3.10 for two different area fractions: φ = 2% and φ = 8%. For

the first case, the echo of the bottom boundary can be easily detected due to its maximum amplitude

during the post-processing stage. However, for φ = 8%, the echo amplitude is comparable to the

backscattered noise from the microstructure, making it undetectable during the post-processing stage.

As a primary analysis, we investigate the potential correlation between the minimum distance

between inclusions and the failure of the post-processing stage. Increasing the area fraction of the

inclusions or reducing their diameter will increase the number of inclusions in the domain. Therefore,

We expect the minimum distance of the inclusions to decrease in a domain with more inclusions.

Figure 3.11 shows the average of minimum distances over 10000 samples with different area fractions

and sizes of the inclusions. It is observed that the minimum distance decreases for a certain size of

inclusion by raising the area fraction or for a certain area fraction by decreasing the size of inclusion.

We also depicted the three configurations where the numerical approach failed to capture the echo
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(a) φ = 2% (b) φ = 8%

Figure 3.10. Case of inclusion size a = 100µm. Average velocity signal on the top boundary for two different
area fractions

signal reflected from the boundary with a cross marker. For all these cases, which are (1) φ = 8% and

a = 100µm, (2) φ = 6% and a = 100µm and φ = 8% and a = 150µm, the average minimum distance

is less than 40µm (the horizontal red line in Figure 3.11).

Figure 3.11. The average minimum distances between the inclusions for different area fractions (a = 100µm,
a = 150µm, a = 200µm and a = 250µm)

This primary analysis is also consistent with the observation that the analytical/numerical discrep-

ancy increases with increasing surface fraction and decreasing inclusion size. Indeed, with the decrease

of the minimum distance between inclusions, the single-scattering assumption becomes less valid, and

the analytical formulas become consequently less relevant.

3.3 3D-printed tissue-mimicking composite: numerically calculated phase ve-

locity and attenuation

This section presents the phase velocities and attenuation coefficients for a 3D-printed composite

with a quasi-incompressible 3D-printed GLM as the matrix and 3D-printed RTOP material whose
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properties are shown in Table 3.5. Here we use a Ricker wavelet with fmax = 5MHz and a valid

frequency range of [2.4, 8.2]MHz, which includes the frequency range of ultrasonic imaging. For this

specific frequency range, the corresponding wavelengths of the compression and shear waves are shown

in Table 3.5.

Table 3.5. Material properties of the quasi-incompressible GLM (matrix) and RTOP (inclusions)

Material ρ(kg/m3) κ(GPa) µ(MPa) cp(m/s) cs(m/s) λp(µm) λs(µm)
GLM 1100 3.10 0.3 1620 17 [200− 675] [2− 7]
RTOP 1150 6.78 1830 2680 1235 [330− 1100] [150− 520]

The analytical model does not apply to this particular application for the frequency range of interest

defined by ultrasonic imaging since the wavelength of the shear wave is considerably smaller than the

diameter of the inclusion. Recalling the definition of the valid frequency range already discussed

in section 3.1.4, the valid frequency range of the analytical framework for this particular composite

is x0 ≤ cs,m/cp,m = 0.01. Hence, the analytical framework is just valid for a very small range of

frequencies which does not cover the frequency range of ultrasonic imaging. Therefore, the numerical

approach is used alternatively to obtain the phase velocity and attenuation coefficient.

The considered domain always consists of a 2D rectangular domain Ω = [0, Lx]× [0, Ly] with Lx =

5mm and Ly = 3mm (Figure 3.3). The phase velocity and the attenuation coefficient are calculated

using the method presented in section 3.2 for three different area fractions of inclusions: φ1 = 1%,

φ2 = 3%, and φ3 = 5%. We also consider three different sizes for the inclusions: a = 100µm, 150µm,

and 200µm (see Figure 3.12).

One observes from Figure 3.12 that the phase velocity slightly increases for the higher area frac-

tions of inclusions since the compression wave propagates faster in the inclusion. However, the phase

velocities converge to the phase velocity of the homogeneous matrix as we increase the frequency. On

the other hand, the dimensionless attenuation coefficient increases for a higher area fraction of the

inclusions, as anticipated.

As the final result, Figure 3.13 shows the comparison of attenuation coefficients for the epoxy-

lead and the 3D-printed composites for the same area fractionφ = 2% and the same inclusion size

a = 100µm. One can see that the attenuation coefficient is bigger for the 3D-printed composite since

the gap in the propagation speeds, in this case, is higher than the epoxy-lead composite. Moreover, it

is observed that, unlike the epoxy-lead composite, the attenuation coefficient curves of the 3D-printed

composite do not overlap to form a master curve. Since here the numerical approach is used to estimate

the attenuation coefficient, it is important to note that the assumption of having a diameter smaller

than the wavelength does not apply. Therefore, one may notice that the results for the 3D-printed

material are presented over a broader range of dimensionless wavenumber in Figure 3.13 (see the

horizontal axes).

As another important characteristic of the microstructure, the impact of the material properties

of the inclusion phase is investigated. Indeed, as detailed in section 1.1.1, the constituent materials

of a 3D printer can be mixed to create digital materials with varying properties. While GLM is the

material that best approximates cardiac tissue and is suitable for use as the matrix, RTOP can be

substituted with any digital material to achieve the desired attenuation coefficient. Given a large
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(a) Phase velocity: a = 100µm (b) Attenuation coefficient: a = 100µm

(c) Phase velocity : a = 150µm (d) Attenuation coefficient: a = 150µm

(e) Phase velocity : a = 200µm (f) Attenuation coefficient: a = 200µm

Figure 3.12. Numerical phase velocity and attenuation coefficient for the 3D-printed composite material with
the RTOP inclusion with different area fractions: φ = 1% (black), φ = 3%(blue), φ = 5% (red)

number of potential digital materials, with over 50 available options, and a lack of available acoustic

property data for each material, we have selected four digital materials with P-wave propagation speeds

of CDM1
p = 2400m/s, CDM2

p = 2200m/s, CDM3
p = 2000m/s, and CDM4

p = 1800m/s for our analysis.

Figure 3.14 to Figure 3.16 shows the phase velocity and attenuation speed of these materials. One can

observe that the phase velocity in the target frequency range is very similar to the P-wave propagation

speed in GLM. The difference reduces as we use inclusions with smaller Cp, which is expected since

the degree of inhomogeneity decreases. Moreover, the attenuation coefficient will decrease when we

replace the RTOP material with digital materials with lower propagation speed (i.e., softer materials).
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(a) Epoxy-Lead composite : φ = 2% (b) 3D-printed composite : φ = 2%

Figure 3.13. Comparison of the attenuation coefficients for the epoxy-lead and the 3D-printed composites for
the same area fraction φ = 2%
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(a) Phase velocity: DM1 inclusion (CDM1
p = 2400 m/s) (b) Attenuation coefficient: DM1 inclusion (CDM1

p = 2400 m/s)

(c) Phase velocity: DM2 inclusion (CDM2
p = 2200 m/s) (d) Attenuation coefficient: DM2 inclusion (CDM2

p = 2200 m/s)

(e) Phase velocity: DM3 inclusion (CDM3
p = 2000 m/s) (f) Attenuation coefficient: DM3 inclusion (CDM3

p = 2000 m/s)

(g) Phase velocity: DM4 inclusion (CDM4
p = 1800 m/s) (h) Attenuation coefficient: DM4 inclusion (CDM4

p = 1800 m/s)

Figure 3.14. Numerical phase velocity and attenuation coefficient for the 3D-printed composite material with
the radius size of a = 100µm, with different area fractions: φ = 1% (black), φ = 3%(blue), φ = 5% (red)

3.4 Conclusions
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(a) Phase velocity : DM1 inclusion (CDM1
p = 2400 m/s) (b) Attenuation coefficient: DM1 inclusion (CDM1

p = 2400 m/s)

(c) Phase velocity : DM2 inclusion (CDM2
p = 2200 m/s) (d) Attenuation coefficient: DM2 inclusion (CDM2

p = 2200 m/s)

(e) Phase velocity : DM3 inclusion (CDM3
p = 2000 m/s) (f) Attenuation coefficient: DM3 inclusion (CDM3

p = 2000 m/s)

(g) Phase velocity : DM4 inclusion (CDM4
p = 1800 m/s (h) Attenuation coefficient: DM4 inclusion (CDM4

p = 1800 m/s

Figure 3.15. Numerical phase velocity and attenuation coefficient for the 3D-printed composite material with
the radius size of a = 150µm, with different area fractions: φ = 1% (black), φ = 3%(blue), φ = 5% (red)

The objective of this chapter was to better understand the scattering characteristics exhibited by

the matrix-inclusion microstructure of tissue-mimicking 3D-printed materials when subjected to ultra-

sonic waves. An analytical framework has been recalled for the elastic wave propagation in a matrix-
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(a) Phase velocity : DM1 inclusion (CDM1
p = 2400 m/s) (b) Attenuation coefficient: DM1 inclusion (CDM1

p = 2400 m/s)

(c) Phase velocity : DM2 inclusion (CDM2
p = 2200 m/s) (d) Attenuation coefficient: DM2 inclusion (CDM2

p = 2200 m/s)

(e) Phase velocity : DM3 inclusion (CDM3
p = 2000 m/s) (f) Attenuation coefficient: DM3 inclusion (CDM3

p = 2000 m/s)

(g) Phase velocity : DM4 inclusion (CDM4
p = 1800 m/s (h) Attenuation coefficient: DM4 inclusion (CDM4

p = 1800 m/s

Figure 3.16. Numerical phase velocity and attenuation coefficient for the 3D-printed composite material with
the radius size of a = 200µm, with different area fractions: φ = 1% (black), φ = 3%(blue), φ = 5% (red)

inclusion composite with randomly distributed circular/spherical inclusions. Within this framework,

the composite is replaced with an effective homogeneous material, and an effective harmonic wave

solution approximates the scattering of the wave caused by inclusions. This approximation is based
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on a single scattering assumption. The elastic properties of the effective medium were obtained within

this analytical framework, as well as the phase velocity and attenuation coefficient. Regarding numer-

ical modeling, a finite element-based numerical approach has been introduced to calculate the phase

velocity and attenuation coefficient of the considered matrix-inclusion composites. Both analytical

and numerical results were given, studied, and compared for different area fractions and sizes of in-

clusions. A good agreement was observed for area fractions less than 10%. However, it was observed

that the analytical/numerical discrepancy increases with increasing area fraction and decreasing inclu-

sion size. By reducing the size or increasing the area fraction of the inclusions, it is more challenging

for the numerical post-processing tool is not able to estimate the attenuation coefficient correctly. A

first quantitative study has been given based on the average minimum distances between inclusions,

highlighting the need to add statistical data other than the volume fraction in the analytical models

when the volume fraction increases, or the inclusion size decreases. Finally, the numerical method was

used to calculate the attenuation coefficient for a 3D-printed composite with a quasi-incompressible

matrix. The analytical framework cannot be used since the wavelength of the propagating shear wave

is considerably smaller than the printed inclusions. The phase velocity and attenuation curves of the

3D-printed composite as a function of the frequency have been obtained numerically for composites

with various area fractions, diameter sizes, and material properties of the inclusion phase.
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This chapter examines how the microstructure’s characteristics affect the echogenicity of 3D-printed

tissue-mimicking materials. The first section introduces a simplified numerical model of the ultrasonic

transducer to initiate the wave in the numerical simulation. Then, the developed coupled acoustic-

elastic solver is used to perform the numerical simulation and investigate the impact of the microstruc-

ture, such as the area fraction and diameter size of the inclusion, on the resulting B-mode image. The

resulting B-mode images are quantitatively studied and compared to each other.

The second section is dedicated to an approach for numerical modeling of the phased array trans-

ducer using the time delays introduced in the first chapter. A preliminary study is also performed to

consider the curvature of the structure and reconstruct sector B-mode images.

The third section of the chapter is dedicated to a morphological study of the shape of the mi-

crostructure and the deviation of the final printed inclusions from the input spherical shape delivered

to the 3D printer. The actual shape of the inclusions is significant in the scattering of the ultrasonic

wave and the echogenicity of the printed material. The micro-CT, 2D, and 3D images of the 3D-printed

inclusions are obtained, and image segmentation is employed to acquire binary images containing the

matrix and inclusion phases. In the final chapter, we incorporate the actual shape of the inclusion in
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the numerical simulations. Then the circular shape of the inclusion is replaced with the image of dif-

ferent sections of the acquired 3D image of the inclusion, and the numerical simulation with structured

mesh is launched to obtain the corresponding phase velocity and attenuation coefficient.
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4.1 Echogenicity of the 3D-printed microstructure: a multiparametric study

The proposed coupled acoustic-elastic solver is used here to simulate ultrasonic wave propagation

in the simplified 2D representation of the 3D-printed material’s microstructure. The objective is to

examine the influence of two key microstructure parameters: the area fraction and size of inclusion,

on the echogenicity of the resulting ultrasonic imaging.

For that purpose, a simplified model of the printed microstructure already explained in section

1.1.2 is considered here. This model consists of a rectangular domain made of a matrix with circular

inclusions (see Figure 4.1a). In this configuration, we neglect the presence of the surrounding shell

of RTOP material on the top and bottom of the composite material. Furthermore, the 3D-printed

microstructure is assumed to be submerged in water, just as in the actual ultrasonic imaging process,

where tissues are usually surrounded by a fluid (blood or water). Hence, a water layer is added

above and below the solid material layer (Figure 4.1a). The geometry size of the modeled domain is

6mm× 4.5mm, of which the thickness of each water layer is 1mm, and the thickness of the 3D-printed

material is 2.5mm. As depicted in Figure 4.1a, a non-reflecting boundary condition is applied to the

sides and bottom edge of the rectangular geometry.

The ultrasonic wave is initiated in the domain with a simple sequential linear array transducer

model, whose working principle is elaborated in section 1.2.2. To simplify the process, it is assumed

that the aperture size is that of a single piezoelectric element, meaning that the ultrasonic wave each

transmitted and received by just a single piezoelectric element at each transmit/receive cycle. Hence,

the total length of the image is equivalent to the size of the transducer. The final image is composed of n

different lines, with n corresponding to the total number of elements in the transducer. In the examples

presented in this section, the transducer is assumed to have a length of 5.6mm and is composed of

n = 28 piezoelectric elements, each with a size of 200µm. We have also used the vertical component of

the velocity signal recorded on the transducer to post-process and reconstruct the final B-mode image.

(a)

(b) (c)

Figure 4.1. (a) 2D representative geometry of the 3D-printed microstructure, submerged in water and boundary
conditions; (b) Initial Ricker pulse generated by the transducer’s piezoelectric element, and (c) its frequency
content

The ultrasonic pulse generated at the transducer is chosen to be a Ricker wavelet with the fre-

quency content centered at fmax = 5MHz, and a cutoff frequency of fc = 17MHz (Figure 4.1b and

.Figure 4.1c). The material properties and corresponding wavelengths of the ultrasonic wave in the

95



Chapter 4. Ultrasonic imaging of the synthetic 3D-printed material

ultrasonic imaging frequency range (3 − 7MHz) are presented in Table 4.1. One can observe that in

the GLM matrix, which is a quasi-compressible material, the propagation speed of the shear wave is

two orders of magnitude smaller than that of the compression wave. Therefore, an extremely small

element size is required to capture the shear wave in the matrix, making the numerical simulation

extremely computationally expensive. In addition, the shear wave generated at the matrix/inclusion

interface propagates very slowly in the matrix and needs much more time to reach the transducer. As

a result, we argue that its propagation in the matrix has a negligible impact on the velocity signal

recorded by the transducer compared to the compression wave so it can be disregarded. Therefore,

the finite element size in the numerical simulations is chosen based on the next shortest wavelength in

the domain, the one determined by the shear wave in the inclusion. By selecting the element size of

h = 10µm, we have respectively 10 and 18 elements per this shortest wavelength at the cutoff frequency

12.5MHz of the ricker signal and the maximum frequency 7MHz of the ultrasonic imaging frequency

range considered in this work. The time step ∆t = 0.7µs is chosen to ensure the stability, regarding

the stability condition presented in equation (2.100).

Table 4.1. Material properties of the water, quasi-incompressible GLM (matrix), and RTOP (inclusions)

Material ρ(kg/m3) κ(GPa) µ(MPa) cp(m/s) cs(m/s) λp(µm) λs(µm)
Water 1000 2.10 − 1500 − [215− 500] −
GLM 1150 3.10 0.3 1620 17 [230− 540] [2.4− 5.6]
RTOP 1200 6.78 1830 2680 1235 [380− 890] [175− 410]

For the following first example, the quasi-incompressible GLM matrix in the composite is modeled

using an equivalent acoustic material, i.e., both quasi-incompressible elastic material and acoustic

material have the same compression wave speed (see Table 4.2). The objective is to see whether this

modification impacts the velocity signal recorded on the transducer and evaluate the performance of

the developed coupled acoustic-elastic solver compared to the pure elastic solver In this precise case.

For this purpose, the layer of water is removed, and the transducer is placed directly in contact with

the matrix over the entire top boundary (see Figure 4.2a).

Table 4.2. Material properties of the quasi-incompressible GLM matrix, using acoustic and elastic models

Material ρ(kg/m3) κ(GPa) µ(MPa) cp(m/s) cs(m/s) λp(µm) λs(µm)
GLM (acoustic) 1150 3.03 − 1620 − [230− 540] −
GLM (elastic) 1150 3.10 0.3 1620 17 [230− 540] [2.4− 5.6]

Figure 4.2b shows the vertical component of velocity recorded on the transducer using two different

models, and there is an excellent agreement in the results. However, it was observed that by using

the coupled solver, the total calculation time is decreased by 19%. The reason is that for the acoustic

element in a 2D problem, we have 3 degrees of freedom per node (2 for velocity and 1 for pressure,

while for the elastic problem, we have 5 degrees of freedom per node (2 for velocity and 3 for stress).

Moreover, the size of the flux matrices on an acoustic-elastic interface is smaller than those on an elastic-

elastic interface (see chapter 2). Therefore the coupled acoustic-elastic is faster and less expensive in

memory than the elastic solver. This advantage is more pronounced in 3D because, for 3D problems,

we have for the acoustic case 4 degrees of freedom per node (3 for velocity and 1 for pressure), whereas
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(a)

(b)

Figure 4.2. (a) Considered geometry and boundary conditions for comparing the elastic and acoustic model of
the quasi-incompressible matrix, (b) Comparison of the vertical component of the velocity signal recorded on the
transducer, obtained by coupled acoustic-elastic and pure elastic solver

for the elastic case, 9 degrees of freedom per node (3 for velocity and 6 for stress). Hence, we chose to

model the quasi-incompressible matrix by its equivalent acoustic medium for all the results presented

hereafter.

4.1.1 Reconstructed B-mode images for the 2-phase matrix-inclusion composite

The B-mode images are obtained by a simple post-processing procedure on the vertical component

of the velocity signal recorded on the transducer. The amplitude of the reflected echoes is then used

to generate an image, with the brightness of each pixel representing the object’s reflectivity at that

location. The image is displayed in a cartesian format, with parallel scan lines perpendicular to the

direction of the ultrasound beam. The gray levels in the presented B-mode images are represented by

an 8-bit scale (0-255), where higher values correspond to brighter pixels and lower values correspond

to darker pixels.

Here we investigate the impact of the area fraction (φ) and the diameter (D) of circular inclusions

on the echogenicity of a single layer of 3D-printed composites (Figure 4.1a). For that purpose, the

B-mode images are obtained for four different area fractions of inclusions: φ1 = 1%, φ2 = 3%, φ3 =

5% and φ4 = 10% and three different inclusion diametersD1 = 200µm, D2 = 300µm and D3 = 400µm.

In the reconstruction of B-mode images, a series of post-processing steps are applied to the raw

received signal from each piezoelectric element:

• Obtain the envelope of the received signal;

• Convert the amplitude to gray levels (G), with higher amplitudes resulting in brighter points;

• Convert the time to the distance of the reflector from the transducer by multiplying the time by

the propagation speed of the compression wave in water, cp,water = 1500m/s, and dividing by

two. This is done to account for the wave traveling to the object and back to the transducer.

Figure 4.3 shows these steps applied to the raw signal obtained for a piezoelectric element for the

case of φ = 10% and D = 200µm. The final image is obtained by assembling all the gray level vectors,

where the vertical axis shows the distance of the reflector from the transducer, and the lateral axis

shows the total scan range, which in this paper is the size of the transducer.
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(a) (b)

(c) (d)

Figure 4.3. Post-processing steps for reconstruction of the B-mode medical image applied to a signal obtained
for a single piezoelectric element for the case of φ = 10% and D = 200µm (a) raw received signal, (b) extracted
envelope, (c) converted to gray levels ranging from 0 to 255, and (d) converting time to distance of the reflector
from the transducer.

As an example, Figure 4.4 depicts two different geometries and the corresponding B-mode images

(all the numbers are in millimeters). One can observe that the water-matrix interface at the distance of

1mm is perfectly depicted. A horizontal dashed red line is also added to the B-mode image to show the

ideal location of the matrix-water interface at the distance of 3.5mm. This interface might not be easily

distinguishable in some cases, but it is very important to obtain precisely the thickness of the imaged

layer. Figure 4.5 presents the reconstructed B-mode images for all the mentioned area fractions and

sizes of inclusions. It can be observed that as the area fraction of the inclusion decreases, the matrix-

water interface becomes more visible. Nonetheless, the interface seems nearer to the transducer than

its actual position. This is because the post-processing steps assume the medium in which the wave

is propagating is water and therefore calculate distances based on the speed of sound in water. Since

the speed of sound in the matrix is faster than that of water, the wave travels faster in the matrix and

appears thus closer to the transducer.

Upon analyzing the B-mode images, it can be observed that an increase in the area fraction of

the inclusions and a decrease in the size of the inclusion leads to an improvement in the material’s

echogenicity to ultrasound waves. However, this makes it more challenging to distinguish the matrix-

water interface, located at a distance of 3.5mm from the transducer. Therefore, it is difficult to see

the material’s actual thickness, which is an important objective.

To have a more precise quantitative measure of echogenicity, the average gray level over the region

of interest (ROI), which corresponds to the actual thickness of the material, is chosen as a parameter

to measure the reflectivity of the material to ultrasound waves, which is defined as follows:

GROI =
1

Npiezo × (dbottom − dtop)

Npiezo∑

i=1

∫ dbottom

dtop

G(xi, y)dy (4.1)
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(a) Geometry: φ = 3%, D = 400µm (b) Geometry: φ = 5%, D = 200µm

(c) B-mode Image: φ = 3%, D = 400µm (d) B-mode Image: φ = 5%, D = 200µm

Figure 4.4. Two different configurations with various area fractions and diameter sizes of the inclusions and
corresponding B-mode images (all the sizes are in millimeters)

where dtop = 1mm and dbottom = 3.5mm are respectively the distance from the transducer to the top

water-matrix interface and the bottom matrix-water interface. Moreover, the average gray level of

the region below the bottom matrix-water interface, hereafter named the region of the residual signal

(RORS), is calculated as follows:

GRORS =
1

Npiezo × (dtotal − dbottom)

Npiezo∑

i=1

∫ dtotal

dbottom

G(xi, y)dy (4.2)

where the total distance is dtotal = Ttotal × cp,water/2. The ratio of GRORS to GROI is used as another

important metric to indicate how well the thickness of the material can be distinguished.

Figure 4.6a and Figure 4.6b show the average of the gray levels GROI with respect to the area

fraction of the inclusions and the diameter size, respectively. These figures show an increasing trend in

the average gray level when the area fraction is increased for all three sizes. It also indicates that for a

given area fraction of inclusion, the average gray level increases as the size of the inclusions decreases.

However, the same behavior is observed for the GRORS as illustrated in Figure 4.6c and Figure 4.6d,

which is not desirable.

Looking at the ratio of the GRORS to the GROI , we notice that it increases for D = 200µm and

D = 300µm as the area fraction is raised. On the other hand, for D = 400µm, the ratio decreases

when we increase the area fraction from 5 to 10, which means that the actual thickness of the material

is more recognizable. This behavior could be observed in Figure 4.6e and Figure 4.6f.

The same calculations are repeated for another batch of samples with φ = 10%, and the results
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(a) φ = 1%, D = 200µm (b) φ = 3%, D = 200µm (c) φ = 5%, D = 200µm (d) φ = 10%, D = 200µm

(e) φ = 1%, D = 300µm (f) φ = 3%, D = 300µm (g) φ = 5%, D = 300µm (h) φ = 10%, D = 300µm

(i) φ = 1%, D = 400µm (j) φ = 3%, D = 400µm (k) φ = 5%, D = 400µm (l) φ = 10%, D = 400µm

Figure 4.5. Reconstructed B-mode images for matrix-inclusion configuration without the surrounding RTOP
shell, with area fractions of inclusions 1%, 3%, 5%, and 10%

are presented in Table 4.3. According to this table, the average gray levels are similar for two different

batches, independent of the inclusions’ distribution. However, a more rigorous statistical investigation

is required to study different random distributions of inclusions for a given area fraction and size of

inclusions.

Table 4.3. Comparison of average gray levels for two different batches of samples with φ = 10%

Diameter Size D = 200µm D = 300µm 400µm
1st batch 2nd batch 1st batch 2nd batch 1st batch 2nd batch

GROI 101 100 81 81 70 73
Gnoise 71 72 58 58 42 43
GNoise

GROI
0.70 0.72 0.72 0.72 0.60 0.59

4.1.2 Reconstructed B-mode images for the sandwich matrix-inclusion composite

Here, we investigate the echogenicity of the sandwich microstructure presented in section 1.1.2,

as depicted in Figure 4.7. As discussed earlier in section 1.1.2, the outer and inner protective shells

made of PolyJet materials (excluding GLM) are crucial to prevent the destruction of the composite
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(a) (b)

(c) (d)

(e) (f)

Figure 4.6. Quantitative analysis of the average gray levels for the matrix-inclusion composite: (a) GROI , (c)

GRORS, and (e) GRORS

GROI

with respect to the area fraction φ; (b) GROI , (d) GRORS, and (f) GRORS

GROI

with respect

to the inclusion’s diameter D

microstructure. However, we require the softest possible material to maximize the energy transmitted

through the water/PolyJet interface and into the interior microstructure by minimizing the difference

in acoustic impedances. To achieve this, the top layer is made of Digital Material (DM) with a

propagation speed of Cp = 1865 m/s and a density of ρ = 1200 kg/m3. The thickness of these added
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Figure 4.7. Schematic illustration of the sandwich configuration in the presence of water

layers is assumed to be 0.6mm. However, we have chosen to make the inclusions and the bottom

layer of the protective shell using the RTOP material to enhance the echogenicity and to facilitate the

differentiation of the second interface of the material with water.

The same model of the transducer is used in this section, as well as all the other numerical setups,

including the thickness of the matrix and water layers, boundary conditions, element size, and the

time step. Using the same B-mode image reconstruction algorithm, the resulting images for different

area fractions and diameter sizes of the inclusions are illustrated in Figure 4.8. The dashed red lines

in the figures illustrate the expected position of the different interfaces from the top: the water/DM,

the DM/GLM, the GLM/RTOP, and the RTOP/water interfaces.

Once again, here we calculate the average gray level of the region of interest GROI according to the

equation (4.1), where this time dtop = 1mm and dbottom = 4.2mm. Similarly, GRORS is also calculated

based on the equation (4.2), and the ratio between these two parameters is also used as a metric to

perform a quantitative comparison.

Similar to the previous section, Figure 4.9a and Figure 4.9b depicts the variation of the average

gray levels (GROI) of the sandwich microstructure as a function of the area fraction and diameter

size of the inclusions, respectively. The results indicate an increasing trend in the average gray level

as the area fraction of the inclusions increases for all three sizes considered. Moreover, it is observed

that for a given area fraction of inclusions, the average gray level increases with decreasing inclusion

size. However, this behavior is also observed for GRORS, as presented in Figure 4.9c and Figure 4.9d,

which is not a desirable outcome.

In Figure 4.9e and Figure 4.9f, the ratio of the average gray levels GRORS to GROI is examined.

It can be observed that there is no clear trend for the ratio of average gray levels. For the inclusion

diameter of D = 200µm, the ratio slightly increases when the area fraction is increased from 1% to 3%

and remains constant for higher area fractions. However, for D = 300µm and D = 400µm, the ratio

decreases after reaching 3% and 5% area fractions, respectively. This suggests that the thickness of

the material becomes more distinguishable at higher area fractions. To obtain a more precise analysis,

it may be necessary to perform simulations for more inclusion sizes and area fractions to achieve more

reliable results.
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(a) φ = 1%, D = 200µm (b) φ = 3%, D = 200µm (c) φ = 5%, D = 200µm (d) φ = 10%, D = 200µm

(e) φ = 1%, D = 300µm (f) φ = 3%, D = 300µm (g) φ = 5%, D = 300µm (h) φ = 10%, D = 300µm

(i) φ = 1%, D = 400µm (j) φ = 3%, D = 400µm (k) φ = 5%, D = 400µm (l) φ = 10%, D = 400µm

Figure 4.8. Reconstructed B-mode images for the sandwich matrix-inclusion configuration with the surrounding
RTOP shell, with area fractions of inclusions 1%, 3%, 5%, and 10%

4.1.3 Real B-mode image of the sandwich microstructure

Now we intend to visually compare the actual B-mode image obtained from a Philips X7-2t TEE

transducer with the reconstructed B-mode image of a tissue-mimicking microstructure. The Philips

X7-2t TEE transducer is a phased array transducer that provides a sector B-mode image of the organs

commonly used in cardiovascular interventions. However, by printing a 10×10×50mm3 cube specimen

containing the tissue-mimicking microstructure and placing it far from the transducer, we expect to

diminish the effect of beam steering and have comparable B-mode images of the microstructure. The

cross-section of the printed material, in the presence of water, is illustrated in Figure 4.10, with the

water layer, RTOP shell, and GLM matrix having a thickness of 1mm, 0.6mm, and 3mm, respectively.

The matrix contains 43 inclusions randomly distributed with a diameter of D = 300µm, providing an

area fraction of φ = 10%. Figure 4.11a shows the actual geometry used for the numerical simulation,

with the exact position and size of the inclusions. The numerical simulation and B-mode image

reconstruction approach we used was applied again to obtain a virtual B-mode image, as shown in
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(a) (b)

(c) (d)

(e) (f)

Figure 4.9. Quantitative analysis of the average gray levels for the sandwich microstructure: (a) GROI , (c)

GRORS, and (e) GRORS

GROI

as a function of the area fraction φ; (b) GROI , (d) GRORS, and (f) GRORS

GROI

with respect

to the inclusion’s diameter D

Figure 4.11b. Meanwhile, we also acquired an actual sector B-mode image using a TEE transducer, as

depicted in Figure 4.11c. The 3D-printed specimen is visible at the center of the image in this figure.

To examine the specimen more closely, we zoomed in on it in Figure 4.11d, where horizontal red lines

indicate the approximate positions of the specimen’s interfaces with water. One can observe that in

104



Chapter 4. Ultrasonic imaging of the synthetic 3D-printed material

Figure 4.10. Schematic illustration of the cross-section of the 3D-printed sandwich configuration in presence of
water

both images, the whole thickness of the material is visible, and the bottom interface with water is not

distinguishable. Therefore, the actual thickness of the material could not be estimated either in the

real or the virtual image.

(a)
(b)

(c)
(d)

Figure 4.11. (a) The cross-section of the 3D-printed microstructure with a random distribution of the inclusions
for ultrasonic imaging with X7-2t TEE transducer, (b) The virtual B-mode image obtained from the numerical
simulation with a simplified reconstruction algorithm, (c) The sector B-mode image obtained for the 3D-printed
specimen with sandwich microstructure acquired by X7-2t TEE transducer. (d) More detailed view of the speci-
men with sandwich microstructure
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4.2 Numerical study of the curved sandwich 3D-printed material

Here we perform a preliminary examination of the numerical simulation of ultrasonic wave propa-

gation in curved sandwich composite materials using a numerical model of the phased array transducer.

With knowledge of the frequency range used in ultrasonic imaging and material properties, an

estimate can be made of the dominant wavelengths and appropriate element size needed for accurate

numerical simulation. However, the required element size is typically much smaller than the character-

istic size of an actual organ, making it impossible to perform a 2D numerical simulation on a simplified

model of an organ with the proper element size using the OOFE code. Therefore, here we try to reduce

the problem size to a manageable extent which can be handled using our code. We also intend to use

a numerical model of the phased array transducer instead of the sequential linear transducer. The

working principle of the phased array transducer is explained in section 1.2.2. Using a calculated time

delay, the transducer is able to steer and focus the ultrasonic wave.

The first step for this problem is to define the smallest representative geometry, starting from a

sandwich composite in a circular shape with an outermost radius of Roo = 7cm. An analytical study is

conducted on the reflection and transmission coefficients in an oblique incidence problem, particularly

the water-solid interface problem, to find the maximum incident angle that transmits energy inside

the material. This angle is later used to create the geometry of the problem. The incidence angle (θi),

reflected angle (θr), longitudinal transmitted angle (θd), and the transverse transmitted angle (θs) in

an oblique incidence problem are shown in Figure 4.12. From Snell’s law, we have :

sin(θi)

cf
=

sin(θr)

cf
=

sin(θd)

cp
=

sin(θs)

cs
(4.3)

The reflection coefficient (R), longitudinal transmission coefficient (Td), and transverse transmission

coefficient (Ts) are obtained by solving the following system of equations:




− cos(θi) − cos(θd) sin(θs)

−Zf Zd cos(2θs) −Zs sin(2θs)

0 −Zs
cs
cf

sin(2θd) −Zs cos(2θs)






R

Td

Ts


 =



−cos(θi)
Zf

0


 (4.4)

where Zf = ρfcf , Zd = ρdcp and Zs = ρscs are the acoustic impedances. After obtaining the

reflection and transmission coefficients, the corresponding power reflection and transmission coefficients

are obtained as follows:

Rpower = R2, T power
d = T 2

d

Zd

Zf

cos(θd)

cos(θi)
, T power

s = T 2
s

Zs

Zf

cos(θs)

cos(θi)
(4.5)

The power reflection and transmission coefficients represent the rate of energy reflected from or trans-

mitted through the interface at different angles. Figure 4.13 shows the coefficients for three different

interfaces as a function of the incident angle: the water-cardiac tissue interface, water-RTOP interface,

and water-DM interface. Since the difference in Zf and Zd of the water and cardiac tissue is very

small, one can see in Figure 4.13a that the wave is almost entirely transmitted through the interface

in the small incident angles. However, as the angle of incidence surpasses 40 degrees, the longitudinal
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Figure 4.12. General acoustic wave interaction with a fluid-solid interface: reflection and transmission of waves

transmission coefficient begins to decline. At θi = asin(
cwater
p

ccardiacp
) = asin(15001580) = 70.7◦, the longitudinal

transmission coefficient becomes zero for the cardiac tissue, and the reflection coefficient becomes one.

This angle is called the "critical angle", denoted as θc hereafter. On the other hand, the water-RTOP

interface has a different behavior (see Figure 4.13b), and the corresponding critical angle is significantly

smaller θc = sin(
cwater
p

ccardiacp
) = asin(15002680) = 34.0◦ than the case of cardiac tissue. When the incident angle

is greater than the critical angle θc, the wave undergoes a conversion to the shear wave at the interface,

which is then transmitted. The water-DM interface follows a similar pattern to the water-cardiac tissue

interface. Still, the difference in propagation speeds is more significant, resulting in a smaller critical

angle of θc = 53.5◦. It can be inferred that using the 3D-printed materials, the material’s behavior

would be different at angles within the interval defined by the two critical angles: the water-cardiac

tissue interface and the water-DM interface. Consequently, the differences in B-mode images obtained

by phased array transducers become more significant.

Returning to our numerical problem, we consider a curved sandwich structure with a shell made of

the RTOP material, where the GLM layer has a thickness of 3mm, and the RTOP shell has a thickness

of 0.6mm. A phased array transducer with a total length of ltransducer = 6mm is placed on the top

of the geometry at a distance of dtransducer = 1cm from the curved layer, with n = 25 piezoelectric

element. The total length of the domain is Ltotal = 4.5cm, and the curved structure is a circle sector

with an outermost radius of Roo = 7cm. A Matlab script was developed to determine the points

of the geometry using the layer thicknesses and the critical angle θc of the water-RTOP interface as

input parameters. This is done by calculating the maximum steering angle (θsmax) using the sine law:

θsmax = arcsin( Roo×sin(θc)
Roo+dtransducer

). Then the intersection point of the radial axis of the outermost circle

with the maximum steering angle line (yellow dashed line in Figure 4.14) is found. The geometry

now can be built by determining the intersection of the maximum steering angle line with the other

interfaces (RTOP-GLM, GLM-RTOP, and RTOP-Water), which provides all the necessary points. The

schematic geometry of the curved 3D-printed sandwich structure is shown in Figure 4.14.

4.2.1 Numerical modeling of the phased-array transducers

The time delays explained in section 1.2.2 need to be implemented to the piezoelectric elements to

simulate the phased array transducer. To steer the wave in a specific direction, such as the angle θs,
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Table 4.4. Propagation speed and density of the materials used in the analysis of the oblique incidence on a
fluid-solid interface

Material ρ(kg/m3) cp(m/s) cs(m/s)
Water 1000 1500 −

Cardiac Tissue 1060 1580 5
RTOP 1200 2630 1235
DM 1200 1865 5

(a) Water-cardiac tissue interface

(b) Water-RTOP interface (c) Water-DM interface

Figure 4.13. The power reflection and transmission coefficients as a function of the incident angle for three
different fluid-solid interfaces

the time delay given by equation (1.1) must be applied to the transducer. The piezoelectric element

on the transducer’s left side is considered the first element. To illustrate, consider a steering angle of

θs = 10. At this angle, the first piezoelectric element in the phased array transducer does not require

any time delay. However, the following elements require a linear increasing time delay until the last

element on the right side of the transducer. Figure 4.15a shows the steering of the wavefront by the

angle of θs = 10 degree for a ricker signal with fmax = 5MHz.

Moreover, the focus and steer of the beam could be implemented using the equation (1.2). Unlike

the pure steering of the wavefront, the time delay is not increasing linearly and has a more complex

behavior. Figure 4.15b shows the focusing and steering of the wavefront by a fixed focal length of

F = 1cm and the angle of θs = 10 degree for a ricker signal with fmax = 1.5MHz.
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Figure 4.14. The schematic geometry of the curved 3D-printed sandwich structure designed based on the critical
angle θs of water-RTOP

An initial attempt has been made to reconstruct a sector B-mode image from a numerical simulation

by incorporating time delays in the receiving end. Each line of the final B-mode image corresponds

to a specific steering angle θs and focal length (F ), and requires a separate numerical simulation with

specific time delays. When the steering angle is changed, the time delays for the new angle and focal

length must be recalculated. Here are the steps taken to reconstruct the sector B-mode image:

• For each steering angle, the time delays corresponding to each piezoelectric element are sub-

tracted from the received signal of that same element.

• Now that all the received signals of the piezoelectric elements are in phase, the average signal is

calculated for each steering angle.

• The amplitude of the envelope of the average signal is converted to the gray levels, and the time

is converted to the distance using the propagation speed for each steering angle.

• The vector of gray levels corresponding to each steering angle is put together in a polar coordinate

to generate the sector image.

• A final geometrical correction is applied to move starting point of each vector of gray level from

the center of the coordinates to the transducer

However, the obtained results lack precision and fail to represent the underlying structure accu-

rately. The simulation considers a sandwich structure with a curved geometry and 2% area fraction

of inclusions with a radius of a = 150µm (see Figure 4.16a). Figure 4.16b illustrates the interaction

of the wavefront with the curved sandwich structure. The reconstructed B-mode image (Figure 4.16c)

does not exhibit the desired curvature, and the noise level increases as the incident angle increases.

Therefore, a more detailed investigation is necessary to obtain a more accurate sector B-mode image.

Notably, the thickness of the layer is not visible in the reconstructed image due to the low maximum

frequency of the used Ricker signal (fmax = 1.5MHz), which was chosen to reduce computational costs.
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Once an appropriate reconstruction algorithm is developed, the numerical simulation can be repeated

with the desired Ricker frequency.

(a) (b)

Figure 4.15. (a) Steering of the wavefront by the angle of θs = 10 degree for a ricker signal with fmax = 5MHz.
(b) Focusing and steering of the wavefront by a focal length of F = 1cm and the angle of θs = 10 degree for a
ricker signal with fmax = 1.5MHz

(a) (b) (c)

Figure 4.16. (a) Considered geometry for simulation of the wave generated by the phased array transducer with
the curved sandwich structure with 2% area fraction of the inclusions and radius of a = 150µm(b) interaction
of the wavefront with the curved sandwich structure (c) reconstructed sector B-mode image

4.3 The real microstructure of 3D-printed material: experimental study

Until now, all the numerical results have been obtained for the assumed perfect spherical shape

inclusions within the matrix-inclusion composite. However, due to the inherent limitations of the 3D-

printing process, it is expected that the inclusions are not in a perfectly spherical shape. The geometry

of the inclusions may have a vital role in the ultrasonic wave scattering behavior of the microstructure,

which impacts the acoustic properties (including phase velocity and attenuation coefficient) and the

echogenicity of the 1D-printed synthetic material. As a result, a morphological analysis was undertaken

to attain a more in-depth comprehension of inclusion morphology. Furthermore, the study aimed to

observe and characterize potential porosities in the final printed microstructure. The porosities have

the potential to significantly affect the attenuation coefficient and echogenicity of the material as they

act as strong scatterers of ultrasonic waves.
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Various microscopy devices, including optical microscopy, SEM (scanning electron microscopy),

and TEM (transmission electron microscopy), can be used for 2D physical observations. Micro-CT has

gained popularity in medical applications due to the widespread use of 3D printing and the complexity

of organ shapes and internal bone structures. Its non-destructive nature, high resolution, and ability

to characterize small structures, such as imperfections, porosity, microstructures, and interfaces, have

all contributed to its current usage in investigating these features [150–155].

Table 4.5. Imaging techniques, advantages, and disadvantages

In this study, we employed optical microscopy and micro-CT to conduct a morphological analysis

of the 3D-printed inclusions and examine their actual shape. Optical microscopy provided an initial

2D image of the inclusions, while micro-CT delivered a more comprehensive 2D and 3D representation

of the printed inclusions.

4.3.1 Optical microscopy

Using the Biomodex’s 3D-printer, a 10 × 10 × 55mm3 cubic sample is printed containing a 6 ×
6 × 9mm3 matrix of inclusions in the center (see Figure 4.17a). The outer shell and inclusions were

printed using RTOP material, filling the box with GLM material. The shell was 0.6mm thick, and the

inclusions were 300µm in diameter, with a center-to-center spacing of 1mm.

The observation is performed using the Optika B-159 optical microscope, with a magnification

of x40 (ocular magnification x10 and achromatic objectives x4). Figure 4.18 shows the obtained 2D

optical microscopy image for one of the inclusions. As one can see, the shape of the inclusion is far
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(a)

(b)

Figure 4.17. (a) Two-dimensional drawing of the 3D-printed specimen’s CAD file used for observation with an
optical microscope (b) The final 3D-printed specimen.

from the expected circular cross-section and more similar to an ellipse with a major diameter of D1

and a minor diameter of D2. By measuring these major and minor diameters and averaging over four

different inclusions, we have obtained D1 = 295± 13mm and D2 = 231± 8mm. One can see that the

major diameter is close to the input diameter of the inclusion in the CAD file 300µm, but the minor

radius is 23% smaller. This image also illustrates the multilayered 3D-printing process, as the layers

with a specific thickness are visible in the image. Notably, the layer thickness of 27µm was set as a

printing parameter of the 3D printer.

Figure 4.18. 2D optical microscopy image for an RTOP inclusion, with a magnification of x40

4.3.2 Micro-CT (Computed Tomography) scan

X-ray observation relies on differences in density between materials within a given sample. The

material with a higher density will absorb more X-ray photons, resulting in a difference in absorption

for the detector and a corresponding variation in the gray level on the resulting image. However, the
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materials in the phantom 3D printer have similar densities (see Table 1.2); therefore, they could not

be distinguished using this method. Injecting a contrast agent to highlight specific areas is common

in medical applications, such as diagnosing blood vessels using CT scans. In this technique, contrast

agents with a higher atomic number than blood, such as iodine, gadolinium, or barium, are used to

partially increase the density of the target area [156]. To enhance the contrast between the RTOP

inclusions and the surrounding GLM material, we employed a similar approach of introducing a contrast

agent into the GLM matrix. The GLM material is more likely to absorb and diffuse the contrast agent

and create adequate contrast to observe the RTOP inclusions. In this study, we used the iodine contrast

agent Omnipaque 300mg Iode/mL by GE Healthcare to achieve the desired effect. The final contrast

agent solution comprised 50% water and 50% Omnipaque.

We generated CT images of the printed sample using an X-ray microtomography X-View X50-CT,

North Star Imaging in LMPS laboratory, which had a cooled open microfocus dual-head XWT240-

XC190 tube operating in reflection mode and a flat-panel detector NSI Dexela 2923 (see Figure 4.19a).

The X-ray source was used at an accelerating voltage of 120kV and a current of 80 µA, in reflection

mode with a detail detectability of less than 1µm. The NSI in-house software efX-CT was used for CT

image reconstruction. With the adopted magnification, we could generate CT images with a voxel size

of approximately 3.2× 3.2× 3.2µm3, which is suitable for measuring the inclusion with a diameter of

300µm. This method provides us with 2D and 3D high-resolution images that can give a comprehensive

insight into the morphology of the 3D-printed microstructure.

(a) (b)

Figure 4.19. (a) X-ray microtomograph X-View X50-CT, North Star Imaging in LMPS laboratory. (b) The
specimen used for the Micro-CT observation of the inclusion shape.

The specimen designed for this observation is a cylindrical shell of RTOP material filled with GLM

material, with three embedded columns of RTOP inclusions. The diameter of the cylinder is 4mm,

and height of the cylinder is 5mm (see Figure 4.19b). To prepare for the observation, the specimen

was submerged in a contrast agent solution. The solution was refilled twice daily, once in the morning

and once in the afternoon, for 15 days. Figure 4.20 shows the 2D and 3D images obtained from the

specimens. One can observe that the CT images approve that the shape of the printed RTOP material

inclusions significantly deviates from the expected spherical shape and possess an ellipsoidal shape.

The micro-CT output allows us to see the shape in XY , Y Z, and XZ planes (see Figure 4.21) and
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measure the size of the printed inclusion. We measured the major, minor, and intermediate diameters

(D1, D2, and D3, respectively) of 17 ellipsoidal inclusions from the observation. Segmentation of the

images was performed using a gray level threshold of 107, and the resulting average diameters were

D1 = 323± 34µm, D2 = 80± 5µm, and D3 = 237± 20µm. It is worth noting that changing the gray

level threshold by 10, from 107 to 97, resulted in a less than 5% change in the measured diameters.

(a) (b)

Figure 4.20. (a) 2D and (b) 3D CT-scan images obtained from the cylindrical specimens with multiple columns
of RTOP inclusions embedded in a GLM matrix, surrounded by an RTOP shell.

Figure 4.21. Observation of the RTOP inclusions in three planes

4.4 The real microstructure of 3D-printed material: numerical study

In this section, our goal is to incorporate the real shape of the inclusion, which was obtained

through Micro-CT observation, into our numerical simulation. We aim to use this real inclusion shape

to determine the phase velocity and attenuation coefficient of the matrix-inclusion composite. The

purpose is to assess whether replacing the circular inclusion shape with the actual inclusion shape

impacts the resulting phase velocity and attenuation coefficient.
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To implement this approach, a structured grid is used for the simulation instead of an unstructured

mesh with the same element size. The structured mesh has several advantages over the unstructured

mesh, including easy implementation in the OOFE code, ensuring the numerical stability of the dG

solver, and is faster and more memory efficient. Moreover, although the structured grid does not

accurately represent the inclusion’s geometry, this method is still appropriate because the image’s

resolution of the inclusion’s shape is in the same order of magnitude as the element size. Consequently,

the obtained image is approximated with the same precision as the element size. A pre-processing tool

is developed in Matlab to generate the structured mesh for a 2D rectangular domain with a random

distribution of the inclusions that provide the input mesh file of the OOFE software. As an illustration,

we consider an inclusion with a a = 150µm radius. Figure 4.22a displays the circular inclusion with

unstructured quadrilateral elements, while Figure 4.22a shows the same inclusion using a structured

quladrilateral grid. Both simulations use the same element size of he = 10µm.

Using the same material properties and numerical setup discussed in section 3.3, a numerical

simulation was conducted for a matrix-inclusion composite configuration with an area fraction φ = 5%

and inclusion size a = 150µm. Both unstructured and structured meshes were generated within

the same geometry, using the same material properties and numerical setup. The resulting vertical

wavefronts within the composite configurations for the unstructured and structured meshes are depicted

in Figure 4.23a and Figure 4.23b, respectively. To enable a more precise comparison, the average of the

vertical component of the velocity recorded on the top line of the geometry is presented in Figure 4.23c.

It can be noticed that the signals obtained from the unstructured and structured mesh are comparable

at the beginning, but differences become apparent as time progresses. Nonetheless, the section of the

signal used for determining the phase velocity and attenuation coefficient, which is the echo from the

bottom edge, is identical in both signals.

(a) (b)

Figure 4.22. Circular inclusion with a diameter of a = 150µm with (a) unstructured quadrilateral elements, and
(b) structured quadrilateral grid. The element size in both cases is he = 10µm.

4.4.1 Matrix-inclusion composites with real shape of inclusion

To perform the numerical simulation on a composite with the actual microstructure of the inclu-

sions, first, we obtain a 3D image of one of the inclusions and perform image segmentation to generate

a binary image. The resulting 2D binary images of four arbitrary slices of a 3D-printed inclusion are
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(a) (b)

(c)

Figure 4.23. Illustration of the wave propagation in matrix-inclusion with circular inclusions, with area fraction
of φ = 5% and radius of a = 150µm, using (a) unstructured quadrilateral elements, and (b) structured quadri-
lateral elements. (c) Average vertical velocity Vy recorded on the top line of the geometry, with unstructured and
structured meshes.

depicted in Figure 4.24. These images were captured from a single inclusion on the plane perpendicular

to the printing direction (YZ plane). The idea is to replace the circular inclusions with a radius of

a = 150µm with a square shape of 400µm × 400µm, which contains the real shape of the inclusions.

Two different shapes (as shown in Figure 4.24a and Figure 4.24b) are selected for this purpose and

are called S1 and S2 hereafter. Initially, the size of each image is 400 × 400 pixels, with each pixel

representing 1µm of the material. To match the element size of 10µm, each element is represented by

a 10 × 10 pixel box. If most pixels within an element are black, the entire element is considered as

matrix material; otherwise, it is regarded as an inclusion. The structured mesh within the real shape of

the inclusion, with an element size of he = 10µm, is presented in Figure 4.25. Two distinct shapes are

randomly distributed within a rectangular matrix with a uniform probability function. The number of

inclusions is adjusted to obtain the area fractions of φ = 3% and φ = 5%. Four configurations of the

composite with random distribution, comprising two distinct shapes and two area fractions, are shown

in Figure 4.26.

In Figure 4.27, wave propagation in a composite material with two different inclusion shapes and

area fraction of φ = 3% is illustrated at t1 = 1.13µs. The area fraction of the inclusion is calculated

by counting the number of elements placed in the inclusion, devided by total number of the elements.

Additionally, the average velocity signals recorded on the top line of the geometry are presented for

both cases (see Figure 4.27b and Figure 4.27d). It is observed that the S1 inclusion shape scatters
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the wavefront more strongly than the S2 shape, as evidenced by the smaller amplitude of the reflected

wavefront from the bottom boundary in the case of S1.

The numerical attenuation coefficients obtained for these configurations are obtained similar to

the third chapter, by averaging over 30 samples with different distribution of inclusions are shown in

Figure 4.28.The blue dashed lines indicate the attenuation coefficients for the S1 shape, while the red

dashed lines represent the results for the S2 shape. The black line corresponds to the composite’s

phase velocity and attenuation coefficients with circular inclusions with a = 150µm radius. It is worth

noting that the involved wavelengths of interest lie within the range 200µm < λ < 670µm, and the

characteristic size of the microstructure implies the "stochastic" scattering regime. Here, the average

cross-sectional length of the inclusion determines the attenuation coefficient. Thus, it is expected that

the S1 shape has a higher attenuation coefficient since its cross-section is larger than that of S2.

However, we believe the calculation must be repeated for more samples with different inclusion

distributions to obtain more accurate and reliable results.

(a) Slice 1 (b) Slice 2

(c) Slice 3 (d) Slice 4

Figure 4.24. Two-dimensional binary images of various Slices of a 3D-printed inclusion
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(a) (b)

Figure 4.25. The structured mesh within the real shape of the inclusion using the element size of he = 10µm

(a) φ = 3%, Slice 1 (b) φ = 3%, Slice 2

(c) φ = 5%, Slice 1 (d) φ = 5%, Slice 2

Figure 4.26. our configurations of the composite with random distribution, comprising two distinct shapes and
two area fractions

4.5 Conclusions

The developed coupled acoustic-elastic space dG solver was used to simulate ultrasonic wave propa-

gation in a simplified model of a 3D-printed matrix-inclusion composite microstructure and a sandwich

composite microstructure designed to mimic the acoustic properties of the biological tissues. The re-

constructed rectangular B-mode image was obtained using a simple algorithm. A parametric study

investigated the effects of the area fraction and size of the inclusions on the average gray level of the

reconstructed B-images. Results showed that increasing the area fraction of the circular inclusions

and decreasing their size improved the echogenicity of the composite layer. However, this also made it

more challenging to accurately determine the layer’s thickness.

The study included a numerical model of the phased array transducer that used appropriate time
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(a) Slice 1, t1 = 1.13µs

(b)

(c) Slice 2, t1 = 1.13µs

(d)

Figure 4.27. (a) Wave propagation in the composite for the inclusion shapes S1 and S2 with area fraction of
φ = 3%, and the corresponding recorded average velocity on the top line of the geometry.

(a) Attenuation coefficient: φ = 3% (b) Attenuation coefficient: φ = 5%

Figure 4.28. Numerical attenuation coefficient for the 3D-printed composite material with different shapes of S1
(blue), S2 (red) and circular inclusion (black), for different area fractions of φ = 3% and φ = 5%.

delays applied to the piezoelectric elements to steer and focus the ultrasonic wave. While initial efforts

were made to reconstruct B-mode images of a curved sandwich structure in sector format, further

refinement of the reconstruction algorithm is needed to achieve an image that accurately represents

the target material.

An experimental study was conducted to obtain the real shape of the 3D-printed inclusions. A

preliminary observation was performed with an optical microscope. Subsequently, the inclusions’ real

2D and 3D images were obtained using a Micro-CT scan. The acquired 2D and 3D images of the
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inclusions were then used as input for the numerical simulation to estimate the phase velocity and

attenuation coefficient of the composite microstructure with the real shape of the inclusions. The

results were compared to those obtained using the simplified circular shape inclusion.
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Conclusions and perspectives

This work was mainly focused on the numerical investigation of the tissue-mimicking 3D-printed

material’s acoustic properties at the microstructure level, with experiments providing additional in-

sights.

The first contribution of this thesis consists of developing the mathematical framework of the space

discontinuous Galerkin (dG) finite element (FE) approach for the numerical modeling of the cou-

pled acoustic/elastic wave propagation in multidimensional media with arbitrary anisotropic solid and

acoustic fluid. The unified strong form and variational frameworks for acoustic and elastic media are

presented using an intrinsic tensorial notation within the first-order hyperbolic system of equations.

After studying the eigenstructure of the equations, the upwind numerical fluxes were derived analyti-

cally by solving the Riemann problem at the acoustic-acoustic and coupled acoustic-elastic interfaces.

Together with the numerical fluxes previously derived for the elastic-elastic interfaces and presented

again in this work, the calculated upwind numerical fluxes provide closed-form expressions within a

compact and intrinsic tensorial framework. This approach has been implemented in an in-house soft-

ware called OOFE (Object-Oriented Finite Element), which allowed us to perform parallel numerical

simulations of wave propagation in a multi-physics fluid-solid medium on a cluster, thanks to the MPI-

implemented version. The numerical results from the coupled acoustic-elastic solver are compared to

the analytical solution for a problem with a circular acoustic-elastic interface to validate the numerical

fluxes. However, the performance of the proposed method in terms of accuracy and convergence rate

needs to be compared to other numerical flux methods in future works. In this thesis, the simulation

of ultrasonic wave propagation was performed entirely using the introduced discontinuous Galerkin FE

approach.

Secondly, an FE-based numerical approach was proposed for estimating the phase velocity and

attenuation coefficient for matrix inclusion composites with a random distribution of circular inclusions.

To validate this approach, a comprehensive study of Willis’ theoretical framework for the analytical

calculation of the phase velocity and attenuation coefficient in the matrix-inclusion composites. This

theory is based on a self-consistent scheme to replace the heterogeneous composite medium with an

effective homogenized medium and a single scattering assumption. Using this approach, the elastic

properties of the effective medium can be obtained analytically, as well as the phase velocity and

attenuation coefficient. This theoretical framework has been presented synthetically in this work, and

the limitations of this approach have been addressed. Both analytical and numerical results were given

and compared for an epoxy lead with different area fractions and inclusion sizes, and the differences

were quantified. However, since this theoretical approach did not apply to matrix-inclusion composites

with a quasi-incompressible matrix, including our target 3D printed material, the validated numerical

method is subsequently used to estimate the phase velocity and attenuation coefficient for 3D printed

synthetic tissues, considering the area fraction of inclusions, size, and material properties. Nonetheless,

it was observed that the numerical approach fails to provide reliable results when we increase the area
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fraction and/or decrease the inclusion size. This could be a point of further studies, where different

techniques could be employed to capture the signal better by reducing the level of backscattered noise

and eventually estimating the phase velocity and the attenuation coefficient.

Third, the developed coupled dG solver was used to simulate ultrasonic wave propagation in a

simplified two-dimensional model of a 3D-printed matrix-inclusion composite microstructure and a

sandwich composite microstructure. A numerical model of a linear sequential transducer is used for

initiating the ultrasonic pulse in the domain, and the corresponding cartesian B-mode image was

obtained using a simple reconstruction algorithm. A parametric study was performed to investigate

the effects of the area fraction and size of the inclusions on the average gray level of the reconstructed

B-images, which is used as a metric to measure the echogenicity of the 3D-printed synthetic tissue. A

numerical model of the phased array transducer was also presented, in which the steering and focusing

of the ultrasonic wave were obtained by applying appropriate time delays to the piezoelectric elements

of the transducer. An initial effort was made to reconstruct B-mode images of a curved sandwich

structure in sector format. However, a more thorough refinement of the reconstruction algorithm is

necessary to achieve a B-mode image that closely reflects reality.

An experimental study was conducted to obtain the real shape of the 3D-printed inclusions. Ini-

tially, a preliminary observation of the 3D printed inclusion was carried out using an optical microscope,

which produced 2D images. 2D and 3D images of the printed microstructure were then acquired using

micro-CT observation. These images were then used as input to the numerical simulation to determine

the phase velocity and attenuation coefficient of the composite microstructure with the actual shape

of the inclusions. The actual shape of the inclusions obtained from micro-CT was later incorporated

into the matrix inclusion composite, replacing the circular shape inclusion, thanks to a structured

mesh. This approach allowed the wave propagation simulation in matrix inclusion composites with

arbitrarily shaped inclusions. The new composite’s phase velocity and attenuation coefficient were

calculated using the validated FE-based approach. The results were compared to those obtained using

the simplified circular shape inclusion.

Thus far, this investigation could provide insights into the physical mechanisms underlying certain

inconsistencies observed between the B-mode images of the 3D-printed synthetic organ and its corre-

sponding actual organ. A comprehensive analytical/numerical study of the scattering behavior and

scattering-induced attenuation of the matrix-inclusion microstructures, used in the 3D-printed syn-

thetic tissue was presented. The study focused on a two-dimensional problem to gain insights into the

underlying physical mechanisms involved. Willis’s analytical framework presented in Chapter 2 could

be used for a three-dimensional matrix-inclusion with spheroidal inclusions, which is an interesting

avenue for future research. However, to tackle the problem numerically, it is necessary to improve the

performance and scalability of the dG solver to solve the problems with a higher number of elements.

By employing the structured mesh technique and the pre-processing tool developed for importing the

geometry in the OOFE code, along with the post-processing tool for calculating the phase velocity and

attenuation coefficient, it is feasible to extend this investigation to a three-dimensional matrix-inclusion

composite with an arbitrary shape of the inclusion.

The study of echogenicity, which is the primary goal of the 3D-printed tissue mimicking materials

used in the synthetic organs, was limited to the microstructure level and in two-dimensional problems
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in this work. Future studies could focus on investigating the echogenicity of synthetic organs at a

macroscopic level by considering the overall shape of the organ. Once again, here, the better scalability

of the OOFE code is necessary to handle this computationally expensive problem. Additionally, while

the post-processing tool used for reconstructing the cartesian B-mode image can potentially be applied

to 2D or 3D simulations, more rigorous analysis is needed to generate reliable sector B-mode images.

Future studies could incorporate the actual shape of inclusions within the microstructure to further

investigate echogenicity.

Finally, reduced-order methods such as POD (Proper Orthogonal Decomposition) can be used in

the future to step toward a multi-parametric optimization of the microstructure to achieve the desired

echogenicity and better understand the physical properties of the system.
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