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Introduction

In theoretical physics, Quantum Field Theory (QFT) is historically the theoretical framework describ-
ing the behavior of subatomic particles and their interactions. It is based on the principles of quantum
mechanics, special relativity and classical field theory. QFT assumes that particles are not discrete
objects with a finite number of degrees of freedom (position, velocity, ...), but rather excitations of un-
derlying quantum fields, with an infinite number of degrees of freedom. These fields interact with each
other and with themselves, and the study of their interplay allows physicists to make predictions about
the behavior of interacting particles. It is considered one of the most successful physical frameworks
to date, as it provides accurate predictions of various phenomena, from the behavior of elementary
particles to the properties of condensed matter physics systems.

The development of QFT can be traced back to the early 20th century, with the pioneering work of
physicists such as, e.g., Max Planck, Albert Einstein, Niels Bohr and Paul Dirac. The first significant
developments emerged later in the 40s and 50s, with the works of, e.g., Richard Feynman, Julian
Schwinger, Sin-Itiro Tomonaga and Freeman Dyson. This period witnessed the emergence of essential
techniques like Feynman diagrams and renormalization. QFT reached its maturity in the 70s with the
work of t’Hooft, who proved the renormalizability of non-abelian gauge field theories and introduced
the technique of dimensional regularization. At the same time, Ken Wilson introduced the modern
understanding of the renormalization group (RG) and helped to provide a new approach to complex
systems, i.e., composed of numerous interacting particles and subject to emergent phenomena such as
phase transitions.

In high energy physics, QFT is naturally designed to describe systems with a variable number of
particles, via creation and annihilation processes. Indeed, an interacting relativistic quantum theory
automatically implies a non-conserved particle number. For particle physics, the fundamental QFT
model is quantum electrodynamics (QED), the abelian gauge theory of light and matter. From it,
several generalizations are possible. A prominent example is Quantum Chromodynamics (QCD), the
non-abelian gauge theory of quarks and gluons which are the components of the atom’s nucleus.
Another example is the electroweak theory, the unified description of QED and weak nuclear forces.
All together, with the Higgs boson, they form the extremely successful standard model of particle
physics. It is, still to this day, the model that has the greatest predictive power. It has allowed
innumerable experimental verifications in collision experiments, with a precision of tens of digits for
certain quantities.

The fundamental developments that led to the development of QFT in high-energy physics have
had profound impact on other areas of theoretical physics. In condensed matter physics, QFT is used
as a tool to construct models of interacting quasi-particles, the collective excitations allowing, e.g.,
the description of metals, insulators, and other remarkable phases of matter such as superconductors.
Moreover, QFT had a significant impact on the development of statistical field theory (SFT). The latter
focuses on the study of critical phenomena in many-particle systems subject to thermal fluctuations.
SFT provides tools to study systems in the vicinity of critical points, where the correlation length
diverges and the system exhibits scale-invariant behavior. It is particularly successful in the description
of phase transitions. In SFT, the fundamental model is the so-called ϕ4 theory, i.e., the continuous
version of the Ising model, a spin lattice toy-model for ferromagnetism. There are countless modern
applications for SFT, but an original motivation came from soft matter systems such as polymers and,
later, membranes.
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A profound aspect of modern theoretical physics is that quantum and statistical field theories
can be considered as equivalent. Indeed, they are related via Wick rotation from Minkowski to Eu-
clidean space, i.e., replacing (imaginary) time with temperature, so that a quantum system in d spacial
dimensions is equivalent to a (d+1)-dimensional statistical mechanics one. Put simply, quantum fluc-
tuations in d dimensions are equivalent to thermal ones in d+1 dimensions. Therefore, the techniques
associated with QFT and SFT are usually encompassed in a single unifying term, field theory.

For a given model subject either to thermal or quantum fluctuations, the field theory frame-
work provides tools for the systematic computation of correlation functions, or equivalently Green’s
functions. These key objects are directly related to various physical observables of the system, such
as scattering amplitudes or scaling anomalies. For usual systems of interest, these functions are ex-
tremely challenging to compute and one usually relies on perturbation theory to systematically take
into account of interaction effects. Each order in perturbation theory is conventionally represented in
terms of Feynman diagrams, i.e., a pictorial representation of the integral (and associated coefficients)
describing a given process at a given order, like a scattering or a self-interaction. Precision calculations
often require going to large orders in perturbation theory. However, both the number of diagrams and
their complexity grows drastically with the order. Moreover, these increasingly challenging diagrams
may be divergent and, in the first place, need to be regularized by introducing, e.g., a cut-off. In
this work, we will use dimensional regularization, which is the most convenient approach for practical
calculations. Once the theory is regularized, a second step consists in absorbing the (non-physical)
regulator in a redefinition of the couplings and fields of the model. This step is the renormalization
process.

Renormalizing a model implies several features. First, it promotes the bare parameters of the
theory to renormalized ones that “run” with the energy-scale, or equivalently, the length scale. This
is, e.g., the origin of running couplings in QFT, whose dependence on the (renormalization) scale is
encoded in the beta-function. This important RG function allows distinguishing between theories where
the coupling increases with the energy (such as QED and ϕ4), those where the coupling decreases (the
origin of asymptotic freedom in QCD) and the scale (possibly conformal) invariant theories for which
the beta function vanishes, i.e., has a fixed point. Second, the correlation functions may have their
asymptotic behavior modified once renormalized. In the long-range or equivalently in the infra-red (IR),
their scaling is affected by interactions through anomalous dimensions. Near a phase transition, i.e., in
the vicinity of a fixed point, these anomalies are also called critical exponents. The latter are measurable
experimentally, and they control the scaling of physical observables near phase transitions. These
exponents fall into various university classes, i.e., categories of systems sharing the same macroscopic
properties, independently of their microscopical details. The determination of the critical exponents is
achieved by a careful study of the divergent structures at play in the renormalization process.

In some cases, interactions may have such drastic effects that they profoundly affect the ground
state of the system with respect to the non-interacting case. Perturbation theory is then not able to
account for these so-called non-perturbative effects. A prominent example is the dynamical breaking
of a symmetry like chirality. As a matter of fact, during the last decades, extensive studies have
been carried out on dynamical chiral symmetry breaking (DχSB) in QED (and QCD). It implies,
in high energy physics terms, the radiative generation of an electron (or quark) mass and, in low
energy physics terms, the dynamical opening of a gap in the single-particle electron spectrum. In
principle, for a given model, going beyond perturbation theory requires solving the infinite tower of
coupled Schwinger-Dyson integral equations, i.e., the non-linear equations of motions of the correlation
functions. For the majority of models, such a task is of fantastic complexity. One usually relies on
truncation and clever ansatz, while hoping to capture the essential non-perturbative physics of the
system.

Within this general background, this thesis focuses on the study of perturbative and non-perturbative
interaction effects in quantum or statistical field theories, with a special focus on low dimensional mod-
els. The manuscript is divided in two independent parts, with field theory as a thread. The first part
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focuses on the elastic properties of two-dimensional membranes subject to thermal fluctuations. The
second part focuses on the electronic properties of fermionic planar systems subject to quantum fluc-
tuations. In both parts, for all models, our main goal will be to obtain high precision estimates of the
critical exponents and possibly other related physical observables. Part of the success achieved in the
high order computations comes from recent advances witnessed during the last decade in automated
computations specifically for this task. We now provide an introductory outline of the manuscript.

Part I – Elastic properties of membranes

This part addresses a first line of research, carried out with my PhD advisor S. Teber and in collabo-
ration with D. Mouhanna. It is devoted to the study of multiple variants of highly derivative massless
field theories associated with models of tethered elastic membranes subject to thermal fluctuations.
These models are ubiquitous in physics, from the mechanical properties of lipid bilayers in cells, to poly-
merized planar condensed matter systems such as graphene and graphene-like systems and, possibly,
even to the dynamics of (mem-)branes in string theory. Common to these systems are the intriguing
universal mechanical properties induced by long-range correlations, such as an anomalous stiffness or
a negative Poisson’s ratio. Our study focuses on the field theory describing (phantom) polymerized
membranes in a flat phase. This model, built from the two-dimensional elasticity stress tensor, in-
cludes in-plane (elastic/phonons) and transverse (capillary/flexural) modes. In the loop expansion,
going beyond the leading order in this model has remained a technical challenge for over 30 years due
to its intricate derivative structure.

Chapter 1 – Critical elastic properties of flat membranes. In this chapter, we first provide
a basic introduction to the elastic properties of classical planar systems and motivate the study of
the critical properties of (pure and phantom) polymerized membranes in a flat phase. We present
a two-field model based on longitudinal and transverse mechanical degrees of freedom, where elastic
moduli act as couplings, as well as an effective model with longitudinal modes integrated out. In both
models, we perform the complete calculation, at one, two and three loops, of all relevant RG functions.
The flow diagram is analyzed and the structure of the perturbative series is discussed. A particular
focus is set on the precise determination of the critical exponent governing the anomalous stiffness of
the system at long scales, η. This exponent, alone, is enough to determine all the other power-law
scaling behaviors of the theory in the IR regime. This study significantly increased the accuracy of the
previously calculated universal critical exponents and resulted in the Letter [1] (Phys. Rev. E Letter
105(1):L012603), as well as the conference proceedings (ACAT 2021) [2] (J. Phys. Conf. Ser. 2438
(2023) 1, 012141).

Since the computations performed in [1] are exact order by order in perturbation theory, we
use them to benchmark other less controlled computational methods such as the non-perturbative
renormalization group (NPRG) and the self-consistent screening approximation (SCSA). We observe
unprecedented agreement between our work and these techniques on multiple universal physical quan-
tities. We believe that such agreement originates from the perturbative series behaving (surprisingly)
well for these models. Indeed, a striking feature of our results (which is extremely rare in field theory)
is that the asymptotic series appears to be in a convergent regime, i.e., the first coefficients of the
ε-series are small and decreasing, thus providing reliable results as early as low orders and without the
need for resummations.

Chapter 2 – Critical elastic properties of disordered flat membranes. In this chapter, we
pursue our study of elastic planar systems with a generalization to the case of polymerized mem-
branes subject to quenched disorder, such as partial polymerization or dilution. This model provides
opportunities for direct experimental measurements on realistic material samples, such as graphene
or graphene-like materials, which inherently exhibit defects and disorder. In the replica formalism,

https://journals.aps.org/pre/abstract/10.1103/PhysRevE.105.L012603
https://journals.aps.org/pre/abstract/10.1103/PhysRevE.105.L012603
https://iopscience.iop.org/article/10.1088/1742-6596/2438/1/012141
https://iopscience.iop.org/article/10.1088/1742-6596/2438/1/012141
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we perform the complete RG calculation, from one to three loops. This work was performed in an
independent collaboration with D. Mouhanna and led to the publication [3] (Phys. Rev. E 106, 064114).

Following the results of [3], we present the subtle analysis of the flow diagram of this model
and confirm the existence of a new non-trivial IR critical fixed point (Pc), seen for the first time in
recent NPRG calculations, controlling a finite disorder and finite temperature wrinkling transition.
Our study confirms the existence of a glassy phase at low temperature in flat membranes. In such a
state, experimentally accessible and interesting effects occur, such as the modulus of elasticity being
paradoxically increased by the density of defects.

Part II – Electronic properties of membranes

This part addresses a second line of research, carried out with my PhD advisor, S. Teber. It is devoted
to the study of multiple abelian gauge theories, with a particular interest for strongly correlated
planar fermionic systems. The latter are particularly well described, deep in the IR, by some variants
of QED. The main model of interest in this part is the so called reduced (or mixed dimensional)
QED model, where photons live in a (possibly) bigger space-time than electrons. Then, varying the
dimensions for gauge and matter fields allows this general model to encompass several interesting
variants of QED. First, considering electrons and photons both in 3+1 dimension leads to QED4, the
electrodynamics theory from particle physics that we experience every day. Second, considering both
fields restricted to 2+1 dimensions leads to QED3. This model was first introduced as a toy model
for high temperature QCD, with which it shares key features such as confinement and asymptotic
freedom. QED3 is nowadays a celebrated model for various planar condensed matter systems with
relativistic-like gapless quasiparticle excitations at low-energies such as high-Tc superconductors, planar
antiferromagnets and possibly surface states of topological insulators as well as half-filled fractional
quantum Hall systems. Third, considering different dimensions for the light and matter fields, e.g.,
fermions trapped on a 2+1 dimensional plane, while photons are in a 3+1 dimensional bulk, leads
to QED4,3. This model shares many features of QED3 and is a direct description, in the IR, of the
electronic properties of graphene and graphene-like materials.

Chapter 3 – Critical properties of QED and reduced QED. We first motivate the study of
the general reduced QED model and introduce the basics needed for its study. In this framework,
encompassing all the above-mentioned QED variants, we compute the electron self-energy and the
photon polarization up to two loops in a small-coupling expansion, in an arbitrary covariant gauge, and
obtain all the anomalous dimensions. Our results are then applied to graphene in its ultra-relativistic
limit, for which we compute the optical conductivity. We also revisit the well known case of QED4,
that allows for a minimal check of our general formulation. We then proceed in studying the critical
properties of reduced QED and study thoroughly the eventuality of a phase transition from a metallic
to an insulating phase in these models. This work led to the publication [4] (JHEP09(2021)107).

One of the main achievements of our study is to provide a new way to address DχSB. Indeed, a
primary challenge in gauge theories is to solve the old problem of the existence of a dynamical fermion
mass. The historical approach to obtain the gap equation that describes such a phenomenon is to
solve the Schwinger-Dyson equations self-consistently. However, this task is of tremendous complexity
and usually results in, among other things, gauge dependency problems. To overcome this issue, we
showed, in [4], that such a gap equation can be semi-phenomenologically constructed directly from the
gauge-invariant mass anomalous dimension of the electron. This allows for a simplified calculation of
the gauge invariant critical coupling constant αc (and the corresponding critical number of fermionic
flavors Nc) above which a dynamic mass may be radiatively generated for the electron, inducing an
interaction-driven (semi-)metal to (excitonic) insulator transition. This process is of crucial importance
in planar systems such as graphene, as it would eventually allow for graphene-based transistors. In
QED4, according to initial motivations, such a non-trivial ultraviolet (UV) fixed point would save the

https://journals.aps.org/pre/abstract/10.1103/PhysRevE.106.064114
https://link.springer.com/article/10.1007/JHEP09(2021)107
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model from triviality by avoiding the Landau pole. In [4], we predicted analytically a wide range of
new improved values for αc and Nc, for all the above-mentioned QED models. Our conclusions are
twofold. On the one hand, at very large coupling, our results for Nc indicates that in graphene, the
dynamical opening of a gap in the fermion spectrum, due to pairing, is possible. A similar result is
found for QED4 where DχSB may take place in such large coupling regime. On the other hand, for
arbitrary Nf , our results for αc indicates that both graphene and QED4 remains in a conformal phase
at observable energy scales.

Chapter 4 – Critical properties of QEDs in three dimensions. In this last chapter, we study
several abelian gauge theories in the large-Nf expansion, the prototype of which is QED3. One of our
main goals will be the study of the minimal (N =1) supersymmetric (SUSY) extension of QED3. Such
supersymmetric theories have recently attracted considerable interest. For example, in the context of
a possible emergence of SUSY in some condensed matter physics systems, our results could find direct
applications to the properties of an eventual super-graphene material. It is also a rich laboratory where
to study infra-red dualities that may provide non-perturbative insights on the structure of these models.
Since SUSY models result from the introduction of bosonic particles for each fermionic particle, and
vice versa, we will also be interested in the subcase of (pure) bosonic (or scalar) QED3. In order to
study all of these models at once, we introduce a general action encompassing the fermionic, bosonic
and minimally supersymmetric QED3. In this general framework, we compute all the corresponding
self-energies and polarizations, up to next-to-leading order in a large-Nf expansion and compute exactly
all the anomalous dimensions at that order. Our results are also mapped to a model of super-graphene,
for which we compute the optical conductivity. From the study of their critical properties, following
the previous chapter, we discuss the phase structure of these gauge theories. This work resulted in the
review [5] (Symmetry 15091806), the letter [6] (Phys. Lett. B.2023.137729), and the publication [7]
(arXiv:2102.02722).

Our main results apply to the optical conductivity of super-graphene and to the semi-pheno-
menological determination of the critical number of flavors Nc below which a mass for the electron and
its superpartner can be dynamically generated. We show that SUSY produces interesting interaction
effects with respect to the non-SUSY case. On the one hand, the optical conductivity is enhanced
by SUSY. On the other hand, it decreases the critical exponents associated with the masses of the
matter fields. We are also able to obtain strong evidence that, while a dynamical (parity-even) mass is
indeed generated radiatively for a small number of electron flavors in non-SUSY QED3, the addition
of superpartners creates the opposite effect, so that no mass is ever dynamically generated in N =1
SUSY QED3, and by extension, in super-graphene.

Technicalities

In closing this introduction, let us underline some technical achievements related to this thesis. Pertur-
bative computations beyond the leading order often involve extremely tedious algebraic manipulations.
This is especially the case in the models studied through this manuscript.

In the first part of this thesis, dedicated to the elastic properties of membranes up to three
loops, the highly derivative structures present in the actions, once Fourier transformed, will lead to
Feynman integrals involving a very large number of numerators. Furthermore, for the disordered
extension, the use of the replica trick will introduce new couplings and non-trivial tensorial structures,
increasing drastically the length of the computations. In the second part of this manuscript, dedicated
to planar gauge theories, the computations will be very challenging as early as two loops, due to the
introduction of non-local photons, inducing branch cuts in the Feynman integrals, making the master
integrals highly non-trivial to compute. The fermion traces over a large number of Dirac gamma
matrices will also induce a large number of scalar products in Feynman integrals numerators. Finally,
in the supersymmetric extension in chapter four, SUSY will more than double the number of fields,

https://doi.org/10.3390/sym15091806
https://www.sciencedirect.com/science/article/pii/S0370269323000631?via%3Dihub
https://arxiv.org/abs/2102.02722
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inherently increasing the number of diagrams to compute. In short, calculations in this thesis are
extremely tedious. Each of the above-mentioned project requires the (fully analytical) calculation of
several tens of Feynman diagrams, each containing thousands of Feynman integrals, so that computer
based algebraic tools are mandatory.

A big part of the work carried out for this thesis was focused on the automation, optimization,
and parallelization of the latest perturbative analytical computation techniques, based on the state-of-
the-art computer algebra tools currently available. Carrying out the computations for these projects
required the development of a complete multi-loop computational set-up. My codes implement ef-
ficiently all aspects of analytical multi-loop computations in a fully automated manner: generation
of Feynman diagrams and corresponding expressions (in a small-coupling or large-Nf expansions),
multidimensional tensorial algebra, dimensional regularization, reduction of the integrals (including
integrals with half-integers or arbitrary power indices) to a smaller set of master integrals, analytical
evaluation of these masters, numerical checks, complete renormalization of the model (without the need
for explicit counter-terms), and finally, the evaluation of all the renormalized amplitudes and anoma-
lous dimensions/critical exponents, with eventual resummations. Depending on the complexity of the
model, these automated calculations are performed up to two to three loops. For this manuscript, the
choice has been made to focus as much as possible on the physics for the main text, rather than on the
technicalities related to multi-loop integral computations. To this end, we provide in Appendix A, an
overview of the integral results needed in this thesis, as well as a glimpse of the automation procedures
for integrals reduction and computation.
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Chapter 1

Critical elastic properties of flat membranes

This chapter is partly based on the publications

[1] S. Metayer, D. Mouhanna and S. Teber, Phys. Rev. E Letter 105(1):L012603,
“Three-loop order approach to flat polymerized membranes”,

[2] S. Metayer, D. Mouhanna and S. Teber, J. Phys. Conf. Ser. 2438 (2023) 1, 012141,
“Flat polymerized membranes at three-loop order”.

We introduce the basics of elastic planar systems and motivate the study of the critical properties of
pure phantom membranes in a flat phase. We present a two-field model based on longitudinal and
transverse mechanical fluctuations, where elastic moduli act as couplings, as well as an effective model
with longitudinal fluctuations integrated out. In both models, we perform the complete computation
of the renormalization-group functions up to three loops and derive all the critical exponents. The
flow diagram is analyzed and the structure of the perturbative series is discussed. In particular, the
latter appear to be surprisingly convergent, which allows us to precisely estimate physical quantities
such as the anomalous stiffness induced in the flat phase, as well as benchmarking other approaches
relying on less controlled approximations.
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18 CHAPTER 1. CRITICAL ELASTIC PROPERTIES OF FLAT MEMBRANES

1.1 Introduction and motivations

Linear elasticity theory probably dates back to Robert Hooke, who first stated his famous law in 1676,
first as a latin anagram; “ceiiinosssttuu” and two years later, gave the solution; “Ut tensio, sic vis”, “As
the extension, so the force” [8]. Since we cannot go through three hundred years of history here, we
will jump directly to the 60s, at the end of Lev Landau’s era, and take as a base reference the textbook
“Theory of elasticity” by Landau and Lifshitz (Vol. 7) [9].

The elasticity of a material is quantified by quantities called elastic moduli, such as the Young
modulus (Y ), the bulk modulus (B) or the shear modulus (µ), which measure the amount of stress
needed to achieve a unit of strain. A higher modulus indicates that the material is harder to deform.
These properties can be defined for materials in arbitrary dimensions. The most obvious case is prob-
ably that of three-dimensional materials, ubiquitous in mechanical engineering. Another case, simpler
for theoretical studies, is that of one-dimensional materials, a prominent example being polymers, see,
e.g., the seminal work of de Gennes [10]. Finally, in between these two cases, lie the two-dimensional
structures (embedded in three-dimensional space). These can have many forms: planar materials,
interfaces or surfaces, in one word, we call them membranes. In this thesis, we focus our interest on
these planar systems and, more specifically in this chapter, on their elastic properties. For the next
few paragraphs, we follow in essence the review by Bowick and Travesset [11], see also [12–14].

Membrane physics originally appeared as an extension of polymer physics and as a part of the
broader field of soft condensed matter systems. Membranes, unlike polymers, exhibit distinct types of
microscopic realizations with, e.g., fluid, hexatic and crystalline order, which appear in multiple forms,
such as flat, tubular or crumpled phases, see figure 1.1. All these variants lead to distinct large scale
behaviors and consequently to a rich physics.

(a) Flat phase (b) Tubular phase (c) Crumpled phase

Figure 1.1: Transition from a wrinkled to completely crumpled membrane, through an
intermediate tubular phase.

Membranes are ubiquitous in physics and there are many concrete realizations of them in nature,
which greatly enhances the significance of their study. A natural occurrence of a polymerized membrane
is the cytoskeleton of cell surfaces, essential to the cell stability and functionality, as well as determining
its shape. A prominent example is the spectrin skeleton of mammal erythrocytes, i.e., the red blood
cells. Their surface is made of a fishnet-like network of triangular plaquettes formed primarily by
the proteins called spectrin and actin, and provide a beautiful experimental realization for tethered
membranes, see, e.g., [15] as well as [16] for an experimental evidence of a flat phase in red-blood
cells membranes and its role in their peculiar biconcave disc shape. Other realizations, more artificial,
are inorganic crystalline membranes. There are well-known examples, such as graphene (see, e.g., [17]
and the review [18]) and graphene-like materials, whose mechanical properties in a crumpled phase or
close to a crumpling transition have been studied by suspension in liquids, see the early works [19–21]
on graphite oxide. There are numerous other membrane realizations, such as amphiphilic bilayer
membranes, or water/oil interfaces in surfactant microemulsions, see, e.g., [22]. On a more abstract
level, one can meet membranes within the context of high-energy physics, see, e.g., [23, 24], initially
through high temperature expansions of lattice gauge theories, then in the large-N limit of gauge
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theories, in two-dimensional quantum gravity, in string theory as the world-sheet of a string and,
finally, in (mem-)brane theory.

A natural way to study membranes theoretically is the renormalization group that allows one to
access the critical properties of such systems. Indeed, in the long wavelength (infra-red) limit, the prop-
erties of membranes are independent of their chemical or mechanical nature and fall into universality
classes. The microscopic details are erased in the thermodynamic limit and allow the computation of
the critical exponents of the system. This is why systems with very different microscopic realizations
exhibit similar macroscopic features (This, in essence, is why we can illustrate the properties of teth-
ered membranes such as graphene or cell membranes with a simple sheet of paper!). Theoretically, the
most general (isotropic) elastic membrane model one could define would certainly contain at least the
following parameters:

• κ, the bending rigidity; the coupling to the extrinsic curvature (the square of the Gaussian mean
curvature). For large and positive bending rigidity, flatter surfaces are favored.

• t, u, v, the elastic constants; these parameters encode the microscopic elastic properties of the
membrane.

• s, the excluded volume or self-avoiding coupling; this is the coupling that imposes an energy
penalty for the membrane to self-intersect.

• ∆κ, ∆u, ∆v, . . . ; additional parameters controlling the disorder variance.

In this chapter, we restrict ourselves to

pure phantom crystalline membranes in a wrinkled isotropic flat phase,

that we may simply call flat membranes. Let us break down what it means. First, we consider
“crystalline”, or equivalently polymerized or tethered, membranes. These are planar structures made
of individual monomers that are rigidly bound together. They possess an in-plane elastic moduli as
well as a bending rigidity. A prominent example of such a material is graphene, which is a one atom
thick carbon honeycomb lattice. Second, we focus on planar membranes subject to small wrinkling
deformations, i.e., in a “flat phase”, see figure 1.1a. In this case, for a d-dimensional membrane, the
elastic constants t, u, v may be related to the two Lamé parameters of Landau elastic theory, λ and
µ, so that they reduce to

u=µ, v=λ/2 t=−4(µ+dλ/2)< 0, (1.1)

where we specify in (1.1) that t< 0, in order to stay in the flat phase, because t> 0 would lead to
a transition towards a crumpled phase, see figure 1.1c. In other words, we impose dλ+2µ> 0 as a
mechanical stability condition together with positive shear modulus, µ> 0. Third, we will consider
“phantom” membranes, which mean that we allow self-crossing. This amounts to set s=0, i.e., no
self-avoidance, which is a reasonable assumption for membranes in a flat phase, where self-crossing
should be negligible (not the case for a crumpled phase!). Fourth and finally, we consider “pure” (or
equivalently “clean”) membranes, i.e., we neglect disorder such as topological defects that may induce
transitions to hexatic and fluid universality classes (the disordered model will be considered in the next
chapter). Note that a simple sheet of paper, slightly wrinkled, fits this whole description remarkably
well and provides a good image to keep in mind, helping us to illustrate some properties of such
membranes.

Before going into technical details, let us illustrate some interesting features of flat crystalline
membranes. As a first interesting property, these systems exhibit a surprising negative Poisson ratio
induced by wrinkling deformations, see e.g., [25]. We recall that the Poisson effect is the deformation
(expansion or contraction) of a material in directions perpendicular to the specific direction of the
applied force. Intuitively, for a three-dimensional elastic material, compressing it along the x axis by
an amount dx should lead to an expansion in the (y,z) plane and gives a positive Poisson ratio since
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it is defined as ν=−dy/dx=−dz/dx> 0. In striking contrast, for flat wrinkled membranes, a simple
tabletop experiment with a sheet of paper shows, see figure 1.2, that expanding the membrane along
one axis causes it to expand also in the transverse direction, so that ν=−dx/dy < 0, i.e., a negative
Poisson ratio. Materials exhibiting such feature are called “auxetics”. This also means that compressing
the membrane in one direction causes it to shrink in the transverse direction. In other words, applying
pressure to this material increases its hardness, making it extremely resistant to pressure and impact.

(a) Before differential elongation (b) After differential elongation

Figure 1.2: Simple tabletop experiment with a sheet of paper to illustrate the auxetic
properties of a wrinkled membrane. Applying a strain (horizontal black arrows) result
in a transverse elongation of the same sign (vertical red arrows), yielding a negative
Poisson ratio (ν < 0).

Another striking effect of crystalline flat membranes, which will be our main interest in the rest of
this chapter, is the anomalous stiffness induced by the wrinkling deformations. Indeed, adding wrinkle
to a membrane considerably increases its stiffness, as illustrated in figure 1.3 on a simple sheet of paper
standing by itself thanks to wrinkling. This effect is quantified by the so-called anomalous stiffness
exponent (η) that we will define in the next lines.

(a) No deformations (η=0) (b) With deformations (η > 0)

Figure 1.3: Simple tabletop experiment with a sheet of paper to illustrate the anomalous
stiffness (or rigidity), η, induced by elastic deformations. Without deformations, the
membrane exhibits low stiffness, while with small elastic deformations, an anomalous
stiffness induced by long-range correlations appears, such that the paper sheet remains
rigidly flat.
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The flat phase of polymerized membranes has recently been the subject of intense theoretical
investigations mainly motivated by the fact that it seems to encode satisfyingly the elastic degrees
of freedom of nowadays trendy materials such as graphene [26, 27] and, more generally, graphene-
like systems (see, e.g., the textbook [17]). Early, mean field [28] and perturbative [29] computations
have revealed the stability of such a phase, ensured by a mechanism of coupling of the out-of-plane
(flexural), h⃗, modes to the in-plane (phonons), u⃗, modes (and allowing to circumvent the Mermin-
Wagner theorem; see, e.g., [30] for an explanation). This flat phase is controlled by a fully stable
infrared fixed point, characterized by power-law behaviors for the phonon-phonon and flexural-flexural
correlation functions [29,31–33]

⟨u(p)u(−p)⟩∼ p−(2+ηu) and ⟨h(p)h(−p)⟩∼ p−(4−η), (1.2)

where the elasticity softening exponent ηu and the anomalous stiffness exponent η are two nontrivial
anomalous dimensions related by the Ward identity [29,31–33]

ηu=4−d−2η, (1.3)

where d is the dimension of the membrane. Therefore, we can focus on the determination of only one
of the exponents, in our case, η. Let us remark that several other critical exponents can be defined for
this model, but hyperscaling relations and Ward identities constrains them so that only one of them,
e.g., η, is enough to compute all the others. This is the case, for example, for the roughness exponent,

ζ =(4−d−η)/2, (1.4)

which measures the fluctuations transverse to the flat directions. In short, the stiffness exponent η
governs all infra-red properties of membranes in the flat phase, where parameters are length-scale-
dependent, like the enhanced bending energy κ(p)∼ p−η and the softened Lamé elastic moduli µ(p)∼
λ(p)∼ p4−d−2η, see e.g., the reviews [11,12].

A major challenge, in this context, is an accurate theoretical determination of the exponent η at
the stable fixed point. In the (extreme) Gaussian approximation where no interactions are present,
obviously, η=0. Upon allowing interactions, the early seminal study by Nelson and Peliti [28] revealed
that, in a mean field approximation, the anomalous stiffness yields η≈ 1. They further state that such
a positive value stabilize the flat phase in the low temperature limit and that going beyond mean
field, it is expected that the renormalization of the elastic constants will drag down the value of η.
At that time, the question to address was then if higher-order corrections would be small enough so
that η remains positive, in order for a flat phase to exist at long distances in crystalline membranes.
Nowadays, we know the answer, which in short, is yes. Indeed, all the theoretical studies following [28]
(that we present in the next paragraph) argue that beyond mean field, η should lie roughly in the range
[0.6,1], so that the flat phase is indeed stable. Nevertheless, to this day, there is no clear consensus
on the precise value of η, despite the fact that it is a universal fundamental constant of tethered
membranes, of uttermost interest in multiple areas of physics. In the following, we briefly present the
various values obtained for η over more than three decades.

The first analytical theoretical study to follow [28] was the seminal perturbative one-loop com-
putation by Aronovitz and Lubensky [29, 32] yielding η1-loop =0.96, that we will reproduce later in
this chapter, with modern techniques. Due to the intricacy of the diagrammatic analysis involved in
the perturbative approach, it became soon evident that higher-order loop computations would neces-
sitate high automation of the computations. Moreover, one would naively expect the perturbative
results to converge slowly (which we will see, is surprisingly wrong) due to the distance between the
upper critical dimension, duc =4, and the physical dimension, d=2, which means that results are ob-
tained in series of ε=2−d/2 and the physical case is ε=1. To circumvent the perturbative analysis,
these pioneering works have been followed by various non-perturbative approaches, able to tackle the
physics directly in dimension d=2. Early approaches were carried out by means of an expansion in
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the large embedding space (D=3) dimension, by Guitter et al. [31,33], yielding ηlarge-D =2/D≈ 0.67,
later followed by the similar 1/dc expansion [31–36], where dc is the co-dimension of the membrane
(dc=D−d), but it seems hard to estimate properly η numerically using this technique. The critical
properties of membranes has also been studied by means of self-consistent approaches such as the
self-consistent screening approximation (SCSA) [12, 37–40] as well as the so-called non-perturbative
renormalization group (NPRG) [41–47]. The two last ones have produced roughly compatible results:
ηLO
SCSA ≃ 0.821 [12, 40] at leading order (ηNLO

SCSA ≃ 0.789 at controversial next-to-leading order [37]) and
ηNPRG =0.849 [41]. As for Monte Carlo simulations of membranes, they also led to scattered values,
e.g., η=0.81(3) [48], η=0.750(5) [49], and η=0.795(10) [50] and Monte Carlo simulations of graphene
to η≃ 0.85 [51]. See table 1.2, at the end of the chapter, for a summary of these results.

On the experimental side, the early study [16] showed evidence of a flat phase for red-blood
cells membranes, measuring via small-angle x-ray techniques, a roughness exponent of ζ =0.65±0.10,
which in terms of anomalous stiffness, using (1.4), yields ηblood-cells =0.7±0.2. A similar result has
been obtained using X-ray scattering on amphiphilic films (arachidic acid) [52] with the measure
ηamphiphilic-films =0.7±0.2. Still on the biophysics side, very recent measurement of nuclear wrinkling
during egg development in the fruit fly (Drosophila melanogaster) [53] obtained measurements and
numerical simulations compatible with ηvesicles ≈ 0.8. On the condensed matter physics side, preci-
sion measurement of the elastic critical properties of flat materials seems difficult. In graphene and
graphene-like materials, experimental estimations of the anomalous stiffness exponent usually lead to
rough estimations in between ηgraphene ≈ 1 and ηgraphene ≈ 0.8, see e.g., the review [18]. A notable
exception is the graphene experimental study [54] where they obtained ηgraphene ≈ 0.82.

In order to get a better understanding of the structure of the underlying field-theory, several groups
have recently engaged in perturbative studies of both pure [47,55] and disordered membranes [56] going
beyond leading order. The two-loop order approach performed in particular in [47] has revealed an
intriguing agreement between the perturbative and non-perturbative approaches in the vicinity of the
upper critical dimension. Moreover, the value of the two-loop order anomalous dimension in d=2,
η2-loop =0.9139 [47], when compared to the one-loop order one, η1-loop =0.96 [29, 31–33], has been
found to move in the right direction when referring to the generally accepted values that lie in the
range [0.72,0.88], see table eftab:mem:literatureeta at the end of the current chapter.

In this chapter, we reproduce the one and two-loop results obtained in [29,31–33,47], as well as the
recent three-loop [1] ones, by means of a weak-coupling perturbative approach performed near the upper
critical dimension duc =4, within the modified minimal subtraction (MS) scheme. We will introduce
the flexuron-phonon two-field model as well as the equivalent effective flexural model and compute the
renormalization-group (RG) equations at this order in the effective flexural model. We determine the
fixed points and the corresponding field anomalous dimensions at order ε3 and discuss them extensively.
We finally use our results to benchmark those obtained within non-perturbative approaches, either re-
expanded in powers of ε or directly in the physical dimensions d=2. Finally, we provide a (hopefully)
exhaustive comparative table of all values obtained in the theoretical and numerical literature so far for
the anomalous dimension η. As will be seen in the following, our analysis confirms unambiguously the
order-by-order agreement between perturbative and non-perturbative approaches, that was suggested
in the previous work [47]. Moreover, the value that we get for the three-loop order anomalous dimension
in d=2, η3-loop =0.8872, is compatible with non-perturbative results as well as results from numerical
simulations. A striking feature of our results is that asymptotic series seem to be in a convergent
regime, i.e., the coefficients of the ε series are small and decreasing, such that setting ε=1 (physical
d=2 membrane in aD=3 space) gives very good estimates of η. Soon after the publication of the three-
loop results in [1], the four-loop computations have been performed in [57], obtaining η4-loop =0.8670,
which allow us to provide even better results via the use of simple resummations and fits, yielding to
our best estimates η=0.8347.
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1.2 Flat membranes model(s)

1.2.1 The two-field model

We consider a d-dimensional homogeneous and isotropic membrane embedded in an Euclidean D-
dimensional space. Each mass point of the membrane is indexed by x⃗∈Rd. In RD, the unperturbed
state of the membrane is the flat phase where each of these mass points is indexed by R⃗(0)(x⃗)= (x⃗,0⃗dc)
where 0⃗dc is the null vector of dimension dc=D−d (the co-dimension of the manifold). In the following,
Latin indices will run from 1 to d, e.g., {a,b}=1,··· ,d. Similarly, Greek indices will run from 1 to dc,
e.g., {α,β}=1,··· ,dc.

The displacements inside the membrane are parameterized by a phonon field u⃗(x⃗)∈Rd and a
flexuron field h⃗(x⃗)∈Rdc such that the perturbed mass points are located at

R⃗(x⃗)=
(
x⃗+ u⃗(x⃗),h⃗(x⃗)

)
, (1.5)

which is the Monge parametrization. The induced metric is then defined as

gab= ∂aR⃗(x⃗) ·∂bR⃗(x⃗), (1.6)

where g(0)ab = δab in the unperturbed phase. To illustrate the parametrization of the membrane, we
provide the figure 1.4, representing the special case of a physical membrane, i.e., embedding space in
D=3 and the membrane being a d=2 object (implying codimension dc=D−d=1).

h

R⃗

uy
ux

z

y

x

Figure 1.4: Parametrization of the membrane subject to thermal fluctuations in the
physical Euclidean space, i.e., embedding space in D=3, membrane in d=2 (imply-
ing codimension dc=D−d=1). For a given point of the membrane, the distance h
parametrizes the height (transverse) fluctuations with respect to the reference point
z=0 and {ux,uy} parametrizes the in-plane (longitudinal) fluctuations. The displaced
point is then located at the new coordinates R⃗=(x+ux,y+uy,h). Each point of the
membrane, originally located at the coordinates x⃗=(x,y,0), is then fluctuating with
its own quantities h(x⃗), ux(x⃗), uy(x⃗) that we interpret as fields.

Nevertheless, in the following, we shall keep dimensions arbitrary. Indeed, since we work in dimensional
regularization, we need to keep at least d arbitrary in order to perform expansions in d=4−2ε.
Moreover, it is also useful to keep dc arbitrary to compare results with other methods such as large-dc
techniques, see section 1.6.3.
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The strain tensor T that encodes the local deformations with respect to the flat configuration
R⃗(0)(x⃗)= (x⃗,0⃗dc) is defined as

Tab=
1

2

(
gab−g

(0)
ab

)
=

1

2

(
∂aR⃗(x⃗) ·∂bR⃗(x⃗)−δab

)
=

1

2

(
∂aub+∂bua+∂ahα∂bhα+∂auc∂buc

)
. (1.7)

Neglecting the non-linearities in the phonon field (since they are irrelevant in the RG sense by simple
canonical power counting) yields

Tab≈
1

2
(∂aub+∂bua+∂ahα∂bhα). (1.8)

From there, the Euclidean low-energy action of the membrane, see, e.g., the textbook [9], as well
as [28, 29,31–34,47], reads

S[u⃗,h⃗] =

∫
ddx

[
κ

2
(∂2hα)

2+
λ

2
T 2
aa+µT

2
ab

]
, (1.9)

where κ is the bending rigidity, which is not relevant in our case as it can be absorbed, by a simple
rescaling of the couplings and fields. In (1.9), λ and µ are the Lamé elastic moduli, λ being the first
Lamé parameter and µ is the shear modulus (second Lamé parameter). These two quantities will act
as couplings for the field theory and are simply related to the other elastic moduli of the membrane
via the relations (in arbitrary dimension)

Bulk modulus: B=λ+2µ/d, Poisson ratio: ν=
λ

(d−1)λ+2µ
,

Young modulus: Y =
2µ(dλ+2µ)

(d−1)λ+2µ
, p-wave modulus: W =λ+2µ. (1.10)

Using the action (1.9) in which quadratic (irrelevant in the RG sense) terms in the phonon field
u are neglected, yields the expanded form1

S[u⃗,h⃗] =
1

2

∫
ddx

[
κ(∂2hα)

2+λ

(
(∂aua)

2+∂aua(∂bhα)
2+

1

4
(∂ahα)

4

)
+ µ

(
(∂aub)

2+∂aub∂bua+2∂aub(∂ahα∂bhα)+
1

2
(∂ahα∂bhβ)

2

)]
, (1.11)

which contains all relevant operators. Indeed, from canonical dimensional analysis, in d=4−2ε

[u] = d−3=1−2ε, [h] =
d

2
−2=−ε, [µ] = [λ] = 4−d=2ε. (1.12)

In addition, a term (∆ua)
2 has been dropped as it is negligible in comparison with λ(∂aua)

2 and
µ(∂aub)

2 at small momenta. The action (1.11) is therefore a massless and highly derivative scalar
two-field and two-coupling theory, which is very challenging computationally at high-loop order. For
completeness, we provide a summary of its field content in table 1.1.

Field index excitations physical deformations
hα(x) α=1,··· ,dc=D−d flexurons out-of-plan (transverse)
ua(x) a=1,··· ,d=4−2ε phonons in-plane (longitudinal)

Table 1.1: Field content of the two-field model.

1In principle, the action (1.11) should be O(D) invariant. However, we break it explicitely by neglegting irrelevant
non-renormalizable interactions. What remains are the so-called linearized O(D) rotations [31]. It includes rigid fields
translations, O(d) in-plane rotations, O(dc) co-dimentional space rotations, and a set of non-local symmetries, see [58].
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Instead of going further with this two field model (1.11), we will keep it aside for the next chapter,
where we will perform computations in a disordered extension of this model. For the rest of this current
chapter, we will consider an alternative path to obtain the results of the two-field model, which is the
so-called effective flexural theory (EFT). Nevertheless, the calculation published in [1] were carried out
both in the EFT and the two-field model.

1.2.2 Effective flexural theory (EFT)

Based on the fact that the action (1.11) is quadratic in the phonon field, we may integrate over it
exactly. This leads to the so-called effective flexural theory (EFT) approach. The resulting effective
action depends only on the flexuron field. In Fourier space, it reads [12,40,47]

SEFT [⃗h] =
κ

2

∫
[ddp]p4|hα(p⃗)|2

+
1

4

∫
[ddp1][d

dp2][d
dp3][d

dp4]hα(p⃗1)hα(p⃗2)R
(0)
abcd(p⃗)p

a
1p
b
2p
c
3p
d
4hβ(p⃗3)hβ(p⃗4), (1.13)

where the Euclidean momenta are p⃗= p⃗1+ p⃗2=−p⃗3− p⃗4 and [ddp] = ddp/(4π)d and obviously papa= p2.
The action (1.13) is the model we will consider in the rest of this chapter, which, in principle, is
equivalent to the two-field model defined in (1.9). The rank-four tensor entering the four-flexuron term
is given by

R
(0)
abcd(p⃗)=µMabcd(p⃗)+b(d)Nabcd(p⃗), (1.14)

which is a decomposition on the two M and N tensors reading

Mabcd(p⃗)=
1

2

[
P (⊥)
ac (p⃗)P

(⊥)
bd (p⃗)+P

(⊥)
ad (p⃗)P

(⊥)
bc (p⃗)

]
−Nabcd(p⃗), (1.15a)

Nabcd(p⃗)=
1

d−1
P

(⊥)
ab (p⃗)P

(⊥)
cd (p⃗), P

(⊥)
ab (p⃗)= δab−

papb
p2

. (1.15b)

Using the definitions (1.15) it is straightforward to derive the full contractions

Mabcd(p⃗)M
abcd(p⃗)=

(d+1)(d−2)

2
, Nabcd(p⃗)N

abcd(p⃗)= 1, Mabcd(p⃗)N
abcd(p⃗)= 0, (1.16)

from which we can define the normalized projectors

PMabcd(p⃗)=
2

(d+1)(d−2)
Mabcd(p⃗), PNabcd(p⃗)=Nabcd(p⃗), (1.17)

that are particularly handy to project out tensorial quantities onto their M and N components. There-
fore, in the effective flexural theory, while µ, the shear modulus, is still our first coupling, the second
one is not λ anymore, but is replaced by b(d) that we introduced in (1.14) and reads

b(d)=
µ(dλ+2µ)

λ+2µ
. (1.18)

This new coupling is proportional to the d-dimensional bulk modulus B, or equivalently to the Young
modulus Y , see (1.10), i.e.,

b(d)=
µd

W
B=

λ

2Wν
Y. (1.19)

Because the tensors M and N are mutually orthogonal projectors under tensor multiplication, we
expect that µ and b(d) will renormalize independently of each other. Therefore, we will consider in
the following that µ and b(d) are independent couplings. It seems that this is the correct procedure to
follow. Indeed, as noticed by Guitter et al. [33], setting µ=0 in (1.14) when expressed in terms of µ
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and λ yields a zero vertex, e.g., a free flexuron field. But we know from the two-field analysis (see the
next chapter) that the µ=0 limit leads to non-zero renormalization constants. It is by considering µ
and b(d) as independent couplings in the EFT that we shall overcome this inconsistency and match
the two-field results. Moreover, we shall consider b(d) as independent of the dimension d and therefore
set b(d)→ b as well as consider the co-dimension dc fixed. For completeness, we also provide the other
elastic moduli (1.10) of the membrane in terms of the new (µ,b) variables in arbitrary dimension d,
see (1.18)

Bulk modulus: B=
2b(d−1)µ

d(dµ−b)
, Poisson ratio: ν=

b−µ
b(d−2)+µ

,

Young modulus: Y =
2b(d−1)µ

b(d−2)+µ
, p-wave modulus: W =

2(d−1)µ2

dµ−b
, (1.20)

and the mechanical stability of the model is given by

µ> 0, b> 0. (1.21)

In the following, we shall study the three-loop field theoretical renormalization of the model
(1.13), at fixed co-dimension dc, and near the upper critical dimension duc =4, where the model is
renormalizable [31, 33, 47]. We will work in d=4−2ε and normalize all fields and coupling to remove
the trivial bending rigidity, κ, i.e.

hα→hακ
−1/2, µ→µκ2, b→ bκ2, (1.22)

which is equivalent to work in natural units and set κ=1 in the action (1.13). Retrospectively, we can
also set ua→uaκ

−1 and λ→λκ2 in the original action (1.11) to get rid of κ in the same way.

1.3 Setup and conventions in the EFT

1.3.1 Feynman rules

The Feynman rules for the effective flexural model (1.13) can be derived using the correlation functions
in Fourier space, defined via the functional derivative formula

⟨hα(p⃗1)···hω(p⃗n)⟩0=
δnSEFT [⃗h]

δhα(p⃗1)···δhω(p⃗n)
. (1.23)

The free massless flexuron propagator reads2

S
(0)
αβ (p⃗)= ⟨hα(p⃗)hβ(−p⃗)⟩0=

p⃗
α β =

δαβ
p4

, (1.24)

where {α,β}=1,··· ,dc and the four-point flexuron vertex reads

V
(0)
αβγδ(p⃗1,··· ,p⃗4)= ⟨hα(p⃗1)hβ(p⃗2)hγ(p⃗3)hδ(p⃗4)⟩0=

p⃗
β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

=−2R
(0)
abcd(p⃗)δαβδγδp

a
1p
b
2p
c
3p
d
4, (1.25)

where {a,b,c,d}=1,··· ,d. In (1.25), the front factor, −2, is made of three contributions. First, the
usual minus associated with quartic interactions. Second, the 1/4 factor in the action (1.13). And

2In principle, the flexuron propagator is semi-massive, reading S
(0)
αβ = δαβ/((p

2+m2)p2). However the mass is not
affecting the anomalous dimensions and the massless limit (1.24) is enough to access criticality, see related footnote 3.
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third, the vertex factor, which is 8, so that −8/4=−2. Let us remark that the vertex factor is indeed 8
and not 4!= 24, as one might expect. This is due to the apparent asymmetry of the four-point coupling
V

(0)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4) that couple only bi-flexuron pairs. We represent graphically this particularity with

a dashed line carrying momentum p⃗= p⃗1+ p⃗2=−p⃗3− p⃗4 (all momenta are incoming).

In order to emphasize this asymmetry of the four-point coupling, one can decompose it and define
new Feynman rules based on a three-point vertex. While the free flexuron propagator is kept identical,
the vertex interaction is decomposed in two parts, the effective free R-propagator

R
(0)
abcd(p⃗)=

p⃗
ab cd =µMabcd(p⃗)+bNabcd(p⃗), (1.26)

and a three-point interaction reading

Γ
ab(0)
αβ (p⃗1,p⃗2)=

β p⃗2

α p⃗1

ab p⃗3 = i
√
2δαβp

a
1p
b
2. (1.27)

The factor i
√
2 is designed in such a way that (i

√
2)2=−8/4=−2 from (1.25). Therefore, the four-

point interaction (vertex factor 8) is equivalent to a multiplication of two three-point interactions
(vertex factor 2) and an effective R-propagator, i.e.

V
(0)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=Γ

ab(0)
αβ (p⃗1,p⃗2)R

(0)
abcd(p⃗)Γ

cd(0)
γδ (p⃗3,p⃗4), (1.28)

where p⃗= p⃗1+ p⃗2=−p⃗3− p⃗4. With these definitions, the two sets of Feynman rules are equivalent. The
second set of Feynman rules, based on the three-point interaction (1.27) and the effective propagator
(1.26), becomes very handy when noticing that every diagram will be exactly similar to, e.g., QED,
provided that one identifies the R-propagators with photons, and flexurons with fermions (as well as
striping off the legs in the four-point vertices to consider only the R-propagator “polarization” and
identify it to a photon polarization). Thanks to this identification, we can conveniently automate
the generation of the diagram expressions using codes very similar to QED (see the second part of
this thesis), based on the use of the Fortran tool Qgraf [59, 60]. This is also why we use QED-like
notations, i.e., S and Γ for the Feynman rules as well as Σ and Π respectively for the self-energies
and polarizations, see e.g., [61]. The drawback of the use of the three-point Feynman rules is that
it results in more contractions over the Euclidean space (Latin) indices to be performed, see (1.28).
However, it is not an issue since we carry all our computations in a completely automated way using
Mathematica, with homemade codes to perform efficiently the contractions.

1.3.2 Fate of infra-red divergences

The form of the flexuron propagator (∼ 1/p4), see (1.24), suggests that the theory may be plagued by
severe infra-red (IR) singularities, thus invalidating the renormalization prescription. It turns out that
this is fortunately not the case and that the renormalization constants are determined by ultraviolet
(UV) poles only.

In order to prove this statement in a non-perturbative way, let us temporarily define dhjα(x⃗)=
∂jhα(x⃗) and its corresponding correlation function

Gαβ(p⃗)= ⟨dhjα(p⃗)dh
j
β(−p⃗)⟩. (1.29)

Obviously, Gαβ(p⃗) is an IR-safe function with respect to loop integrals. It turns out that it is simply
related to the flexuron propagator, Sαβ(p⃗)= ⟨hα(p⃗)hβ(−p⃗)⟩ and the relation reads

Gαβ(p⃗)= p2Sαβ(p⃗). (1.30)
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This simple identity shows that the flexuron propagator is directly related to an IR-safe quantity.
Hence, it is itself IR-safe.

At a more practical level, IR singularities do show up in the course of computing Sαβ(p⃗). Their
appearance is due to the ambiguous nature of the massless tadpole, which is zero in dimensional
regularization as a consequence of a subtle cancellation between IR and UV singularities. However,
because the flexuron propagator is IR-safe these IR poles are harmless and do not require any special
treatment as they simply cancel each-other order by order in perturbation theory. In this case, we may
proceed with dimensional regularization in the conventional way as if all poles were of UV type, see,
e.g., [62] for a proof of this statement.

1.3.3 Dyson equations

We shall consider the Dyson equation for the dressed flexuron propagator reading

Sαβ(p⃗)=S
(0)
αβ (p⃗)+S

(0)
αγ (p⃗)Σγδ(p⃗)Sδβ(p⃗), (1.31)

where Σαβ(p⃗) is the 1-particle irreducible flexuron self-energy, Sαβ is the fully dressed flexuron prop-
agator and S

(0)
αβ is its approximation at tree order, (1.24). It is convenient to project these quantities

in a way consistent with their tensorial structure, reading

Sαβ(p⃗)= δαβS(p⃗), Σαβ(p⃗)= δαβΣ(p⃗). (1.32)

Then, the Dyson equation can be rearranged, yielding (forgetting about the momentum dependencies)

S=S(0)+S(0)ΣS

=S(0)+S(0)ΣS(0)+S(0)ΣS(0)ΣS(0)+ ...

=S(0)(1+ΣS(0)+(ΣS(0))2+ ...)=
S(0)

1−ΣS(0)
, (1.33)

and since S(0)(p)= p−4, it reads

S(p⃗)=
1

p4
1

1− Σ̃(p2)
, Σ̃(p2)= p−4Σ(p⃗). (1.34)

Similarly, the four-point vertex may be expressed with the help of the dressed R-propagator
Rabcd(p⃗) assuming that, to all orders, the following holds

Vαβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=Γ
ab(0)
αβ (p⃗1,p⃗2)Rabcd(p⃗)Γ

cd(0)
γδ (p⃗3,p⃗4)

=−2Rabcd(p⃗)δαβδγδp
a
1p
b
2p
c
3p
d
4. (1.35)

This implies that all corrections are in Rabcd(p⃗) which satisfies the following Dyson equation

Rabcd(p⃗)=R
(0)
abcd(p⃗)+R

(0)
abef (p⃗)Πefgh(p⃗)Rghcd(p⃗), (1.36)

where Πabcd(p⃗) is a 1-particle irreducible self-energy of the effective R-propagator, i.e., corresponding
to a vacuum polarization. As will be shown in the following, the fact that the Dyson equation for the
four-point vertex is entirely encapsulated in (1.36) is not an approximation and allows reproducing
exactly the non-trivial two-field results (see the results of the next chapter, where computations are
carried out in the two-field model, in the more general disordered case). This also reinforces the use
of the second set of Feynman rules that consist of a free flexuron propagator, a free R-propagator and
the triple vertex made of a R-propagator and two flexuron propagators. At this point, it is convenient
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to decompose the polarization operator and the vertex function on the basis of the tensors M and N
(1.15) in order to solve the Dyson equation for the R-propagator (1.36). This yields

Rabcd(p⃗)=RM (p⃗)Mabcd(p⃗)+RN (p⃗)Nabcd(p⃗), (1.37a)
Πabcd(p⃗)=ΠM (p⃗)Mabcd(p⃗)+ΠN (p⃗)Nabcd(p⃗). (1.37b)

Following a similar procedure as for the flexuron propagator, the dressed R-propagator decomposes as

RM (p⃗)=
µ

1−Π̃M (p⃗)
, Π̃M (p⃗)=µΠM (p⃗), (1.38a)

RN (p⃗)=
b

1−Π̃N (p⃗)
, Π̃N (p⃗)= bΠN (p⃗). (1.38b)

1.3.4 Renormalization conventions

We are now in a position to introduce the renormalization constants associated with the effective
flexural model (1.13)

h⃗=Z1/2h⃗r, µ=ZµµrM
2ε, b=ZbbrM

2ε, (1.39)

where the subscript r denotes renormalized quantities and the renormalization scale, M , has been
introduced in such a way that µr and br are dimensionless in d=4−2ε dimensions. The latter is
related to the corresponding parameter M in the modified minimal subtraction (MS) scheme with the
help of

M
2
=4πe−γEM2, (1.40)

where γE is Euler’s constant. In the MS scheme, the renormalization constants take the form of a
Laurent series in ε

Zx(µr,br)= 1+δZx(µr,br)= 1+
∞∑
l=1

l∑
j=1

Z(l,j)
x (µr,br)

1

εj
, (1.41)

where x∈{µ,b} and they do not depend on momentum (or mass which is absent in the present model).
Furthermore, the dependence on M is only through µr and br. So the renormalization constants Zx
depend only on µr(M), br(M) and ε. They also relate renormalized and bare propagators as follows

Sαβ(p⃗;µ,b)=Z(µr,br)Sαβ,r(p⃗;µr,br,M), (1.42a)

Rabcd(p⃗;µ,b)=M2εZ−2(µr,br)Rabcd,r(p⃗;µr,br,M), (1.42b)

where the bare propagators do not depend on M . Then, decomposing into their respective tensors, δ,
M and N , and forgetting about the functional dependencies, it reads

S=ZSr RM =M2εZ−2RM,r, RN =M2εZ−2RN,r. (1.43)

We may now explain our renormalization technique, i.e., our method to determine the renormal-
ization constants {Z,Zµ,Zb}. It has to be underlined here that we are not using counter terms, or
any other advanced renormalization method. Instead, for the whole manuscript, we will use a more
pragmatic approach and directly derive relations relating the renormalization constants {Z,Zµ,Zb} to
the self-energy and polarization {Σ,ΠM ,ΠN}, using respectively the propagators {S,RM ,RN}. Let us
detail this procedure once, e.g., for the flexuron. Using the renormalization definitions (1.43) and the
Dyson equation (1.34) reads

S=ZSr =⇒ 1

p4
1

1− Σ̃
=Z

1

p4
1

1− Σ̃r
. (1.44)
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Rearranging the equation and gather renormalized quantities on the left-hand side yields

Σ̃r =1−(1− Σ̃)Z. (1.45)

This relation is crucial as it allows to completely determine Z once Σ̃ has been computed, since the
left-hand side must be finite. Mathematically, this is achieved using the fact that K

[
Σ̃r(p⃗)

]
=0, where

K is the operator used to take the divergent part of the series, defined formally as

K

[
+∞∑

n=−∞

cn
εn

]
=

+∞∑
n=1

cn
εn
. (1.46)

It yields the relation
0=K

[
(1− Σ̃)Z

]
, (1.47)

which is the definition of Z as a function of Σ̃, order by order. Indeed, taking the parametrization,

Σ̃= Σ̃1+Σ̃2+Σ̃3+ ..., (1.48a)
Z =1+δZ1+δZ2+δZ3+ ..., (1.48b)

and solving (1.47) order by order in the loop expansion completely defines Z recursively as a function
of Σ̃, yielding up to three loops

1-loop: δZ1=K(Σ̃1), (1.49a)

2-loop: δZ2=K(δZ1Σ̃1)+K(Σ̃2), (1.49b)

3-loop: δZ3=K(δZ2Σ̃1)+K(δZ1Σ̃2)+K(Σ̃3). (1.49c)

This efficient renormalization technique greatly reduces the number of diagrams to be computed as
compared to the traditional counter term technique.

Similarly, the computation of the renormalization constants Zµ and Zb are derived from the
renormalization of the vertex parts. From (1.37) and (1.39), we have

Π̃M,r(p⃗)= 1+
(
1−Π̃M (p⃗)

)
Z−1
Γµ
, (1.50a)

Π̃N,r(p⃗)= 1+
(
1−Π̃N (p⃗)

)
Z−1
Γb
, (1.50b)

where we have introduced two intermediate renormalization functions

ZΓµ =ZµZ
2, ZΓb =ZbZ

2. (1.51)

Then, similarly to the above procedure for Z, using the fact that K
[
Π̃M,r(p⃗)

]
=0 and K

[
Π̃N,r(p⃗)

]
=0,

it is possible to extract the general expression of ZΓµ and ZΓb

0=K
[(

1−Π̃M (p⃗)
)
Z−1
Γµ

]
, (1.52a)

0=K
[(

1−Π̃N (p⃗)
)
Z−1
Γb

]
. (1.52b)

By combining (1.52) with the expression of Z (1.49), we are able to deduce Zµ and Zb from (1.51).

Once the renormalization constants are determined, we shall compute the renormalization-group
functions reading

βµ=
dµr

dlogM

∣∣∣∣
B

, βb=
dbr

dlogM

∣∣∣∣
B

, η=
dlogZ

dlogM

∣∣∣∣
B

, (1.53)
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where the subscript B indicates that bare parameters, which do not depend on the renormalization
scale M , are fixed. More explicitly, the system of beta functions to be solved perturbatively is

βµ=−2εµr−µrDZµ, (1.54a)
βb=−2εbr−brDZb, (1.54b)

where we introduced the differential operator

DX =βµ
∂ logX

∂µr
+βb

∂ logX

∂br
. (1.55)

The solution to the linear beta system is then, in matrix form βµ

βb

=−2ε

 µr
∂ logµrZµ

∂µr
µr
∂ logµrZµ

∂br

br
∂ logbrZb

∂µr
br
∂ logbrZb

∂br


−1 µr

br

. (1.56)

Finally, the field anomalous dimension associated with the flexuron field reads3

η=DZ. (1.57)

Let us recall that, physically, it corresponds to the anomalous stiffness induced by long-range correla-
tions, such that the dressed flexuron propagator scales in the IR as

S(p)= ⟨hr(p)hr(−p)⟩∼ p−(4−η). (1.58)

Upon solving perturbativelly the RG-functions (1.54) and (1.57), it is well known that all of them are
determined only by the coefficients of the simple poles of the renormalization constants. However, in
the following we shall use a more pragmatic approach, consisting in computing the RG-functions (βµ,
βb, η) directly with the complete (containing all kinds of poles) expressions of the renormalization
constants (Z, Zµ, Zb). Then, if the RG-functions are finite (pole free), it implies that the full set of
constraints is verified. The finiteness of the RG-functions constitutes a strong check of the results,
together with the locality of the renormalization constants (no momentum dependency).

Finally, once the RG functions (βµ, βb, η) have been determined as a function of the renormalized
couplings µr and br, we will search for the fixed points of the theory. Indeed, since the beta functions
characterize the scaling of the coupling with respect to the renormalization scale M , one can search
for the specific points where the theory is scale invariant, i.e., by solving the system

βµ(µ
∗,b∗)= 0, βb(µ

∗,b∗)= 0, (1.59)

and obtain various fixed point coordinates (µ∗,b∗) where the theory exhibits universal scaling behaviors
and such that η(µ∗,b∗) is a universal number characterizing the corresponding phase, i.e., a critical
exponent. Since canceling one of the couplings leads to trivial solutions, we expect to find 4 types of
fixed points. First, a trivial Gaussian fixed point (P1) where µ∗1= b∗1=0 such that the theory is non-
interacting. Second, a shearless fixed point (P′

2) (which we call P′
2 instead of P2 because this name

will be used in the two-field model), where µ∗2=0 and b∗2 ̸=0. Third, a fixed point P3 with µ∗3 and
b∗3=0, i.e., a vanishing bulk modulus (infinitely compressible). And finally, a fourth, non-trivial fixed
point (P4) where both couplings are non-zero, µ∗4 ̸=0 and b∗4 ̸=0 which is the most interesting since
it corresponds to the fully interacting theory. Moreover, the mechanical stability of the membranes,
see (1.21), requires a positive shear modulus µ∗> 0 as well as a positive bulk modulus λ∗+2µ∗/d> 0,

3The mass anomalous dimension ηm is trivial and reads ηm=4−d−η. See related footnote 2.
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i.e., b∗> 0. The RG stability of these fixed points can be studied by searching the eigenvalues of the
stability matrix

S =

(
dβµ/dµr dβµ/dbr
dβb/dµr dβb/dbr

)
, (1.60)

such that positive (respectively negative) eigenvalues indicates an IR stable (respectively unstable)
fixed point. We recall that an IR stable fixed point is attractive as the theory renormalizes down to
the IR and therefore controls the long range behavior of the model.

The questions are then the following. Are these fixed point existing? If so, are they located in the
mechanically stable region? Which one is stable or unstable in the RG sense? And finally, how are these
properties modified under higher-loop corrections, i.e., at two, and three-loop order? Answering these
questions will allow us to completely characterize the RG flow of the model and access its long-range
properties.

1.4 Perturbative calculations up to three loops in the EFT

In this section, we compute the renormalization constants of the model Z,Zµ and Zb, (1.39), at one,
two and three-loop order. To do so, we compute order by order all the Feynman diagrams entering the
self-energy of the flexuron propagator (1.34) and the polarization of the R-propagator (1.36).

1.4.1 One-loop analysis

The one-loop, two-point and four-point self-energy diagrams are displayed on figure 1.5, with their
corresponding symmetry factors (S).

p⃗ k⃗

p⃗− k⃗

α β

(a) Flexuron self-energy Σ
(1)
αβ(p⃗), S=1.

p⃗

p⃗− k⃗

k⃗

p⃗

β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

(b) Vertex self-energy V (1)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4), S=1/2.

Figure 1.5: One-loop diagrams and their associated symmetry factors (S).

One-loop flexuron self-energy

The one-loop flexuron self-energy, figure 1.5a, has a symmetry factor of 1 and is defined as

Σ
(1)
αβ(p⃗)=

p⃗ k⃗

p⃗− k⃗

α β =1×
∫
[ddk]V

(0)
αα1β1β

(p⃗,−k⃗,k⃗,−p⃗)S(0)
α1β1

(k⃗), (1.61)

or equivalently with the second set of Feynman rules

Σ
(1)
αβ(p⃗)= 1×

∫
[ddk]Γab(0)αα1

(p⃗,−k⃗)R(0)
abcd(p⃗− k⃗)Γ

cd(0)
β1β

(k⃗,−p⃗)S(0)
α1β1

(k⃗). (1.62)

After using one of the two equivalent sets of Feynman rules and contracting part of the internal indices,
the one-loop flexuron self-energy reads

Σ
(1)
αβ(p⃗)=−2δαβp

apb
∫

[ddk]

k4
kckdR

(0)
abcd(p⃗− k⃗). (1.63)



1.4. PERTURBATIVE CALCULATIONS UP TO THREE LOOPS IN THE EFT 33

The latter can be expressed in terms of the one-loop J-function, defined in Appendix A, and yields

Σ̃(1)(p2)=−(b+(d−2)µ)

8(d−1)

(
4J(d,p⃗,1,1)−8p2J(d,p⃗,2,1)+p4J(d,p⃗,2,2)

)
, (1.64)

where we dropped all one-loop J-functions containing null or negative indices, since they are equally
zero, see (A.14) in Appendix A. Then using the techniques of integration by part (IBP) reduction
[63–65] discussed in Appendix A, we may express the remaining J-functions on a reduced basis of
master integrals, the latter taking only ones and zeros as arguments, i.e., in this simple case

J(d,p⃗,2,1)=−p−2(d−3)J(d,p⃗,1,1), (1.65a)

J(d,p⃗,2,2)= p−4(d−6)(d−3)J(d,p⃗,1,1), (1.65b)

which then reads

Σ̃(1)(p2)=−(b+(d−2)µ)

8(d−1)

(p2)d/2−2

(4π)d/2
(d+1)(d−2)G(d,1,1), (1.66)

where g(d,α,β) is the dimensionless master integral at one loop, also defined in Appendix A. Note
that due to the presence of a d-dependent combination of coupling constants in (1.66), the intuitive
combination b+2µ does not factor in the expanded expression, and the finite term gets a non-trivial
combination of coupling constants.

Upon expanding (1.66) in ε-series, the one-loop flexuron self-energy in MS-scheme then reads

Σ̃(1)(p2)=
5(b+2µ)

12(4π)2M2ε

(
−1

ε
+Lp−

4

15
− b

b+2µ
+O(ε)

)
, (1.67)

where Lp= log(p2/M
2
). Note that we display here only the first terms of the series expansion to keep it

light. However, more terms of this expansion will be needed in the next sections in order to renormalize
properly the theory to higher loops. Indeed, this is due to our renormalization method that does not
require counter terms but instead makes uses of all previously computed diagrams expanded to higher
orders. In general, at a given L-loop order, the diagrams of loop order l <L have to be expanded up
to O(εL−l−1) in order to compute the L-loop RG-functions and up to O(εL−l) in order to compute
the renormalized self-energies and polarizations. In the case of (1.67), one therefore needs to reach
the term of O(ε) to be able to compute the three-loop RG-functions and up to O(ε2) to compute the
renormalized three-loop self-energies and polarizations in the latter stages of this work, see section
1.4.3.

Combining (1.67) and (1.49) yields the one-loop field renormalization constant

δZ(1)=K
[
Σ̃(1)(p2)

]
=−5(br+2µr)

12(4π)2ε
, (1.68)

where we performed the trivial replacements µ→M2εµr and b→M2εbr, that is enough at this order.
Also, using (1.68) as well as the first terms of the expansion of (1.45), we have straightforward access
to the renormalized flexuron self-energy

Σ̃(1)
r =Σ̃(1)−δZ(1)=

5(br+2µr)

12(4π)2

(
Lp−

4

15
− br
br+2µr

+O(ε)

)
, (1.69)

which, at this order, is trivially equal to (1.67) with bare quantities being renormalized and the pole
removed.
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One-loop vertex self-energy

The one-loop vertex self-energy, figure 1.5b, has a symmetry factor of 1/2 and is defined as

V
(1)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=

p⃗

p⃗− k⃗

k⃗

p⃗

β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

=
1

2

∫
[ddk]V

(0)
αβγ1δ1

(p⃗1,p⃗2,−k⃗,−p⃗+ k⃗)S(0)
δ1α1

(p⃗− k⃗)

×S(0)
γ1β1

(k⃗)V
(0)
α1β1γδ

(p⃗− k⃗,k⃗,p⃗3,p⃗4), (1.70)

where all pi are defined in-going, i.e., p⃗= p⃗1+ p⃗2=−p⃗3− p⃗4. This diagram can equivalently be expressed
with the second set of Feynman rules

V
(1)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=

1

2

∫
[ddk]Γ

ab(0)
αβ (p⃗1,p⃗2)R

(0)
abcd(p⃗)Γ

cd(0)
δ1γ1

(−p⃗+ k⃗,−k⃗)

×S(0)
δ1α1

(p⃗− k⃗)S(0)
γ1β1

(k⃗)Γ
ef(0)
α1β1

(p⃗− k⃗,k⃗)R(0)
efgh(p⃗)Γ

gh(0)
γδ (p⃗3,p⃗4), (1.71)

which make obvious the factorization of the external legs out of the integration, i.e.

V
(1)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=Γ

ab(0)
αβ (p⃗1,p⃗2)R

(0)
abcd(p⃗)

[
1

2

∫
[ddk]Γ

cd(0)
δ1γ1

(−p⃗+ k⃗,−k⃗)

×S(0)
δ1α1

(p⃗− k⃗)S(0)
γ1β1

(k⃗)Γ
ef(0)
α1β1

(p⃗− k⃗,k⃗)
]
R

(0)
efgh(p⃗)Γ

gh(0)
γδ (p⃗3,p⃗4). (1.72)

Here, the central term, in the brackets, is by definition the polarization operator Π
(1)
cdef (p⃗). This

procedure holds at all loop orders since only the polarization operator is taking loop corrections

V
(L)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=Γ

ab(0)
αβ (p⃗1,p⃗2)R

(0)
abcd(p⃗)Π

(L)
cdef (p⃗)R

(0)
efgh(p⃗)Γ

gh(0)
γδ (p⃗3,p⃗4), (1.73)

where L stands for the L-loop order. Using the Feynman rules and performing the contractions yields
the one-loop integral

Πcdef1 (p⃗)=−dc
∫

[ddk]

k4(p⃗− k⃗)4
(p⃗− k⃗)ckd(p⃗− k⃗)ekf . (1.74)

Then we are able to project the polarization on the basis of the M and N tensors, using a full
contraction with the normalized projectors defined in (1.17). It reads

Π
(1)
M (p2)=PMabcdΠ

(1)
abcd, (1.75a)

Π
(1)
N (p2)=PNabcdΠ

(1)
abcd. (1.75b)

Performing the contractions, reduction and integration, yields

Π̃
(1)
M (p2)=−dcµ

8

(p2)d/2−2

(4π)d/2
d−2

d−1
G(d,1,1), (1.76a)

Π̃
(1)
N (p2)=−dcb

16

(p2)d/2−2

(4π)d/2
(d−2)(d+1)

d−1
G(d,1,1), (1.76b)

where Π̃M (p2) and Π̃N (p
2) were defined in (1.37). In expanded form, the one-loop polarization operator

in the MS-scheme then reads

Π̃
(1)
M (p2)=

dcµ

12(4πM ε)2

(
−1

ε
+Lp−

5

3
+O(ε)

)
, (1.77a)

Π̃
(1)
N (p2)=

5dcb

24(4πM ε)2

(
−1

ε
+Lp−

19

15
+O(ε)

)
. (1.77b)
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Combining (1.77) and (1.50) yields the one-loop intermediate renormalization constant

δZ
(1)
Γµ

=−K
[
Π̃

(1)
M (p2)

]
=

dcµr
12(4π)2ε

, (1.78a)

δZ
(1)
Γb

=−K
[
Π̃

(1)
N (p2)

]
=

5dcbr
24(4π)2ε

, (1.78b)

and hence the field renormalization constants

δZ(1)
µ = δZ

(1)
Γµ

−2δZ(1)=
10br+(dc+20)µr

12(4π)2ε
, (1.79a)

δZ
(1)
b = δZ

(1)
Γb

−2δZ(1)=
5((dc+4)br+8µr)

24(4π)2ε
. (1.79b)

This allows us to compute the one-loop renormalized polarization operator. In projected form, it reads

Π̃
(1)
M,r(p

2)= Π̃
(1)
M +δZ

(1)
Γµ

=−dcµr(5−3Lp)

36(4π)2
+O(ε), (1.80a)

Π̃
(1)
N,r(p

2)= Π̃
(1)
N +δZ

(1)
Γb

=−dcbr(19−15Lp)

72(4π)2
+O(ε). (1.80b)

Before computing the renormalization-group functions from the renormalization constants, we shall
proceed with the two and three-loop calculation of the self-energies.

1.4.2 Two-loop analysis

Two-loop flexuron self-energy

At two-loop, the flexuron self-energy has three corrections represented by the diagrams in figure 1.6,
labeled (a), (b) and (c).

k⃗2

p⃗ p⃗− k⃗2
α β

(a) Σ̃
(2a)
αβ (p⃗), S=1/2.

p⃗ k⃗2

p⃗− k⃗2

α β

(b) Σ̃
(2b)
αβ (p⃗), S=1.

p⃗

k⃗1

k⃗21

k⃗2
α β

(c) Σ̃
(2c)
αβ (p⃗), S=1, (k⃗21 = k⃗2− k⃗1).

Figure 1.6: Two-loop flexuron self-energy diagrams and symmetry factors (S).

We first consider the diagram of figure 1.6a, defined as4

Σ
(2a)
αβ (p⃗)=

k⃗2

p⃗ p⃗− k⃗2
α β

=
1

2

∫
[ddk1][d

dk2]V
(0)
αα1γ1γ2(p⃗,−p⃗+ k⃗2,k⃗1− k⃗2,−k⃗1)S

(0)
α1β1

(p⃗− k⃗2)

×V (0)
δ1δ2β1β

(−k⃗1+ k⃗2,k⃗1,p⃗− k⃗2,−p⃗)S(0)
γ1δ1

(−k⃗1+ k⃗2)S(0)
γ2δ2

(k⃗1).

(1.81)

4Or equivalently as Σ
(2a)
αβ (p⃗)=

∫
[ddk2]V

(1)
αγδβ(p⃗,−p⃗+ k⃗2,p⃗− k⃗2,−p⃗)S

(0)
δγ (p⃗− k⃗2)
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Performing the contractions, the reduction, and the integration, yields the exact result

Σ̃(2a)(p2)=− dc
24

(p2)d−4

(4π)d
(d−3)(d−2)(d+1)

(d−1)(d−6)(d−4)

[
(d+1)b2+2(d−2)µ2

]
G(d,1,1)G(d,1,2−d/2). (1.82)

Performing the ε-expansion in the MS-scheme yields:

Σ̃(2a)(p2)=
dc(5b

2+4µ2)

288(4πM ε)4

[
1

2ε2
+
1

ε

(
53

60
−Lp+

3b2

10b2+8µ2

)
+O(ε0)

]
. (1.83)

We then consider the diagram of figure 1.6b, which has a symmetry factor of 1 and is defined as

Σ
(2b)
αβ (p⃗)=

p⃗ k⃗2

p⃗− k⃗2

α β

=1×
∫
[ddk1][d

dk2]V
(0)
αα1β2β

(p⃗,−k⃗2,k⃗2,−p⃗)S(0)
α1α2

(k⃗2)

×V (0)
α2γ1γ2β1

(k⃗2,−k⃗1,k⃗1,−k⃗2)S(0)
β1β2

(k⃗2)S
(0)
γ1γ2(k⃗1). (1.84)

Performing the contractions, the reduction, and the integration, yields the exact result

Σ̃(2b)(p2)=−
(
b+(d−2)µ

)2
12

(p2)d−4

(4π)d
(d−3)(d−2)(d+1)2

(d−6)(d−4)(d−1)
G(d,1,1)G(d,1,2−d/2), (1.85)

and performing the ε-expansion in the MS-scheme yields

Σ̃(2b)(p2)=
25(b+2µ)2

144(4πM ε)4

[
1

2ε2
+
1

ε

(
11

60
−Lp+

b

b+2µ

)
+O(ε0)

]
. (1.86)

Finally, we consider the diagram of figure 1.6c, which has a symmetry factor of 1 and is defined as

Σ
(2c)
αβ (p⃗)=

p⃗

k⃗1

k⃗21

k⃗2
α β =1×

∫
[ddk1][d

dk2]V
(0)
αα1β2β3

(p⃗,−p⃗+ k⃗1,k⃗2− k⃗1,−k⃗2)S(0)
α1α2

(p⃗− k⃗1)

×V (0)
α2α3β1β

(p⃗− k⃗1,−k⃗2+ k⃗1,k⃗2,−p⃗)S(0)
α3β2

(k⃗2− k⃗1)S(0)
β3β1

(k⃗2).

(1.87)

Performing the contractions, the reduction, and the integration, yields

Σ̃(2c)(p2)=
1

256

(p2)d−4

(4π)d
1

(d−6)(d−4)(d−1)3
G2(d,1,1)

×
[
(d7−28d6+313d5−1686d4+4388d3−4864d2+976d+960)b2

+2(d8−26d7+277d6−1556d5+4956d4−8832d3+7680d2−1408d−1152)bµ

+(d9−24d8+245d7−1394d6+4936d5−11464d4+17008d3−14048d2+4032d+768)µ2
]

− 1

12

(p2)d−4

(4π)d
d−3

(d−6)2(d−4)2(d−1)2
G(d,1,1)G(d,1,2−d/2)

×
[
(2d6−26d5+93d4+35d3−604d2+524d+336)b2

+2(d7−14d6+64d5−57d4−366d3+1012d2−616d−384)bµ
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+(d8−15d7+82d6−188d5+44d4+788d3−1776d2+1232d+192)µ2
]
. (1.88)

Performing the ε-expansion in the MS-scheme yields

Σ̃(2c)(p2)=
5
(
121b2−56bµ+52µ2

)
5184(4πM ε)4ε

+O(ε0), (1.89)

which contains only a simple pole and no non-local terms at this order. This comes from the fact that
this diagram does not have any divergent subgraph.

Two-loop field renormalization constant

Summing all the two-loop self-energy diagrams yields, in the expanded form, the following

Σ̃(2)=Σ̃(2a)+Σ̃(2b)+Σ̃(2c)

=
5(5b2(dc+2)+40bµ+4µ2(dc+10))

288(4πM ε)4

[
1

2ε2

+
1

ε

(
−Lp+

5b2(213dc+668)+4360bµ+4µ2(159dc+460)

180(5b2(dc+2)+40bµ+4µ2(dc+10))

)
+O(ε0)

]
. (1.90)

In (1.90), it is enough to perform the trivial replacement µ→M2εµr, and b→M2εbr to renormalize
the couplings. More generally, at a given L-loop order, all the L-loop diagrams can be processed using
this trivial map. However, non-trivial replacements including the renormalization constants, namely
(1.39), are needed only for diagrams with l <L loops. Indeed, from (1.49), the definition of the field
renormalization constant at this order reads

δZ(2)=K
[
Σ̃(2)

]
+K

[
Σ̃(1)δZ(1)

]
, (1.91)

where Σ̃(1) is now needed up to O(ε0), therefore requiring a non-trivial replacement of the bare quan-
tities, i.e., µ→Z

(1)
µ M2εµr and b→Z

(1)
b M2εbr. This is easily achieved from (1.66). Being careful with

the loop and ε orders then leads to the two-loop contribution to the field renormalization constant

δZ(2)=K
[
Σ̃(2)

]
+K

[
Σ̃(1)K

[
Σ̃(1)

]]
=

−5

576(4π)4

[
1

ε2

(
5(dc+2)b2r+40brµr+4(dc+10)µ2r

)
+

1

90ε

(
5(15dc−212)b2r+1160brµr−4(111dc−20)µ2r

)]
, (1.92)

where all the non-local terms, i.e., the Lp dependency, vanished as expected in the MS-scheme. As
mentioned earlier, the Lp cancellations in the renormalization constants is a strong check of the com-
putations.

We are now in position to compute the two-loop contribution to the renormalized self-energy.
Expanding (1.45) to two-loop order reads

Σ̃(2)
r =Σ̃(2)−δZ(2)+δZ(1)Σ̃(1)

=
1

20736(4π)4

[
(3239dc−6912ζ3+19024)b2r+8(432ζ3+1651)brµr

+4(805dc−6912ζ3+12708)µ2r+180
(
5(dc+2)b2r+40brµr+4(dc+10)µ2r

)
L2
p

−20
(
11(9dc+40)b2r+320brµr+4(27dc+44)µ2r

)
Lp

]
, (1.93)

where an expansion of all the diagrams up to O(ε0) was needed. This reveals terms proportional to
ζ3≈ 1.202, which is the Apéry constant or equivalently the Riemann ζn function at integer value n=3.
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Two-loop vertex self-energy

At two-loop, the self-energy of the flexuron four-point interaction (or equivalently the R-propagator
polarization) has two corrections represented by the diagrams in figure 1.7, labeled (a) and (b).

p⃗− k⃗2

k⃗2
p⃗

β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

(a) V (2a)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4), S=1.

k⃗1 k⃗2

k⃗12p⃗

β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

(b) V (2b)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4), S=1/2.

Figure 1.7: Two-loop vertex self-energy diagrams with their symmetry factors (S).
Note that k⃗12= k⃗1− k⃗2 and p⃗= p⃗1+ p⃗2=−p⃗3− p⃗4.

We first consider the diagram of figure 1.7a, which has a symmetry factor of 1 and is defined as

V
(2a)
αβγδ(p⃗1,...,p⃗4)=

p⃗− k⃗2

k⃗2
p⃗

β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

=1×
∫
[ddk1][d

dk2]V
(0)
αβγ1δ1

(p⃗1,p⃗2,−p⃗+ k⃗2,−k⃗2)S(0)
δ1α2

(k⃗2)

×V (0)
α2β2γ2δ2

(k⃗2,−k⃗1,k⃗1,−k⃗2)S(0)
β2γ2

(k⃗1)S
(0)
δ2α1

(k⃗2)

×V (0)
α1β1γδ

(k⃗2,p⃗− k⃗2,p⃗3,p⃗4)S(0)
γ1β1

(p⃗− k⃗2), (1.94)

where p⃗= p⃗1+ p⃗2=−p⃗3− p⃗4. It can be re-expressed in the following form

V
(2a)
αβγδ(p⃗1,p⃗2,p⃗3,p⃗4)=Γ

ab(0)
αβ (p⃗1,p⃗2)R

(2a)
abcd(p⃗)Γ

cd(0)
γδ (p⃗3,p⃗4), (1.95a)

R
(2a)
abcd(p⃗)=R

(0)
abef (p⃗)Π

(2a)
efgh(p⃗)R

(0)
ghcd(p⃗), (1.95b)

where Π
(2a)
efgh(p⃗) is the two-loop polarization associated with the diagram. Using the Feynman rules

and performing the contractions leads to

Π
(2a)
efgh(p⃗)= 4dc

∫
[ddk1][d

dk2]

k81(p⃗− k⃗1)4(k⃗1− k⃗2)4
(k⃗1− p⃗)e(k1)f (k⃗1− p⃗)g(k1)hR

(0)
ijlm(−k⃗2)k

i
1(k⃗1− k⃗2)jkl1(k⃗1− k⃗2)m.

(1.96)

Decomposing this self-energy on the basis of the irreducible tensors, performing the reduction of the
integrals yields

Π̃
(2a)
M (p2)=−dcµ(b+(d−2)µ)

6

(p2)d−4

(4π)d
(d−3)(d−2)(d+1)

(d−6)(d−4)(d−1)
G(d,1,1)G(d,1,2−d/2), (1.97a)

Π̃
(2a)
N (p2)=−dcb(b+(d−2)µ)

12

(p2)d−4

(4π)d
(d−3)(d−2)(d+1)2

(d−6)(d−4)(d−1)
G(d,1,1)G(d,1,2−d/2), (1.97b)

where Π̃M (p2) and Π̃N (p
2) were defined in (1.37). In expanded form, in MS-scheme, it then read

Π̃
(2a)
M (p2)=

5dcµ(b+2µ)

72(4πM ε)4

[
1

2ε2
+
1

ε

(
53

60
−Lp+

b

2(b+2µ)

)
+O(ε0)

]
, (1.98a)

Π̃
(2a)
N (p2)=

25dcb(b+2µ)

144(4πM ε)4

[
1

2ε2
+
1

ε

(
41

60
−Lp+

b

2(b+2µ)

)
+O(ε0)

]
. (1.98b)
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We then consider the diagram figure 1.7b which has a symmetry factor of 1/2 and is defined as

V
(2b)
αβγδ(p⃗1,...,p⃗4)=

k⃗1 k⃗2

k⃗12p⃗

β p⃗2

α p⃗1

γ p⃗3

δ p⃗4

=
1

2

∫
[ddk1][d

dk2]V
(0)
αβγ1δ1

(p⃗1,p⃗2,−k⃗1,−p⃗+ k⃗1)S(0)
δ1δ2

(p⃗− k⃗1)

(1.99)

×V
γ2α2δ2β

(0)
2 (k⃗1,−k⃗2,p⃗−k⃗1,−p⃗+k⃗2)

S(0)
α2α1

(k⃗2)S
(0)
γ1γ2(k⃗1)

×V (0)
α1β1γδ

(k⃗2,p⃗− k⃗2,p⃗3,p⃗4)S(0)
β2β1

(p⃗− k⃗2),

where p⃗= p⃗1+ p⃗2. Decomposing this self-energy on the basis of the irreducible tensors, performing the
reduction and the integration, yields the two projections of the polarization

Π̃
(2b)
M (p2)=

dcµ

128

(p2)d−4

(4π)d
1

(d−6)(d−4)(d−1)3(d+1)
G2(d,1,1)

×
[
(d5−13d4+54d3+60d2−744d+672)b

+(d6−15d5+80d4+16d3−608d2+1456d−960)µ
]

− dcµ

24

(p2)d−4

(4π)d
d−3

(d−6)2(d−4)2(d−1)2(d+1)
G(d,1,1)G(d,1,2−d/2)

×
[
(d6−10d5+27d4+10d3−164d2+184d+672)b

+(d7−8d6+39d5−160d4+208d3+16d2−240d−576)µ
]
, (1.100a)

Π̃
(2b)
N (p2)=

dcb

512

(p2)d−4

(4π)d
1

(d−6)(d−4)(d−1)3
G2(d,1,1)

×
[
(d7−28d6+313d5−1686d4+4388d3−4864d2+976d+960)b

+(9d8−174d7+1377d6−5768d5+13784d4−18936d3+13584d2−2784d−1152)µ
]

− dcb

24

(p2)d−4

(4π)d
d−3

(d−6)2(d−4)2(d−1)2
G(d,1,1)G(d,1,2−d/2)

×
[
(2d6−26d5+93d4+35d3−604d2+524d+336)b

+(2d7−22d6+57d5+157d4−982d3+1700d2−984d−288)µ
]
. (1.100b)

In expanded form and in MS-scheme, these results read

Π̃
(2b)
M (p2)=− 5dcµ(b+2µ)

5184(4πM ε)4

[
1

ε
+O(ε0)

]
, (1.101a)

Π̃
(2b)
N (p2)=

5dcb(b+2µ)

10368(4πM ε)4

[
121

ε
+O(ε0)

]
. (1.101b)

Similarly to the diagram 2b in the flexuron self-energy, the results (1.101) shows only simple poles.

Two-loop couplings renormalization constants

Summing the two contributions, (1.98) and (1.101), yields the total two-loop polarization projections

Π̃
(2)
M (p2)= Π̃

(2a)
M (p2)+Π̃

(2b)
M (p2)

=
5dcµ(b+2µ)

72(4πM ε)4

[
1

2ε2
+
1

ε

(
313

360
−Lp+

b

2(b+2µ)

)
+O(ε0)

]
, (1.102a)

Π̃
(2)
N (p2)= Π̃

(2a)
N (p2)+Π̃

(2b)
N (p2)

=
25dcb(b+2µ)

144(4πM ε)4

[
1

2ε2
+
1

ε

(
367

360
−Lp+

b

2(b+2µ)

)
+O(ε0)

]
. (1.102b)
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From the above results, we compute the two-loop contribution to the intermediary renormalization
constant

δZ
(2)
Γµ

=−K
[
Π̃

(2)
M

]
+K

[
δZ

(1)
Γµ

2
]
+K

[
δZ

(1)
Γµ

Π̃
(1)
M

]
=

dcµr
5184(4π)4

[
36

ε2

(
5br+(10+dc)µr

)
+
1

ε
(107br+574µr)

]
, (1.103a)

δZ
(2)
Γb

=−K
[
Π̃

(2)
N

]
+K

[
δZ

(1)
Γb

2
]
+K

[
δZ

(1)
Γb

Π̃
(1)
N

]
=

dcbr
576(4π)4

[
25

ε2

(
(2+dc)br+4µr

)
− 5

18ε

(
91br−178µr

)]
. (1.103b)

Hence, we can compute the coupling renormalization constants

δZ(2)
µ = δZ

(2)
Γµ

−2δZ(2)−2δZ(1)δZ
(1)
Γµ

+3δZ(1)2

=
1

5184(4π)4

[
18

ε2

(
10(3dc+80)brµr+25(dc+8)b2r+2(dc+20)2µ2r

)
+
1

ε

(
(107dc+1160)brµr+5(15dc−212)b2r+10(13dc+8)µ2r

)]
, (1.104a)

δZ
(2)
b = δZ

(2)
Γb

−2δZ(2)−2δZ(1)δZ
(1)
Γb

+3δZ(1)2

=
1

576(4π)4

[
5

ε2

(
20(3dc+16)brµr+5(dc+4)2b2r+8(dc+40)µ2r

)
+

1

18ε

(
10(89dc+232)brµr−5(61dc+424)b2r−8(111dc−20)µ2r

)]
. (1.104b)

Similarly to the one-loop case, the cancellation of the Lp contributions is a strong check of our computa-
tions. These results also allow us to compute the two-loop contribution to the renormalized polarization
projections

Π̃
(2)
M,r(p

2)= Π̃
(2)
M +δZ

(2)
Γµ

−δZ(1)
Γµ

Π̃
(1)
M −δZ(1)

Γµ

2
(1.105a)

=− dcµr
51840(4π)4

[
2(13187+260Lp+1800L2

p−12096ζ3)µr

−(6863−3860Lp+1800L2
p−864ζ3)br

]
,

Π̃
(2)
N,r(p

2)= Π̃
(2)
N +δZ

(2)
Γb

−δZ(1)
Γb

Π̃
(1)
N −δZ(1)

Γb

2
(1.105b)

=
dcbr

20736(4π)4

[
2(7065−2780Lp+1800L2

p−6048ζ3)µr

+(12751−6380Lp+1800L2
p−3456ζ3)br

]
.

1.4.3 Three-loop analysis

Three-loop flexuron self-energy

We now consider the three-loop flexuron self-energy that consists of 15 independent diagrams, all dis-
played in figure 1.8 and labeled in alphabetical order from a to o. There are 9 diagrams (a,b,c,d,e,i,j,m,n)
of the Ladder (L3) topology, 5 diagrams (f,g,h,k,l) of the Benz (B3) topology and one diagram (o) of
the Non-planar (N3) topology. All of them are displayed with their corresponding symmetry factor (S)
that are either 1, 1/2 or 1/4. Moreover, by symmetry, 3 diagrams (i,j,l) should be taken into account
twice. We therefore add an explicit factor 2 to their symmetry factor (S).
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(a) Σ̃
(3a)
αβ (p⃗), S=1, (L3). (b) Σ̃

(3b)
αβ (p⃗), S=1/2, (L3). (c) Σ̃

(3c)
αβ (p⃗), S=1, (L3).

(d) Σ̃
(3d)
αβ (p⃗), S=

1

4
, (L3). (e) Σ̃

(3e)
αβ (p⃗), S=1, (L3). (f) Σ̃

(3f)
αβ (p⃗), S=

1

2
, (B3).

(g) Σ̃
(3g)
αβ (p⃗), S=1, (B3). (h) Σ̃

(3h)
αβ (p⃗), S=1, (B3). (i) Σ̃

(3i)
αβ (p⃗), S=2×1, (L3).

(j) Σ̃
(3j)
αβ (p⃗), S=2× 1

2
, (L3). (k) Σ̃

(3k)
αβ (p⃗), S=1, (B3). (l) Σ̃

(3l)
αβ (p⃗), S=2×1, (B3).

(m) Σ̃
(3m)
αβ (p⃗), S=1, (L3). (n) Σ̃

(3n)
αβ (p⃗), S=

1

2
, (L3). (o) Σ̃

(3o)
αβ (p⃗), S=1, (N3).

Figure 1.8: Three-loop flexuron self-energy diagrams and their associated symmetry
factors (S). Momenta arrows have been dropped to keep it light.
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Proceeding along the lines of the one and two-loop cases, i.e., performing carefully the contractions,
reduction, integration, and ε expansion of the 15 diagrams as well as summing all of them together
yields the complete three-loop flexuron self-energy

Σ̃(3)(p2)= Σ̃(3a)(p2)+Σ̃(3b)(p2)+ ···+Σ̃(3o)(p2)

=− e−3εLp

20736(4πM ε)6

[
5

ε3

(
50(5dc+18)b2µ+25(dc+2)(dc+3)b3

+100(dc+18)bµ2+8(dc+10)(dc+15)µ3
)

+
4

18ε2

(
25(565dc+2604)b2µ+50((39dc+265)+442)dcb

3

+20(296dc+2595)bµ2+4((147dc+2105)+5050)dcµ
3
)

− 1

162ε

(
(30375(dc+2)(dc+3)ζ2+2592(171dc+524)ζ3−dc(346320dc+2837779)−5182746)b3

+8(1215(dc+10)(dc+15)ζ2+648(48dc+2669)ζ3−2dc(6516dc+152741)−3328149)µ3

+12(10125(dc+18)ζ2+648(44dc+597)ζ3−144560dc−1933147)bµ2

+6(10125(5dc+18)ζ2+5184(5dc+71)ζ3−516735dc−2336048)b2µ
)
+O(ε0)

]
, (1.106)

where the Lp dependency has been factorized out in a front e−3εLp term for the sake of brevity.
However, it’s worth stressing out that all computations were carried out with explicit Lp terms, such
that their cancellation in the next steps provides a non-trivial check of the computations. Let us also
emphasize that this computation required the computation of a total of ∼ 130000 three-loop integrals
via the techniques of IBP reduction, provided in Appendix A.

We can now compute the three-loop contribution to the field renormalization constant

δZ(3)=K
[
Σ̃(3)

]
+K

[
δZ(2)Σ̃(1)

]
+K

[
δZ(1)Σ̃(2)

]
=− 1

20736(4π)6

[
5

ε3

(
50(5dc+18)b2rµr+100(dc+18)brµ

2
r+25(dc+2)(dc+3)b3r

+8(dc+10)(dc+15)µ3r

)
+

1

18ε2

(
50(311dc−480)b2rµr−20(283dc−3000)brµ

2
r

+25(15d2c−319dc−1060)b3r−8(3dc+5)(37dc−100)µ3r

)
− 1

324ε

(
6
(
18144(5dc+2)ζ3−56445dc+221204

)
b2rµr+12

(
1296(50dc+57)ζ3

−82681dc−108974
)
brµ

2
r−
(
5184(9dc+16)ζ3−41625d2c+180563dc+516252

)
b3r

+8((1395dc−124416ζ3+188605)dc+659664ζ3−652398)µ3r

)
+O(ε0)

]
. (1.107)

And finally computing the three-loop contribution to the renormalized flexuron self-energy

Σ̃(3)
r (p2)= Σ̃(3)−δZ(3)+δZ(2)Σ̃(1)+δZ(1)Σ̃(2)

=
1

13436928(4π)6

[
2((41014512ζ3+816480ζ4−55987200ζ5+7390987)dc

+32(3750624ζ3+10206ζ4−6006960ζ5+1500773))b2rµr

+4((216345168ζ3+583200ζ4−324725760ζ5+75106109)dc+2(82306368ζ3

+332424ζ4−122472000ζ5+27546817))brµ
2
r−((3(54000ζ3+52087)dc−4774032ζ3

+139968ζ4+11876687)dc−12(2260872ζ3−20736ζ4−1658880ζ5−2141599))b3r

−8((3(2160ζ3+7681)dc−243603504ζ3+373248ζ4+369515520ζ5−90673907)dc
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−2(103991040ζ3+989496ζ4−164384640ζ5+44356427))µ3r

−12
(
6(2592(15dc+52)ζ3−108355dc−452468)b2rµr+12(1944(16dc+79)ζ3

−67768dc−483607)brµ
2
r+(2592(51dc+164)ζ3−52065d2c−780274dc−1663086)b3r

−8((2925dc+31104ζ3+12997)dc−796392ζ3+1183509)µ3r

)
Lp

−540
(
30(91dc+632)b2rµr+12(163dc+820)brµ

2
r+5(99d2c+813dc+1532)b3r

+8(3(9dc+91)dc+640)µ3r

)
L2
p+3240

(
50(5dc+18)b2rµr+100(dc+18)brµ

2
r

+25(dc+2)(dc+3)b3r+8(dc+10)(dc+15)µ3r

)
L3
p

]
. (1.108)

Three-loop vertex polarization

Finally, we consider the three-loop vertex self-energy that consist of 11 independent diagrams, all
displayed in figure 1.9 and labeled in alphabetical order from a to k. There are 7 diagrams (a,b,c,f,h,i,j)
of the Ladder (L3) topology, 3 diagrams (d,e,g) of the Benz (B3) topology and one diagram (k) of the
Non-planar (N3) topology. All of them are displayed with their corresponding symmetry factor (S)
that are either 1, 1/2 or 1/4. Moreover, by symmetry, one diagram (f) should be taken into account
twice. We therefore add an explicit factor 2 to its symmetry factor (S).

Proceeding as for the one and two-loop cases, i.e., performing carefully the projections, contrac-
tions, reduction, integration, and the expansion of the 11 diagrams as well as summing all of them
together yields the total result

Π̃
(3)
M (p2)= Π̃

(3a)
M (p2)+Π̃

(3b)
M (p2)+ ···+Π̃

(3k)
M (p2)

=− 5µdce
−3εLp

5184(4πM ε)6

[
1

2ε3

(
5(dc+8)b2+160bµ+4(dc+40)µ2

)
+

1

45ε2

(
5(82dc+739)b2+9830bµ+2(137dc+3250)µ2

)
− 1

8100ε

(
(5dc(6075ζ2+5832ζ3−89497)+30(8100ζ2+15120ζ3−124853))b2

+(240(4050ζ2−25731ζ3−10517)−39200dc)bµ

+(4dc(6075ζ2−81648ζ3+19591)+360(2700ζ2−37404ζ3+21511))µ2
)
+O(ε0)

]
, (1.109a)

Π̃
(3)
N (p2)= Π̃

(3a)
N (p2)+Π̃

(3b)
N (p2)+ ···+Π̃

(3k)
N (p2)

=− 5bdce
−3εLp

5184(4πM ε)6

[
5

4ε3

(
5(dc+8)b2+160bµ+4(dc+40)µ2

)
+

1

36ε2

(
5(209dc+1838)b2+26860bµ+8(91dc+2525)µ2

)
− 1

3240ε

(
(5dc(6075ζ2+23328ζ3−131779)+6(40500ζ2+165024ζ3−827623))b2

+(120(8100ζ2+44280ζ3−126979)−3920dc)bµ

+(4dc(6075ζ2+40824ζ3−118343)+288(3375ζ2+21204ζ3−42083))µ2
)
+O(ε0)

]
, (1.109b)

where, once again, the Lp dependency has been factorized out in a front e−3εLp term for the sake of
brevity, but all computations were carried out with explicit Lp terms, such that their cancellation in
the next steps provides a non-trivial check of the computations. This complete computation required
the use of the ∼ 130000 three-loop integrals computed in the previous section plus ∼ 350000 new ones,
via the techniques of IBP reduction defined in Appendix A.



44 CHAPTER 1. CRITICAL ELASTIC PROPERTIES OF FLAT MEMBRANES

(a) V (3a)
αβγδ(p⃗i), S=

1

2
, (L3). (b) V (3b)

αβγδ(p⃗i), S=1, (L3). (c) V (3c)
αβγδ(p⃗i), S=1, (L3).

(d) V (3d)
αβγδ(p⃗i), S=1, (B3). (e) V (3e)

αβγδ(p⃗i), S=
1

4
, (B3). (f) V (3f)

αβγδ(p⃗i), S=2×1, (L3).

(g) V (3g)
αβγδ(p⃗i), S=1, (B3). (h) V (3h)

αβγδ(p⃗i), S=
1

2
, (L3). (i) V (3i)

αβγδ(p⃗i), S=
1

2
, (L3).

(j) V (3j)
αβγδ(p⃗i), S=

1

2
, (L3). (k) V (3k)

αβγδ(p⃗i), S=
1

2
, (N3).

Figure 1.9: Three-loop vertex self-energy diagrams and their associated symmetry fac-
tors (S). All momentum parametrizations and indices have been dropped to keep it
light. All external momenta p⃗i= {p⃗1,p⃗2,p⃗3,p⃗4} are defined incoming. One might be
tempted to call them TIE diagrams, in reference to the similar-looking ships from Star-
Wars.
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From all the previous results, we can now compute the three-loop contribution to the intermediary
renormalization constants

δZ
(3)
Γµ =−K

[
Π̃

(3)
M

]
+K

[
δZ

(1)
Γµ

Π̃
(2)
M

]
+K

[
δZ

(2)
Γµ

Π̃
(1)
M

]
−K

[
δZ

(1)
Γµ

2
Π̃

(1)
M

]
+2K

[
δZ

(1)
Γµ
δZ

(2)
Γµ

]
−K

[
δZ

(1)
Γµ

3
]

=
dcµ

10368(4π)6

[
1

ε3

(
20(3dc+40)brµr+25(dc+8)b2r+2(dc+10)(3dc+40)µ2r

)
+

1

36ε2

(
4(321dc+9040)brµr+5(167dc+8)b2r+20(313dc+2312)µ2r

)
+

1

648ε

(
32(980dc+2754ζ3+3801)brµr+(34987dc−384(459ζ3−296))b2r

+4(5317dc+80352ζ3+93600)
)
µ2r+O(ε0)

]
, (1.110a)

δZ
(3)
Γb

=−K
[
Π̃

(3)
N

]
+K

[
δZ

(1)
Γb

Π̃
(2)
N

]
+K

[
δZ

(2)
Γb

Π̃
(1)
N

]
−K

[
δZ

(1)
Γb

2
Π̃

(1)
N

]
+2K

[
δZ

(1)
Γb
δZ

(2)
Γb

]
−K

[
δZ

(1)
Γb

3
]

=
dcbr

41472(4π)6

[
25

ε3

(
40(3dc+8)brµr+5(dc+2)(3dc+8)b2r+8(dc+40)µ2r

)
+

25

18ε2

(
4(267dc+224)brµr−(577dc+1576)b2r−4(71dc−728)µ2r

)
+

1

324ε

(
2240(7dc−6(54ζ3+5))brµr+(371495dc−228096ζ3+614832)b2r

+4(87893dc+425088ζ3−248616)µ2r

)
+O(ε0)

]
. (1.110b)

And then computing the three-loop contribution to the renormalization constant of the couplings

δZ(3)
µ = δZ

(3)
Γµ

−2δZ(3)−2δZ(1)δZ
(2)
Γµ

−2δZ(2)δZ
(1)
Γµ

+3δZ(1)2δZ
(1)
Γµ

+6δZ(1)δZ(2)−4δZ(1)3

=
1

10368(4π)6

[
1

ε3

(
100(dc+10)(dc+36)b2rµr+40((3dc+145)dc+1800)brµ

2
r

+125(dc+6)(dc+8)b3r+6(dc+20)3µ3r

)
+

1

36ε2

(
5((257dc+8940)dc−26880)b2rµr+12((107dc+3260)dc+28000)brµ

2
r

+50((15dc−184)dc−2968)b3r+140(dc+20)(13dc+8)µ3r

)
− 1

648ε

(
(20736(61dc+21)ζ3−34987d2c−791004dc+2654448)b2rµr

+8(648(283dc+342)ζ3−3920d2c−263247dc−326922)brµ
2
r

−2(5184(9dc+16)ζ3−41625d2c+180563dc+516252)b3r

+4((263dc−578016ζ3+660820)dc+2638656ζ3−2609592)µ3r

)
+O(ε0)

]
, (1.111a)

δZ
(3)
b = δZ

(3)
Γb

−2δZ(3)−2δZ(1)δZ
(2)
Γb

−2δZ(2)δZ
(1)
Γb

+3δZ(1)2δZ
(1)
Γb

+6δZ(1)δZ(2)−4δZ(1)3

=
1

41472(4π)6

[
5

ε3

(
160(dc(dc+62)+360)brµ

2
r+400((3dc+29)dc+72)b2rµr

+75(dc+4)3b3r+32(dc+30)(dc+40)µ3r

)
+

1

18ε2

(
300((89dc+484)dc−896)b2rµr+20((3972−1021dc)dc+33600)brµ

2
r

−175(dc+4)(61dc+424)b3r−32((111dc+4880)dc−1400)µ3r

)
− 1

324ε

(
8(36288(10dc+3)ζ3−1960d2c−160935dc+663612)b2rµr
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+4(5184(68dc+171)ζ3−87893d2c−743556dc−1307688)brµ
2
r

+(41472(dc−8)ζ3−204995d2c−1337084dc−2065008)b3r

+32((1395dc−124416ζ3+188605)dc+659664ζ3−652398)µ3r

)
+O(ε0)

]
. (1.111b)

All the above results also allow us to compute the three-loop contribution to the R-propagator polar-
ization projections:

Π̃
(3)
M,r(p

2)= Π̃
(3)
M +δZ

(3)
Γµ

−δZ(1)
Γµ

Π̃
(2)
M +

(
δZ

(1)
Γµ

2
−δZ(2)

Γµ

)
Π̃

(1)
M −2δZ

(1)
Γµ
δZ

(2)
Γµ

+δZ
(1)
Γµ

3

=
µrdc

67184640(4π)6

[
8(78783408ζ3dc−77760(1545dc+812)ζ5+29826539dc

+28920240ζ3−165240ζ4+30851634)brµr+(28429488ζ3dc

−622080(63dc+146)ζ5+4895207dc+77296032ζ3+2643840ζ4−11407688)b2r

+4(9(43511376ζ3−66614400ζ5+16738993)dc+8(167805432ζ3−150660ζ4

−275484240ζ5+84287719))µ2r+12

(
80(980dc+53298ζ3−29007)brµr

−5(1296(3dc+92)ζ3−43877dc−367500)b2r

+4(1296(42dc+1835)ζ3−12749dc−2145660)µ2r

)
Lp

−2700

(
(163dc+1968)b2r+2832brµr+4(47dc+96)µ2r

)
L2
p

+32400

(
5(dc+8)b2r+160brµr+4(dc+40)µ2r

)
L3
p

]
, (1.112a)

Π̃
(3)
N,r(p

2)= Π̃
(3)
N +δZ

(3)
Γb

−δZ(1)
Γb

Π̃
(2)
N +

(
δZ

(1)
Γb

2
−δZ(2)

Γb

)
Π̃

(1)
N −2δZ

(1)
Γb
δZ

(2)
Γb

+δZ
(1)
Γb

3

=
brdc

26873856(4π)6

[
64(1235520ζ3dc−77760(24dc+49)ζ5+450089dc

+3847500ζ3+34020ζ4−933261)brµr+(3(930672ζ3+622080ζ5−2835595)dc

+8(4245372ζ3+85536ζ4−2488320ζ5−5320957))b2r+4((144862128ζ3−219749760ζ5

+53345485)dc+8(22129200ζ3−159408ζ4−34972560ζ5+8943373))µ2r

+12

(
160(49dc−23652ζ3+42723)brµr−(5184(15dc+142)ζ3−455545dc

−2844276)b2r−4(1296(21dc+676)ζ3−101047dc−1142832)µ2r

)
Lp

−540

(
5(289dc+2976)b2r+34320brµr+4(361dc+5520)µ2r

)
L2
p

+32400

(
5(dc+8)b2r+160brµr+4(dc+40)µ2r

)
L3
p

]
. (1.112b)
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1.5 Renormalization group and fixed points

In the previous section, we have computed explicitly and exactly up to three-loop order the renormal-
ization constants of the flexuron field and the couplings. In this section, we will use them to derive
the renormalization-group functions of the effective flexural model. To do so, we first derive the beta
functions by solving the system (1.54) up to three-loop order, reading

βµ=−2µrε+
µr(10br+(dc+20)µr)

6(4π)2
+
µr
(
5(15dc−212)b2r+(107dc+1160)brµr+10(13dc+8)µ2r

)
1296(4π)4

− µr
1119744(4π)6

[
2(dc(41625dc−180563)−516252−5184(9dc+16)ζ3)b

3
r

−(dc(34987dc+791004)−2654448−20736(61dc+21)ζ3)b
2
rµr

−(8(dc(3920dc+263247)+326922)−5184(283dc+342)ζ3)brµ
2
r

+4(dc(263dc+660820)−2609592+2592(1018−223dc)ζ3)µ
3
r

]
, (1.113a)

βb=−2brε+
5br(br(dc+4)+8µr)

12(4π)2
−
br
(
5b2r(61dc+424)−10br(89dc+232)µr+8(111dc−20)µ2r

)
2592(4π)4

+
br

2239488(4π)6

[
(7dc(29285dc+191012)+2065008−41472(dc−8)ζ3)b

3
r

+8(5dc(392dc+32187)−663612−36288(10dc+3)ζ3)b
2
rµr

+4(dc(87893dc+743556)+1307688−5184(68dc+171)ζ3)brµ
2
r

−32(5dc(279dc+37721)−652398−1296(96dc−509)ζ3)µ
3
r

]
, (1.113b)

together with the anomalous dimension of the flexuron field

η=
5(br+2µr)

6(4π)2
+
5b2r(15dc−212)+1160brµr+4(20−111dc)µ

2
r

2592(4π)4

+
1

1119744(4π)6

[
(dc(180563−41625dc)+516252+5184(9dc+16)ζ3)b

3
r

+6(56445dc−221204−18144(5dc+2)ζ3)b
2
rµr

+12(82681dc+108974−1296(50dc+57)ζ3)brµ
2
r

−8(5dc(279dc+37721)−652398−1296(96dc−509)ζ3)µ
3
r

]
, (1.114)

which are the main result of this chapter5.

From the β-functions, we may now compute the fixed points up to three-loop by the system
βx(µ

∗,b∗)= 0, x=µ,b. The solving is indeed perturbative, i.e., we suppose an ansatz of the form
µ=µ(1)ε+µ(2)ε2+µ(3)ε3+ ··· and similarly for b, and solve order by order. From one to three-loop
accuracy, there are 4 fixed points, as advertised in the discussion below equation (1.59).

1.5.1 Gaussian fixed point P1

First, the Gaussian fixed point P1 reading

P1 :
µ∗1=0+O(ε4)

b∗1=0+O(ε4)

}
(Gaussian), (1.115)

5We also computed the mass anomalous dimension and checked explicetly that ηm=4−d−η. See footnotes 2 and 3.
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where both couplings are trivial. At this point the theory is completely free, i.e., non-interacting. This
point is twice unstable in the RG flow sense, i.e., the eigenvalues of the stability matrix (1.60) are both
negative, implying that this fixed point is repulsive in all directions as the renormalization flow goes to
lower energies. In this trivial case, the corresponding flexuron anomalous dimension is also vanishing

η(P1)= 0+O(ε4). (1.116)

Indeed, no interaction means no anomalous scaling of the correlation functions, i.e., no critical expo-
nents.

1.5.2 Shearless fixed point P′
2

Second, the shearless fixed point P′
2, reading6

P′
2 : µ∗2=0+O(ε4) (Shearless), (1.117a)

b∗2=(4π)2
[

24ε

5(dc+4)
+

(
96

5(dc+4)3
+

488

75(dc+4)2

)
ε2+

(
768

5(dc+4)5

− 32(10368ζ3−18371)

5625(dc+4)4
+
8(3456ζ3+37643)

5625(dc+4)3
− 81998

3375(dc+4)2

)
ε3+O(ε4)

]
, (1.117b)

with vanishing shear modulus µ∗2 and a non-trivial value for b∗2. The absence of shear is a characteristic
property of fluid membranes, although a dynamical connectivity would also be needed, which is not
the case here [31]. The two-loop order correction to this fixed point has first been computed by Mauri
and Katsnelson [55]. Let us remark that the Poisson ratio is not properly defined for this fixed point
since it reads

ν(P′
2)=

b∗2−µ∗2
b∗2(d−2)+µ∗2

, (1.118)

which is singular as µ∗2→ 0 and d→ 2. As for the eigenvalues of the stability matrix (1.60), it reveals
that it is unstable in the µr direction, and stable in the br direction. The anomalous dimension of the
flexuron field is also non-trivial and reads

η(P′
2)=

4ε

dc+4
+

(
16

(dc+4)3
− 20

3(dc+4)2
+

2

3(dc+4)

)
ε2+

(
128

(dc+4)5
(1.119)

− 16(10368ζ3+2029)

3375(dc+4)4
− 4(5184ζ3+58177)

3375(dc+4)3
+
4(3888ζ3+27239)

3375(dc+4)2
− 37

9(dc+4)

)
ε3+O(ε4).

We then observe an interesting structure in the perturbative series with denominators in powers of
1/(4+dc). Indeed, in the physical case dc=1,

η(P′
2)=

4ε

5
− 2ε2

375
+
(119232ζ3−120079)ε3

2109375
+O(ε4), (1.120)

which mean that each term of the series gets divided by increasing powers of 1/5. Numerically, this
series reads

η(P′
2)= 0.8000ε−0.005333ε2+0.01102ε3+O(ε4), (1.121)

where we indeed observe very small coefficients. Naively, in perturbative multi-loop computations, one
usually expect perturbative series to be manifestly asymptotic. However, in our case, we observe that
the asymptotic nature of the series is alleviated, at least for the first terms, thanks to the apparent
structure in 1/(dc+4), allowing the first terms to be small and in some cases even decreasing. In the

6We recall that we named this fixed point P′
2 instead of simply P2 because this name is reserved for the two-field

case. As we will see in the next chapter, contrary to the other fixed points, P2 in the two-field model does not identify
exactly with P′

2 in the effective flexural model.
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particular case of (1.121) we still observe that the third contribution is twice the second one. Therefore,
we expect the asymptotic nature of the series to manifest at higher orders, such that resummations will
be needed. As we will see in the following, structures in 1/(n+dc) will be also present for the next fixed
points, with bigger values for n, such that the three-loop coefficient will be smaller than the two-loop
one. In this case, we will follow the empiric “Optimal Truncation Rule” that if the first terms of an
asymptotic series are small and decreasing, simply summing them provides a good approximation7 of
the series, see [66]. Indeed, taking raw ε=1, in the series yields successively

η1-loop(P′
2)= 0.8000, η2-loop(P′

2)= 0.7947, η3-loop(P′
2)= 0.8057. (1.122)

The one-loop result has been first obtained in [29], the two-loop result (32 year later) in [47, 55], and
the three-loop result in [1]. The four-loop result is still unknown, since the four-loop study [57] was
carried out in the two-field model, where P2 is different from P′

2.

1.5.3 Infinitely compressible fixed point P3

Third, the infinitely compressible fixed point P3 reading

P3 : µ∗3=(4π)2
[

12ε

dc+20
+

(
1680

(dc+20)3
− 260

3(dc+20)2

)
ε2+

(
470400

(dc+20)5
(1.123a)

+
8(591624ζ3−709633)

9(dc+20)4
− 4(144504ζ3−171025)

27(dc+20)3
+

263

27(dc+20)2

)
ε3+O(ε4)

]
,

b∗3=0+O(ε4) (Infinitely compressible) (1.123b)

with a non-trivial value for the shear modulus µ∗3 but a vanishing coordinate b∗3, i.e., a vanishing
bulk modulus since b∝B=λ+2µ/d. In this case, the invariance under uniform compression can be
interpreted as a conformal invariance [31, 58]. As for the stability, it is once unstable, i.e., attractive
in the µr direction but repulsive in the br direction (which is exactly the opposite of P′

2). Let us also
note that the Poisson ratio is trivial for this fixed point since it reads

ν(P3)=
b∗3−µ∗3

b∗3(d−2)+µ∗3
=−1, (1.124)

in any dimension. This implies that the membrane, in this infinitely compressible phase, exhibits
maximum auxetic properties, i.e., a longitudinal compression of an amount x will result in a transverse
compression of the same amount x.

This infinitely compressible fixed point leads to a non-trivial value for the field anomalous dimen-
sion of the flexuron

η(P3)=
20ε

dc+20
+

(
2800

(dc+20)3
+

1060

3(dc+20)2
− 74

3(dc+20)

)
ε2+

(
784000

(dc+20)5
(1.125)

+
40(591624ζ3−615553)

27(dc+20)4
− 2(1006344ζ3−1024193)

27(dc+20)3
+
2(20736ζ3−17105)

27(dc+20)2
− 155

9(dc+20)

)
ε3+O(ε4),

where the structure in dc now displays denominators in powers of dc+20. We therefore expect the
first terms of the series to be even more convergent than for P′

2. Indeed, in the physical case dc=1, it
reads

η(P3)=
20ε

21
− 94ε2

1323
− (312336ζ3−9011)ε3

5250987
+O(ε4), (1.126)

7We can illustrate that results (1.122) are good approximations by showing that, up to three loops, resummations of
the series (1.121) give results close to the raw ones. As an example, a simple Padé approximant yields either η[2/1](P′

2)=
0.7983, which is very close to (1.122), and η[1/2](P′

2)= 0.8057, where the first four digits are exactly the same as the three-
loop result with raw ε=1. Nevertheless, such oscillating series with small coefficients calls for a four-loop computation
and a resumation with Padé approximant [2/2].
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which numerically reads

η(P3)= 0.9524ε−0.07105ε2−0.06978ε3+O(ε4). (1.127)

This time, the first coefficients of the ε-series are small and decreasing such that taking raw ε=1 gives
a very good approximation8 to the series, i.e., successively

η1-loop(P3)= 0.9524, η2-loop(P3)= 0.8813, η3-loop(P3)= 0.8115. (1.128)

The one-loop result has been first obtained in [29], the two-loop result (32 year later) in [47], and the
three-loop result in [1]. Let us remark that a few months after we released the three-loop result, the
four-loop computation has been achieved (in the equivalent two-field model) in [57], leading to a new
improved value η4-loop(P3)= 0.7368.

1.5.4 Non-trivial fixed point P4

Finally and most importantly, the fourth, nontrivial, fixed point P4 is given by

P4 : µ∗4=(4π)2
[

12ε

dc+24
+

(
1440

(dc+24)3
− 616

5(dc+24)2

)
ε2+

(
345600

(dc+24)5
(1.129a)

+
96(576288ζ3−812161)

125(dc+24)4
− 144(12288ζ3−20401)

125(dc+24)3
− 8168

75(dc+24)2

)
ε3+O(ε4)

]
,

b∗4=(4π)2
[

24ε

5(dc+24)
+

(
576

(dc+24)3
+

1936

25(dc+24)2

)
ε2+

(
138240

(dc+24)5
(1.129b)

+
4416(25056ζ3−31007)

625(dc+24)4
− 48(71136ζ3−163967)

625(dc+24)3
− 77512

375(dc+24)2

)
ε3+O(ε4)

]
,

where both couplings are non-vanishing. This fixed point is fully stable, i.e., attractive in the direction
of µr and br in the RG flow. In that sense, it fully controls the flat phase of the membrane in the long
range. Interestingly, this scale invariant fixed point is belived to be non-conformal [58]. Let us also
remark that at these coordinates, the Poisson ratio perturbatively reads

ν(P4)=
b∗4−µ∗4

b∗4(d−2)+µ∗4
(1.130)

=−1

3
+

(
88

9(dc+24)
− 4

27

)
ε+

(
3520

3(dc+24)3
+
4(288ζ3+4349)

75(dc+24)2
− 1406

135(dc+24)
− 16

243

)
ε2+O(ε3).

However, we cannot do much with this series since numerically it reads

ν(P4)=−1

3

(
1−0.7289ε+0.02006ε2+O(ε3)

)
, (1.131)

which is very hard to estimate in the limit ε→ 1, i.e., we don’t have enough terms for a resummation9.

Let us get back to our main goal, the anomalous dimension of the flexuron, which for this non-
trivial fixed point takes the value

η(P4)=
24ε

dc+24
+

(
2880

(dc+24)3
+

456

(dc+24)2
− 24

(dc+24)

)
ε2+

(
691200

(dc+24)5
(1.132)

8For completeness, resummations of the series (1.126) with simple Padé approximant reads η[1/2](P3)= 0.8257 and
the [2/1] approximant is negative, hence unphysical. See the related footnote 7. Note that at four loops [57], the Padé
approximant behaves badely, reading η[2/2](P3)= 1.8695.

9Another approach is to use a Padé approximant [2/1] ([1/2] is unphysical) directly on the fixed point coordinates
(1.129), yielding at dc=1 and ε=1, the values µ∗[1/2]

4 =64.23, and b
∗[1/2]
4 =51.59 and then ν[1/2](P4)=−0.1968, which

is smaller but quite close to ν=−1/3. Note that the value ν=−1/3 has been obtained at leading order from multiple
approaches, see, e.g., the seminal paper [25], and in some cases is even argued to be exact [37], indicating that in the
end, the contribution of the resummed perturbative series is expected to be small.
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+
576(192096ζ3−234137)

125(dc+24)4
− 8(923616ζ3−1031777)

125(dc+24)3
+
4(86832ζ3−39029)

375(dc+24)2
− 64

3(dc+24)

)
ε3+O(ε4),

where the structure in dc is now in dc+24, which we expect will alleviate even more the asymptotic
aspect of the series. Indeed, in the physical case of codimension dc=1, it reads

η(P4)=
24ε

25
− 144ε2

3125
− 4(1286928ζ3−568241)ε3

146484375
+O(ε4), (1.133)

and numerically,
η(P4)= 0.9600ε−0.04608ε2−0.02673ε3+O(ε4). (1.134)

Again, the first coefficients of the ε-series are small and decreasing and taking raw ε=1 gives a very
good approximation10 to the series, i.e., successively

η1-loop(P4)= 0.9600, η2-loop(P4)= 0.9139, η3-loop(P4)= 0.8872. (1.135)

Similarly to P3, the one-loop result has been first obtained in [29], the two-loop result (32 year later)
in [47], the three-loop result in [1] and a few months after, the four-loop computation has been achieved
(in the two-field model) in [57], yielding a new improved value η4-loop(P4)= 0.8670. Therefore, the
perturbative value for the anomalous stiffness slowly decrease with the loop order. To illustrate this
fact, we provide in figure 1.10 a plot of the values obtained versus the loop order, and provide an
exponential fit to give an estimate of where the value is going at higher-loop order.
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Figure 1.10: Exponential fit on the results found for η(P4) from 1 to 4-loop. The values
seem to slowly converge towards η∞-loop(P4)= 0.8347.

Including the results from 1 to 4 loop order, this gives an estimated value at infinite loop order of

η∞-loop(P4)= 0.8347. (1.136)

This is our best estimate for the anomalous dimension of the flexuron field at the non-trivial fixed
point governing the flat phase.

10For completeness, resummations of the series with simple Padé approximant reads η[1/2](P4)= 0.8904 and η[2/1](P4)=
0.8503. See the related footnote 7. Note also that the four-loop results [57] yields a Padé approximant resummation of
η[2/2] =0.8060.
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1.5.5 Phase diagram

Finally, we provide in figure 1.11 the phase diagram obtained from all previous results. The picture is
basically the same at one, two and three-loop order. The fixed points coordinates vary slightly with
the loop order. P1, P′

2 and P3 stay exactly on the mechanical stability lines imposed by positive shear
modulus µr > 0 and positive bulk modulus br > 0. The scale on the axes is not displayed, as it depends
on the choice of ε used for the plot (the picture is not substantially changed for reasonable values of ε,
i.e., 0.001<ε< 0.8).

P1

P
2



P3

P4

µr

br

Figure 1.11: RG-flow diagram on the plane (µr,br). the mechanical stability of the
model imposes µr > 0 and br > 0. The corresponding non-physical regions are indicated
in red and delimited by the red dashed lines µr =0, br =0, on which lie the fixed points
P1, P′

2 and P3 at all loop orders. This plot has been obtained from the beta functions
(1.113) and remain qualitatively the same for all values 0.001<ε< 0.8.

1.6 Comparisons with other approaches

Let us first recall that all the results that we have obtained so far were limited to a given order in
the loop expansion, but are otherwise exact. In this section, we will use them to benchmark other
results obtained in the literature using self-consistent equations or non-perturbative methods, but still
relying on uncontrolled approximations (such as an ansatz or truncations) in order to perform actual
computations. Here, it should be underlined that we do not pretend that our estimates for physical
quantities at ε=1 should be closer to the experiments than the results obtained via another technique.
However, the perturbative expansions in ε=(4−d)/2 that we obtained in the previous sections are
exact order by order. Therefore, if we take the results of a self-consistent or non-perturbative technique
and re-expand it in ε, we can benchmark it order by order and observe if the corresponding technique
is able to mimic the first terms of the true perturbative expansion given by our results.
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1.6.1 Benchmarking the NPRG approach

We will first focus on the so called Non-Perturbative Renormalization Group (NPRG) technique. This
method is based on solving the exact Wilsonian RG equation controlling the running of an effective
action derived from the model one wants to study [67] (see [68–72] for reviews). For the Wilsonian
equation to be solved, approximations are needed, and the effective action is often truncated in powers
of the field derivatives present in the action, which is called a derivative expansion (see [73–75] for
empirical validations of the method on the Ising model). The advantage of the NPRG is that it leads
to solutions that remain non-perturbative both in ε and dc as well as in the couplings at leading order.
Nevertheless, one should keep in mind that this approach is not exact and is generally approximating
starting at two-loop of the perturbative approaches (as it would require the knowledge of infinite series
in the derivatives [76,77], which can be partially achieved with the use of ansatz [42, 43]).

The renormalization-group functions for the effective flexural model at leading order in the NPRG
technique has been obtained in [41–43]. We take the results of [41] that, in our conventions, reads

βNPRG
µ =µF

(
2µ

d+1

)
, βNPRG

b = bF (b), ηNPRG =
(d+4)Ad

(d+2)(d+4)d2+Ad
, (1.137)

where we defined the temporary functions

F (x)= d−4+2η+
d(d−η+8)dcη

(d+8)(d−η+4)(b+(d−2)µ)
x, Ad=

16(d+1)(b+(d−2)µ)

(4π)d/2Γ(d/2)
. (1.138)

The first approach is to solve the system (βNPRG
µ =βNPRG

b =0) non-perturbatively, i.e., at exactly d=2
and dc=1. This yields two values for the anomalous dimension of the flexuron field, the Gaussian value
ηNPRG =0, and ηNPRG =0.8491, which is the value for non-trivial coordinates of the fixed point, i.e.,
at P4. This value takes into account non-perturbative effects (an infinite number of diagrams) and
in principle should be very precise. However, it relies on uncontrolled approximations and may be
unreliable.

What we can do to increase our trust into this value is to benchmark the NPRG results by
comparing them order by order with our perturbative results, that are exact order by order. We
therefore solve the NPRG system perturbatively, i.e., for d=4−2ε, yielding

ηNPRG(P1)= 0, (1.139a)

ηNPRG(P′
2)=

4ε

dc+4
+

(
8

3(dc+4)3
− 14

3(dc+4)2
+

1

dc+4

)
ε2 (1.139b)

+

(
32

9(dc+4)5
− 76

9(dc+4)4
+

25

3(dc+4)3
− 65

18(dc+4)2
+

1

2(dc+4)

)
ε3+O(ε4),

ηNPRG(P3)=
20ε

dc+20
+

(
1000

3(dc+20)3
+

1330

3(dc+20)2
− 23

dc+20

)
ε2 (1.139c)

+

(
100000

9(dc+20)5
+

204500

9(dc+20)4
+

26365

3(dc+20)3
− 10217

18(dc+20)2
+

7

2(dc+20)

)
ε3+O(ε4),

ηNPRG(P4)=
24ε

dc+24
+

(
576

(dc+24)3
+

504

(dc+24)2
− 22

dc+24

)
ε2 (1.139d)

+

(
27648

(dc+24)5
+

37440

(dc+24)4
+

9192

(dc+24)3
− 546

(dc+24)2
+

4

dc+24

)
ε3+O(ε4).

First, we observe that the NPRG is capable of mimicking accurately the 1/(dc+n) structure previously
observed with n=4,20,24. As for the coefficients, the NPRG is, as expected, exact at one-loop and
for higher orders, is approximating the loop expansion with rationals. Indeed, the true loop expansion,
in dimensional regularization, contains the Riemann Zeta function evaluated at integer values, such as
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ζ3≈ 1.202 at three-loop order. The comparison of NPRG with our work is therefore easier numerically,
and yields up to three-loop order

ηNPRG(P1)= 0, η(P1)= 0, (1.140a)

ηNPRG(P′
2)= 0.8000ε+0.03467ε2+0.00985ε3, η(P′

2)= 0.8000ε−0.00533ε2+0.01102ε3, (1.140b)

ηNPRG(P3)= 0.9524ε−0.05395ε2−0.05192ε3, η(P3)= 0.9524ε−0.07105ε2−0.06978ε3, (1.140c)

ηNPRG(P4)= 0.9600ε−0.03674ε2−0.02663ε3, η(P4)= 0.9600ε−0.04608ε2−0.02673ε3, (1.140d)

where the left part is the NPRG and the right part is our three-loop results that we reproduced for
convenience. On the one hand, we observe that the NPRG fails to properly reproduce the anomalous
dimension of the flexuron field in the case of P′

2. Indeed, the O(ε2) term has the wrong sign and is ∼ 6.5
too large. On the other hand, it is evident that NPRG is very successful to reproduce the true loop
expansion for both P3 and P4. We believe that this success is partially due to the apparent convergent
nature of the first terms of these asymptotic series.

1.6.2 Benchmarking the SCSA approach

We will now proceed with a similar analysis for the results obtained via the so-called Self Consistent
Screening Approximation (SCSA) technique, originally introduced by Bray [78] for the O(N) model
and then applied to membranes by le Doussal and Radzihovsky [40]. The SCSA is based on the
self-consistent solution of the Schwinger-Dyson equations (the equations of motion of the correlation
functions) via successive dressing approximations for the 2-point correlation functions, as well as ne-
glecting the vertex corrections (in the gauge theory language, such an approximation is called the
rainbow approximation). This method is generally employed using the effective flexural action (1.13)
which is more suitable than the two field model (1.9) to establish self-consistent equations.

The SCSA results have been obtained at leading order in [12, 40], and in the conventions of the
current manuscript, are given by the equations

P1 : η=0, (1.141a)
P′
2 : 2F (d,η)−dc=0, (1.141b)

P3 : (d+1)(d−2)F (d,η)−dc=0, (1.141c)
P4 : d(d−1)F (d,η)−dc=0, (1.141d)

that need to be solved for η and where we defined the function

F (d,η)=
Γ(2−η)Γ(2−η/2)Γ(η/2)Γ(η+d)

Γ(2−η−d/2)Γ((4−η+d)/2)Γ((η+d)/2)Γ(η+d/2)
. (1.142)

Solving non-perturbatively these equations leads to the Gaussian value ηSCSA =0 and to the value
ηSCSA =0.8209, which is the self-consistent result at the equivalent of the fixed point P4 where the
fixed point coordinates are non-trivial.

In order to benchmark the SCSA, we then expand in d=4−2ε and solve perturbatively the SCSA
system for each fixed point, in order to check the ability of the SCSA to reproduce the true perturbative
expansion, reading

ηSCSA(P1)= 0, (1.143a)

ηSCSA(P′
2)=

4ε

dc+4
+

(
16

(dc+4)3
− 20

3(dc+4)2
+

2

3(dc+4)

)
ε2

+

(
128

(dc+4)5
+

128

3(dc+4)4
− 400

3(dc+4)3
+

406

9(dc+4)2
− 37

9(dc+4)

)
ε3+O(ε4), (1.143b)
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ηSCSA(P3)=
20ε

dc+20
+

(
2000

(dc+20)3
+

1180

3(dc+20)2
− 74

3(dc+20)

)
ε2

+

(
400000

(dc+20)5
+

584000

3(dc+20)4
− 18720

(dc+20)3
+

6694

9(dc+20)2
− 155

9(dc+20)

)
ε3+O(ε4), (1.143c)

ηSCSA(P4)=
24ε

dc+24
+

(
3456

(dc+24)3
+

432

(dc+24)2
− 24

(dc+24)

)
ε2

+

(
995328

(dc+24)5
+

345600

(dc+24)4
− 35520

(dc+24)3
+

1320

(dc+24)2
− 64

3(dc+24)

)
ε3+O(ε4). (1.143d)

For ease of comparison, we then provide numerically the results of the SCSA, alongside with our results,
yielding, up to three-loop order

ηSCSA(P1)= 0, η(P1)= 0, (1.144a)

ηSCSA(P′
2)= 0.8000ε−0.005333ε2+0.02478ε3, η(P′

2)= 0.8000ε−0.005333ε2+0.01102ε3, (1.144b)

ηSCSA(P3)= 0.9524ε−0.06673ε2−0.05602ε3, η(P3)= 0.9524ε−0.07105ε2−0.06978ε3, (1.144c)

ηSCSA(P4)= 0.9600ε−0.04762ε2−0.02796ε3, η(P4)= 0.9600ε−0.04608ε2−0.02673ε3. (1.144d)

What we observe is that SCSA (on the left) seems very accurate to mimic numerically the true ε
expansion obtained within our study (on the right). The first order is exact, as expected from such a
technique, the second order is very close for both P3 and P4 and even exact for P′

2, and finally, the
three-loop order is very close for both P3 and P4 but still differs by a factor two for P′

2.

Let us note that the results (1.143) can be obtained from our perturbative approach by neglecting
all vertex corrections. To underline this fact, one can add a tracking factor V with V 2=V in front of
each diagram containing a vertex correction. In this case, our perturbative results yields numerically

η(P1)= 0+O(ε4), (1.145a)

η(P′
2)= 0.8000ε−0.005333ε2+(0.02478−0.01376V )ε3+O(ε4), (1.145b)

η(P3)= 0.9524ε−(0.06673+0.004319V )ε2−(0.05602+0.01376V )ε3+O(ε4), (1.145c)

η(P4)= 0.9600ε−(0.04762−0.001536V )ε2−(0.02796−0.001230V )ε3+O(ε4), (1.145d)

which recover the SCSA results if one neglects the vertex corrections (in the limit V =0), and recover
our results if allowing them (in the limit V =1). Each term which is V -independent is then exact in
SCSA. The general results (1.145) also show that vertex correction terms (∝V ) are small, explaining
why SCSA is rather close numerically.

1.6.3 Comparison with large-dc approaches

In this last section, we compare our results to the values obtained from the large-dc approach in the
SCSA technique (recalling that dc=D−d is the codimension of the membrane which is dc=1 in the
physical case D=3, d=2). According to the SCSA approach in large dc [12, 40], the field anomalous
dimension is found to be

ηSCSA(d,dc)=
8

dc

d−1

d+2

Γ(d)

Γ3(d/2)Γ(2−d/2)
+O

(
1/d2c

)
, (1.146)

which is exact for all d, at this order in dc. Moreover, the fixed point correspondence in the conventions
of the current chapter reads

ηSCSA(P1)= 0, (1.147a)

ηSCSA(P′
2)= ηSCSA

(
d,
dcd(d−1)

2

)
, (1.147b)
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ηSCSA(P3)= ηSCSA

(
d,

dcd(d−2)

(d−1)(d+1)

)
, (1.147c)

ηSCSA(P4)= ηSCSA(d,dc). (1.147d)

Upon setting d=4−2ε and expanding up to O(ε3) the large-dc results, it reads

ηSCSA(P1)= 0, (1.148a)

ηSCSA(P′
2)=

1

dc

(
4ε+

2ε2

3
− 37ε3

9
+O(ε4)

)
+O

(
1/d2c

)
, (1.148b)

ηSCSA(P3)=
1

dc

(
20ε− 74ε2

3
− 155ε3

9
+O(ε4)

)
+O

(
1/d2c

)
, (1.148c)

ηSCSA(P4)=
1

dc

(
24ε−24ε2− 64ε3

3
+O(ε4)

)
+O

(
1/d2c

)
. (1.148d)

These results are in perfect accordance with our results, see (1.119), (1.125), (1.132), re-expanded
to the first large-dc order. For example, for P4, it is very easy to see that the series of numbers
{+24,−24,−64/3} exactly corresponds to the last term in 1/(dc+24) at each order of the ε expansion
in our result (1.132). As a conclusion, we note that this comparison has already been done, up to
four loops and in the two-field model framework, in [57] for P3 and P4 only, since the two field model
cannot access P′

2. Therefore the agreement between large-dc expansions and our EFT approach for P′
2

is a new result.

Let us also emphasize that the leading-order result (1.146) yields in d=2, for the fixed point P4,
the value ηSCSA(P4)= 2/dc+O(1/d2c). Moreover, the contribution at order 1/d2c to η at the fixed point
P4 has been computed recently analytically (exactly in d=2) in [36], taking into account beyond-SCSA
contributions, and reads

ηlarge-dc(P4)=
2

dc
+
73−68ζ3
27d2c

+O(1/d2c). (1.149)

Naively, we would expect the large dc approximation combined with (beyond-) SCSA technique to be
very accurate, as it resums an infinite number of diagrams self-consistently. However, very surprisingly,
the series yields numerically the value ηlarge-dc(P4)= 2/dc−0.32/d2c+O(1/d3c), for which, if we set raw
dc=1, reads ηlarge-dc(P4)= 1.68, well over the usual range of results [0.7,0.9]. This series then behaves
very badly compared to the series we obtained in the loop expansion, and definitely needs higher-order
calculations combined with resummations to give a correct estimate of η. Let us also note that the NLO
SCSA result, at 1/d2c , as been obtained semi-analytically in [37] and according to the author yields
ultimately a value of ηNLO

SCSA(P4)= 0.78922(5). However, to our knowledge, this result is not available
analytically, or for all dimension d, so we cannot further compare it with our results. As a conclusive
remark on the large dc approach, let us recall that early computations [31,33] (see also [79]) considered
a large-D approach, which is strictly equivalent to large dc at leading order since dc=D−d, yielding
the result

ηlarge−D(P4)=
2

D
+O(1/D2). (1.150)

The key difference is that this result in the physical case D=3 reads ηlarge−D(P4)= 2/3=0.667, which
is a much better approximation than for the large dc approach. Therefore, it would be interesting
to carry a next-to-leading order computation in a large D limit, though it is unclear if this would be
possible with usual diagrammatic techniques.



1.6. COMPARISONS WITH OTHER APPROACHES 57

1.6.4 Comparison of η(P4) with the literature

As a final summary, we provide the table 1.2 of all the values obtained for the flexuron-field anomalous
dimension, at the non-trivial fixed point P4, over more than three decades of literature in simulations
and theoretical studies of membranes.

η(P4) Method Year/ref

≈ 0.66 Monte Carlo (membrane) 1990 [80] Abraham, Nelson

0.667 Large D (LO) 1988 [31,33] Guitter, et al.

≈ 0.7 Monte Carlo (vesicles) 1991 [81] Komura, Baumgärtner

0.72(4) Monte Carlo (membrane) 1989 [82] Leibler, Maggs

0.75(5) Monte Carlo (membrane) 1990 [83] Guitter et al.

0.750(5) Monte Carlo (membrane) 1996 [49] Bowick et al.

0.789 SCSA (large-dc NLO, semi-numerical) 2009 [37] Gazit

0.795(10) Monte Carlo (graphene) 2013 [50] Tröster

0.806 4-loop (Padé approximant [2/2]) 2021 [57] Pikelner

0.81(3) Monte Carlo (membrane) 1993 [48] Zhang et al.

≈ 0.82 Molecular dynamics simulations 1996 [84] Zhang et al.

≈ 0.82 SCSA (LO, semi-numerical) 2010 [38,39] Zakharchenko et al.

0.821 SCSA (LO, analytical) 1992 [12,40] Le Doussal, Radzihovsky

0.835 1 to 4-loop (exponential fit) 2023 [1, 57] Metayer et al. and Pikelner

0.849 NPRG (analytical) 2009 [41] Kownacki, Mouhanna

≈ 0.85 NPRG (semi-numerical) 2009 [42,43] Braghin, Hasselmann

≈ 0.85 Monte Carlo (graphene) 2009 [51] Los et al.

0.850 3-loop (Padé approximant [2/1]) 2021 [1] Metayer et al.

0.867 4-loop 2021 [57] Pikelner

0.887 3-loop 2021 [1] Metayer et al.

0.890 3-loop (Padé approximant [1/2]) 2021 [1] Metayer et al.

0.90(4) Molecular dynamics simulations 1993 [85] Petsche, Grest

0.914 2-loop 2020 [47] Coquand et al.

0.960 1-loop 1988 [29,32] Aronovitz, Lubensky

1 Mean field 1987 [28] Nelson, Peliti

Table 1.2: Results for the anomalous stiffness of flat membranes, obtained from 1987 to
2023, ranging in the interval [0.7,0.9]. Shaded lines are the multi-loop results explicitly
computed in this chapter. Note that some references evaluated the roughness exponent
(ζ), which we converted to the anomalous stiffness using η=2(1−ζ), see (1.4). Ac-
cording to the multi-loop results, the value to retain is η(P4)= 0.835.
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1.7 Conclusion

In this chapter, we have analytically investigated the flat phase of polymerized membranes at three-loop
order by means of a weak-coupling, perturbative approach. We have determined the RG equations,
the fixed points and the anomalous dimension, η(P4), of the flexuron field, from which all the scalings
of the theory in the IR can be easily derived. Our best result (1.136) reads

η(P4)= 0.8347. (1.151)

A spectacular feature of our perturbative results is the smallness of the coefficients found in the
ε-series, see the series expansion for P′

2 (1.121), P3 (1.127) and P4 (1.134). As can be seen from (1.127)
and (1.134), the coefficients even get smaller with increasing loop order, thus seemingly alleviating
the asymptotic nature of the series, at least up to three loops. The case of (1.121) is particularly
interesting because the first two coefficients are decreasing, but the second one slightly increases. This
is an indication that the asymptotic nature of the series is expected to manifest at higher orders. As
discussed in the main text, the smallness of the coefficients partly originates from the dc structure
of the series. Indeed, all series involve an expansion parameter of the form εl/(n+dc)

2l−1, with l
the loop order and n=4,20,24, which is small in ε=1 and dc=1. Thanks to this property, the first
terms of the series appear to be effectively convergent, allowing us to provide precise estimates for the
critical exponents with few orders and without the need for resummations. Such small and decreasing
coefficients are very rare in field theory.

In this context, another remarkable feature of our results, with respect to the one- and two-
loop order calculations, is that the value found for the three-loop order critical exponent η(P4) in d=2
(without any resummation of the ε-series) is in quantitative agreement with the usually accepted values
from (all orders) non-perturbative methods and various Monte-Carlo simulation methods, see table 1.2.
We also used our (exact order-by-order) results to benchmark several non-perturbative (truncated)
approaches, such as NPRG and SCSA. We observe an order-by-order quantitative agreement between
our perturbative approach and the non-perturbative ones when the later are re-expanded in powers of
ε. We were also able to cross-check our results with the large-dc SCSA approach for arbitrary d, which
is also an exact approach at LO.

Finally, one can note that recent attempts have been made to probe more deeply the non-
perturbative structure of the theory, notably concerning the relation between scale invariance and
conformal symmetry, see [58]. The result is that the scale invariance at the infrared fixed point is not
being promoted to conformal invariance. Therefore, the use of methods such as conformal bootstrap
techniques seems to be excluded.

This chapter was based on the so-called effective flexural theory (EFT). However, let us recall that
the original computations in [1] have been carried out by means of two (equivalent and complementary)
models, the EFT and the so-called two-field model. The latter will be of special interest in the next
chapter, where we will perform similar computations, in the more general disordered case. The clean
case will also be recovered. As we will see in the next chapter, the agreement between the results
obtained from both models shows that we have obtained an unambiguous control of the renormalization
procedure in these theories.
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Chapter 2

Critical elastic properties of disordered flat
membranes

This chapter is partly based on the publication

[3] S. Metayer and D. Mouhanna, Phys. Rev. E 106, 064114,
“Flat phase of quenched disordered membranes at three-loop order”.

We pursue our study of elastic planar systems with a generalization to the case of membranes subject
to quenched disorder, such as partial polymerization or dilution. This is achieved by the introduction
of additional couplings to the disorder and the use of the replica theory. We perform the complete RG
calculation, from one to three loops. We then present the subtle analysis of the phase structure of this
model and confirm the existence of a new non-trivial IR critical fixed point, Pc, seen for the first time
in recent NPRG calculations, controlling a finite disorder and finite temperature wrinkling transition.
Our study confirms the existence of a glassy phase at low temperatures in flat membranes. In such a
state, experimentally accessible and interesting effects occur, such as the modulus of elasticity being
paradoxically increased by the density of defects.
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2.1 Introduction and motivation

Elastic disorder is a phenomenon occurring in crystalline systems, where the lattice structure is not
perfectly ordered but contains defects, such as dislocations, vacancies, or grain boundaries, see figure
2.1 for an illustration of some of them. These defects can cause local variations in the mechanical
properties of the system, especially in two-dimensional systems. The study of elastic disorder has
become increasingly important in recent years for the advancement of planar materials, a remarkable
example being graphene [26]. In the following, we will consider quenched disorder, i.e., frozen defects
that are a background random potential for the thermally fluctuating elastic degrees of freedom. In
other words, the defects are not dynamical, and we average over the possible disorder realizations.

Figure 2.1: a) Interstitial impurity atom, b) Edge dislocation, c) Self interstitial atom,
d) Vacancy, e) Precipitate of impurity atoms, f) Vacancy type dislocation loop, g)
Interstitial type dislocation loop, h) Substitutional impurity atom. Original image
from [86].

Understanding the effects of quenched disorder in the flat phase of polymerized membranes has be-
come a major challenge with, as a priority target, unveiling new phenomena in the physics of graphene
and graphene-like materials [18,26,87–89] going from mechanical ones — e.g., a paradoxical enhance-
ment of elasticity modulus with the density of defects [54] — to electronic ones — e.g., the possibility
to open a tunable band gap [90, 91]. However, the interest for quenched disorder in membranes has
a longer history and goes back to the early experiments of Sackmann et al. [92] followed by those of
Mutz et al. [93] and Chaieb et al. [94–97] on partially polymerized lipid membranes. These authors
have shown that, upon cooling below the melting temperature, these systems undergo a phase transi-
tion from a smooth structure at low-disorder, or equivalently at high polymerization, into a wrinkled
structure at high disorder, or equivalently at low polymerization.

These investigations have stimulated an important theoretical work aiming to identify precisely
the nature of this weakly polymerized wrinkled phase that has been conjectured to coincide with a
glassy phase, a phase mainly controlled by disorder fluctuations. Nelson and Radzihovsky [98, 99],
using a one-loop perturbative approach in the vicinity of the upper critical dimension d=4, have
shown the irrelevance of a disorder acting only on the internal metric of the membrane. They have
shown that the renormalization group (RG) flow was driven toward the disorder-free fixed point, called
P4 (studied perturbatively in the previous chapter), identified by Aronovitz and Lubensky [29] in their
early RG approach of pure membranes. This result has then been confirmed by Radzihovsky and
Le Doussal [100] in the context of a leading order self-consistent screening approximation (SCSA).
Morse et al. [101,102] have then extended the one-loop study of Nelson and Radzihovsky by adding a
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curvature disorder with the metric disorder. They have confirmed the irrelevance of the disorder below
d=4 and discovered a new vanishing-temperature fixed point, called P5. This fixed point has been
identified, within the one-loop computation of Morse et al., as being stable with respect to the disorders
but unstable in the direction associated with the temperature, making the fixed point P5 non-pertinent
in the prospect of a glassy phase. These works have then been followed by a new approach relying on
the use of the so-called non-perturbative renormalization group (NPRG) by Coquand et al. [103] on
the metric/curvature-disordered model initially considered by Morse et al. [101,102]. A striking result
obtained by means of this approach [103] is the discovery of a finite-temperature, finite-disorder, critical
fixed point Pc, unstable with respect to the temperature, making the vanishing temperature fixed point
P5 fully attractive at sufficiently low temperatures. This approach has, thus, confirmed theoretically the
possibility of a whole glassy phase at low temperatures in quenched disordered membranes. Moreover,
the various scaling laws observed by Chaieb et al. [94–97] in their investigations of partially polymerized
lipid membranes have been qualitatively and quantitatively explained [104] on the basis of the analysis
performed in [103].

Although convincing, the NPRG approach of Coquand et al. [103] has happened to be at odds
with the results obtained from the SCSA approach of Le Doussal and Radzihovsky [12] that includes
both metric and curvature disorders and in which the critical fixed point Pc is missing. This is notably
for this reason that recently, a two-loop order perturbative approach in the vicinity of d=4 has been
performed by Coquand and Mouhanna [56], following the early one-loop order computation of Morse et
al. [101,102] and the two and three-loop order ones performed on disorder-free membranes, extensively
described in the previous chapter. This approach has confirmed the existence of a critical fixed point
Pc associated with a phase transition between a high-temperature phase1 controlled by the disorder-
free fixed point P4 and a low-temperature phase controlled by the vanishing-temperature, infinite-
disorder, fixed point P5. However, this approach was not conclusive as it led to an indeterminacy
of the coordinates of the various fixed points P5 and Pc as well as of the corresponding anomalous
dimensions.

In order to clarify this situation, our work [3] investigates the flat phase of quenched disorder
membranes by means of a three-loop computation in the vicinity of d=4, following the very recent
approach that we performed in the pure case [2]; see also [105] for a four-loop computation in the pure
case. We showed that the indeterminacy discussed above was associated with an incorrect expression
for the RG function of the curvature disorder. We provided the correct expressions of the RG functions
at three-loop order and determined all physical quantities up to order ε3 without ambiguity. Our results
confirmed, within the perturbative context, the existence of a new fixed point Pc in the flat phase of
quenched polymerized membranes, even if it is found to be marginally — to order O(ε2) — stable in
contradiction with the result of the NPRG approach. However, the anomalous dimensions computed
at the various fixed points P5 and Pc are in strong agreement with those predicted within the NPRG
approach.

In the rest of this chapter, we provide a technical review on the perturbative loop computation
performed in [3], at one, two and three loops. We first introduce the disordered version of the two-field
model described early in the previous chapter. We also introduce all the machinery necessary to assess
the critical exponents, such as the replica formalism and the technicalities induced by the disorder.
We then proceed to a complete analytical calculation of the RG functions up to three loops. This
allows us to discuss the various fixed points of the theory. First, we recover the pure (or equivalently
clean or non-disordered) results of the previous chapter by means of the two-field model, which is an
independent approach. Then, we extract the two relevant fixed points including disorder, P5 and Pc.
We compute all the associated anomalous dimensions and provide the phase diagram of the theory. We
then proceed in benchmarking the NPRG [103], as well as the small coupling SCSA [12] results. We
also show accordance with the large-dc (∀d) LO results obtained in [12]. Note that the NLO large-dc
has been performed in [106], but in d=2 so that direct comparison is not possible.

1This phase should not be confused with the high-temperature, crumpled, phase of membranes.
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2.2 Disordered flat membranes model

2.2.1 Disordered model

In this section, we derive a disordered version of the two field model introduced in the previous chapter.
For convenience, we reproduce here the clean (non-disordered) action (1.9)

S[u⃗,h⃗] =

∫
ddx

[
κ

2
(∂2hα)

2+
λ

2
T 2
aa+µT

2
ab

]
, (2.1)

where the strain tensor reads
Tab≈

1

2
(∂aub+∂bua+∂ahα∂bhα). (2.2)

We recall that this action describes a d-dimensional flat membrane fluctuating in a biggerD-dimensional
space, i.e., with codimension dc=D−d. The action (2.1) is made of two independent fields, the flex-
uron (or height) field h(x), controlling the transversal modes of the membrane, as well as the phonon
field u(x), controlling the in-plane modes. The pure action (2.1), has two couplings, that are also the
two elastic moduli, λ the first Lamé parameter and µ, the shear modulus. It also contains the bending
rigidity κ as an additional parameter. However, it is irrelevant, as it can be absorbed in a redefinition
of the fields and couplings.

We will now add disorder to this model. In a crystalline membrane context, this can be understood
as defects from partial polymerization. This generates several kinds of anomalies in the lattice structure
like dislocations and disclinations, see figure 2.1. In a continuous field theory model, to account for the
possible defects in the membrane lattice, we introduce additional random fields. First, a local random
curvature c(x) coupled to the height field as well as a local random stress s(x), coupled to the strain
tensor. This yields to the most general action for a membrane subject to short-range disorder [101,102]

S[u⃗,h⃗] =

∫
ddx

[
κ

2
(∂2hα)

2+
λ

2
T 2
aa+µT

2
ab

−κ∂2hαcα−λsaaTbb−2µsabTab

]
. (2.3)

We then need to average over the possible realizations of disorder, i.e., over the random fields c(x) and
s(x). For simplicity, we take them as quenched2 Gaussian distribution with zero mean, defined by the
variances

cα(x)cβ(y)=∆κδαβδ(x−y), (2.4a)

sab(x)scd(y)= (∆λδabδcd+∆µ(δacδbd+δadδbc))δ(x−y), (2.4b)

where overbars denote averages over disorder realizations. The newly introduced parameters ∆x are
the variances associated with the elastic parameters x. Then, we want to perform the average directly
at the level of the action, or more precisely, the partition function. This procedure (see, e.g., the review
part of [12] for a derivation) implies a Gaussian average over the log of the partition function Z, i.e.,
logZ, which is very hard to compute. To simplify it, we then use the common formula

logZ = lim
n→0

Zn−1

n
, (2.5)

and then assume that n is an integer, which is equivalent to averaging over n replicas of the system.
This is known as the replica trick, see, e.g., the textbook [107]. Concretely, it implies the introduction
of an extra replica index for each field of the theory, reading

ui→uAi and hα→hAα with A=1,2,...,n and n→ 0. (2.6)
2According to [12], an unquenched (therefore dynamical, also called “annealed”) disorder can be shown to be irrelevant

in the RG sense, since it leads to only non-singular renormalization of the elastic coefficients.
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The strain tensor (2.2) is then promoted to

TAab≈
1

2

(
∂au

A
b +∂bu

A
a +∂ah

A
α∂bh

A
α

)
. (2.7)

Note that the replica index A is not contracted in the last term! Therefore, the usual Einstein con-
vention (not showing the sum symbol for indices appearing twice) is not reasonable for replica indices.
After averaging over the quenched random Gaussian field, the action reads

S[u⃗,h⃗] =

∫
ddx

[∑
A

[
κ

2
(∂2hAα )

2+
λ

2
(TAaa)

2+µ(TAab)
2

]

+
∑
AB

[
∆κ

2
∂2hAα∂

2hBα +
∆λ

2
TAaaT

A
bb+∆µT

A
abT

B
ab

]]
, (2.8)

where the summations over replica indices (A, B,...) are indicated, while the Einstein convention is
understood for space indices (a, b,...) and co-space indices (α, β,...). At this stage, it is important to
summarize the parameters at play in this model, and underline some of their features,

Fields:

{
h ≡ Flexuron field,
u ≡ Phonon field,

(2.9a)

Couplings:


λ ≡ 1st Lamé parameter,
∆λ≡ Elastic disorder variance,
µ ≡ Shear modulus (2nd Lamé parameter),
∆µ≡ Shear disorder variance,

(2.9b)

Parameters:

{
κ ≡ Bending rigidity (not renormalizing),
∆κ≡ Curvature disorder variance.

(2.9c)

The action (2.8) is then made of 2 fields and 4 couplings as well as two parameters and is a massless
derivative field theory. The fate of the parameters κ and ∆κ is worth a little discussion. On the
one hand, as for the pure case, the bending rigidity κ does not renormalize and, in principle, can be
absorbed by a redefinition of the couplings and fields (which we won’t do until the very end of the
chapter). On the other hand, the curvature disorder variance ∆κ do renormalize. This parameter has
no straightforward equivalent in the high energy physics language. First, it is not a mass, because it is
dimensionless, and will enter the results of the anomalous dimensions (the minimal subtraction scheme
prevent dimensionful parameters to appear in the anomalous dimensions, but not the dimensionless
ones). Second, it is not a coupling, because we won’t consider it as small in the loop expansion and
because its energy dimension is exactly zero (whilst a renormalized coupling has dimension M2ε with
M the renormalization scale). In this sense, it is similar to a gauge-fixing parameter in a gauge theory.
We will simply call ∆κ, or more precisely ∆κr, a running parameter. Note also that the temperature
has been absorbed in a redefinition of the parameters, see, e.g., [101,102]. The scaling of the parameters
with the temperature T then yields x∼T and ∆x∼ 1/T with x=κ,λ,µ.

Going further, the action (2.8) can be re-written in a more compact form

S[u⃗,h⃗] =

∫
ddx

∑
AB

[
1

2
κAB− ∂2hAα∂

2hBα +
1

2
λAB− TAaaT

B
bb +µ

AB
− TAabT

B
ab

]
, (2.10)

with the tensorial parameters

κAB− =κδAB−∆κJ
AB, (2.11a)

µAB− =µδAB−∆µJ
AB, (2.11b)



66 CHAPTER 2. CRITICAL ELASTIC PROPERTIES OF DISORDERED FLAT MEMBRANES

λAB− =λδAB−∆λJ
AB, (2.11c)

where we introduced two tensors, δAB the identity matrix and JAB, a matrix where every entry is
equal to one, both of size nimesn, i.e., formally

JAB =1 ∀A,B and δAB =

{
1 if A=B

0 otherwise
. (2.12a)

In this form, the compact disordered action (2.10) is very similar to the pure (non-disordered) one
(2.1) with all quantities generalized with replica indices. More generally, we define the six tensorial
parameters

αAB± =αδAB±∆αJ
AB α∈{µ,λ,κ}. (2.13)

Note that their inverse are useful and easy to derive, reading

(αAB± )−1=
1

α
δAB−±∆α

α2
JAB α∈{µ,λ,κ}. (2.14)

To summarize all the indices at play in this model, we also provide the Table 2.1.

alphabet index physical limit tensorial basis

space Latin {a,b,c,...}=1,2,..,d 4−2ε= d→ 2 {P ∥
ab(p),P

⊥
ab(p)}

co-space Greek {α,β,γ,...}=1,2,...,dc D−d= dc→ 1 {δαβ}
replica caps Latin {A,B,C,...}=1,2,...,n n→ 0 {δAB,JAB}

Table 2.1: Summary of the index content for the model (2.10) (d-dimensional quenched
disordered membrane embedded in a D-dimensional space, i.e., with codimension dc=
D−d).

2.2.2 Scalings and exponents in the IR

Due to the use of the replica trick, the correlation functions, compared to the clean case, are promoted
to tensorial quantities. Therefore, the exponents characterizing in the clean case the scaling of the
two point correlation functions for the flexuron and the phonon, η and ηu, now need a disordered
counterpart, that we name η′ and η′u. The scaling in the IR is then parameterized as

⟨hAr (p)hBr (−p)⟩ ∼ c1δ
ABp−(4−η)+c2J

ABp−(4−η′), (2.15a)

⟨uAr (p)uBr (−p)⟩ ∼ c3δ
ABp−(2+ηu)+c4J

ABp−(2+η′u), (2.15b)

where ci are coefficient functions independent of the momentum p. Like in the clean case, the exponents
η
(′)
u and η(′) are related by Ward identities [101,102]

ηu=4−d−2η, (2.16a)
η′u=4−d−2η′, (2.16b)

so that we can focus only on the determination of η and η′. More precisely, instead of η′, we will focus
on the quantity

ϕ= η′−η, (2.17)

which is very useful to characterize what are the dominant fluctuations depending on its sign

ϕ> 0 ≡ Thermal fluctuations dominates (Clean phase), (2.18a)
ϕ< 0 ≡ Disorder fluctuations dominates (Glassy phase), (2.18b)
ϕ=0 ≡ Both thermal and disorder fluctuations coexist (Marginal phase). (2.18c)

In the rest of this chapter, we will focus on the determination, at different fixed points, of η and ϕ,
since these two anomalous dimensions are enough to compute all the critical exponents of the theory.
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2.2.3 Replica algebra

Since sums over replica indices have to be specified, for the tensors δ and J , we will distinguish two
algebras. First, in the unsummed case

δABδAB = δAB, JABJAB = JAB, δABJAB = δAB, (2.19a)

δAB = δBA, JAB = JBA, δAA= JAA=1, (2.19b)

and second, in the summed case∑
C

δACδCB = δAB,
∑
C

JACJCB =nJAB,
∑
C

δACJCB = JAB, (2.20a)∑
A

δAA=n,
∑
A

JAA=n,
∑
A

1=n. (2.20b)

Although these rules look quite trivial, during the computations one can encounter confusing contrac-
tions, such as∑
A

JABJABJAD,
∑
AB

δABδACδAD,
∑
AB

δABJACδADJAD,
∑
A

JAB(δAC+JAC)JAD, etc.

(2.21)
In that case, an efficient way to perform the replica algebra is to

0) Apply the unsummed algebra (2.19) at all steps of the calculation.

1) Expand the expression fully to avoid any ambiguity.

2) Contract all the δ’s with the rule
∑
A

δABF (A)=F (B) with F (X) any tensor containing

(possibly multiple times) the index X.

3) Contract all the J ’s with the rule
∑
A

JABF ∝n=0 assuming F is a tensor that does not

contain any index A on a δ, i.e., δAX .

Following this procedure, the examples showed in (2.21) reads∑
A

JABJABJAD
0)
=
∑
A

JABJAD
3)
=0, (2.22a)

∑
AB

δABδACδAD
2)
=
∑
B

δBCδBD
2)
= δCD, (2.22b)

∑
AB

δABJACδADJAD
0)
=
∑
AB

δABJACδAD
2)
= JDC , (2.22c)

∑
A

JAB(δAC+JAC)JAD
1)
=
∑
A

JABδACJAD+
∑
A

JABJACJAD = ...= JBCJCD. (2.22d)

2.2.4 Feynman rules

The Feynman rules for the model (2.8) can be derived using the usual functional derivative formula

⟨ϕ1(p⃗1)···ϕn(p⃗n)⟩0=
δnS[ϕ]

δϕ1(p⃗1)···δϕn(p⃗n)
with ϕ≡{u,h}, (2.23)
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The free flexuron propagator reads

S
AB(0)
αβ (p⃗)= ⟨hAα (p⃗)hBβ (−p⃗)⟩0=

p⃗
α A β B =

δαβ
p4

κAB+
κ2

. (2.24)

The free phonon propagator is given by

D
AB(0)
ab (p⃗)= ⟨uAa (p⃗)uBb (−p⃗)⟩0=

p⃗
a A b B =

1

p2

(
µAB+
µ2

P⊥
ab(p⃗)+

λAB+ +2µAB+
(λ+2µ)2

P
∥
ab(p⃗)

)
,

(2.25)
where the standard transverse and longitudinal projectors are defined, as usual, as

P
(⊥)
ab (p⃗)= δab−

papb
p2

, P
(∥)
ab (p⃗)=

papb
p2

. (2.26)

The 3-point phonon-flexuron vertex is given by (vertex factor 1/2)

Γ
ABC(0)
αβ c (p⃗1,p⃗2,p⃗3)= ⟨hAα (p⃗1)hBβ (p⃗2)uCc (p⃗3)⟩0

= −→
p⃗3

c C

β B p⃗2

α A p⃗1

=−iδαβδ
BC
[
µAB− (p⃗3 · p⃗1 pc2+ p⃗3 · p⃗2 pc1)+λAB− p⃗1 · p⃗2 pc3

]
.

(2.27)

Note that the replica index B is indeed not contracted! The 4-point (fully symmetrized) flexuron
vertex yields (vertex factor 1/4!= 1/24)

Γ
ABCD(0)
αβγδ (p⃗1,...,p⃗4)=⟨hAα (p⃗1)hBβ (p⃗2)hCγ (p⃗3)hDδ (p⃗4)⟩0 (2.28)

=

β B p⃗2

α A p⃗1

γ C p⃗3

δ D p⃗4

=−λAC− δABδCDδαβδγδp⃗1 · p⃗2 p⃗3 · p⃗4−λAB− δACδBDδαγδβδp⃗1 · p⃗3 p⃗2 · p⃗4
−λAB− δADδBCδαδδβγ p⃗1 · p⃗4 p⃗2 · p⃗3
−µAC− δABδCDδαβδγδp⃗1 · p⃗3 p⃗2 · p⃗4−µAC− δABδCDδαβδγδp⃗1 · p⃗4 p⃗2 · p⃗3
−µAB− δACδBDδαγδβδp⃗1 · p⃗2 p⃗3 · p⃗4−µAB− δACδBDδαγδβδp⃗1 · p⃗4 p⃗2 · p⃗3
−µAB− δADδBCδαδδβγ p⃗1 · p⃗2 p⃗3 · p⃗4−µAB− δADδBCδαδδβγ p⃗1 · p⃗3 p⃗2 · p⃗4,

where all momenta are defined ingoing, such that p⃗1+ p⃗2=−p⃗3− p⃗4. Again, note that the replica
indices repeated over are not contracted.

As a final remark, it has to be underlined that the subcase of non-disordered membranes can
obviously be recovered by removing all replica indices as well as taking the limit δAB→ 1 and JAB→ 0,
which amount to take αAB± →α for the parameters α= {κ,µ,λ}. Equivalently, it can be achieved by
setting all the disorder variances to zero, i.e., ∆µ=∆λ=∆κ=0. In this limit, we obtain the pure
two-field model. In principle, we should recover the results of the previous chapter, carried out with
the equivalent pure effective flexural model.
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2.2.5 Dyson equations for the flexuron and phonon fields

Turning on interactions, the two Dyson equations for the flexuron and phonon fields, with all indices,
read3

SABαβ (p⃗)=S
AB(0)
αβ (p⃗)+SAC(0)

αγ (p⃗)ΣCDγδ (p⃗)SDBδβ (p⃗), (2.29a)

DAB
ab (p⃗)=D

AB(0)
ab (p⃗)+DAC(0)

ac (p⃗)ΠCDcd (p⃗)DDB
db (p⃗), (2.29b)

where ΣABαβ (p⃗) is the 1-particle irreducible flexuron self-energy and ΠABab (p⃗) the 1-particle irreducible
phonon polarization. It is convenient to decompose these self-energies in a way consistent with the
tensorial structure of the propagators. Let us first settle the notations. For an arbitrary tensor F with
two indices (a,b) or (α,β) or (A,B), its respective decompositions (we also provide the inverses for
convenience) reads

Fαβ =Fδαβ, (Fαβ)
−1=

1

F
δαβ, (2.30a)

Fab=F⊥P
⊥
ab+F∥P

∥
ab, (Fab)

−1=
1

F⊥
P⊥
ab+

1

F∥
P

∥
ab, (2.30b)

FAB =Fδδ
AB+FJJ

AB, (FAB)−1=
1

Fδ
δAB− FJ

F 2
δ

JAB, (2.30c)

where {F,F⊥,F∥,Fδ,FJ} are scalar functions. In the case where a double pair of indices is present, a
double decomposition is performed using the same notations. Therefore, for the flexuron propagator
and its self-energy, their decomposition leads to

SABαβ = δαβS
AB with SAB =Sδδ

AB+SJJ
AB, (2.31a)

ΣABαβ = δαβΣ
AB with ΣAB =Σδδ

AB+ΣJJ
AB, (2.31b)

where we dropped the momentum dependence. Similarly, for the phonon propagator and its polariza-
tion, the decompositions read

DAB
ab =DAB

⊥ P⊥
ab+D

AB
∥ P

∥
ab with

{
DAB

⊥ =D⊥
δ δ

AB+D⊥
J J

AB

DAB
∥ =D

∥
δδ
AB+D

∥
JJ

AB
, (2.32a)

ΠABab =ΠAB⊥ P⊥
ab+ΠAB∥ P

∥
ab with

{
ΠAB⊥ =Π⊥

δ δ
AB+Π⊥

J J
AB

ΠAB∥ =Π
∥
δδ
AB+Π

∥
JJ

AB
. (2.32b)

Therefore, we are left with 6 scalar quantities to be computed {Σδ,ΣJ ,Π⊥
δ ,Π

⊥
J ,Π

∥
δ ,Π

∥
J} respectively from

the 6 propagators {Sδ,SJ ,D⊥
δ ,D

⊥
J ,D

∥
δ ,D

∥
J}. These will then be used to determine the renormalization

of the 6 quantities4 {h,∆κ,µ,∆µ,λ,∆λ}, where we recall that h is the flexuron field. We can now derive
the scalar Dyson equations for the flexuron propagator

Sδ(p⃗)=
1

p4κ−Σδ(p2)
, SJ(p⃗)=

1

−p4∆κ−ΣJ(p2)
, (2.33)

and for the phonon propagator

D⊥
δ (p⃗)=

1

p2µ−Π⊥
δ (p

2)
, D⊥

J (p⃗)=
1

−p2∆µ−Π⊥
J (p

2)
, (2.34a)

D
∥
δ (p⃗)=

1

p2(λ+2µ)−Π
∥
δ(p

2)
, D

∥
J(p⃗)=

1

−p2(∆λ+2∆µ)−Π
∥
J(p

2)
. (2.34b)

3The Dyson equations for the vertex parts won’t be considered since the field and coupling renormalization can be
determined only from (2.29), i.e., from the 2-point functions.

4The phonon field u is not in the list because it renormalizes with the same function as h. The bending rigidity κ is
neither in the list because it does not renormalize.
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2.2.6 Renormalization conventions

We are now in a position to introduce the renormalization constants associated with the model (2.8)

u=Zur, h=Z1/2hr, (2.35a)

∆κ=Z∆κ∆κr, α=ZαM
2εαr ∀α= {µ,∆µ,λ,∆λ}, (2.35b)

where we dropped field indices for shortness and where the subscript r denotes renormalized quantities.
The renormalization scale, M , has been introduced in such a way that the couplings αr are dimension-
less in d=4−2ε dimensions. Note that ∆κ plays a very special role as it does not need the introduction
of a renormalization scale. In that sense, ∆κ does not play the special role of a coupling. We recall
that the renormalization scale M is related to the corresponding parameter M in the modified minimal
subtraction (MS) scheme with the help of

M
2
=4πe−γEM2, (2.36)

where γE is Euler’s constant. In the MS scheme, the renormalization constants take the form of a
Laurent series in ε

Zx(αr,∆κr)= 1+δZx(αr,∆κr)= 1+

∞∑
l=1

l∑
j=1

Z(l,j)
x (αr,∆κr)

1

εj
, (2.37)

where x∈{αr,∆κr}= {µr,∆µr,λr,∆λr,∆κr}. Moreover, the Zx do not depend on momentum (or mass,
which is absent in the present model) and the dependence on M is only through αr and ∆κr. So the Zx
functions depend only on αr(M), ∆κr(M) and ε. They also relate renormalized and bare propagators
as follows

Sx(p⃗;α,∆κ)=Z(αr,∆κr)Sx(p⃗;αr,∆κr,M), with Sx= {Sδ,SJ}, (2.38a)

Dx(p⃗;α,∆κ)=Z(αr,∆κr)Dx(p⃗;αr,∆κr,M), with Dx= {D⊥
δ ,D

⊥
J ,D

∥
δ ,D

∥
J}, (2.38b)

where the bare propagators do not depend on M . Notice that, due to rotational symmetry, the two
fields u⃗ and h⃗ renormalize with the same Z.

We can now establish the relations needed in order to determine the 6 renormalization constants
{Z,Z∆κ ,Zµ,Z∆µ ,Zλ,Z∆λ} from the 6 self-energies and polarizations {Σδ,ΣJ ,Π⊥

δ ,Π
⊥
J ,Π

∥
δ ,Π

∥
J}. Along

the lines of the procedure detailed in the previous chapter, we derive from the renormalization con-
ventions (2.35) and the Dyson equations (2.33) and (2.34), all the renormalized self-energies and
polarizations of the model, reading

Σδr = p4(1−Z)κ+ZΣδ, (2.39a)

ΣJr =−p4(1−ZZ∆κ)∆κr+ZΣJ , (2.39b)

Π⊥
δr = p2(1−M2εZµZ

2)µr+Z
2Π⊥

δ , (2.39c)

Π⊥
Jr =−p2(1−M2εZ∆µZ

2)∆µr+Z
2Π⊥

J , (2.39d)

Π
∥
δr = p2

[
(λr+2µr)−(Zλλr+2Zµµr)M

2εZ2
]
+Z2Π

∥
δ , (2.39e)

Π
∥
Jr =−p2

[
(∆λr+2∆µr)−(Z∆λ∆λr+2Z∆µ∆µr)M

2εZ2
]
+Z2Π

∥
J . (2.39f)

Applying the pole operator K on these relations yields the following renormalization identities

Z : K
[
(Σ̃δ−1)Z

]
=0 with Σ̃δ =

Σδ
p4κ

, (2.40a)

Z∆κ : K
[
(Σ̃J+Z∆κ)Z

]
=0 with Σ̃J =

ΣJ
p4∆κr

, (2.40b)
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Zµ : K
[
(Π̃⊥

δ −M2εZµ)Z
2
]
=0 with Π̃⊥

δ =
Π⊥
δ

p2µr
, (2.40c)

Z∆µ : K
[
(Π̃⊥

J +M2εZ∆µ)Z
2
]
=0 with Π̃⊥

J =
Π⊥
J

p2∆µr
, (2.40d)

Zλ : K
[(

Π̃
∥
δ−M

2εZλλr+2Zµµr
λr+2µr

)
Z2

]
=0 with Π̃

∥
δ =

Π
∥
δ

p2(λr+2µr)
, (2.40e)

Z∆λ : K
[(

Π̃
∥
J+M

2εZ∆λ∆λr+2Z∆µ∆µr

∆λr+2∆µr

)
Z2

]
=0 with Π̃

∥
J =

Π
∥
J

p2(∆λr+2∆µr)
, (2.40f)

where we indicated which relation is used to derive which Zx. Notice that all tilde self-energies and po-
larization {Σ̃δ,Σ̃J ,Π̃⊥

δ ,Π̃
⊥
J ,Π̃

∥
δ ,Π̃

∥
J} are now logarithmic and conveniently related to the renormalization

constants Zx.

Once all the renormalization constant are computed, one can use them to derive the renormalization-
group functions. There are 6 of them. First, 4 beta functions associated with the four couplings
{µ,∆µ,λ,∆λ}. Second, 2 anomalous dimensions associated respectively with the flexuron field h and
the disorder parameter ∆κ. Let us first focus on the beta functions, reading

βα=
dαr

dlogM
=−2εαr−αr

dlogZα
dlogM

, α∈{µ,∆µ,λ,∆λ}, (2.41)

where we recall that only renormalized parameters (with subscript r) depend on M . In order to
compute these beta functions, let us recall that the differentiation can be expanded such that

dlogf

dlogM
=
∑
α

dαr
dlogM

df

dαr
=
∑
α

βα
dlogf

dαr
, (2.42)

so that the βα form a linear system to be solved, and the solution is conveniently written in the matrix
form

βµ
β∆µ
βλ
β∆λ

=−2ε


µ∂̄µµZµ µ∂̄∆µZµ µ∂̄λZµ µ∂̄∆λZµ
∆µ∂̄µZ∆µ ∆µ∂̄∆µ∆µZ∆µ ∆µ∂̄λZ∆µ ∆µ∂̄∆λZ∆µ

λ∂̄µZλ λ∂̄∆µZλ λ∂̄λλZλ λ∂̄∆λZλ
∆λ∂̄µZ∆λ ∆λ∂̄∆µZ∆λ ∆λ∂̄λZ∆λ ∆λ∂̄∆λ∆λZ∆λ


−1

r


µ
∆µ

λ
∆λ


r

, (2.43)

using the temporary notation ∂̄x= ∂ log/∂x as well as assuming that the subscript r apply to all the
quantities of the corresponding matrix.

Finally, the anomalous dimensions of the flexuron (height) field h and the disorder parameter ∆κ

reads
η=

dlogZ

dlogM
, ϕ=−dlogZ∆κ

dlogM
, (2.44)

that can be conveniently computed using (2.42) once the beta functions have been computed.

In summary, the procedure is exactly the same as in the previous chapter, with three times as
many quantities. Indeed, in order to characterize the renormalized quantities {hr,∆κr ,µr,∆µr ,λr,∆λr}
we want to compute their respective renormalization-group functions {η,ϕ,βµ,β∆µ ,βλ,β∆λ}. This is
achieved by a study of the 2-point correlation functions {Sδ,SJ ,D⊥

δ ,D
⊥
J ,D

∥
δ ,D

∥
J}, or more specifically

their respective self-energies and polarizations {Σδ,ΣJ ,Π⊥
δ ,Π

⊥
J ,Π

∥
δ ,Π

∥
J} and their pole structure, em-

bedded in the renormalization constants {Z,Z∆κ ,Zµ,Z∆µ ,Zλ,Z∆λ}.
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2.3 Perturbative calculations up to three loops

In this section, we compute all the Feynman diagrams necessary at one, two, and three loops, to
evaluate later all the RG functions of the model (2.8). Since the computations are extremely lengthy,
we will briefly sketch the derivation at one loop, give only the final results at two loops, and at three
loops, only display the diagrams that we computed. All these computations have been carried out in
a completely automated way.

2.3.1 One-loop analysis

At one loop, the two-point flexuron self-energy has only one diagrammatic contribution, with symmetry
factor 1, reading

Σ
AB(1)
αβ =

p⃗ p⃗− k⃗

k⃗

α A β B (2.45)

=1×M2ε

∫
[ddk]

∑
CDEF

Γ
BCF (0)
βγ f (−p⃗,p⃗− k⃗,k⃗)DEF (0)

ef (k⃗)Γ
ADE(0)
αδ e (p⃗,k⃗− p⃗,−k⃗)SDC(0)

γδ (p⃗− k⃗).

Its computation is not conceptually complicated, but it is lengthy. After caring out carefully all the
algebra as well as removing all the vanishing integrals, its expression takes a surprisingly simple form
reading

Σ
AB(1)
αβ = p4M2εδαβ

(
X1δ

AB+X2J
AB
)(
p4j(d,p⃗,2,2)−8p2j(d,p⃗,2,1)+4j(d,p⃗,1,1)

)
, (2.46)

where j(d,p⃗,α,β) is the one-loop integral defined in Appendix A, and where

X1=
κ∆µ

(
λ2+2λµ+2µ2

)
+µ(κµ∆λ−(∆κ+κ)(λ+µ)(λ+2µ))

4κ2(λ+2µ)2
, (2.47a)

X2=
∆κ

(
λ2∆µ+µ(µ∆λ+2∆µ(λ+µ))

)
4κ2(λ+2µ)2

. (2.47b)

After IBP reduction, it further simplifies to

Σ
AB(1)
αβ = p4M2εδαβ

(
X1δ

AB+X2J
AB
)
(d−2)(d+1)j(d,p⃗,1,1), (2.48)

from which we can easily extract the two scalar parts, and expand in series around d=4−2ε, reading

Σ
(1)
δ =

X1p
4

(4π)2

(
p2

M
2

)ε[
10

ε
+6+

(
16− 5π2

6

)
ε+O

(
ε2
)]
, (2.49a)

Σ
(1)
J =

X2p
4

(4π)2

(
p2

M
2

)ε[
10

ε
+6+

(
16− 5π2

6

)
ε+O

(
ε2
)]
. (2.49b)

We now turn to the evaluation of the phonon polarization at one loop. It also yields a single
diagram, with symmetry factor 1/2, defined as

Π
AB(1)
ab =

p

k

k−p

a A b B (2.50a)
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=
1

2
×M2ε

∫
[ddk]

∑
CDEF

Γ
CDB(0)
γδ b (p⃗− k⃗,k⃗,−p⃗)SFD(0)

τδ (k⃗)ΓEFA(0)ρτ a (k⃗− p⃗,−k⃗,p⃗)SCE(0)
γρ (k⃗− p⃗).

This diagram contains open momentum indices (a,b), so it needs to be projected right away to obtain
scalar integrals. Using the projectors (2.26), the transverse and longitudinal parts reads

Π
AB(1)
⊥ =

dc
d−1

p2M2ε(Y1δ
AB+Y2J

AB)j(d,p⃗,1,1), (2.51a)

Π
AB(1)
∥ = dcp

2M2ε

[(
Y7p

4j(d,p⃗,2,2)+Y5p
2j(d,p⃗,2,1)+Y3j(d,p⃗,1,1)

)
δAB

+
(
Y8p

4j(d,p⃗,2,2)+Y6p
2j(d,p⃗,2,1)+Y4j(d,p⃗,1,1)

)
JAB

]
, (2.51b)

where we used the eight temporary polynomials

4κ3Y1=µ2(2∆κ+κ), 4κ4Y2=µ
(
∆κ2µ−2∆µκ(2∆κ+κ)

)
,

4κ3Y3=(2∆κ+κ)
(
λ2+2λµ+2µ2

)
, 2κ3Y5=−λ(2∆κ+κ)(λ+µ), 8κ3Y7=(2∆κ+κ)(λ+µ)2,

4κ4Y4=∆κ2λ2+2∆κ2λµ+2∆κ2µ2−2κλ(2∆κ+κ)(∆λ+∆µ)−2κµ(2∆κ+κ)(∆λ+2∆µ),

2κ4Y6=−∆κ2λ(λ+µ)+2∆κκ(∆λ(2λ+µ)+∆µλ)+κ2(∆λ(2λ+µ)+∆µλ),

8κ4Y8=(λ+µ)
(
∆κ2(λ+µ)−4∆κκ(∆λ+∆µ)−2κ2(∆λ+∆µ)

)
. (2.52)

As we can see, the longitudinal part of the polarization is highly non-trivial as soon as one loop. Indeed,
as opposed to the transverse part, the polynomials do not factorize nicely. This will be the case for the
vast majority of the diagrams beyond one loop. Going further, after IBP reduction, the polarization
projections read

Π
AB(1)
⊥ =

dc
d−1

p2M2ε(Y1δ
AB+Y2J

AB)j(d,p⃗,1,1), (2.53a)

Π
AB(1)
∥ = dcp

2M2ε
(
((d−3)((d−6)Y7−Y5)+Y3)δAB+((d−3)((d−6)Y8−Y6)+Y4)JAB

)
j(d,p⃗,1,1),

(2.53b)

which, once expanded in d=4−2ε reads

Π
⊥(1)
δ =

Y1dcp
2

(4π)2

(
p2

M
2

)ε[
1

3ε
+
8

9
+

(
52

27
− π2

36

)
ε+O

(
ε2
)]
, (2.54a)

Π
⊥(1)
J =

Y2dcp
2

(4π)2

(
p2

M
2

)ε[
1

3ε
+
8

9
+

(
52

27
− π2

36

)
ε+O

(
ε2
)]
, (2.54b)

Π
∥(1)
δ =

dcp
2

(4π)2

(
p2

M
2

)ε[
Y3−Y5−2Y7

ε
+2(Y3−Y7)+

1

12
ε
(
π2(Y5+2Y7)−

(
π2−48

)
Y3
)
+O

(
ε2
)]
, (2.54c)

Π
∥(1)
J =

dcp
2

(4π)2

(
p2

M
2

)ε[
Y4−Y6−2Y8

ε
+2(Y4−Y8)+

1

12
ε
(
π2(Y6+2Y8)−

(
π2−48

)
Y4
)
+O

(
ε2
)]
. (2.54d)

As we can see, the polynomials Yx contribute differently at each order of the ε-expansion. Therefore,
the calculation of the integrals cannot be separated from the tensorial contractions generating the
polynomials Yx (unlike, e.g., in QCD, where one may compute the integrals and the color factors
independently).
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2.3.2 Two-loop analysis

At two loops, the flexuron self-energy has five contributions represented by the diagrams in figure 2.2.

(a) Σ̃
(2a)
αβ , S=1. (b) Σ̃

(2b)
αβ , S=1. (c) Σ̃

(2c)
αβ , S=

1

2
.

(d) Σ̃
(2d)
αβ , S=2×

1

2
. (e) Σ̃

(2e)
αβ , S=

1

6
.

Figure 2.2: Two-loop flexuron self-energy diagrams and their symmetry factors (S).

At this point, we won’t give any details of the derivation and just provide the results obtained
after computing and summing all the diagrams. We will use the notations

Tn=
(p2)n/2

48(4π)4κ6(λ+2µ)n

(
p2

M
2

)2ε

, αlmnijk =λiµjκk∆l
λ∆

m
µ ∆

n
κ. (2.55)

First, the δAB part yields

Σ
(2)
δ =

5κT4
ε2

[
12(dc+10)α000

062+(44dc+360)α000
152+(63dc+390)α000

242+36(dc+5)α000
332+(7dc+30)α000

422

+36(dc+10)α001
061+12(11dc+90)α001

151+9(21dc+130)α001
241+108(dc+5)α001

331+(21dc+90)α001
421

+(36dc+240)α002
060+(132dc+720)α002

150+(189dc+780)α002
240+36(3dc+10)α002

330+(21dc+60)α002
420

−24(dc+10)α010
052−(68dc+600)α010

142−(76dc+600)α010
232−4(13dc+75)α010

322−2(7dc+30)α010
412

−48(dc+10)α011
051−8(17dc+150)α011

141−8(19dc+150)α011
231−8(13dc+75)α011

321−4(7dc+30)α011
411

−20(dc+6)α100
052−10(5dc+18)α100

142−20(dc+3)α100
232−40(dc+6)α101

051−20(5dc+18)α101
141−40(dc+3)α101

231

+120α020
042+240α020

132+240α020
222+120α020

312+30α020
402+120α110

042+120α110
132+60α110

222+30α200
042

]
+
κT4
6ε

[
(756dc+4240)α000

062+(2532dc+13440)α000
152+(3129dc+15940)α000

242+(1608dc+7980)α000
332

+(291dc+1420)α000
422+(2268dc+12720)α001

061+(7596dc+40320)α001
151+(9387dc+47820)α001

241

+36(134dc+665)α001
331+(873dc+4260)α001

421+36(63dc+250)α002
060+36(211dc+810)α002

150

+(9387dc+35730)α002
240+72(67dc+255)α002

330+9(97dc+370)α002
420−8(189dc+1060)α010

052

−4(1011dc+5480)α010
142−4(1077dc+5660)α010

232−4(624dc+3145)α010
322−(582dc+2840)α010

412

−16(189dc+1060)α011
051−8(1011dc+5480)α011

141−8(1077dc+5660)α011
231−8(624dc+3145)α011

321

−4(291dc+1420)α011
411−20(51dc+248)α100

052−30(65dc+308)α100
142−20(36dc+169)α100

232

−40(51dc+248)α101
051−60(65dc+308)α101

141−40(36dc+169)α101
231+4240α020

042+8480α020
132

+8840α020
222+4600α020

312+1420α020
402+4960α110

042+4960α110
132+3380α110

222+2140α200
042

]
. (2.56)

Second, the JAB part yields

Σ
(2)
J =

5∆κT4
ε2

[
12dcα

002
060+44dcα

002
150+63dcα

002
240+36dcα

002
330+7dcα

002
420−24(dc+10)α010

052
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−(68dc+600)α010
142−(76dc+600)α010

232−4(13dc+75)α010
322−2(7dc+30)α010

412−48(dc+5)α011
051

−8(17dc+75)α011
141−8(19dc+75)α011

231−4(26dc+75)α011
321−4(7dc+15)α011

411−20(dc+6)α100
052

−10(5dc+18)α100
142−20(dc+3)α100

232−40(dc+3)α101
051−20(5dc+9)α101

141−20(2dc+3)α101
231

+360α020
042+720α020

132+720α020
222+360α020

312+90α020
402+360α110

042+360α110
132+180α110

222+90α200
042

]
+
∆κT4
6ε

[
(756dc+520)α002

060+(2532dc+2280)α002
150+7(447dc+550)α002

240+24(67dc+100)α002
330

+(291dc+490)α002
420−8(189dc+1060)α010

052−4(1011dc+5480)α010
142−4(1077dc+5660)α010

232

−4(624dc+3145)α010
322−(582dc+2840)α010

412−112(27dc+85)α011
051−8(1011dc+3155)α011

141

−8(1077dc+3335)α011
231−52(96dc+305)α011

321−4(291dc+955)α011
411−20(51dc+248)α100

052

−30(65dc+308)α100
142−20(36dc+169)α100

232−40(51dc+155)α101
051−300(13dc+43)α101

141

−20(72dc+245)α101
231+12720α020

042+25440α020
132+26520α020

222+13800α020
312+4260α020

402

+14880α110
042+14880α110

132+10140α110
222+6420α200

042

]
. (2.57)

Let us discuss briefly the notation αlmnijk =λiµjκk∆l
λ∆

m
µ ∆

n
κ. First, we recall that the loop expansion

is performed into the couplings only, i.e., α= {λ,µ,∆λ,∆µ}, which excludes κ and ∆κ. Therefore, the
two indices {k,n} does not count for the expansion. It is apparent in (2.56) and (2.57) since the order of
the coupling in the expansion is 6, and we factorized a term (λ+2µ)4 in T4 so that the resulting order
is indeed 2, as expected from a two-loop expansion. Let us also note that, by construction of αlmnijk ,
only terms with the same total number of indices (i+j+k+ l+m+n), as well as the same number
of coupling indices (i+j+ l+m), and the same number of parameter indices (k+n) can appear next
to each other at a given order in the expansion. Interestingly, if we set a= i+j+ l+m and b= k+n,
for a given tuple a,b, there is a total of (b+1)(1+a)(2+a)(3+a)/6 possible terms. Taking (2.56) as
an example, the order in the couplings is i+j+ l+m=6 and the order in the parameters is k+n=2.
This gives a total number of possible term of 252, although we observe an effective number of terms
of 40. This is partially because the amount of disorder is always reduced, so that the sum l+m will
never exceed 2, taking this into account, the number of possible terms simply yields (b+1)(1+3a),
which is 57 for our example, much closer to 40. The takeaway of this little discussion is that for a
given αlmnijk =λiµjκk∆l

λ∆
m
µ ∆

n
κ, the number of terms is of the order of (i+j+ l+m+1)(1+3(k+n)).

We now move on to the two-loop polarization of the phonon. It has three contributions, displayed
in figure 2.3.

(a) Σ̃
(2a)
αβ , S=1. (b) Σ̃

(2b)
αβ , S=

1

2
. (c) Σ̃

(2c)
αβ , S=

1

4
.

Figure 2.3: Two-loop phonon polarization diagrams and their symmetry factors (S).

All computations done, we obtain the following results. First for the transverse δAB part

Π
⊥(2)
δ =−dcµ

2T2
3ε2

[
4(dc+15)α000

032+(4dc+90)α000
122+(dc+30)α000

212+16(dc+15)α001
031

+8(2dc+45)α001
121+4(dc+30)α001

211+4(4dc+45)α002
030+(16dc+270)α002

120+(4dc+90)α002
210

−60α010
022−60α010

112−30α010
202−240α011

021−240α011
111−120α011

201−30α100
022−120α101

021

]
− dcµ

2T2
18ε

[
2(64dc+733)α000

032+(128dc+2199)α000
122+(32dc+733)α000

212+8(64dc+733)α001
031
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+(512dc+8796)α001
121+4(32dc+733)α001

211+(512dc+4388)α002
030+(512dc+6582)α002

120

+(128dc+2194)α002
210−1466α010

022−1466α010
112−733α010

202−5864α011
021−5864α011

111−2932α011
201

−733α100
022−2932α101

021

]
. (2.58)

Then, for the transverse JAB part

Π
⊥(2)
J =

dcµT2
3κε2

[
−8(dc+15)α002

041−4(2dc+45)α002
131−2(dc+30)α002

221−8(2dc+15)α003
040

−4(4dc+45)α003
130−4(dc+15)α003

220+12(dc+10)α010
033+12(dc+15)α010

123+3(dc+20)α010
213

+48(dc+10)α011
032+48(dc+15)α011

122+12(dc+20)α011
212+(48dc+540)α012

031+48(dc+15)α012
121

+6(2dc+45)α012
211−120α020

023−120α020
113−60α020

203−480α021
022−480α021

112−240α021
202+90α102

031

−60α110
023−240α111

022

]
+
dcµT2
9κε

[
−2(64dc+733)α002

041−(128dc+2199)α002
131−(32dc+733)α002

221−16(16dc+91)α003
040

−8(32dc+273)α003
130−8(8dc+91)α003

220+2(96dc+733)α010
033+3(64dc+733)α010

123+(48dc+733)α010
213

+8(96dc+733)α011
032+(768dc+8796)α011

122+4(48dc+733)α011
212+(768dc+6582)α012

031

+(768dc+8776)α012
121+(192dc+3291)α012

211−1466α020
023−1466α020

113−733α020
203−5864α021

022−5864α021
112

−2932α021
202+1097α102

031−733α110
023−2932α111

022

]
. (2.59)

Then, the longitudinal δAB part

Π
∥(2)
δ =−dcT2

ε2

[
(8dc+60)α000

052+(44dc+210)α000
142+110(dc+3)α000

232+3(43dc+80)α000
322

+(66dc+60)α000
412+12dcα

000
502+(32dc+240)α001

051+(176dc+840)α001
141+440(dc+3)α001

231

+(516dc+960)α001
321+(264dc+240)α001

411+48dcα
001
501+4(8dc+45)α002

050+(176dc+630)α002
140

+110(4dc+9)α002
230+(516dc+720)α002

320+(264dc+180)α002
410+48dcα

002
500−60α010

042−180α010
132−270α010

222

−180α010
312−60α010

402−240α011
041−720α011

131−1080α011
221−720α011

311−240α011
401−30α100

042−60α100
132−60α100

222

−120α101
041−240α101

131−240α101
221

]
+
dcT2
6ε

[
−2(100dc+923)α000

052−(632dc+4101)α000
142−(1130dc+3893)α000

232

−36(29dc+59)α000
322−18(25dc+27)α000

412−72dcα
000
502−8(100dc+923)α001

051−4(632dc+4101)α001
141

−4(1130dc+3893)α001
231−144(29dc+59)α001

321−72(25dc+27)α001
411−288dcα

001
501−(800dc+5668)α002

050

−2(1264dc+6519)α002
140−2(2260dc+6547)α002

230−36(116dc+207)α002
320−72(25dc+24)α002

410−288dcα
002
500

+1846α010
042+3178α010

132+3227α010
222+1638α010

312+486α010
402+7384α011

041+12712α011
131+12908α011

221

+6552α011
311+1944α011

401+923α100
042+666α100

132+486α100
222+3692α101

041+2664α101
131+1944α101

221

]
. (2.60)

And finally, the longitudinal JAB part

Π
∥(2)
J =−dcT2

κε2

[
8(2dc+15)α002

051+(88dc+420)α002
141+220(dc+3)α002

231+6(43dc+80)α002
321

+(132dc+120)α002
411+24dcα

002
501+8(4dc+15)α003

050+(176dc+420)α003
140+220(2dc+3)α003

230

+(516dc+480)α003
320+24(11dc+5)α003

410+48dcα
003
500−24(dc+5)α010

043−12(8dc+25)α010
133−30(5dc+8)α010

223

−30(3dc+2)α010
313−18dcα

010
403−96(dc+5)α011

042−48(8dc+25)α011
132−120(5dc+8)α011

222−120(3dc+2)α011
312

−72dcα
011
402−12(8dc+45)α012

041−96(4dc+15)α012
131−30(20dc+51)α012

221−360(dc+2)α012
311−36(2dc+5)α012

401

+120α020
033+240α020

123+180α020
213+60α020

303+480α021
032+960α021

122+720α021
212+240α021

302−12(3dc+10)α100
043
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−60(3dc+7)α100
133−3(99dc+140)α100

223−60(3dc+2)α100
313−36dcα

100
403−48(3dc+10)α101

042

−240(3dc+7)α101
132−12(99dc+140)α101

222−240(3dc+2)α101
312−144dcα

101
402−18(8dc+25)α102

041

−720(dc+2)α102
131−36(33dc+40)α102

221−360(2dc+1)α102
311−144dcα

102
401+180α110

033+420α110
123+300α110

213

+120α110
303+720α111

032+1680α111
122+1200α111

212+480α111
302+60α200

033+120α200
123+240α201

032+480α201
122

]
+
dcT2
3κε

[
−2(100dc+923)α002

051+(−632dc−4101)α002
141+(−1130dc−3893)α002

231−36(29dc+59)α002
321

−18(25dc+27)α002
411−72dcα

002
501−8(50dc+247)α003

050−4(316dc+1209)α003
140−4(565dc+1327)α003

230

−36(58dc+89)α003
320−36(25dc+21)α003

410−144dcα
003
500+(300dc+1846)α010

043+(732dc+3435)α010
133

+(831dc+1922)α010
223+9(48dc+37)α010

313+81dcα
010
403+8(150dc+923)α011

042+(2928dc+13740)α011
132

+(3324dc+7688)α011
222+36(48dc+37)α011

312+324dcα
011
402+(1200dc+8502)α012

041+16(183dc+992)α012
131

+(3324dc+11649)α012
221+108(16dc+37)α012

311+108(3dc+8)α012
401−1846α020

033−2512α020
123−1589α020

213

−333α020
303−7384α021

032−10048α021
122−6356α021

212−1332α021
302+(216dc+666)α100

043+27(32dc+73)α100
133

+9(126dc+199)α100
223+54(11dc+9)α100

313+108dcα
100
403+72(12dc+37)α101

042+108(32dc+73)α101
132

+(4536dc+7164)α101
222+216(11dc+9)α101

312+432dcα
101
402+(864dc+3685)α102

041+216(16dc+37)α102
131

+378(12dc+19)α102
221+216(11dc+8)α102

311+432dcα
102
401−1589α110

033−1971α110
123−1305α110

213

−486α110
303−6356α111

032−7884α111
122−5220α111

212−1944α111
302−333α200

033−486α200
123−1332α201

032−1944α201
122

]
.

(2.61)

2.3.3 Three-loop analysis

At three loops, the computation, as well as the results in themselves, are extremely lengthy (each result
well over a page) so that we won’t display any of them. We simply provide the diagrams that we have
computed with similar techniques.

For the flexuron self-energy at three loops, it has 32 distinct contributions. All the diagrams are
provided in figure 2.4. As for the topologies, it contains 23 Ladder (L3), 8 Benz (B3) topology, and 1
non-planar (N3). Similarly, the three-loop phonon polarization has 19 contributions. All the diagrams
are provided in figure 2.5. It contains 13 L3 topologies, 5 B3 and a single N3. See Appendix A for
details on these topologies, and why it is important to distinguish them.

After full computation and summation, we obtain the results (not displayed) for

Σ
(3)
δ , Σ

(3)
J , Π

⊥(3)
δ , Π

⊥(3)
J , Π

∥(3)
δ , Π

∥(3)
J . (2.62)

See the diagrams on next pages.
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(a) Σ̃(3a)
αβ , S=1, (L3) (b) Σ̃(3b)

αβ , S=
1

2
, (L3) (c) Σ̃(3c)

αβ , S=1, (L3) (d) Σ̃(3d)
αβ , S=1, (L3)

(e) Σ̃(3e)
αβ , S=

1

4
, (L3) (f) Σ̃(3f)

αβ , S=1, (B3) (g) Σ̃(3g)
αβ , S=

1

2
, (B3) (h) Σ̃(3h)

αβ , S=1, (B3)

(i) Σ̃(3i)
αβ , S=2× 1

2
, (L3) (j) Σ̃(3j)

αβ , S=2×1, (L3) (k) Σ̃(3k)
αβ , S=2×1, (B3) (l) Σ̃(3l)

αβ , S=1, (B3)

(m) Σ̃(3m)
αβ , S=1, (L3) (n) Σ̃(3n)

αβ , S=
1

2
, (L3) (o) Σ̃(3o)

αβ , S=1, (N3) (p) Σ̃(3p)
αβ , S=

1

4
, (L3)

(q) Σ̃(3q)
αβ , S=2× 1

2
, (L3) (r) Σ̃(3r)

αβ , S=2× 1

2
, (L3) (s) Σ̃(3s)

αβ , S=1, (L3) (t) Σ̃(3t)
αβ , S=2× 1

2
, (L3)

(u) Σ̃(3u)
αβ , S=2× 1

2
, (L3) (v) Σ̃(3v)

αβ , S=2×1, (B3) (w) Σ̃(3w)
αβ , S=2× 1

4
, (L3) (x) Σ̃(3x)

αβ , S=2× 1

2
, (B3)

(y) Σ̃(3y)
αβ , S=2×1, (L3) (z) Σ̃(3z)

αβ , S=
1

6
, (L3) (aa) Σ̃(3aa)

αβ , S=2× 1

4
, (L3) (ab) Σ̃(3ab)

αβ , S=2× 1

2
, (L3)

(ac) Σ̃(3ac)
αβ , S=

1

2
, (L3) (ad) Σ̃(3ad)

αβ , S=
1

4
, (L3) (ae) Σ̃(3ae)

αβ , S=
1

2
, (B3) (af) Σ̃(3af)

αβ , S=
1

4
, (L3)

Figure 2.4: Three-loop self-energies for the flexuron propagator.
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(a) Σ̃
(3a)
αβ , S=1, (L3) (b) Σ̃

(3b)
αβ , S=

1

2
, (L3) (c) Σ̃

(3c)
αβ , S=1, (L3) (d) Σ̃

(3d)
αβ , S=1, (B3)

(e) Σ̃
(3e)
αβ , S=

1

4
, (B3) (f) Σ̃

(3f)
αβ , S=2×1, (L3) (g) Σ̃

(3g)
αβ , S=1, (B3) (h) Σ̃

(3h)
αβ , S=

1

2
, (L3)

(i) Σ̃
(3i)
αβ , S=

1

2
, (L3) (j) Σ̃

(3j)
αβ , S=

1

2
, (L3) (k) Σ̃

(3k)
αβ , S=

1

2
, (N3) (l) Σ̃

(3l)
αβ , S=2× 1

2
, (L3)

(m) Σ̃
(3m)
αβ , S=2× 1

4
, (L3) (n) Σ̃

(3n)
αβ , S=

1

2
, (B3) (o) Σ̃

(3o)
αβ , S=1, (B3) (p) Σ̃

(3p)
αβ , S=2× 1

2
, (L3)

(q) Σ̃
(3q)
αβ , S=

1

6
, (L3) (r) Σ̃

(3r)
αβ , S=

1

8
, (L3) (s) Σ̃

(3s)
αβ , S=

1

4
, (L3)

Figure 2.5: Three-loop polarizations for the photon propagator.
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2.4 Renormalization group

2.4.1 Renormalization constant derivation

We are now in position to compute the renormalization constants, directly from the diagrammatic
results of the previous section. First, we parameterize the renormalization constants as

Z =1+δZ(1)+δZ(2)+δZ(3)+ ··· (2.63a)

Z∆κ =1+δZ
(1)
∆κ

+δZ
(2)
∆κ

+δZ
(3)
∆κ

+ ··· (2.63b)

Zµ=1+δZ(1)
µ +δZ(2)

µ +δZ(3)
µ + ··· (2.63c)

Z∆µ =1+δZ
(1)
∆µ

+δZ
(2)
∆µ

+δZ
(3)
∆µ

+ ··· (2.63d)

Zλ=1+δZ
(1)
λ +δZ

(2)
λ +δZ

(3)
λ + ··· (2.63e)

Z∆λ =1+δZ
(1)
∆λ

+δZ
(2)
∆λ

+δZ
(3)
∆λ

+ ··· (2.63f)

Then, from the renormalization identities (2.40), it yields at one loop

δZ(1)=K(Σ̃
(1)
δ ), (2.64a)

δZ
(1)
∆κ

=−δZ(1)−K(Σ̃
(1)
J ), (2.64b)

δZ(1)
µ =−2δZ(1)+K(Π̃

⊥(1)
δ ), (2.64c)

δZ
(1)
∆µ

=−2δZ(1)−K(Π̃
⊥(1)
J ), (2.64d)

δZ
(1)
λ =

1

λr

[
arK(Π̃

∥(1)
δ )−2arδZ

(1)−2µrδZ
(1)
µ

]
, (2.64e)

δZ
(1)
∆λ

=− 1

∆λr

[
∆arK(Π̃

∥(1)
J )+2∆arδZ

(1)+2∆µrδZ
(1)
∆µ

]
, (2.64f)

where ar =λr+2µr and ∆ar =∆λr+2∆µr and obviously, K(δZx)= δZx for any Zx. Then at two loops

δZ(2)=K(δZ(1)Σ̃
(1)
δ )+K(Σ̃

(2)
δ ), (2.65a)

δZ
(2)
∆κ

=−δZ(2)−K(δZ(1)δZ
(1)
∆κ

)−K(δZ(1)Σ̃
(1)
J )−K(Σ̃

(2)
J ), (2.65b)

δZ(2)
µ =−K(δZ(1)2)−2δZ(2)−2K(δZ(1)δZ(1)

µ )+2K(δZ(1)Π̃
⊥(1)
δ )+K(Π̃

⊥(2)
δ ), (2.65c)

δZ
(2)
∆µ

=−K(δZ(1)2)−2δZ(2)−2K(δZ(1)δZ
(1)
∆µ

)−2K(δZ(1)Π̃
⊥(1)
J )−K(Π̃

⊥(2)
J ), (2.65d)

δZ
(2)
λ =

1

λr

[
−arK(δZ(1)2)−2arδZ

(2)−2µrδZ
(2)
µ −4µrK(δZ(1)δZ(1)

µ )

−2λrK(δZ(1)δZ
(1)
λ )+2arK(δZ(1)Π̃

∥(1)
δ )+arK(Π̃

∥(2)
δ )

]
, (2.65e)

δZ
(2)
∆λ

=
1

∆λr

[
−∆arK(δZ(1)2)−2∆arδZ

(2)−2∆µrδZ
(2)
∆µ

−4∆µrK(δZ(1)δZ
(1)
∆µ

)

−2∆λrK(δZ(1)δZ
(1)
∆λ

)−2∆arK(δZ(1)Π̃
∥(1)
J )−∆arK(Π̃

∥(2)
J )

]
. (2.65f)

And finally, at three loops

δZ(3)=K(δZ(1)Σ̃
(2)
δ )+K(δZ(2)Σ̃

(1)
δ )+K(Σ̃

(3)
δ ), (2.66a)

δZ
(3)
∆κ

=−δZ(3)−K(δZ(1)δZ
(2)
∆κ

)−K(δZ(1)Σ̃
(2)
J )−K(δZ(2)δZ

(1)
∆κ

)−K(δZ(2)Σ̃
(1)
J )−K(Σ̃

(3)
J )

δZ(3)
µ =−2δZ(3)−K(δZ(1)2δZ(1)

µ )+K(δZ(1)2Π̃
⊥(1)
δ )−2K(δZ(1)δZ(2))

−2K(δZ(1)δZ(2)
µ )+2K(δZ(1)Π̃

⊥(2)
δ )−2K(δZ(2)δZ(1)

µ )+2K(δZ(2)Π̃
⊥(1)
δ )+K(Π̃

⊥(3)
δ ), (2.66b)
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δZ
(3)
∆µ

=−K(δZ(1)2δZ
(1)
∆µ

)−K(δZ(1)2Π̃
⊥(1)
J )−2δZ(3)−2K(δZ(1)Π̃

⊥(2)
J )−2K(δZ(2)Π̃

⊥(1)
J )

−2K(δZ(1)δZ(2))−2K(δZ(1)δZ
(2)
∆µ

)−2K(δZ(2)δZ
(1)
∆µ

)−K(Π̃
⊥(3)
J ), (2.66c)

δZ
(3)
λ =

1

λr

[
arK(Π̃

∥(3)
δ )+2arK(δZ(2)Π̃

∥(1)
δ )+arK(δZ(1)2Π̃

∥(1)
δ )+2arK(δZ(1)Π̃

∥(2)
δ )

−2arδZ
(3)−2µrδZ

(3)
µ −2µrK(δZ(1)2δZ(1)

µ )−4µrK(δZ(1)δZ(2)
µ )−4µrK(δZ(2)δZ(1)

µ )

−λrK(δZ(1)2δZ
(1)
λ )−2arK(δZ(1)δZ(2))−2λrK(δZ(1)δZ

(2)
λ )−2λrK(δZ(2)δZ

(1)
λ )

]
, (2.66d)

δZ
(3)
∆λ

=− 1

∆λr

[
∆arK(Π̃

∥(3)
J )+2∆arK(δZ(1)Π̃

∥(2)
J )+∆arK(δZ(1)2Π̃

∥(1)
J )+2∆arK(δZ(2)Π̃

∥(1)
J )

+2∆arδZ
(3)+2∆µrδZ

(3)
∆µ

+2∆µrK(δZ(1)2δZ
(1)
∆µ

)+4∆µrK(δZ(1)δZ
(2)
∆µ

)+4∆µrK(δZ(2)δZ
(1)
∆µ

)

+∆λrK(δZ(1)2δZ
(1)
∆λ

)+2∆arK(δZ(1)δZ(2))+2∆λrK(δZ(1)δZ
(2)
∆λ

)+2∆λrK(δZ(2)δZ
(1)
∆λ

)

]
. (2.66e)

All these relations completely determines the renormalization constants of the model as a function of
the diagrams computed in the previous section.

2.4.2 Renormalization group functions

Now that we determined all the renormalization constants, we are in position to derive the renormalization-
group functions.

First, the anomalous dimension of the fields, using the definition (2.44), reads

η=
5

(4π)2κ3a2r

[
2α000

031+3α000
121+α

000
211+2α001

030+3α001
120+α

001
210−2α010

021−2α010
111−α010

201−α100
021

]
− 1

72(4π)4κ6a4r

[
(324dc−80)α000

062+(948dc+480)α000
152+(861dc+1900)α000

242+(312dc+1500)α000
332

+(39dc+340)α000
422+(972dc−240)α001

061+36(79dc+40)α001
151+(2583dc+5700)α001

241+(936dc+4500)α001
331

+3(39dc+340)α001
421+(972dc+360)α002

060+36(79dc+90)α002
150+9(287dc+850)α002

240+72(13dc+75)α002
330

+117(dc+10)α002
420+(160−648dc)α

010
052−4(399dc+80)α010

142−4(393dc+260)α010
232−4(156dc+445)α010

322

−(78dc+680)α010
412+(320−1296dc)α

011
051−8(399dc+80)α011

141−8(393dc+260)α011
231−8(156dc+445)α011

321

−4(39dc+340)α011
411−20(15dc+32)α100

052−30(5dc+92)α100
142−40(15dc+32)α101

051−60(5dc+92)α101
141

−80α020
042−160α020

132+200α020
222+280α020

312+340α020
402−1220α100

232−2440α101
231+640α110

042

+640α110
132+1220α110

222+1060α200
042

]
+

1

5184(4π)6κ9a6r

[
−8
(
5
(
307d2c−199dc−42340

)
+5184(2dc+45)ζ3

)
α000
093+⟨⟨108⟩⟩

+
(
2154000d2c−33694602dc+2592(7307dc+11656)ζ3−66835964

)
α012
441

]
+O(α4), (2.67)

where ⟨⟨x⟩⟩ indicates that x similar terms are not displayed here. Note that αlmnijk now stands for
renormalized quantities, i.e., αlmnijk =λirµ

j
rκk∆l

λr∆
m
µr∆

n
κr. We also recall that the expansion is in the

couplings only, i.e., αr = {λr,µr,∆λr,∆µr}, which excludes κ and ∆κr. Therefore, the two indices {k,n}
on the right does not count for the expansion. We shall then use the notation αlmnijk =O(αi+j+l+m).

The anomalous dimension of the disorder parameter ∆κ, using the definition (2.44), reads

ϕ=2η− 5

(4π)2κ3a2r

[
2α000

031+3α000
121+α

000
211+2α001

030+3α001
120+α

001
210

]
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+
1

72(4π)4κ6a4r

[
(324dc−80)α000

062+(948dc+480)α000
152+(861dc+1900)α000

242+(312dc+1500)α000
332

+(39dc+340)α000
422+(972dc−240)α001

061+36(79dc+40)α001
151+(2583dc+5700)α001

241+(936dc+4500)α001
331

+3(39dc+340)α001
421+8(81dc−20)α002

060+24(79dc+40)α002
150+(1722dc+3800)α002

240+(624dc+3000)α002
330

+(78dc+680)α002
420+1200α011

051+3000α011
141+3000α011

231+1500α011
321+300α011

411+160α020
042+320α020

132−400α020
222

−560α020
312−680α020

402+600α101
051+900α101

141+300α101
231−1280α110

042−1280α110
132−2440α110

222−2120α200
042

]
+

1

5184(4π)6κ9a6r

[
8
(
5
(
307d2c−199dc−42340

)
+5184(2dc+45)ζ3

)
α000
093+⟨⟨108⟩⟩

+
(
2205600d2c−21720138dc+5184(2116dc+4265)ζ3−42576640

)
α002
451

]
+O(α4), (2.68)

which is expressed as a function of η just for the sake of brevity.

Finally, the beta functions are determined by inverting the matrix (2.43) and reads

βµ=−2εµr+2ηµr+
dcµ

2
r

6(4π)2κ3

[
α000
001+2α001

000

]
+

dcµ
2
r

216(4π)4κ6a2r

[
454α000

032+681α000
122+227α000

212+1816α001
031+2724α001

121+908α001
211+1372α002

030+2058α002
120

+686α002
210−454α010

022−454α010
112−227α010

202−1816α011
021−1816α011

111−908α011
201−227α100

022−908α101
021

]
dcµ

2
r

31104(4π)6κ9a4r

[
4(8451dc+25920ζ3+67744)α000

063+(2421403dc−3022272ζ3+14993840)α002
241

+⟨⟨59⟩⟩+(−165810dc+528768ζ3−893888)α100
143

]
+O(α5), (2.69a)

β∆µ =−2ε∆µr+2η∆µr+
dcµr

6(4π)2κ4

[
−α002

010+2α010
002+4α011

001

]
− dcµr
108(4π)4κ7a2r

[
454α002

041+681α002
131+227α002

221+464α003
040+696α003

130+232α003
220−454α010

033−681α010
123

−227α010
213−1816α011

032−2724α011
122−908α011

212−2058α012
031−2744α012

121−1029α012
211+454α020

023+454α020
113

+227α020
203+1816α021

022+1816α021
112+908α021

202−343α102
031+227α110

023+908α111
022

]
− dcµr
15552(4π)6κ10a4r

[
12(2817dc+8640ζ3+24794)α002

072+(885822dc+1977354)α004
250+⟨⟨83⟩⟩

+α012
242(−2818883dc+2607552ζ3−17574176)

]
+O(α5), (2.69b)

βλ=−2ελr+2ηλr+
dc

6(4π)2κ3

[
α000
021+6α000

111+6α000
201+2α001

020+12α001
110+12α001

200

]
− dc
216(4π)4κ6a2r

[
(24dc−34)α000

052+(168dc−375)α000
142+(366dc+253)α000

232+36(7dc+27)α000
322

+54(dc+7)α000
412+(96dc−136)α001

051+(672dc−1500)α001
141+4(366dc+253)α001

231+144(7dc+27)α001
321

+216(dc+7)α001
411+(96dc+308)α002

050+(672dc+1110)α002
140+(1464dc+5014)α002

230+36(28dc+171)α002
320

+216(dc+9)α002
410+34α010

042+358α010
132−415α010

222−594α010
312−378α010

402+136α011
041+1432α011

131−1660α011
221

−2376α011
311−1512α011

401+17α100
042+162α100

132−378α100
222+68α101

041+648α101
131−1512α101

221

]
+

dc
31104(4π)6κ9a4r

[
4
(
432d2c+18639dc+10368ζ3−52592

)
α000
083+⟨⟨92⟩⟩

+
(
466560d2c+30611863dc+6853248ζ3+14054192

)
α002
261

]
+O(α5), (2.69c)
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β∆λ =−2ε∆λr+2η∆λr+
dc

6(4π)2κ4

[
−α002

020−6α002
110−6α002

200+2α010
012+6α010

102+4α011
011+12α011

101

+6α100
012+12α100

102+12α101
011+24α101

101

]
+

dc
108(4π)4κ7a2r

[
(24dc−34)α002

051+(168dc−375)α002
141+(366dc+253)α002

231+36(7dc+27)α002
321

+54(dc+7)α002
411+8(6dc+47)α003

050+(336dc+1860)α003
140+(732dc+4508)α003

230+(504dc+4212)α003
320

+108(dc+11)α003
410+(34−36dc)α

010
043+(213−180dc)α

010
133+(260−261dc)α

010
223+(81−144dc)α

010
313

−27dcα
010
403+(136−144dc)α

011
042+(852−720dc)α

011
132+(1040−1044dc)α

011
222+(324−576dc)α

011
312

−108dcα
011
402−6(24dc+77)α012

041−16(45dc+79)α012
131−3(348dc+995)α012

221−36(16dc+63)α012
311

−108(dc+9)α012
401−34α020

033−196α020
123−179α020

213−81α020
303−136α021

032−784α021
122−716α021

212−324α021
302

+(162−72dc)α
100
043−9(32dc+57)α100

133−117(2dc+9)α100
223−54(dc+7)α100

313+72(9−4dc)α
101
042

−36(32dc+57)α101
132−468(2dc+9)α101

222−216(dc+7)α101
312−(288dc+401)α102

041−72(16dc+63)α102
131

−18(52dc+387)α102
221−216(dc+9)α102

311−179α110
033+513α110

123+675α110
213+378α110

303−716α111
032

+2052α111
122+2700α111

212+1512α111
302−81α200

033+378α200
123−324α201

032+1512α201
122

]
+

dc
15552(4π)6κ10a4r

[
−12

(
216d2c+6009dc+3456ζ3−41998

)
α002
082+⟨⟨158⟩⟩

+α012
252

(
622080d2c+22227815dc+7485696ζ3−14479264

)]
+O(α5). (2.69d)

2.5 Fixed points and results

Back to the physics. We have computed all the renormalization constants of the system, namely, η,
ϕ, and the beta functions βα for the couplings α=µ,∆µ,λ,∆λ. Our next goal is to solve the system
of equations βα=0, in order to access the fixed points of the theory, where the system exhibits scale
invariant behavior and therefore, universality. This allows us to compute the critical exponents of the
system.

First, as a check on our computations, we will focus on the pure non-disordered fixed points and
recover some results of the first chapter. Second, we will sketch the procedure for the search of fixed
points that include disorder. Third, we will provide the complete three-loop results obtained for the
two disordered fixed points we found, namely P5 and Pc.

2.5.1 Purely non-disordered fixed points

First, we focus on the case of pure (non-disordered) membranes, and then set all the variances to zero

∆µ=∆λ=∆κ=0. (2.70)

In this case, we are supposed to recover the results obtained in the previous chapter. Let us emphasize
that in the current chapter, we use the two-field model, while in the previous chapter, we used the
effective flexural model. Therefore, retrieving the results of previous chapter is a strong check.

In the pure case (2.70) β∆µ , β∆λ and ϕ are irrelevant and therefore vanishing. Then, the non-
vanishing RG functions tremendously simplify, and yields, up to three loops, the beta functions

βµ=−2µrε+2ηµr+
dcµ

2
r

6(4π)2
+

227dcµ
3
r(λr+µr)

216(4π)4(λr+2µr)
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+
dcµ

4
r

31104(4π)6(λr+2µr)2

[
λ2r(22839dc−59616ζ3+128672)

+8λrµr(2975dc+36(713−63ζ3))+µ
2
r(8451dc+25920ζ3+67744)

]
+O(α5), (2.71a)

βλ=−2λrε+2ηλr+
dc
(
6λ2r+6λrµr+µ

2
r

)
6(4π)2

−
dcµr

(
54(dc+7)λ3r+72(2dc+3)λ2rµr+(78dc−179)λrµ

2
r+(12dc−17)µ3r

)
216(4π)4(λr+2µr)

+
dcµ

2
r

31104(4π)6(λr+2µr)2

[
36λ4r

(
27d2c+6498dc−3888ζ3+7876

)
+54λ3rµr

(
84d2c+9539dc−5184ζ3+8512

)
+λ2rµ

2
r

(
6588d2c+416667dc−51840ζ3+109400

)
+2λrµ

3
r

(
1512d2c+74309dc+648(52ζ3−99)

)
+µ4r

(
432d2c+18639dc+10368ζ3−52592

)]
+O(α5), (2.71b)

and the anomalous dimension of the flexuron field reads

η=
5µr(λr+µr)

(4π)2(λr+2µr)
−
µ2r
(
(39dc+340)λ2r+4(39dc+35)λrµr+(81dc−20)µ2r

)
72(4π)4(λr+2µr)2

− µ3r
5184(4π)6(λr+2µr)3

[
λ3r
(
12745d2c+dc(36288ζ3−97175)+32400ζ3−135430

)
+λ2rµr

(
19020d2c+3dc(45792ζ3−70043)+231984ζ3−264058

)
+λrµ

2
r

(
8640d2c+27dc(4128ζ3−4531)+409536ζ3−350372

)
+µ3r

(
1535d2c+dc(10368ζ3−995)+233280ζ3−211700

)]
+O(α4). (2.72)

In order to solve for βα=0 order by order, we use a perturbative ansatz for the couplings αr =
µr,λr, i.e.,

µr =µ(1)ε+µ(2)ε2+µ(3)ε3+ ... (2.73a)

λr =λ(1)ε+λ(2)ε2+λ(3)ε3+ ... (2.73b)

and we solve order by order in perturbative series of ε. Note that in the following, we will use the
notation

dn= dc+n. (2.74)

With three-loop accuracy, like in the previous chapter, we find 4 fixed points. Their respective
coordinates read

P1 :
µ∗1=0+O(ε4)

λ∗1=0+O(ε4)

}
(Gaussian), (2.75a)

P2 : µ∗2=0+O(ε4) (Shearless), (2.75b)

λ∗2=(4π)2
2

dc
ε+O(ε4), (2.75c)

P3 : µ∗3=(4π)2
[
12ε

d20
+

(
1680

d320
− 20

3d220

)
ε2 (2.75d)

+

(
470400

d520
+
8(591624ζ3−684433)

9d420
− 4(144504ζ3−167155)

27d320
+

1985

27d220

)
ε3+O(ε4)

]
,

λ∗3=−(4π)2
[
6ε

d20
+

(
840

d320
− 190

3d220
+

6

d20

)
ε2 (2.75e)



2.5. FIXED POINTS AND RESULTS 85

+

(
235200

d520
+
4(591624ζ3−722233)

9d420
− 4(72252ζ3−95525)

27d320
− 3791

27d220
+

9

d20

)
ε3+O(ε4)

]
,

P4 : µ∗4=(4π)2
[
12ε

d24
+

(
1440

d324
− 376

5d224

)
ε2 (2.75f)

+

(
345600

d524
+
96(576288ζ3−797161)

125d424
− 48(36864ζ3−59153)

125d324
− 2766

25d224

)
ε3+O(ε4)

]
,

λ∗4=−(4π)2
[
4ε

d24
+

(
480

d324
− 152

5d224

)
ε2 (2.75g)

+

(
115200

d524
+
288(64032ζ3−89129)

125d424
− 8(225504ζ3−297083)

375d324
− 746

75d224

)
ε3+O(ε4)

]
.

Note that P2 is not renormalized beyond one loop. For the sake of the comparison with the results of
previous chapter, we can try to recover the value of the coupling b of the EFT from the coordinates of
the two field model, i.e., (2.75). We recall from (1.18) that b=µ(dλ+2µ)/(λ+2µ). It yields

b∗1=0, (2.76a)
b∗2=0, (2.76b)

b∗3=(4π)2
[(

160

d220
− 8

d20

)
ε2+

(
44800

d420
− 12400

3d320
+
468

d220
− 56

3d20

)
ε3+O(ε4)

]
, (2.76c)

b∗4=(4π)2
[
24ε

5d24
+

(
576

d324
− 464

25d224
+

24

5d24

)
ε2 (2.76d)

+

(
138240

d524
+
192(576288ζ3−788161)

625d424
− 144(23712ζ3−53489)

625d324
− 17524

125d224

)
ε3+O(ε4)

]
.

Comparing with the results of previous chapter, (1.117a), (1.123a), (1.129a), we observe that the
values for b are not exactly recovered. Indeed, the leading order values for b∗3 and b∗4 are correct, but
we observe deviations at two and three loops. Moreover, the value of b∗2 is different. This mismatch
is not a real problem because it is known that the fixed point coordinates are not universal and that
only the anomalous dimensions took at the fixed point are universal quantities. Indeed, taking the
anomalous dimension of the flexuron field at these coordinates reads

η(P1)= 0, (2.77a)
η(P2)= 0, (2.77b)

η(P3)=
20ε

d20
+

(
2800

d320
+
1060

3d220
− 74

3d20

)
ε2+

(
784000

d520
+ (2.77c)

+
40(591624ζ3−615553)

27d420
− 2(1006344ζ3−1024193)

27d320
+
2(20736ζ3−17105)

27d220
− 155

9d20

)
ε3+O(ε4),

η(P4)=
24ε

d24
+

(
2880

d324
+
456

d224
− 24

d24

)
ε2+

(
691200

d524
+ (2.77d)

+
576(192096ζ3−234137)

125d424
− 8(923616ζ3−1031777)

125d324
+
4(86832ζ3−39029)

375d224
− 64

3d24

)
ε3+O(ε4).

Here, as expected, we recover exactly the results of the previous chapter, for the fixed points P1 (1.116),
P3 (1.125) and P4 (1.132). As for the fixed point P2, we find the anomalous dimension to be exactly
zero. Therefore, P2 is indeed different of P′

2. We believe that this is an artifact of perturbation theory
induced by the approximation b(d)= b.

The stability of the fixed points are the same as for the EFT case, after the change of variables
from br to λr. Indeed, P1 is twice unstable (repulsive in all directions). P2 is stable in the direction
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of λr but repulsive in µr. P3 is the opposite, i.e., stable in µr but repulsive in λr. And finally, P4 is
stable in all directions. P4 is then the relevant attractive fixed point controlling the flat phase at long
distances.

We provide in figure 2.6 the flow diagram of the model. This flow diagram is in essence the same
as for the EFT, see figure 1.11, up to two small differences. First, the change of variable from br to λr
yields that the mechanical stability µr > 0, br > 0, is now

µr > 0, 2λr+µr > 0, (2.78)

therefore the corresponding forbidden regions appear tilted in the λr, µr coordinates. Second, a key
feature is that, going from one to two loops, the fixed point P3 is marginally ejected out of the stability
region, see figure 2.6b. This feature is also conserved at three loops. However, we believe that it is
an artifact of the perturbative expansion and that upon higher orders and resummations, P3 would
eventually rest on the line 2λr+µr =0, like in the EFT approach. In the end, the physically interesting,
attractive fixed point P4 is the one controlling the flat phase at long distances. We expect it to be
universal, which is indeed the case as it corresponds perfectly to the one obtained in the EFT case,
both with its coordinates and the value of the critical exponent η found at this point.

P1

P2

P3

P4

µr

λr

(a) RG flow at 1-loop

P1

P2

P3

P4

µr

λr

(b) RG flow at 2 and 3-loop

Figure 2.6: RG-flow diagram in the plane (λr,µr). The mechanical stability of the model
is delimited by the conditions µr > 0 and 2λr+µr > 0 (red is mechanically unstable). At
one loop, P2 and P3 lies exactly on the border of these regions (red dashed lines), while
P4 is located on the line 3λr+µr =0 (not represented). At two and three loops, the
picture changes, P2 is still located at µr =0, but P3 is ejected out of the stability region,
and P4 is located above the line 3λr+µr =0. This plot has been obtained from the
beta functions (2.71) and remain qualitatively the same for all values 0.001<ε< 0.8.
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2.5.2 How to find the disordered fixed points

In this section, we investigate the fixed points with disorder, i.e., ∆x> 0 with x=κ,µ,λ. To do so, we
need to solve the system

βα=0, α= {µ,∆µ,λ,∆λ}. (2.79)

First, we will naively solve it to find the fixed points as a function of ∆κr and κ. This will raise several
issues. In order to avoid them, we proceed on showing how to derive the relevant fixed points by means
of a change of variables, toward the so-called low-temperature variables. In this section, for the sake
of brevity, we restrict demonstrations to two loops. The full three-loop result will be provided in the
next section.

Search in high temperature variables

The first naive approach is to solve the system (2.79) for arbitrary parameters κ, ∆κr and dc. It yields
the following fixed points. First, a disordered version of the shearless fixed point P2, noted P2(∆κ),
where the shear modulus and its variance are exactly vanishing, reading

µ∗2(∆κ)= 0+O(ε3), (2.80a)

∆∗
µ2(∆κ)= 0+O(ε3), (2.80b)

λ∗2(∆κ)

(4πκ)2
=

2κ

dc(κ+2∆κr)
ε+O(ε3), (2.80c)

∆∗
λ2(∆κ)

(4πκ)2
=

2∆2
κr

dc(κ+2∆κr)2
ε+O(ε3). (2.80d)

Second, a disordered version of P3, i.e., P3(∆κ), yielding

µ∗3(∆κ)

(4πκ)2
=

12κ(κ+2∆κr)

x1
ε−

4κ
(
x1
(
20∆3

κr+721∆2
κrκ+252∆κrκ

2+5κ3
)
−20x2

)
3x31

ε2+O(ε3), (2.81a)

∆∗
µ3(∆κ)

(4πκ)2
=

12∆2
κr

x1
ε−

8∆2
κr

(
κx1

(
5∆2

κr−333∆κrκ−111κ2
)
−10x2

)
3x31(2∆κr+κ)

ε2+O(ε3), (2.81b)

λ∗3(∆κ)

(4πκ)2
=−6κ(κ+2∆κr)

x1
ε+

2κ
(
x1
(
200∆3

κr+1081∆2
κrκ+612∆κrκ

2+95κ3−9x1(2∆κr+κ)
)
−20x2

)
3x31

ε2

+O(ε3), (2.81c)
∆∗
λ3(∆κ)

(4πκ)2
=−

6∆2
κr

x1
ε+

2∆2
κr

(
x1
(
180∆3

κr+640∆2
κrκ+54∆κrκ

2−42κ3−9x1(2∆κr+κ)
)
−20x2

)
3x31(2∆κr+κ)

ε2+O(ε3).

(2.81d)

And finally, a disordered version of P4, namely P4(∆κ)

µ∗4(∆κ)

(4πκ)2
=

12κ(κ+2∆κr)

y1
ε−

8κ
(
y1
(
104∆3

κr+1015∆2
κrκ+462∆κrκ

2+47κ3
)
−12y2

)
5y31

ε2+O(ε3), (2.82a)

∆∗
µ4(∆κ)

(4πκ)2
=

12∆2
κr

y1
ε−

32∆2
κr

(
y1
(
21∆3

κr+76∆2
κrκ−114∆κrκ

2−45κ3
)
−3y2

)
5y31(2∆κr+κ)

ε2+O(ε3), (2.82b)

λ∗4(∆κ)

(4πκ)2
=−4κ(κ+2∆κr)

y1
ε+

8κ
(
y1
(
88∆3

κr+395∆2
κrκ+174∆κrκ

2+19κ3
)
−4y2

)
5y31

ε2+O(ε3), (2.82c)

∆∗
λ4(∆κ)

(4πκ)2
=−

4∆2
κr

y1
ε−

32∆2
κr

(
y1
(
3∆3

κr−2∆2
κrκ+48∆κrκ

2+15κ3
)
+y2

)
5y31(2∆κr+κ)

ε2+O(ε3). (2.82d)

Note that we used the polynomials

x1=4d5∆
2
κr+4d15∆κrκ+d20κ

2, y1=4d6∆
2
κr+4d18∆κrκ+d24κ

2, (2.83a)
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x2=260∆5
κr+2738∆4

κrκ+5863∆3
κrκ

2+3462∆2
κrκ

3+789∆κrκ
4+63κ5, (2.83b)

y2=94∆5
κr+3295∆4

κrκ+8042∆3
κrκ

2+4755∆2
κrκ

3+1035∆κrκ
4+75κ5. (2.83c)

The corresponding field anomalous dimensions reads

η(P2(∆κ))= 0+O(ε3), (2.84a)

η(P3(∆κ))=
20z1
x1

ε− 2(x1−20z1)(111x1z1(2∆κr+κ)+10x2)

9x31(2∆κr+κ)
ε2+O(ε3), (2.84b)

η(P4(∆κ))=
24z1
y1

ε− 8(y1−24z1)(15y1z1(2∆κr+κ)+y2)

5y31(2∆κr+κ)
ε2+O(ε3), (2.84c)

and the anomalous dimension of ∆κ yields

ϕ(P2(∆κ))= 0+O(ε3), (2.85a)

ϕ(P3(∆κ))=
20κz2
x1

ε−
2
(
10x1x3+111κx21z2(2∆κr+κ)−200κx2z2

)
9x31(2∆κrε2+κ)

ε2+O(ε3), (2.85b)

ϕ(P4(∆κ))=
24κz2
y1

ε+
8(y1y3−15κy21z2(2∆κr+κ)+24κy2z2)

5y31(2∆κr+κ)
ε2+O(ε3), (2.85c)

with the extra polynomials

z1=∆2
κr+3∆κrκ+κ

2, z2=3∆κr+κ, (2.86a)

x3=144∆5
κr+1054∆4

κrκ+1375∆3
κrκ

2−1183∆2
κrκ

3−987∆κrκ
4−159κ5, (2.86b)

y3=120∆5
κr−596∆4

κrκ−800∆3
κrκ

2+2762∆2
κrκ

3+1845∆κrκ
4+285κ5. (2.86c)

These fixed points identify very well with the non-disordered case. Indeed, in the limit ∆κr→ 0 we
perfectly recover the fixed points {P2,P3,P4} of the pure non-disordered case and the corresponding
anomalous dimensions described in the previous section. Formally,

P2(0)=P2 and η(P2(0))= η(P2), (2.87a)
P3(0)=P3 and η(P3(0))= η(P3), (2.87b)
P4(0)=P4 and η(P4(0))= η(P4). (2.87c)

Another limit that one might be interested in is the case of very large disorder, i.e., ∆κr→∞. In
that case, a naive limit gives (in natural units κ=1)

η=(P2(∞))= 0+O(ε3), (2.88a)

η=(P3(∞))=
5ε

d5
+

(
1625

18d35
+
115

9d25
− 37

6d5

)
ε2+O(ε3), (2.88b)

η=(P4(∞))=
6ε

d6
+

(
141

5d36
+

313

10d26
− 6

d6

)
ε2+O(ε3). (2.88c)

In this case, we observe new structures in dn= dc+n with n=5,6 (in the non-disordered case it was
n=4,20,24). This is a phenomenological evidence of the presence of new fixed points including disorder.
However, in the limit ∆κr→∞ we have ϕ→∞ for P3(∞) and P4(∞), which is non-physical. Moreover,
it is unsure to us that this limit commutes properly with the ε series expansions. We therefore discard
the results (2.88). We will try to access these fixed points by other means.

A very special point that one might want to identify is the point where ϕ=0, i.e., where the
theory is marginal (both thermal and disorder fluctuations being of the same order). In a sense, it
amounts to interpret ϕ as a beta function5 and find its fixed point. The first naive ansatz to search

5In that case, we would use the coherent notations β∆κ =d∆κr/dlogM =∆κrϕ.
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for a perturbative solution is ∆κr =∆
(0)
κr +∆

(1)
κr ε+ ···. However, it naively leads to negative solutions

for ∆κr, such as

∆∗
κ3=−κ

3
+

4κε

81d20
+O(ε2) =⇒ η(∆∗

κ3)=
20ε

d20
+

(
7600

3d320
+
1100

3d220
− 74

3d20

)
ε2+O(ε3), (2.89a)

∆∗
κ4=−κ

3
+

4κε

5d24
+O(ε2) =⇒ η(∆∗

κ4)=
24ε

d24
+

(
3072

d324
+
448

d224
− 24

d24

)
ε2+O(ε3), (2.89b)

that are non-physical. Moreover, we observe a dc structure in dn= dc+n with n=20,24, which phe-
nomenologically means that these are in fact non-disordered solutions. In order to approach a regime
where ∆κr is very large, one can take a non-perturbative ansatz of the form ∆κr =∆

(−1)
κr /ε+∆

(0)
κr +

ε∆
(1)
κr + ···. In this case, the solution reads

∆∗
κ3=

−3d5κ

2ε
+O(ε0) =⇒ η(∆∗

κ3)=
5ε

d5
+

(
1025

18d35
+
175

9d25
− 37

6d5

)
ε2+O(ε3), (2.90a)

∆∗
κ4=

−3d6κ

ε
+O(ε0) =⇒ η(∆∗

κ4)=
6ε

d6
+

(
261

5d36
+

273

10(d6)2
− 6

d6

)
ε2+O(ε3). (2.90b)

The first one is irrelevant because it is unstable in several directions. However, the second one is very
interesting, because it is stable in most of the directions. This is a strong evidence that it exist a fixed at
finite disorder, where the model is marginal (ϕ=0). This fixed point should indicate the critical point
below (respectively above) which the theory will flow toward a disordered (respectively non-disordered)
fixed point. We will call it Pc. However, this approach can be easily criticized. First, the use of a
non-perturbative ansatz is quite shaky. Second, the first-order contribution to ∆κr for Pc is a negative
pole, which prevents any conclusion towards its real value or its sign without resummations6. Third,
even though we postulated ϕ=0 to derive this fixed point, it is very hard to keep this equality true at
all orders in ε while using a non-perturbative ansatz for ∆κr. Indeed, in the non-perturbative approach
it seems that ϕ=0+xε2+ ··· where x is non-vanishing. As we will see in the following section, this is
in fact due to the presence of a second fixed point P5, for which ϕ=xε2+ ···. In this approach, we are
not able to distinguish between Pc and P5 properly.

Search in low temperature variables

Let us summarize what we learned in the previous section. We solved naively the system of beta
functions in the variables µr, ∆µr, λr, ∆λr , for arbitrary ∆κr, that we will call the high-temperature
variables. This allowed us to recover the non-disordered results in the limit ∆κr→0. Taking the limit
∆κr→∞, or various ansatz for ∆κr revealed the existence of an interesting fixed point with a flexuron
anomalous dimension yielding η=6ε/d6+ ···. However, for all approaches, the analysis was flawed in
one way or another, which prevents us from making conclusions.

To circumvent these issue, in this section, we will perform the change of variables

gµr =∆κrµr and gλr =∆κrλr. (2.91)

By doing so, we completely absorb ∆κr. Moreover, we will work in natural units and set κ=1, which
is equivalent to redefining the couplings and fields of the theory to absorb it.

Moreover, the quantities gµ and gλ can both be interpreted as couplings, so that the new set of
couplings we will work with is then made of the five quantities

µr, gµr, ∆µr, gλr, ∆λr. (2.92)

6The sign of the pole does not give the sign of the true value obtained upon computing higher orders and using
resummations



90 CHAPTER 2. CRITICAL ELASTIC PROPERTIES OF DISORDERED FLAT MEMBRANES

Taking the derivative with respect to the renormalization scale M on both sides of equations (2.91)
leads to the following definitions for their respective beta functions

βgµ =∆κrβµ+µrϕ, (2.93a)
βgλ =∆κrβλ+λrϕ. (2.93b)

The new system of beta to be solved is then

βα=0, α= {µr,gµr,∆µr,gλr,∆λr}. (2.94)

Solving this system perturbatively (ansatz αr =α(1)ε+ ···) leads to a total of 8 solutions. However, 7 of
them are unstable in the RG sense or mechanically not allowed. We shall not display them here. More
interestingly, the last solutions give a fixed point with an undetermined parameter. We will choose
µ
(2)
r as the undetermined parameter, and we define µ(2)r =(4π)2C for brevity. Moreover, for the time

being and for the sake of brevity, we limit our analysis to two loops (conclusions at three loops are the
same). This fixed point, that we call Px(C), then reads

Px(C) : µ∗x(C)= (4π)2
[
0×ε+Cε2+O(ε3)

]
, (2.95a)

g∗µx(C)= (4π)2
[
6ε

d6
+

(
216

d46
+

51

5d36
− 52

5d26
+

(
108

d26
− 21

d6
− 1

2

)
C

)
ε2+O(ε3)

]
, (2.95b)

∆∗
µx(C)= (4π)2

[
3ε

d6
+

(
108

d46
+

141

10d36
− 21

5d26
+

(
54

d26
− 6

d6
− 1

2

)
C

)
ε2+O(ε3)

]
, (2.95c)

g∗λx(C)= (4π)2
[
−2ε

d6
+

(
−72

d46
− 17

5d36
+

44

5d26
+

(
−36

d26
+

7

d6
+
1

6

)
C

)
ε2+O(ε3)

]
, (2.95d)

∆∗
λx(C)= (4π)2

[
− ε

d6
+

(
−36

d46
− 47

10d36
− 3

5d26
+

(
−18

d26
+

2

d6
+
1

6

)
C

)
ε2+O(ε3)

]
, (2.95e)

with the corresponding anomalous dimensions

η(Px(C))=
6ε

d6
+

(
216

d46
− 39

5d36
+

313

10d26
− 6

d6
+

(
108

d26
− 30

d6
+2

)
C

)
ε2+O(ε3), (2.96a)

ϕ(Px(C))= 0+

(
−36

d36
+

6

d26
−
(
18

d6
−3

)
C

)
ε2+O(ε3). (2.96b)

The first interesting case is the disordered, shearless, fixed point µ=0 (completely dominated by
disorder) which we call P5. It amounts to set C =0, reading

η(P5)=
6ε

d6
+

(
216

d46
− 39

5d36
+

313

10d26
− 6

d6

)
ε2+O(ε3), (2.97a)

ϕ(P5)= 0+

(
−36

d36
+

6

d26

)
ε2+O(ε3). (2.97b)

The second interesting case is to take ϕ(Px(C))= 0, and solve for C, which simply leads to C =−2/d26.
We call this fixed point Pc, yielding the anomalous dimensions

η(Pc)=
6ε

d6
+

(
261

5d36
+

273

10d26
− 6

d6

)
ε2+O(ε3), (2.98a)

ϕ(Pc)= 0+O(ε3). (2.98b)

This fixed point is then marginal (ϕ=0), so that both thermal fluctuations and disorder coexist. These
results were first obtained in [56] but contained a mistake, preventing the author to conclude and to
provide a numerical estimate of the anomalous dimensions. Before discussing further these results, we
will extend our analysis to three loops.
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2.5.3 Disordered fixed points and results up to three loops

At three loops the picture is unchanged and, following a very similar procedure, we extend to three
loops the coordinates for the fixed points P5 and Pc.

Results for P5

First, for P5, the three-loop computation yields the following coordinates

µ∗5=0+O(ε4) (Shearless), (2.99a)

g∗µ5=(4π)2
[
6ε

d6
+

(
216

d46
+

51

5d36
− 52

5d26

)
ε2+

(
11664

d76
+
30456

5d66
− 6(2315304ζ3−3147523)

125d56

+
27(177984ζ3−240053)

100d46
+
5084087−3558816ζ3

1000d36
− 1589

50d26

)
ε3+O(ε4)

]
, (2.99b)

∆∗
µ5=(4π)2

[
3ε

d6
+

(
108

d46
+

141

10d36
− 21

5d26

)
ε2+

(
5832

d76
+
17658

5d66
− 3(2315304ζ3−3159823)

125d56

+
4849308ζ3−6531701

250d46
+
528815−384912ζ3

300d36
− 213

200d26

)
ε3+O(ε4)

]
, (2.99c)

λ∗5=0+O(ε4) (Rigid), (2.99d)

g∗λ5=(4π)2
[
− 2ε

d6
+

(
− 72

d46
− 17

5d36
+

44

5d26

)
ε2+

(
− 3888

d76
− 10152

5d66
+
2(2315304ζ3−3123523)

125d56

+
6485671−4805568ζ3

300d46
+
3468096ζ3−4777447

3000d36
+

1349

150d26

)
ε3+O(ε4)

]
, (2.99e)

∆∗
λ5=(4π)2

[
− ε

d6
+

(
− 36

d46
− 47

10d36
− 3

5d26

)
ε2+

(
− 1944

d76
− 5886

5d66
+
2315304ζ3−3177823

125d56

+
6526601−4849308ζ3

750d46
+
43578ζ3−57349

75d36
− 2027

600d26

)
ε3+O(ε4)

]
. (2.99f)

Since µ∗5=λ∗5, this fixed point is indeed completely dominated by disorder. The corresponding anoma-
lous dimensions read

η(P5)=
6ε

d6
+

(
216

d46
− 39

5d36
+

313

10d26
− 6

d6

)
ε2+

(
11664

d76
+
25596

5d66
− 6(2315304ζ3−3200773)

125d56

+
3(2388204ζ3−3246043)

125d46
+
16228747−11992536ζ3

1500d36
+
152928ζ3−194339

600d26
− 16

3d6

)
ε3,

ϕ(P5)= 0×ε+
(
−36

d36
+

6

d26

)
ε2+

(
− 1944

d66
− 2304

5d56
+
243(19056ζ3−26257)

250d46

− 4(147177ζ3−209119)

125d36
+
3(90144ζ3−134243)

1000d26

)
ε3,

(2.100a)

(2.100b)

which the first set of main result in this chapter. Interestingly, in the physical case dc=1, the anomalous
dimensions read

η(P5)=
6ε

7
− 3629ε2

24010
+
(759884263−698184144ζ3)ε

3

823543000
+O(ε4), (2.101a)

ϕ(P5)=
6ε2

343
+
(72599819−58508352ζ3)ε

3

117649000
+O(ε4), (2.101b)

and numerically yields

η(P5)= 0.8571ε−0.1511ε2−0.09638ε3+O(ε4), (2.102a)
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ϕ(P5)= 0.01749ε2+0.01929ε3+O(ε4), (2.102b)

which, at ε=1, reads
η(P5)= 0.6096, ϕ(P5)=?, (2.103)

where “?” indicates that the situation is unclear at ε=1. Indeed, for η(P5), the coefficients are small
and decreasing so that ε=1 is a good approximation. However, for ϕ(P5), the first coefficient of the
series is zero, and the third one is bigger than the second one. Therefore, taking ε=1 is not reasonable
here, and one cannot conclude on the sign of ϕ(P5), see the related footnote 7. Therefore, we are not
able to conclude from ϕ yet if the fixed point P5 is dominated by disorder (ϕ(P5)> 0) or by thermal
fluctuations (ϕ(P5)< 0). Nevertheless, since µ∗5=λ∗5=0 and that these quantities scale linearly with
the temperature T , we know that P5 must be disorder dominated and ultimately that ϕ(P5)< 0.

Going further, we provide in figure 2.7 a plot of the values obtained for η(P5) versus the loop
order, and provide an exponential fit to give an estimate of where the value is going at higher-loop
order.
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Figure 2.7: Exponential fit on the results found for η(P5) from 1 to 3 loops. The values
seem to slowly converge towards η∞-loop(P5)= 0.4400.

Including the results from 1- to 3-loop order, a simple exponential fit gives an estimated value at
infinite-loop order of η∞-loop(P5)= 0.4400. Another way to resum this quantity is to use a simple Padé
approximant. Interestingly, the first Padé approximant yields η[1/2](Pc)= 0.6494, which is close to the
raw value (2.103) at ε=1 and the second possible Padé approximant yields η[2/1](Pc)= 0.4400, which
is surprisingly the same value as the one obtained via exponential fit figure 2.7. Similarly, for ϕ(P5),
while a Padé [1/2] is not possible due to a pole (and would require higher-order computation), the
Padé approximant [2/1] reads ϕ[2/1](P5)=−0.1703, which is indeed negative. Our best estimates for
these two exponents are then

η[2/1](P5)= 0.4400, ϕ[2/1](P5)=−0.1703. (2.104)

Results for Pc

Second, for Pc, the three-loop computation lead to the following non-trivial coordinates

µ∗c =(4π)2
[
0×ε− 2ε2

d26
+

(
−174

5d46
+
1543536ζ3−2103817

1500d36
− 3(30048ζ3−44081)

1000d26

)
ε3
]
, (2.105a)
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g∗µc=(4π)2
[
6ε

d6
+

(
261

5d36
− 47

5d26

)
ε2

+

(
22707

25d56
+
4177656ζ3−5276807

250d46
+
9056669−6540912ζ3

3000d36
+
90144ζ3−195803

2000d26

)
ε3
]
, (2.105b)

∆∗
µc=(4π)2

[
3ε

d6
+

(
261

10d36
− 16

5d26

)
ε2

+

(
22707

50d56
+
4177656ζ3−5263757

500d46
+
5021743−3770064ζ3

3000d36
+
3(30048ζ3−44791)

2000d26

)
ε3
]
, (2.105c)

λ∗c =(4π)2
[
0×ε+ 2ε2

3d26
+ε3

(
58

5d46
+
2095817−1543536ζ3

4500d36
+
30048ζ3−44081

1000d26

)]
, (2.105d)

g∗λc=(4π)2
[
− 2ε

d6
+

(
127

15d26
− 87

5d36

)
ε2

+

(
−7569

25d56
+
5346407−4177656ζ3

750d46
+
6268752ζ3−8121749

9000d36
+
186203−90144ζ3

6000d26

)
ε3
]
, (2.105e)

∆∗
λc=(4π)2

[
− ε

d6
+

(
− 87

10d36
− 14

15d26

)
ε2

+

(
−7569

50d56
+
5211557−4177656ζ3

1500d46
+
1716768ζ3−2205491

3000d36
+
111973−90144ζ3

6000d26

)
ε3
]
. (2.105f)

At first glance, the result for µ∗c may seem non-physical, since the first non-vanishing contribution is
negative. However, one cannot trust the sign of the second order term in a perturbative series starting
by a vanishing first-order term7. In order to obtain a reliable value for such series, one need high order
expansion and perform resummations, which is outside the scope of this chapter.

The anomalous dimensions associated with this fixed point reads

η(Pc)=
6ε

d6
+

(
261

5d36
+

273

10d26
− 6

d6

)
ε2+

(
22707

25d56
+
2088828ζ3−2558581

125d46

− 7(173178ζ3−209501)

375d36
+
223776ζ3−166237

3000d26
− 16

3d6

)
ε3+O(ε4),

ϕ(Pc)= 0+O(ε4) (marginal),

(2.106a)

(2.106b)

which is the second set of main results in this chapter. In the physical case dc=1, they read

η(Pc)=
6ε

7
− 507ε2

3430
+
(10463737−9504432ζ3)ε

3

10084200
+O(ε4), (2.107a)

ϕ(Pc)= 0+O(ε4). (2.107b)

Equivalently, numerically

η(Pc)= 0.8571ε−0.1478ε2−0.09531ε3+O(ε4), (2.108a)

ϕ(Pc)= 0+O(ε4), (2.108b)

and at ε=1

η(Pc)= 0.6140, ϕ(Pc)= 0, (2.109)
7Let us provide an example for the unconvinced reader. Let us imagine that we obtained a three-loop result for a

quantity A, yielding A=0×ε−ε2−2ε3+O(ε4), and that one wants to take the limit ε=1. One would naively argue
that A< 0. However, if the true non-perturbative result would be, e.g., A= ε2/(2ε−1), it is clear that the true answer at
ε=1 is indeed A=1> 0. Therefore, one cannot trust the sign of the O(ε2) term if the leading one, of O(ε), is vanishing.
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where ϕ(Pc)= 0 indicates a marginal fixed point.

Going further we again provide in figure 2.8 a plot of the values obtained for η(Pc) versus the loop
order with an exponential fit estimation.
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Figure 2.8: Exponential fit on the results found for η(Pc) from 1 to 3 loops. The values
seem to slowly converge towards η∞-loop(Pc)= 0.4410.

Therefore, including the results from 1- to 3-loop order, the estimated value at infinite-loop order gives
η∞-loop(Pc)= 0.4410. Again, interestingly, the first Padé approximant yields η[1/2](Pc)= 0.6526 which
is quite close to the raw result (2.109) at ε=1, and the second Padé approximant yields η[2/1](Pc)=
0.4410, which is again suprisingly the same value as the one obtained via exponential fit in figure 2.8.
Our best estimates for these exponents then reads

η[2/1](Pc)= 0.4410, ϕ(Pc)= 0. (2.110)

2.5.4 Phase diagram

Since an image is worth a thousand words, instead of a long discussion about which directions these
two fixed points are attractive or repulsive in the 6-dimensional space {µr,gµr,∆µr,gλr,∆λr}, we pro-
vide a plot of the RG flow in figure 2.9. We represent the flow in three dimension, i.e., restricting
ourselves to the subspace {µr,∆µr,gµr}, by setting ∆λr =−∆µr/3 and gλr =−gµr/3, which is a very
good approximation at both P5 and Pc, as well as P4, the pure (non-disordered) fixed point.

From the plots of figure 2.9, several comments are necessary. First and foremost, we see that
going from one to two loops, the picture changes radically. Indeed, at one loop, the fixed point Pc
is overlapping with P5 so that we can’t distinguish it. In this case, in absence of shear µr =0 (or
equivalently at zero temperature T =0), all flow lines converges towards P5, but as soon as µr > 0 (or
equivalently T > 0), all flow lines ultimately converge towards P4, the fixed point controlling the flat
phase without disorder. Therefore, if we limited our analysis to one loop, we would conclude that the
disorder is always irrelevant in membranes, and that such systems are always dominated by thermal
fluctuations. However, at two loops, the fixed point Pc emerges from P5 and they become two distinct
fixed points. In this drastically different picture, all flow lines converges towards the attractive line
formed by L=(P5,Pc,P4). Moreover, Pc is itself attractive in all directions, except along the line L,
where it is marginally repulsive. Therefore, if the system stands in between P5 and Pc, it will flow
towards P5, while if it stands between Pc and P4, it will flow towards P4.

Physically, the marginally unstable fixed point Pc is therefore controlling a phase transition be-
tween a thermally dominated phase (P4) and a disorder dominated phase (P5). In other words, a
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(a) RG flow at 1 loop (left)
together with its schematic
representation (right).

P1: Gaussian (Trivial)
P4: Thermal (Clean)
P5: Disordered (Glassy)
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(b) RG flow at 2 and 3
loops (left) together with
its schematic representa-
tion (right).
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P5: Disordered (Glassy)
Pc: Marginal (Critical)

Figure 2.9: RG-flow diagram in the coordinates µr, ∆µr, gµr, and at ∆λr =−∆µr/3 and gλr =−gµr/3.
At one loop, figure (a), the shearless fixed point P5 is attractive in the plane formed by ∆µr and gµr.
However, as soon as µr > 0, all flow lines converges towards the disorderless non-trivial fixed point P4.
At two and three loops, figure (b), the picture changes dramatically with the emergence (from P5) of
a new fixed point, Pc. In this case, all the flow lines converges towards the attractive line (P5, Pc, P4)
and, once there, the flow goes either to P4 or P5, depending on whether it has passed the critical fixed
point Pc or not. (Black lines are confined on the planes (∆µr, gµr) and (∆µr, µr), while red lines are on
the bulk.). Since µr ∼T can be considered as a measure of temperature and ∆µr ∼ 1/T as a measure of
disorder, we provide alongside the plots a schematic representation in the Disorder-Temperature axes.
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possible transition towards a glassy phase, where the disorder is dominating the thermal fluctuations.
It is a perturbative confirmation of the existence, at finite disorder and finite temperature, of a transi-
tion occurring in the phase diagram of quenched disordered membranes, as well as of the existence of
a low-temperature glassy phase in these systems.

2.6 Comparison with other approaches

2.6.1 Benchmarking the NPRG approach

It is very instructive to compare our results with those obtained from the NPRG approach [103] when
re-expanded in powers of ε. The results for η(P5), and η(Pc) in the NPRG approach [103] reads

ηNPRG(P5)=
6ε

d6
+

(
108

5d46
− 207

5d36
+
264

5d26
− 31

4d6

)
ε2

+

(
2916

25d76
− 7452

25d66
+
41499

50d56
− 400383

400d46
+
89781

160d36
− 33113

400d26
+

215

96d6

)
ε3+O(ε4), (2.111a)

ϕNPRG(P5)= 0×ε+
(
− 18

5d36
+

33

5d26
− 1

d6

)
ε2

+

(
− 486

25d66
+
2403

50d56
− 2169

20d46
+
10617

100d36
− 441

25d26
+

11

24d6

)
ε3+O(ε4), (2.111b)

ηNPRG(Pc)=
6ε

d6
+

(
3

5d36
+
212

5d26
− 85

12d6

)
ε2

+

(
3

25d56
+

15119

1200d46
+
713483

2400d36
− 222941

3600d26
+

5197

2592d6

)
ε3+O(ε4), (2.111c)

ϕNPRG(Pc)= 0. (2.111d)

We observe that the NPRG is able to correctly recover the structure in d6, but is not able to reproduce
the ζ3 structure. For simplicity, we compare numerically with our result, at dc=1 (conveniently
displayed on the right), reading

ηNPRG(P5)= 0.8571ε−0.1413ε2−0.1034ε3, η(P5)= 0.8571ε−0.1511ε2−0.09638ε3, (2.112a)

ϕNPRG(P5)=−0.01866ε2−0.02746ε3, ϕ(P5)= 0.01749ε2+0.01929ε3, (2.112b)

ηNPRG(Pc)= 0.8571ε−0.1448ε2−0.1054ε3, η(Pc)= 0.8571ε−0.1478ε2−0.09531ε3, (2.112c)

ϕNPRG(Pc)= 0, ϕ(Pc)= 0. (2.112d)

For η, the NPRG is very good to mimic numerically the exact loop expansion for both P5 and Pc. In
the case of ϕ(P5), the situation is unclear since the two series have a sign difference. However, both
series are hard to resum with such few terms since they are in an asymptotic regime. The NPRG [103]
also provides results exactly in d=2 (ε=1) reading

ηNPRG(Pc)= 0.492, ηNPRG(P5)= 0.449, (2.113a)
ϕNPRG(Pc)= 0, ϕNPRG(P5)=−0.172, (2.113b)

which are reasonably close to our best estimates (2.104) and (2.110). For P5, ϕ< 0 is in accordance
with the fact that it must be disorder dominated.
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2.6.2 Benchmarking the SCSA approach

In [12], a LO SCSA computation for arbitrary d in presence of quenched disorder has been performed.
The results lead to a single fixed point, which is marginal, i.e., ϕSCSA =0 and the flexuron field
anomalous dimension can be derived from the equation

1=
d(d−1)

4dc

Γ(2−η)Γ(2−η/2)Γ(η/2)Γ(d+η)
Γ(2−η−d/2)Γ((d−η+4)/2)Γ(η+d/2)Γ((d+η)/2)

, (2.114)

where η= ηSCSA. Solving this equation yields the non-perturbative result

ηSCSA =0.449, ϕSCSA =0. (2.115)

Their finding of a single fixed point seems to indicate that, due to the LO approach, the SCSA is
not able at this order to distinguish the fixed point Pc from P5. The picture is therefore the one of
figure 2.9a, where P5 is marginally stable, and all flow lines eventually converges towards P4, so that
the disorder is irrelevant as soon as µr > 0 (or equivalently T > 0). Therefore, we denote ηSCSA as
ηSCSA(Px). Solving perturbatively (2.114) at d=4−2ε reads

ηSCSA(Px)=
6ε

d6
+

(
54

d36
+
27

d26
− 6

d6

)
ε2+

(
972

d56
+
1350

d46
− 555

d36
+
165

2d26
− 16

3d6

)
ε3+O(ε4), (2.116a)

ϕSCSA(Px)= 0. (2.116b)

Interestingly, it seems that the structure in 1/d6 resemble more to our result for Pc than for P5.
Moreover, if we compare numerically with our results (conveniently displayed on the right)

ηSCSA(Px)= 0.8571ε−0.1487ε2−0.07621ε3,
η(P5)= 0.8571ε−0.1511ε2−0.09638ε3,
η(Pc)= 0.8571ε−0.1478ε2−0.09531ε3,

(2.117)

it seems that the (single) fixed point captured by the SCSA has a flow structure compatible with P5,
but an anomalous dimension close to the one we have for Pc. This is a strong evidence that the LO
SCSA computation seem not to be able to capture the whole physics of the system, i.e., distinguishing
the two fixed points found within our approach. This calls for a NLO SCSA computation.

2.6.3 Comparison with large-dc approaches

From [12], the SCSA technique at LO in the large-dc expansion, for arbitrary d, also yields a single
fixed point, with anomalous dimensions

ηSCSA(Px)=
2

dc

d−1

d+2

Γ(d)

Γ3(d/2)Γ(2−d/2)
+O

(
1/d2c

)
, (2.118a)

ϕSCSA(Px)= 0+O(1/d2c), (2.118b)

which is exact at this order. It is also remarkably exactly (up to a factor 4) the same result as for the
clean case, see (1.146). These results can be directly compared to ours if we expand them in d=4−2ε,
reading

ηSCSA(Px)=
1

dc

(
6ε−6ε2− 16ε

3
ε3+O(ε4)

)
+O(1/d2c), (2.119a)

ϕSCSA(Px)= 0+O(1/d2c). (2.119b)

Interestingly, the result ηSCSA corresponds to our results for both P5 and Pc. See the leading order
terms εn/dc in equations (2.100a) and (2.106a). It is again an indication that the SCSA is not able to
distinguish between P5 and Pc.
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Interestingly, the NLO large-dc computation has been performed in [106]8, directly in d=2, while
taking infinite disorder (∆κ→∞). This reads

ηlarge-dc =
1

2dc
− 612ζ3−265

1728d2c
+O(1/d3c), (2.120a)

ϕlarge-dc =−68ζ3−31

228d2c
+O(1/d3c). (2.120b)

Note that taking dc=1 gives ηlarge-dc =0.2276 and ϕlarge-dc =−0.2225. Again, the presence of a single
fixed point seems to indicate that the large-dc approach is not able to distinguish P5 and Pc.

2.6.4 Non-perturbative comparison summary

As a summary, we recall our perturbative results directly at ε=1, our resummations, as well as the non-
perturbative results directly in d=2 provided by NPRG [103], SCSA [12] and the large-dc (NLO) [106]
at dc=1.

ε=1
This work Other approaches

1-loop 2-loop 3-loop Padé [1/2] Padé [2/1] NPRG [103] SCSA [12] large-dc [106]

η(P5) 0.8571 0.7060 0.6096 0.6494 0.4400 0.449
0.449 0.2276

η(Pc) 0.8571 0.7093 0.6140 0.6526 0.4410 0.492

ϕ(P5) 0 ? ? ? −0.1703 −0.172
0 −0.2225

ϕ(Pc) 0 0 0 0 0 0

Table 2.2: The “?” indicates that the result has been obtained as a series whose
first terms behaves too badly to be resummed at this order, calling for a higher-order
expansion. The values indicated L-loop with L=1,2,3 have been obtained taking raw
ε=1 at the loop level L, from the results of this chapter. The Padé values [2/1] are
the resumation extrapolations at ∞-loop order, which are our best estimates.

8In [106] the authors considered only a quenched random curvature.
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2.7 Conclusion

In this chapter, we have analyzed quenched disordered membranes by means of a three-loop order
perturbative approach. We have derived the all the RG functions for all the coupling constants and
determined the fixed points relevant to the long-distance physics of quenched disordered membranes
from one to three-loop orders. The main result of this work is that, beyond one loop, it clearly exists
a new finite-temperatur , finite-disorder fixed point Pc in the RG-flow diagram. We provide in figure
2.10 a summary of our findings.

P1 P4

P5
Pc

η(P1)= 0 (Gaussian)
η(P4)= 0.8348 (Thermal)
η(P5)= 0.4400 (Glassy: ϕ=−0.1703)
η(Pc)= 0.4410 (Marginal: ϕ=0)

Figure 2.10: Schematic RG-flow diagram of quenched disordered flat membranes beyond
one-loop, together with our best estimates for the flexuron field anomalous dimensions.

Therefore, beyond one loop, there exist two distinct fixed points including disorder, P5 and Pc. At
the marginality, the critical exponent ϕ of the disorder parameter ∆κr yields by definition ϕ(Pc)= 0.
As for its value at the fixed point P5, our best estimates reveal ϕ(P5)< 0. Interestingly, the results that
we obtained for η at the fixed points P5 and Pc exhibits a very peculiar asymptotic series structure,
with small and decreasing coefficients. These series are then effectively convergent for the first terms,
so that estimations at ε=1 should provide a good approximation of the series, even at low orders.

Admitting these arguments, our is a first perturbative confirmation of the existence of a finite
disorder, finite temperature transition occurring in the phase diagram of quenched disordered mem-
branes, as well as of the existence of a low-temperature glassy phase in these systems. The proximity
between the values obtained for the anomalous dimensions at various fixed points within our pertur-
bative results and the NPRG ones suggests that the fixed point Pc identified in the former approach
coincides with that discovered within the latter one.

Let us underline that, in this chapter, we also recovered the results in the clean case, obtained in
the last chapter. We recall that the clean results were obtained in the previous chapter by means of the
effective flexural model. In this chapter, we used the independent, but equivalent and complementary,
two-field model. The agreement of results in both models is a very strong check on our computations,
and a proof that we acquired an unambiguous control on the renormalization procedure in these models.

It remains to confirm the present results by circumventing the difficulty encountered here, mainly
due to the various series starting at O(ε2), thereby preventing us to conclude in some intermediary
steps. Within the perturbative context, this may be achieved by changing the regularization and/or
the renormalization scheme. Another method could be to enlarge the perturbative series by several
orders and to use resummation techniques in order to extract reliable information about the position of
the fixed points. Unfortunately, both solutions are far beyond the scope of this work, especially given
the technical complexity of the model. In this respect, it would be of tremendous interest to revisit
the SCSA approach in view of the present findings.
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Chapter 3

Critical properties of QED and
reduced QED

This chapter is partly based on the publication

[4] S. Metayer and S. Teber, JHEP 09 (2021) 107,
“Two-loop mass anomalous dimension in reduced quantum electrodynamics and application to
dynamical fermion mass generation”.

We introduce the basics of Quantum Electrodynamics (QED) in four dimensions and then motivate
the study of the more general reduced QED, where photons lives in a (possibly) bigger space-time than
electrons. We compute the corresponding self-energies and polarizations up to two loops in a small
coupling expansion and obtain all the anomalous dimensions. Our results are then applied for everyday
QED as well as for a physical model of graphene, for which we compute the optical conductivity. We
address the critical properties of reduced QEDs and study the eventuality of a phase transition from
an insulating to a metallic phase in these models.
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3.1 Introduction

3.1.1 Basics of QED in four dimensions (QED4)

Quantum electrodynamics (QED), first formulated by Paul Dirac in 1927 [108], is the relativistic
quantum field theory describing how light (photons) and electrically charged particles (like electrons)
behave and interact. QED is famous for its extremely accurate theoretical predictions of various
quantities, two prominent examples being the anomalous magnetic moment of the electron and the
Lamb shift of the energy levels of hydrogen, see, e.g., [109]. QED is usually considered in the physical
(3+1)-dimensional spacetime, i.e., 3 space dimensions and 1 time dimension, that we shall name QED4.

Mathematically, the QED4 model is derived from the principle of gauge invariance. It is an
abelian gauge field theory with the unitary symmetry group U(1), defined on Minkowski space (flat
spacetime). Formally, the QED4 theory is made of a bosonic spin-1 field, Aµ(x), called the gauge field
(or electromagnetic field) as well as (possibly multiple) charged spin-1/2 fields Ψi(x). Excitations of
the gauge field are called photons and mediate the interaction between the excitations of the matter
field(s), called fermions, like, e.g., electrons. See Table 3.1 for a summary of the field content and the
usual vocabulary in QED4.

Field index spin stat. excitations physical sense mathematical definition

Ψi(x) σ=1,··· ,Nf 1/2 fermion electrons (e±) matter 4-comp. Dirac spinor
Aµ(x) µ=0,··· ,3 1 boson photons (γ) EM interaction gauge covariant vector

Table 3.1: Summary of the field content in QED4.

The action, defining the model for this field content, can be written down considering that the
theory should be invariant under some carefully chosen symmetries. The first ones are the usual
relativistic spacetime symmetries, i.e., invariance of the physics under rotations and boosts (Lorentz
symmetry group) as well as translations, altogether forming the Poincaré symmetry group. The second
ones are the internal symmetries of the theory, which in the QED case, is the internal unitary U(1)
gauge group symmetry (circle group), directly related to the electric charge. While writing down the
resulting action, one also needs to restrict to the terms that are relevant in the field theory sense,
i.e., renormalizable terms with a coupling parameter of canonical dimension between 0 and 1. Note
that the vector field, mediating the gauge interactions, is naturally introduced by the generalization of
the global gauge transformation to one that depends upon the local spacetime coordinate, while still
requiring that the action remains invariant under all aforementioned symmetries. The obtained action
can be written in a usual compact form, see, e.g., the standard textbook [110], and reads

SQED4
=

∫
d4x

[
Ψ̄i(iD̸−m)Ψi− 1

4
FµνFµν−

1

2ξ
(∂µA

µ)2
]
, (3.1)

where we use natural units ℏ= c=1. The notations require some unpacking. First, i=1,2,··· ,Nf are
the Nf flavors of the massive (4-component) fermionic Dirac fields Ψi(x), each of which has the same
mass m. Note that in everyday life QED4, Nf =1, nevertheless we keep Nf arbitrary in prevision
of the next sections where Nf may be two, or even considered very large. Secondly, {µ,ν}=0,1,2,3
are the 3+1 Lorentz spacetime indices of the gauge field Aµ, i.e., the covariant four-potential of the
electromagnetic field generated by the fermions themselves. Also, D̸= γµDµ is the usual Feynman
slash notation with the covariant derivative and the electromagnetic field tensor respectively defined
as

Dµ= ∂µ+ ieAµ and Fµν = ∂µAν−∂νAµ, (3.2)

with the coupling constant e standing for the electric charge, which is dimensionless in d=4. The
4 Dirac gamma matrices, of size 4×4, are noted γµ and are defined so that they fulfill the so-called



3.1. INTRODUCTION 105

Clifford algebra
{γµ,γν}= γµγν+γνγµ=2gµνI4, (3.3)

with In the n×n identity matrix and gµν the Minkowski flat space metric with, e.g., the convention
gµν = diag(1,−1,−1,−1). A usual representation for these four matrices is the Dirac basis

γ0=

(
I2 0
0 −I2

)
, γj =

(
0 σj

−σj 0

)
, (3.4)

where j=1,2,3 are the space indices and σi are the usual 2×2 Pauli matrices. The gamma matrices
are the fundamental objects that transform the 4-component Dirac spinor fields Ψi(x). Indeed, the
Dirac adjoint is defined as Ψ̄i(x)= (Ψi(x))†γ0. Note that there exist also additional matrices that
anticommutes with this set and generates the chiral and parity transformations of the model. We will
describe precisely these matrices later in this chapter, in the devoted section 3.4.4.

Note also that instead of fixing the gauge by constraining the gauge field a priori, via an auxiliary
equation, we added a gauge breaking term to the physical (gauge invariant) action, called the Rξ gauge
term, and parameterized by the gauge fixing parameter ξ. This term is also necessary to allow the
inversion of the Lorentz tensorial structures while writing down the propagator for the photon. The
choice of the parameter ξ determines the choice of gauge and by definition, physical results do not
depend on the gauge fixing parameter ξ, i.e., its value is an arbitrary choice. Several gauge fixing
choices can be made, some more useful than other depending on the situation. Usual choices of gauge
are named after physicists,

Landau: ξ=0, Feynman/’t Hooft: ξ=1, Yennie: ξ=3, ... (3.5)

To finish, let us remark that from trivial dimensional analysis on the action (3.1) we have

[Ψ]= 3/2, [A] = 1, [e] = 0, [m] = 1, [ξ] = 0, (3.6)

where we used [∂] = 1, [d4x] =−4 and [S] = 0.

Sketch of a perturbative computation in QED4

A typical perturbative computation in QED4 goes as follows. First, write down all possible Feynman
diagrams at a given loop order for the process of interest like, e.g., a photon disintegrating into an
electron-positron pair (γ→ e+e−). Then, write down the corresponding expressions using the Feynman
rules of the model, compute all the diagrams and sum them! From the action (3.1), the Feynman rules
in their simplest form (in the Feynman gauge and for Nf =1) read

p
=

i

̸p−m
, µ =−ieγµ,

p
µ ν =

−i

p2
gµν . (3.7)

The first contributions to our example process, γ→ e+e−, are the quantum corrections to the three-
point vertex interaction

Γµ= µ =

(
µ + µ + ···

)
=−ie

(
γµ+Γµ1 + ···

)
. (3.8)

The physical process is then accurately described by the (infinite) sum of all the possible diagrams,
that become more and more intricate with increasing loop order. Hopefully, if the coupling parameter
is small, the more loops a diagram has (therefore the more complicated it is), the less it contributes.
For QED4, in low energy conditions, the relevant expansion parameter is the fine structure constant
α= e2/(4πε0ℏc) which reduces to α= e2/(4π)≈ 1/137 in the natural units ℏ= c= ε0=1. The value of
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α means that each loop order contributes 1/137 times less than the previous one. Therefore, taking
into account the first few diagrams is already extremely precise in QED4 at low energies.

Computing these Feynman diagrams involves integrations over the internal loop momenta, and
generally leads to divergences. These are conveniently regularized using dimensional regularization,
which is the most convenient regularization scheme for higher-order computations. Performing the
computations in arbitrary dimension d allows regularizing the divergences that may appear in exactly
d=4. Then, one can perform an expansion close to the convenient upper critical dimension, which
is duc =4 for QED4, the dimension where the theory is scale invariant, i.e., where the coupling is
dimensionless, [α] = [e2] = 0. One usually takes the convention d=4−2ε with ε→ 0. After some
appropriate projections, the result for the leading order (one-loop triangle) diagram in (3.8) takes the
form

Γ1=
A

ε
+B+O(ε). (3.9)

In a high energy physics context, one is usually interested on the so-called probability amplitude related
to this diagram, i.e., the probability of this peculiar process to happen. To extract this amplitude, we
use renormalization, which is trivial at this order and basically removes the 1/ε pole. This leads to
the renormalized, i.e., physical, amplitude Γ1r =B. It turns out that this number is directly related
to a famous physical quantity, the anomalous magnetic dipole moment of the electron ae=(g−2)/2,
which basically quantifies the difference between a classical spinning magnet and a true quantum
electron. Our first order estimation of this quantity is, after computation, ae=α/2π. This result was
first derived by Julian Schwinger in [111] and engraved on his headstone. Taking the fine structure
constant to be α≈ 1/137 yields the value ae=0.001161. Thanks to the smallness of α, this result is
already accurate up to 4 digits. Indeed, recent precision experiments, e.g., from quantum cyclotron
orbits [112,113] showed that ae=0.00115965218073(28) (recalling that the most recent measurements
for the fine structure constant reads α=1/137.035999206(11) [114]). On the theoretical side, going
further and including more diagrams increases the theoretical precision. Indeed, actual state-of-the-art
numerical computations at five loops, see, e.g., [115], involving several thousands of diagrams, gives
the theoretical value ae=0.00115965218178(77) which is in accordance with the experiment up to 11
digits! This example is famous to be one of the most accurate theoretical prediction verified by an
experiment.

Interestingly, in this analysis, renormalization was basically used to throw away (consistently) the
divergent parts of the diagrams and obtain finite results. However, in a low energy physics context,
i.e., in statistical physics and more generally for condensed matter systems, this pole part is exactly
what one wants to extract from this computation to access the so-called renormalization functions.
Indeed, the pole A/ε is directly related to the asymptotics of Green’s functions, thereby quantifying
via anomalous scalings the violent features of the model, such as phase transitions. In this specific
case, it is related to the running of the coupling of the theory with respect to the energy scale of
observations, i.e., α(µ) with µ the renormalization scale. At low energies, we must recover the fine
structure constant, so we define α(me)≈ 1/137 withme the electron mass, since it is the lightest particle
charged electrically. The question is then if the coupling increases or decreases when the energy scale
increases. The function quantifying this flow is called the beta function, defined as β(α)= ∂α/∂ logµ.
At first order, a simple computation leads to β(α)=−2Aα=2α2/3π. This shows that the pole content
of the theory is directly related to the beta function. Therefore, the running coupling α(µ) increases
with µ. Indeed, at higher scales such as the Z-boson mass (105 times larger than me), it has been
measured as α(mZ)≈ 1/127 [116]. Moreover, since the coupling flows with energy scale, one may
ask the simple question; is there a special point where the coupling is scale invariant, i.e., β(α)= 0.
Solving these equations leads to the so-called fixed points of the theory, where the theory exhibits
peculiar universal features. One of the striking feature of theories taken at their fixed points is that
they exhibit universal scaling for their correlation functions, that we call anomalous dimensions or
equivalently critical exponents. Moreover, completely different theories, possibly arising from different
physical models, can exhibit the same critical exponents. We call these categories of theories exhibiting
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the same fixed points, universality classes. Unfortunately, in the high energy physics context, in 3+1
dimensions, there exist very few fixed points. Nevertheless, we will see in the following that this picture
changes completely in lower dimensions and more specifically in 2+1 spacetime dimensions.

3.1.2 Motivations for reduced QED

Reduced quantum electrodynamics is a model describing fermions interacting via photons that live
in a (possibly) bigger spacetime. Formally, the relativistic massive fermions lie in a de-dimensional
spacetime and interact via the exchange of massless bosons in dγ-dimensions (de≤ dγ), we then denote
it QEDdγ ,de . At the level of the action, it simply amounts to split the Lagrangian of usual QED4 (3.1)
into two parts and give two different dimensions to the spinor and vector fields, i.e., schematically

SQEDdγ,de ≡
∫

ddex
[
Ψ̄i(iD̸−m)Ψi

]
+

∫
ddγx

[
−1

4
FµνFµν−

1

2ξ
(∂µA

µ)2
]
. (3.10)

Obviously, one should be careful with Lorentz indices in the model (3.10) since the interactions are
limited to the de plane. We will give a more precise definition of this action in the next sections,
see (3.12). The first trivial example of such model is to take the same dimension for fermions and
bosons, e.g., dγ = de=4, i.e., QED4,4 which recovers QED4 see (3.1). A less trivial example is to take
de= dγ =3, i.e., QED3,3 that we denote QED3. In this case, the coupling acquires a non-zero canonical
dimension. Indeed, simple power counting on the action (3.10) yields in arbitrary dimensions

[Ψ]=
de−1

2
, [A] =

dγ−2

2
, [e] = 2− dγ

2
, [m] = 1, [ξ] = 0, (3.11)

which, in QED3 implies [e] = 1/2, so that α= e2/4π has the dimension of a mass, making the theory
superrenormalizable and therefore asymptotically free. Therefore, in QED3, α is not suitable to be the
“small parameter” and one has to choose another perturbative parameter, which is usually 1/Nf , i.e.,
considering the number of fermion-field flavors to be large. This is the so-called large-Nf expansion
technique, see [117] for a review. We will keep this model for the next chapter that will be devoted
to the study of QED3 and some of its bosonic and supersymmetric variants using large-Nf techniques.
In the rest of this chapter we focus on the case dγ =4, i.e., QED4,de such that we keep the canonical
dimension [e] = 0. This leads to the third prominent example of reduced QED models, in which fermions
are confined in a de=2+1 plane, interacting via photons that are dγ =3+1 dimensional, i.e., QED4,3,
see figure 3.1. Since fermions are confined on a plane, the out of plane photons propagates freely, i.e.,
are non-interacting. As we shall see in the following, this model is particularly accurate to describe
electronic interactions in graphene [26,27], and more generally Dirac planar liquids.

e+

e−

e+

e−

x

y,t

z

Figure 3.1: Illustration of an interaction event in QED4,3. Electrons and positrons are
confined on the de=2+1 plane (x,y,t) and interact via photons that eventually exit the
plane in one extra dimension (z). Photons propagates freely (no interactions) outside
the plane (x,y,t). Note that t and y axis are shrunk together for illustration purposes,
the true event living on a 3+1=4 dimensional space.
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Historically, the reduced QEDde,dγ model (3.10) has been introduced motivated by the study of
dynamical chiral symmetry breaking in brane-world theories, see, e.g., [118, 119]). Soon after, a first
application was devoted to the specially important case of conformal QED4,3 (also known as pseudo-
QED from [120] and mixed-dimensional QED from the recent [121]) in relation with graphene [122].
Indeed, in condensed matter physics, an emergent relativity appears at low energies for systems with
two stable Fermi points, see, e.g., the textbook [123]. This is the case of pure (undoped) graphene, a
one-atom thick layer of graphite, see, e.g., [87, 124–126] for reviews. In such models, the quasiparticle
spectrum is Dirac-like and massless at low-energies [127, 128]. Indeed, QED4,3 describes graphene in
very particular energy conditions. More precisely, the renormalization group approach of [129] revealed
the existence of a low energy (infrared) Lorentz invariant fixed point for graphene. Approaching this
fixed point, electrons renormalize, i.e., are dressed (shielded) by a cloud of other electrons and photons
to become a collective electronic excitation called quasiparticle. These new quasi-electrons are the
relevant degrees of freedom at low energy. Miraculously, the quasi-electrons are described by exactly the
same dynamics as for bare electrons (the QED4,3 theory), but with different (renormalized) parameters.
Flowing down from high to low energy in graphene, the speed of the (quasi)electrons, characterized by
the Fermi velocity, vF , flows to the velocity of light, c≈ 300vF . Similarly, the fine structure constant
of graphene, αg = e2/4πε0ℏvF , which is of order one, flows to the usual high-energy fine structure
constant, α=1/137. These allow us to consider QED4,3 in its full relativistic (Lorentz invariant) form,
and work in the natural units ℏ= c=1. In short, relativistic QED4,3 seems to be the appropriate
field theory to describe an ideally pure graphene sheet cooled down to very low temperatures, where
(quasi-)electrons move at relativistic speeds, which simplifies tremendously the computations.

Figure 3.2: “Quasi particle concept” from R. Mattuck [130].

In this context, we compute theoretically several physical quantities of interest. The first one is
the optical conductivity of graphene in the low energy regime, which is directly related to the physical
(gauge invariant) polarization operator of the photon, Π(p2). This polarization admits corrections, and
we will compute the physical (gauge-invariant) and universal (scale-invariant) first quantum correction
factor, Cγ , which is a pure number, i.e., a fundamental constant of graphene. As we will see in the
following, our results compare accurately with optical experiments. Another quantity of interest is the
anomalous dimension of the electron mass, γm, which is also physical and universal. This quantity
is directly related to the phenomenon of dynamical mass generation in graphene. Indeed, since we
consider a relativistic theory with a vanishing rest mass for the electrons, one natural question is to
ask if the renormalized (quasi-)electrons are also massless or may become massive? Since the massless
theory is chiral (or flavor) invariant, the appearance of a radiatively generated massive term breaks
the chiral symmetry. One refers to this phenomenon as dynamical chiral/flavor symmetry breaking,
sometimes shortened in the literature as DχSB. We will see in the following that the answer to this
question depends on the coupling (αr) considered and also on the number of fermions (Nf ). Indeed,
for a given Nf , the coupling has to be large enough for dynamical electron mass generation to occur,
which in turn implies that Nf has to be small enough. Therefore, this non-perturbative mechanism
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relies on the existence of a critical coupling constant, αc, which is such that for αr <αc fermions
are massless (assuming chiral invariance), while for αr >αc a dynamical fermion mass is generated
at a given number of fermion flavors Nf (and chiral symmetry is dynamically broken). Alternatively,
in the limit αc→∞, a dynamical mass is generated for Nf <Nc where Nc is the critical number of
fermion flavors. Such a dynamical mass generated is directly determined by the so-called Miransky
scaling as a function of the critical coupling, which is itself a function of the number of flavor Nf ,
i.e., mdyn ∝ exp(−2π/

√
αr/αc−1) [131]. The knowledge of αc and Nc therefore provides precious

information on the phase structure of such gauge theories. See figure 3.3 for an illustration. In the
condensed matter terminology, this mechanism corresponds to a (semi) metal to (excitonic) insulator
transition, whereby a dynamical gap is generated at strong coupling and controlled by some parameters.
This implies the opening of a tunable bandgap in the system and could lead, e.g., to the development
of graphene-based transistors [132], provided that one finds an experimental way to change on demand
the control parameters, i.e., αr and/or Nf . Such transistors could lead to groundbreaking applications,
since graphene exhibits high performance conductivity, thermal dissipation, mechanical properties
etc. [133]

Nf

αr(Nf )

Nc

αr(Nc)→∞

mdyn ̸=0

mdyn =0

mdyn =0

αc(Nf )

Figure 3.3: Phase diagram of QEDdγ ,de in the (αr,Nf ) plane. Note that, mdyn =0
implies a (semi-)metallic gapless phase while mdyn ̸=0 is a shorthand for mdyn ∝
exp(−2π/

√
αr/αc(Nf )−1) ̸=0 and implies an (excitonic) insulating gaped phase.

To pursue with the motivations for reduced QED, it has been shown in [134] that it exists a map-
ping between QED4,3 and the well known three-dimensional QED (QED3) in the large-Nf limit (where
Nf is the number of Dirac spinors — see also [117] for a review on large-Nf quantum field theories)
which is a celebrated effective field theory for planar condensed matter physics systems exhibiting
Dirac-like low-energy excitations such as, e.g., high-Tc superconductors [135–138], and quantum an-
tiferromagnets [139]. The QED4,3 model also captures some universal features of a broader range of
so-called planar Dirac liquids that have been discovered experimentally during the last decade and are
under active study such as, e.g., artificial graphene-like materials [140], surface states of topological
insulators [141] quantum Hall effect [121,142] and half-filled fractional quantum Hall systems [143].

Theoretically, there has been rather extensive studies of QED4,3 during the last decade with pri-
mary applications to Dirac liquids, e.g., their transport and spectral properties [144–150] and dynamical
symmetry breaking [134, 151] which we will focus on at the end of this chapter (see also [152] for a
review on these topics). From a more field-theoretic point of view, the model was shown to be uni-
tary [153], its properties were studied under the Landau-Khalatnikov-Fradkin transformation [154,155]
as well as under duality transformations [156]. Renewed interest in the model and its formal properties
was triggered by the study [157] of interacting boundary conformal field theories, see, e.g., [158–162]
and supersymmetric extensions constructed and analyzed in [163,164].

As for the study of dynamical mass generation in gauge theories, in the last four decades, the stan-
dard approaches were either based on lattice simulations [165–170] or solving partially the Schwinger-
Dyson (SD) equations, see [171] for an early detailed review as well as the manuscripts [172,173]. See
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also [174] and references therein for a more recent publication. While initial interests were towards
four-dimensional theories, the importance of QED3 (and its large-Nf limit with no running coupling)
was recognized very early [175–177] because of its simpler UV structure and its similarities with Quan-
tum Chromodynamics (QCD). Indeed, because of the absence of running of their coupling constants,
QED4,3 and large-Nf QED3 may be referred to as “standing” gauge theories. In contrast, QED4 has
a running of the coupling constant. It is only in the quenched approximation (where fermion loops
are neglected) that the coupling constant of QED4 does not renormalize. Nevertheless, because of
the formidable complexity of the task of solving the SD equations, calculations were generally carried
out only at the leading order (LO) in the coupling constant [131] or by including non-perturbative
ansätze for the vertex function in one-loop-like SD equations [178–180]. Often, the resulting solutions
displayed residual gauge variance, which is unsatisfactory for a physical quantity such as a critical
coupling. Following early multi-loop works of Nash [181] and Kotikov [182, 183], a complete gauge-
invariant prescription up to next-to-leading (NLO) of the 1/Nf -expansion for QED3 appeared only
recently in [184] and [185, 186] (see also [187] for a recent review). In [134] the results were then
mapped to QED4,3, thereby extending the LO results of [118] to the NLO in α. The gauge-invariant
prescriptions found in [184] and [186] for large-Nf QED3 alleviate doubts about the validity of the SD
equation approach, though a similar prescription still has to be implemented for QED4. Considering
the complexity of the calculations, simpler approaches are worthwhile investigating. An argument
often invoked in the recent literature on QED3, see, e.g., [188–197] (see also [198] for a review), is
the fact that a fermion quadrilinear operator becomes relevant at criticality (this has actually been
noted in the early literature on four-dimensional models, see, e.g., [199–203]). The computation of
the anomalous dimension of the corresponding composite operator allows then to derive a marginality
crossing equation — as referred to in [196–198] — in order to extract the value of the critical coupling.
Actually, as noticed in [184], the SD gap equation incorporates such a criterion in a rather simple and
efficient way, i.e., via the mass anomalous dimension (the anomalous dimension of the fermion bilinear
mass operator) which is a gauge-invariant quantity governing the ultraviolet (UV) asymptotic behavior
of the fermion propagator [204–207] (see also the textbook [208]).

The chapter is organized as follows. In section 3.2 we present the model, the perturbative setup
as well as our renormalization conventions. In section 3.3, we present the complete one and two-loop
calculations in the general model of reduced QED4,de . This includes the computation of the photon
polarization Π as well as the field and mass anomalous dimensions, i.e., γΨ and γm at the second order
in the small coupling expansion, i.e., at O(α2). This allows us to recover, in section 3.4 , the full two-
loop results for the subcases of QED4 and QED4,3 thereby generalizing recent results in QED4,3 [161]
and recovering well known ones in QED4 (see the lectures [61]). We will discuss the optical conductivity
of graphene and also recover the results of QED3 in the large-Nf expansion via mapping [134]. Then
in the subsection 3.4.4 we will analyze the special case of a parity-odd electron mass term and clarify
the different gamma matrices representations that we use in this manuscript, in dimensions 3+1 and
2+1. In section 3.5, the critical properties of the model are then analyzed. The gap equation is
derived from the SD equations, and applied to QED4,3 and QED4, where both the quenched and
unquenched cases are provided, leading to gauge-dependant results. Following [184], we then construct
a semi-phenomenological gap equation allowing us to study the critical properties of QED4,de in a
gauge invariant way. In the case of QED4,3, we straightforwardly recover the results of [134] for the
NLO critical coupling and flavor number. As for QED4, our approach is semi-phenomenological, but
our results are in good quantitative agreement with those obtained from numerical solutions of SD
equations, see, e.g., [172, 174]. The conclusion is given in section 3.6. As an Appendix, we provide in
section 3.A the complete three-loop results that we derived for the QED4 model.



3.2. THE QEDdγ ,de MODEL, CONVENTIONS, AND RENORMALIZATION SETUP 111

3.2 The QEDdγ ,de
model, conventions, and renormalization setup

3.2.1 Model

In Minkowski space, the QEDdγ ,de action [118, 144, 147] including (in order to compute γm) a bare
(parity-even1) fermion mass reads

SQEDdγ,de =

∫
ddex

[
Ψ̄i(iγ

µeDµe−m)Ψi
]
+

∫
ddγx

[
−1

4
FµγνγFµγνγ −

1

2ξ

(
∂µγA

µγ
)2]

, (3.12)

where Ψi areNf flavors of 4-component Dirac spinors (i=1,··· ,Nf ) in de dimensions (µe=0,1,··· ,de−1)
of mass m, while the gauge field Aµγ is dγ-dimensional (µγ =0,1,··· ,dγ−1) with de≤ dγ . The interac-
tions are only allowed on the de subspace (the fermionic “plane”), such that the covariant derivative is
defined as

Dµe = ∂µe+ieAµe , (3.13)

where it is understood that Aµe are the de components of the gauge field, i.e., Aµe(xµγ =0,xµe). In
the following, we will use dimensional regularization and parameterize the dimensions as

dγ =4−2εγ , de=4−2εe−2εγ , (3.14)

where εγ is the regulator which is such that εγ → 0 for QED4,de while εe=(dγ−de)/2. Note that
the use of dimensional regularization preserves symmetries that are important to us for computations
purposes, like translational invariance, see Appendix A.

Before going into computations, the mixed dimensional action (3.12) can be simplified and ex-
pressed fully from the point of view of the fermionic plane. Indeed, since photons propagate freely (no
interactions with fermions) outside the plane, we are able to integrate exactly over all possible pho-
tonic propagations paths and project the result on the fermionic plane to obtain an effective, non-local,
photon propagator living in the fermionic plane. See figure 3.4 for an illustration.

Effective photon

Bulk photon

e+
e−

e+

e−

x

y,t

z

Figure 3.4: Illustration in QED4,3 of the projection of a dγ =3+1 (x,y,z,t) free bulk
photon onto the de=2+1 plane (x,y,t) of interacting electrons. Note that t and y axis
are shrunk together for illustration purposes.

Performing the exact integration over the free degrees of freedom of the photons in arbitrary dimension
yields the following action

SQEDdγ,de =

∫
ddex

[
Ψ̄i(iD̸−m)Ψi− 1

4
FµνDFµν+

1

2ξ̃
AµD∂µ∂νAν

]
, (3.15)

1The parity-odd case is treated separately in subsection 3.4.4
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where all Lorentz indices now run on the same de spacetime plane such that we dropped all the e
indices for convenience, i.e., {µe,νe}→{µ,ν}=0,··· ,de−1. The field Aµ now describes the effective
(reduced) photons projected on the fermionic de-dimensional plane. Moreover, the reduced gauge-fixing
parameter reads

ξ̃= εe+(1−εe)ξ. (3.16)

The model (3.15) is build from the differential operator D reading

D=
(4π)2εe

Γ(1−εe)(−□)εe
, (3.17)

containing the d’Alembertian □= ∂µ∂µ with a fractional power. Note that the appearance of frac-
tional d’Alembertian in (3.15) for εe > 0 implies that the reduced theory is nonlocal. Fractional
d’Alembertians (or Laplacians) appear in the field of fractional calculus, see [209] for an extended
monograph.

An important remark is that since the action is de-dimensional, we now have de gamma matrices.
In the case of QED4, i.e., de=4, it means that we have four gamma matrices, e.g., the set described
in (3.4), that we reproduce here for clarity

γ0=

(
I2 0
0 −I2

)
, γj =

(
0 σj

−σj 0

)
, (3.18)

where j=1,2,3 are the space indices and σj are the usual 2×2 Pauli matrices. In striking contrast, in
the case of QED4,3, i.e., de=3, there are three gamma matrices. A common representation is the set
of 4×4 matrices

γ0=

(
σ3 0
0 −σ3

)
, γ1= i

(
σ1 0
0 −σ1

)
, γ2= i

(
σ2 0
0 −σ2

)
. (3.19)

An important remark is that, in the three-dimensional case, it turns out that a smaller, 2×2, repre-
sentation is possible and leads to different results as it amounts to consider an action that is different,
i.e., that may contain a parity-odd mass term. To avoid this, in the following, we will not specify
the representation and just consider that for any dimension de of interest, it exists a set of gamma
matrices of size 4×4 that realizes the Clifford algebra. In this case, there is no subtlety and the mass
term is parity preserving. These specificities will be discussed in detail in the devoted section 3.4.4,
devoted to the parity-odd mass term and the other possible representation. In the rest of the chapter,
our computations will anyway be performed without specifying the representation that we are using.

3.2.2 Perturbative setup

Feynman rules

From the action (3.15), the Feynman rules read

S0(p)= ⟨Ψ̄(−p)Ψ(p)⟩0 =
p

=
i

̸p−m
, (3.20a)

Γµ0 = ⟨Aµ(p)Ψ̄(p1)Ψ(p2)⟩0= µ =−ieγµ, (3.20b)

Dµν
0 (p)= ⟨Aµ(−p)Aν(p)⟩0 =

p
µ ν =

i

(4π)εe
Γ(1−εe)
(−p2)1−εe

(
gµν−(1− ξ̃)p

µpν

p2

)
. (3.20c)

Together with the usual rule that each fermion loop should give an additional factor −1 to the diagram
considered. Note that the Feynman rules (3.20) are for Nf =1, i.e., without indices on the Ψ field. In
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order to generalize for Nf fields, we are supposed to introduce trivial delta functions in (3.20a) and
(3.20b) such that δσσ =Nf . This is the simplest way to proceed for automated calculations. However,
for hand computations, we can equivalently drop all delta functions associated to Ψ replicas and
simply add a factor −Nf for each fermion loop in a diagram instead of only −1. Note also that we
hide the trivial identity matrix I4 next to the mass m and we make the usual notation abuse for the
fermion propagator (3.20a), with inverse tensor notations used. Indeed, multiplying the numerator
and denominator by the matrix (̸p+m) read S0(p)= i(̸p+m)/(p2−m2), recalling the usual notations
and definitions for the momentum

p2= pµpµ, |p|=
√
p2, /p= γµpµ, /p

2= p2,
1

/p
=
/p

p2
, pE =

√
−p2= i|p|, k ·p= kµpµ, (3.21)

where pE is the Euclidean momentum and pµ the Minkowski four-momentum, related via Wick rotation.
In (3.20), the photon propagator (3.20c) is therefore reduced (de-dimensional), and is now non-local
after integrating out the free photons degrees of freedom present on the bulk in dγ−de dimensions.
Let us remark that in the case of QED4 (εe=0), the photon propagator reduces to its familiar form,
while in the case of QED4,3 (εe=1/2) the photon propagator acquires a branch cut reading

Dµν
0 QED4

(p)=
i

−p2

(
gµν−(1−ξ)p

µpν

p2

)
, (3.22a)

Dµν
0 QED4,3

(p)=
i

2
√

−p2

(
gµν− 1−ξ

2

pµpν

p2

)
. (3.22b)

This inverse square root momentum dependence is responsible for the appearance of Feynman diagrams
with non-integer indices and is a major source of technical difficulty to perform the integrations. As we
will see in the next chapter, a similar momentum dependence can be found for QED3 in the large-Nf
limit due to the infrared softening of the photon propagator. This is the essence of the existence of the
mapping [134] between QED4,3 and QED3.

Numerator algebra

As for the numerator algebra, after suitable projections and contractions, we will only be left with
traces over gamma matrices to compute. As discussed below the equation (3.18), we will not consider
any specific representation. We will consider that we have an arbitrary number de of 4×4 gamma
matrices satisfying the Clifford algebra (3.3). In this case, the basic trace identities read

Tr(γµ)= 0, Tr(I4)= 4, Tr(γµγν)= 4gµν . (3.23)

From there, all traces with more than two matrices can be calculated with the following simple recursive
algorithm

Tr(γµ1γµ2 ···γµm)=
m∑
i=2

(−1)igµ1µiTr(��Z
Zγ
µ1 γµ2 ···��ZZγ

µi ···γµm), m> 2, (3.24)

where �
�Z
Zγ
µi means removing γµi . Dirac gamma traces can then be calculated simply in terms of the

metric tensor, the size of the matrix representation, here 4, and eventually the dimension de appearing
from Lorentz indices contractions since gµµ = de. Here is an example with m=6

Tr(γκγλγµγνγργσ)= gκλTr(γµγνγργσ)−gκµTr(γλγνγργσ)+gκνTr(γλγµγργσ)

−gκρTr(γγγµγνγσ)+gκσTr(γλγµγνγρ)

= 4gκλ
(
gµνgρσ−gµρgνσ+gµσgνρ

)
−4gκµ

(
gλνgρσ−gλρgνσ+gλσgνρ

)
+4gκν

(
gλµgρσ−gλρgµσ+gλσgµρ

)
−4gκρ

(
gλµgνσ−gλνgµσ+gλσgµν

)
+4gκσ

(
gλµgνρ−gλνgµρ+gλρgµν

)
, (3.25)
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which is, in total, 15 terms. Note that, in QED at two loops, Feynman diagrams contains generally
traces over 8 gamma matrices and 12 at three loops. It is easy to see that for products of more gamma
matrices, the recursive trace formula (3.24) produces a lot of terms. Indeed, it is straightforward to
show from (3.24) that a trace over m gamma matrices will generate (m−1)!! terms, i.e., 105 terms for
m=8, 945 terms for m=10, 10395 terms for m=12, etc. Since these terms are generally contracted
with momentum tensorial structures induced by the photon propagator (3.20c), such traces will give rise
to ∼ (m−1)!! scalar products at the numerator of a diagram involving m gamma matrices. Therefore,
(m−1)!! gives the order of magnitude of the number of integrals that we need to compute using the
techniques defined in Appendix A, i.e., ∼ 100 integrals at two loops and ∼ 10000 integrals at three
loops.

Schwinger-Dyson equations

Upon turning on interactions, the dressed fermion propagator, from Dyson equation, reads

S(p)= ⟨Ψ̄(−p)Ψ(p)⟩=
p

=
i

̸p−m−Σ(p)
, (3.26)

where the fermion self-energy has the following parameterization appropriate to the massive case

Σ(p)= ̸pΣV (p2)+mΣS(p
2). (3.27)

The vector and scalar parts of (3.27) can then be extracted with the help of the simple projection
formulas

ΣV (p
2)=

−1

4(−p2)
Tr[̸pΣ(p)]

∣∣∣∣
m=0

, ΣS(p
2)=

1

4m
Tr
[
Σ(p)

]∣∣∣∣
m=0

. (3.28)

Once the projection is done, one can, without restricting the generality of the computation, safely set
m=0 and perform the computations using the efficient massless Feynman diagrams techniques detailed
in Appendix A. Indeed, from [210], we recall that, in standard quantum field theories, the anomalous
dimensions cannot depend on external momenta and masses and hence, as an IR rearrangement [210],
we will compute the self-energies ΣV and ΣS in the massless limit, see [211] for a review on the
corresponding techniques.

Similarly, the dressed photon propagator can be expressed as

Dµν(p)= ⟨Aµ(−p)Aν(p)⟩=
p

µ ν = d⊥(p
2)

(
gµν− pµpν

p2

)
+d∥(p

2)
pµpν

p2
, (3.29)

with

d⊥(p
2)=

d0(p
2)

1− ip2d0(p2)Π(p2)
, d∥(p

2)= ξ̃d0(p
2), d0(p

2)=
i

(4π)εe
Γ(1−εe)
(−p2)1−εe

, (3.30)

where the photon self-energy is parameterized as

Πµν(p)= (p2gµν−pµpν)Π(p2), Π(p2)=
−Πµµ(p)

(de−1)(−p2)

∣∣∣∣
m=0

. (3.31)

Again, once the projection is done, one can safely set m=0 and perform the computations using the
techniques of Appendix A.

Anticipating the Random Phase Approximation (RPA) analysis of section 3.5.4, let us note that,
in the case of QED4,3, the transverse part of the photon propagator, (3.30), reads

d
QED4,3

⊥ (p2)=
i

2
√
−p2

1

1−
√

−p2Π(p2)/2
, (3.32)
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which can be usefully contrasted with the QED4 case

d
QED4
⊥ (p2)=

−i

p2
1

1−Π(p2)
. (3.33)

As for the coupling, the Dyson equation reads

Γµ(p1,p2)= ⟨Aµ(p)Ψ̄(p1)Ψ(p2)⟩= µ

p2

p1

=−ie(γµ+Λµ(p1,p2)) (3.34)

with Λµ the vertex correction function. However, as we shall see in the following, this function is
not needed in the perturbative approach thanks to the Ward identity that relates Γµ and the dressed
fermion propagator S(p).

3.2.3 Renormalization setup

The usual renormalization conventions for QED are

Aµ=Z
1/2
A Aµr , Ψ=Z

1/2
Ψ Ψr, ξ=Zξξr, e=µεγZeer, m=Zmmr, (3.35)

where r stands for renormalized, i.e., finite, quantities. All the divergences are contained in the bare
quantities as well as in the renormalization constants in the form of poles in εγ . We also use the
additional definitions

α=
e2

4π
, ᾱ=

α

4π
, Zα=Z2

e , α=µ2εγZααr, (3.36)

where ᾱ is the reduced, bare coupling constant, which is the natural expansion parameter of the
theory. Moreover, we introduced the renormalization scale µ, so that the coupling α remains massless in
dγ =4−2εγ . The latter is related to the corresponding parameter µ̄ in the modified minimal subtraction
(MS) scheme with the help of

µ̄2=4πe−γEµ2, (3.37)

with γE the Euler constant. Notice that, in the MS-scheme, the renormalization constants are Laurent
series in εγ and can be written as

ZX =1+δZX , δZX =
∞∑
l=1

δZlX ᾱ
l
r =

∞∑
l=1

l∑
j=1

Z
(l,j)
X

ᾱlr

εjγ
(X = {A,Ψ,m}). (3.38)

From the above definitions, the relation between the bare and renormalized dressed propagators and
vertices are

Dµν =ZAD
µν
r , S=ZΨSr, Γµ=ZΓΓ

µ
r , (3.39)

where ZΓ is a shorthand for ZΓ=Z
−1/2
α Z−1

Ψ Z
1/2
A . Note that we omit the functional dependencies and

that for a bare quantity X, we have in general

X(p,α,ξ)=ZX [p,αr(µ),ξr(µ)]Xr[p,αr(µ),ξr(µ)] (3.40)

such that all renormalized quantities may “run” with the renormalization scale µ. In particular, αr
taken at the energy scale of the electron mass, is exactly the fine structure constant and is valued
αr ≈ 1/137.

An important addition to these definitions comes from an important Ward identities of the the-
ory [110]

iepµΓ
µ(p1,p2)=S−1(p2)−S−1(p1), (3.41)
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relating Γµ is the dressed vertex function and S the dressed fermion propagator. After taking the limit
p→ 0, it leads to the identities

ZΓ=Z−1
Ψ , Zα=Z−1

A , Zξ =ZA. (3.42)

Therefore, only 3 renormalization factors are independent, and we choose {ZA,ZΨ,Zm} such that the
new renormalization setup simplifies to

Aµ=Z
1/2
A Aµr , Ψ=Z

1/2
Ψ Ψr, ξ=ZAξr, α=µ2εγZ−1

A αr, m=Zmmr, (3.43a)

Dµν =ZAD
µν
r , S=ZΨSr, Γµ=Z−1

Ψ Γµr . (3.43b)

From the definitions of the renormalized correlations functions (3.43b) and using previous results,
we can simply derive the dressed renormalized self-energy, polarization, and vertex correction

Πr =1−(1−Π)ZA, (3.44a)
ΣV r =1−(1−ΣV )ZΨ, (3.44b)
ΣSr =1−(1−ΣS)ZΨZm, (3.44c)
Λµr =−γµ−(γµ−Λµ)ZΨ, (3.44d)

where we used the projectors (3.28) to separate ΣV r from ΣSr.

From there, the multiplicative renormalization constants ZA, ZΨ and Zm can be computed respec-
tively from the photon polarization and the two fermion self-energy parts (V/S) by remarking that, to
ensure finiteness of the above identities (3.44), we should necessarily have

(1−Π)ZA= finite, (1−ΣV )ZΨ= finite,
1+ΣS
1−ΣV

Zm= finite. (3.45)

where finite means no poles in εγ . One can clarify these identities by using the pole operator K on
both sides of the equations (3.45). Indeed, K(x) is the operator that truncates the Laurent series in
εγ to keep only the divergent part, i.e., the poles of the series. These expressions can be extended in
perturbation theory and completely fixes, order by order, the renormalization constants ZA, ZΨ and
Zm. At one loop, they read

ZA=1+K(Π1)+O(ᾱ2
r), (3.46a)

ZΨ=1+K(Σ1V )+O(ᾱ2
r), (3.46b)

Zm=1−K(Σ1SV )+O(ᾱ2
r), (3.46c)

where we momentarily defined Σ1SV =Σ1S+Σ1V . At two loops, the expansion reads

ZA=1+K(Π1)+K(Π2)+K(Π1K(Π1))+O(ᾱ3
r), (3.47a)

ZΨ=1+K(Σ1V )+K(Σ2V )+K(Σ1VK(Σ1V ))+O(ᾱ3
r), (3.47b)

Zm=1−K(Σ1SV )−K(Σ2SV )+K(Σ1SΣ1SV )−K(Σ2
1SV )+K(Σ1SVK(Σ1SV ))+O(ᾱ3

r), (3.47c)

where we observe an interesting asymmetry between S and V self-energies. This technique allows
avoiding computing extra counter-terms diagrams explicitly, they are generated directly from the ex-
pressions (3.47).

Once the renormalization functions are computed, the corresponding anomalous dimensions and
beta function of the theory can be calculated in a standard way with the help of

γX =
dlogZX
dlogµ

(X = {A,Ψ,m}), β=
dᾱr
dlogµ

=−2εγᾱr+γAᾱr, (3.48)
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where β≡β(ᾱr(µ)) characterizes the running of the coupling of theory with respect to the energy
renormalization scale µ. Also, substituting (3.38) in (3.48) yields

γX =
∞∑
l=1

γlX ᾱ
l
r, γlX =−2lZ

(l,1)
X , (X = {A,Ψ,m}). (3.49)

Note that the definitions (3.48) are chosen so that they allow to extract the scaling of the correlation
functions with respect to the renormalization energy scale, i.e.,

Dµν
r (p)∼ p−2+2εe+γA

E
, Sr(p)∼ p−1+γΨ

E
, mr(p)∼ p1+γm

E
. (3.50)

Additionally, from simple power counting [126], it is easy to show that the field anomalous dimension
γA vanishes (as do the beta function) in QED4,3. We shall prove it perturbatively and comment on
this behavior in the next sections.

3.3 General perturbative calculations up to two loops in QED4,de

In this section, we will compute all the renormalization-group functions of the general model QED4,de ,
up to two loops. This requires the computation of the polarization function for the photon, as well as
the self-energy of the electron. From it, we will compute the gauge field anomalous dimension γA and
the corresponding beta function, as well as the anomalous dimensions γΨ and γm. This amounts to
compute all the following diagrams

iΠµν(p)= µ ν + µ ν + µ ν +O(α3), (3.51a)

− iΣ(p)= + + + +O(α3), (3.51b)

which is the usual QED diagrammatic expansion for the photon polarization operator and the fermion
self-energy up to two loops, i.e., at O(α2).

Let us note that γΨ was already computed in [147] for QED4,de and we shall follow the notations
of that paper. In particular, the following parameters will be useful

Lp= log

(
−p2

µ̄2

)
, L̄p=Lp−ψ(2−εe)+ψ(1), K1=

Γ3(1−εe)Γ(εe)
Γ(2−2εe)

, (3.52a)

Ψ1=ψ(1−εe)−ψ(1), Ψ2=ψ(εe)−2ψ(1−εe)+2ψ(2−2εe)−ψ(1), (3.52b)

where ψ(x) is the digamma function; see also Appendix A of [147] for the expansion of the relevant
master integrals.

From [210], we recall that, in the MS-scheme in the four-dimensional case, i.e., for QED4, the
anomalous dimensions can depend only on the Euler constant γE and the Riemann zeta function
ζn. However, in the QED4,3 case, i.e., in three dimensions, we expect new non-trivial transcendental
numbers to occurs, as illustrated in Appendix A.

In the following, we will provide the exact results and the εγ-expansion of individual diagrams
contributing to the photon polarization Π and the electron ΣV and ΣS self-energies for arbitrary εe.
Combined with (3.45) and (3.49), this will allow us to compute the renormalization constants and
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anomalous dimensions in QED4,de . Actually, from the one-loop expansion of the polarization operator,
we will see that the limits εγ→0 and εe→0 do not commute (a fact already noticed in [147]). In order
to recover QED4 from our general results, we will also present improved expressions for both γΨ and
γm valid for QED4,de .

3.3.1 One-loop calculations

Photon polarization at one loop

At one loop, we have the following simple contribution to the photon polarization

iΠµν1 (p)=
p

k

k−p

µ ν =−µ2εγNf
∫
[ddek]Tr

[
Γµ0S0(k)Γ

ν
0S0(k−p)

]
, (3.53)

where the factor −Nf comes from the presence of a fermion loop, and the factor µ2εγ is here to
compensate the dimension of the coupling induced by dimensional regularization, i.e., taking the
measure ddek so that µ2εγddek∼ k4−2εe , since de=4−2εe−2εγ . We also recall from Appendix A that
[ddek] = ddek/(2π)de . Using the Feynman rules (3.20) then yields

iΠµν1 (p)=−µ2εγNf
∫
[ddek]Tr

[
(−ieγµ)

i

/k−m
(−ieγν)

i

/k−/p−m

]
=−µ2εγNfe2

∫
[ddek]

Tr[γµ(/k+m)γν(/k−/p+m)]

(k2−m2)((k−p)2−m2)
. (3.54)

Using the parameterization (3.31) to project the tensorial structure and performing the Dirac trace
reads

Π1(p
2)=−4iµ2εγ

Nfe
2

p2
de−2

de−1

∫
[ddek]

k2−k ·p
k2(k−p)2

. (3.55)

Note that we took the limit m→ 0, which is enough to compute this diagram. Then, in order to use
the definitions of Appendix A that is specially devoted to massless integral computations, we first need
to go from the Minkowski space to the Euclidean space. This can be done via Wick rotation for all the
momenta, i.e., taking for the time component p0= ip0

E
and for the space component p⃗=−p⃗E , where

we use the Minkowski momentum pµ=(p0,p⃗E ) and the Euclidean momentum pµ
E
=(p0

E
,p⃗E ). This leads

to the following transformation rules

ddek=−iddekE , k2=−k2
E
, p2=−p2

E
, k ·p=−kE ·pE , (3.56a)

(k−p)2= k2+p2−2k ·p=−k2
E
−p2

E
+2kE ·pE =−(kE−pE )

2, (3.56b)

and leads to the Euclidean integral

Π1(p
2)= 4µ2εγ

Nfe
2

p2
E

de−2

de−1

∫
[ddekE ]

k2
E
−kE ·pE

k2
E
(kE−pE )2

. (3.57)

Then, using kE ·pE = 1
2(k

2
E
+p2

E
−(kE−pE )2), the numerator of the integral can be decomposed into

several numerator only integrals, i.e.,

Π1(p
2)= 2µ2εγ

Nfe
2

p2
E

de−2

de−1

[∫
[ddekE ]

k0
E
(kE−pE )2

−p2
∫

[ddekE ]

k2
E
(kE−pE )2

+

∫
[ddekE ]

k2
E
(kE−pE )0

]
. (3.58)
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Note that the first and last integrals are exactly zero by parity. Using the definitions of Appendix A,
devoted to multi-loop integral computations in the Euclidean space, it can be written as

Π1(p
2)= 2µ2εγ

Nfe
2

p2
E

de−2

de−1

[
j(de,pE ,0,1)−p

2j(de,pE ,1,1)+j(de,pE ,1,0)
]
, (3.59)

from it, the exact result reads

Π1(p
2)=−2Nfe

2µ2εγ
(−p2)de/2−2

(4π)de/2
de−2

de−1
G(de,1,1), (3.60)

where we switched back the external momentum p to Minkowski space with inverse Wick rotation.
Then, it’s εγ-expansion at arbitrary εe reads

Π1(p
2)=−4ᾱNf

1−εe
3−2εe

(
4π

−p2

)εe Γ2(1−εe)Γ(εe)
Γ(2−2εe)

+O(εγ), (3.61)

which is a result unfortunately valid only, for QED4,3, i.e., de=3 or equivalently εe=1/2. In this case
it yields a finite value

Π
QED4,3

1 (p2)=− ᾱ√
−p2

Π̂
QED4,3

1 , Π̂
QED4,3

1 =2Nfπ
2. (3.62)

There is therefore nothing to renormalize here and leads to a trivial renormalization constant for
the gauge field, i.e., ZA=1+O(ᾱ2

r). In turn, the anomalous dimensions of the gauge field and the
corresponding beta function of the QED4,3 model can be computed from (3.48) and trivially reads

γ
QED4,3

A =0+O(ᾱ2
r), βQED4,3 =−2ᾱrεγ+O(ᾱ3

r), (3.63)

where −2ᾱrεγ is the trivial 0th-order (tree-level) value for the beta function. Since the beta function
is trivial, the coupling is not running in QED4,3. We refer to this phenomenon as a “standing” gauge
theory, as opposed to a theory where the coupling is “running”, like in, e.g., QED4 as we will show in
the next lines.

The fact that the result (3.61) is only valid for QED4,3 is related to the fact that the coupling
constant does not run in QED4,3. In striking contrast with QED4,3, we notice that (3.61) does not
reproduce properly the pole structure of QED4. The correct result is obtained from (3.53) by first
setting εe=0 and then performing the εγ-expansion. This yields

Π
QED4
1 (p2)=−ᾱ

[
4Nf
3

(
1

εγ
− Lp

3

)
+Π̂

QED4
1 +O(εγ)

]
, Π̂

QED4
1 =

20Nf
9

. (3.64)

This non-commutativity of εe→ 0 and εγ → 0 limits will also appear in the two-loop fermion self-energy
diagrams with a fermion loop insertion (see 3.85a) thereby affecting the anomalous dimensions. We will
discuss, in section 3.3.3, a way to obtain expansions valid in both QED4,3 and QED3. From (3.64) and
the definitions (3.46) and (3.48) it is straightforward to derive the first order renormalization constant
for the gauge field in the QED4 case,

δZ
QED4
A =−

4Nf
3εγ

ᾱr. (3.65)

Using (3.48), we derive the well known first order correction to the gauge field anomalous dimensions,
that directly gives the first order correction to the QED4 beta function. They both read

γ
QED4
A =

8Nf
3
ᾱr+O(ᾱ2

r), βQED4 =−2ᾱrεγ+
8Nf
3
ᾱ2
r+O(ᾱ3

r). (3.66)



120 CHAPTER 3. CRITICAL PROPERTIES OF QED AND REDUCED QED

Fermion self-energy at one loop

Similarly, we now consider the one-loop fermion self-energy correction reading

−iΣ1(p)=

p p−k

k

=µ2εγ
∫
[ddek]Γµ0S0(p−k)Γ

ν
0D0µν(k). (3.67)

Using the Feynman rules (3.20) reads

−iΣ1(p)=µ2εγ
∫
[ddek](−ieγµ)

i

/p−/k−m
(−ieγν)

i

(4π)εe
Γ(1−εe)
(−k2)1−εe

(
gµν−(1− ξ̃)k

µkν

k2

)
=

µ2εγ

(4π)εe
Γ(1−εe)e2

∫
[ddek]

[
γµ(/p−/k+m)γµ

(−k2)1−εe((p−k)2−m2)
−(1− ξ̃)

/k(/p−/k+m)/k

(−k2)2−εe((p−k)2−m2)

]
.

(3.68)

Using the parameterization (3.28), we extract the vector and scalar parts, perform the traces and then
take the limit m=0 without restricting the generality of the computation. This reads

Σ1V (p)= i
µ2εγ

(4π)εe
Γ(1−εe)e2(3−de− ξ̃)

[∫
[ddek](k2p2−k2k ·p)
(−k2)2−εe(p−k)2

+
2(1− ξ̃)
3−de− ξ̃

∫
[ddek](k2k ·p−(k ·p)2)
(−k2)2−εe(p−k)2

]
,

(3.69a)

Σ1S(p)= i
µ2εγ

(4π)εe
Γ(1−εe)e2(1−de− ξ̃+1)

∫
[ddek]

(−k2)1−εe(p−k)2
. (3.69b)

The integrals are then Wick rotated to Euclidean space, computed exactly using results of Appendix
A and finally Wick rotated back, yielding the exact result

Σ1V (p
2)=

e2

(4π)dγ/2

(
µ2

−p2

)εγ
Γ(1−εe)

de−2

2

(
dγ−de

dγ+de−4
−ξ
)
G(de,1,1−εe), (3.70a)

Σ1S(p
2)=

e2

(4π)dγ/2

(
µ2

−p2

)εγ
Γ(1−εe)

dγ+de−2−(dγ−de−2)ξ

2
G(de,1,1−εe). (3.70b)

The resulting εγ-expansions at arbitrary εe then read

Σ1V (p
2)= ᾱ

[(
εe

2−εe
−ξ
)

1

εγ
+

2εe
(2−εe)2

−
(

εe
2−εe

−ξ
)
L̄p

+

(
1

2

(
εe

2−εe
−ξ
)(
L̄2
p+2ζ2−3ψ′(2−εe)

)
− 2εe
(2−εe)2

L̄p +
4εe

(2−εe)3

)
εγ+O(ε2γ)

]
, (3.71a)

Σ1S(p
2)= ᾱ

[(
ξ+

3−εe
1−εe

)
1

εγ
+
1+εe+(1−εe)ξ

(1−εe)2
−
(
ξ+

3−εe
1−εe

)
L̄p

+

(
1

2

(
ξ+

3−εe
1−εe

)(
L̄2
p+2ζ2−3ψ′(1−εe)

)
− 1+εe+(1−εe)ξ

(1−εe)2
L̄p +

11−εe
2(1−εe)3

+
5ξ

2(1−εe)2

)
εγ+O(ε2γ)

]
,

(3.71b)

where L̄p was defined in (3.52a) and ψ′(x) is the trigamma function. Note that all these results are
valid in the general case QED4,de . For completeness, we also provide these expansions in the QED4,3

case (εγ→0 and εe=1/2)

Σ
QED4,3

1V (p2)= ᾱ

(
µ̄2

−4p2

)εγ[1−3ξ

3εγ
+

(
10

9
−2ξ

)
+

(
112

27
−8ξ− 7π2

36
(1−3ξ)

)
εγ+O

(
ε2γ
)]
, (3.72a)

Σ
QED4,3

1S (p2)= ᾱ

(
µ̄2

−4p2

)εγ[5+ξ
εγ

+4(4+ξ)+

(
16(4+ξ)− 7π2

12
(5+ξ)

)
εγ+O

(
ε2γ
)]
. (3.72b)
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and, to fix notations, we also provide explicitly the well known QED4 case (εγ→0 and εe=0)

Σ
QED4
1V (p2)=−ᾱξ

(
µ̄2

−p2

)εγ [ 1

εγ
+1+

24−π2

12
εγ+O(ε2γ)

]
, (3.73a)

Σ
QED4
1S (p2)= ᾱ

(
µ̄2

−p2

)εγ [3+ξ
εγ

+2(2+ξ)+

(
4(2+ξ)−(3+ξ)

π2

12

)
εγ+O(ε2γ)

]
. (3.73b)

With the help of (3.45), the general results (3.71) allow for a straightforward derivation of the
one-loop renormalization constants

δZ1Ψ=

(
εe

2−εe
−ξr

)
1

εγ
, δZ1m=− 2(3−2εe)

(1−εe)(2−εe)
1

εγ
, (3.74)

where the parameterization (3.38) was used. From (3.49), the corresponding one-loop anomalous
dimensions read

γ1Ψ=2

(
ξr−

εe
2−εe

)
, γ1m=

4(3−2εe)

(2−εe)(1−εe)
, (3.75)

that is valid in the general case of QED4,de . We will discuss their values for the cases of QED4 and
QED4,3 once we have computed the two-loop contribution to these quantities.

3.3.2 Two-loop calculations

Photon polarization at two loops

We now focus on the two-loop photon polarization. It has two contributions that read

iΠµν2a (p)=

k

k−p

µ ν =−2Nfµ
2εγ

∫
[ddek]Tr

[
Γν0S0(k)(−iΣ1(k))S0(k)Γ

µ
0S0(k−p)

]
, (3.76a)

iΠµν2b (p)=

k1 k2

k1−p k2−p

µ ν =−Nfµ4εγ
∫
[ddek1][d

dek2]Tr
[
Γν0S0(k2)Γ

α
0S0(k1)Γ

µ
0S0(k1−p)Γ

β
0

×S0(k2−p)D0αβ(k2−k1)
]
, (3.76b)

where we have used the (already computed) one-loop self-energy −iΣ1(p), defined in (3.67) as an
insertion in the first diagram. We also added a factor 2 in Πµν2a because this diagram has equivalent
topologies (one with the insertion of the self-energy on the top fermion propagator and one on the
bottom propagator). After a complete computation that follows the lines of the one-loop case, while
using the two-loop integrals techniques described in Appendix A, the exact result reads

Π2a(p
2)= 4Nfe

4µ4εγ
(−p2)

de+dγ
2

−4

(4π)
de+dγ

2

(de−2)3(de−dγ+(de+dγ−4)ξ)

(de−1)(dγ−4)(de+dγ−4)
Γ(1−εe)G(de,1,1−εe)G(de,1,εγ),

(3.77a)

Π2b(p
2)= 4Nfe

4µ4εγ
(−p2)

de+dγ
2

−4

(4π)
de+dγ

2

(de−2)Γ(1−εe)
(de−1)(dγ+de−6)(dγ+de−4)2(dγ+2de−8)

[(
4d4γ−92d3γ+776d2γ

−2880dγ−d5e−5dγd
4
e+30d4e−8d2γd

3
e+110dγd

3
e−348d3e−5d3γd

2
e+120d2γd

2
e−848dγd

2
e+1848d2e−d4γde+44d3γde

−544d2γde+2640dγde−4448de+3968−(de−2)2(dγ+de−6)(dγ+de−4)2ξ
)
G(de,1,1−εe)G(de,1,1+εγ)
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+
1

2
(dγ+de−4)(dγ+2de−8)

(
(dγ−2)d2e−4(dγ−4)2+((dγ−12)dγ+28)de

)
G(de,1,1,1,1,1−εe)

]
.

(3.77b)

As explained when we computed the one-loop photon polarization, the expansion in εγ does not
commute with the limit εe→ 0 for QED4. Therefore, we give the expansion in both cases separately.
As for the QED4 case (εe=0), the expansion in εγ → 0 reads

Π
QED4
2a (p2)=Nf ᾱ

2

(
−p2

µ̄2

)−2εγ [ 4ξ

3ε2γ
+
50ξ

9εγ
+
541−6π2

27
+O(εγ)

]
, (3.78a)

Π
QED4
2b (p2)=−Nf ᾱ2

(
−p2

µ̄2

)−2εγ [ 4ξ

3ε2γ
+
2(9+25ξ)

9εγ
+

(
55

3
+
541−6π2

27
ξ−16ζ3

)
+O(εγ)

]
, (3.78b)

and the sum of both diagrams then yields, for QED4

Π
QED4
2 (p2)=Π

QED4
2a (p2)+Π

QED4
2b (p2)=−Nf ᾱ2

(
−p2

µ̄2

)−2εγ [ 2

εγ
+
55

3
−16ζ3+O(εγ)

]
, (3.79)

which is, as expected, completely gauge-independent, providing a strong check on our result. We
observe that the second order pole cancel. However, as expected from QED4, the polarization exhibits
a pole. From the result (3.79) and the definitions (3.47) and (3.48) it is straightforward to derive the
gauge field anomalous dimensions and then the directly related beta function of QED4 at two loops,
reading

γ
QED4
A = ᾱr

8Nf
3

+8ᾱ2
rNf +O(ᾱ3

r), βQED4 =−2ᾱrεγ+ ᾱr
8Nf
3

+8ᾱ3
rNf +O(ᾱ4

r). (3.80)

Now turning to the case of QED4,3, i.e., first taking εe=1/2 and then εγ → 0 reads

Π
QED4,3

2a (p2)=Nf
α2√
−p2

(
−p2

µ̄2

)−2εγ [
−1−3ξ

12εγ
− 5−9ξ

18
+O(εγ)

]
, (3.81a)

Π
QED4,3

2b (p2)=Nf
α2√
−p2

(
−p2

µ̄2

)−2εγ [1−3ξ

12εγ
− 82+18ξ−9π2

36
O(εγ)

]
. (3.81b)

As expected, summing both contributions

Π
QED4,3

2 (p2)=Π
QED4,3

2a (p2)+Π
QED4,3

2b (p2)=−Nf
α2√
−p2

92−9π2

36
+O(εγ), (3.82)

which is gauge-independent, providing a strong check on our results. It is also a finite result, which is
a perturbative proof that the beta function of QED4,3 is indeed vanishing. Using similar notations as
in the one-loop case, we can then write, for QED4,3

ΠQED4,3(p2)=− ᾱ√
−p2

[
Π̂

QED4,3

1 +Π̂
QED4,3

2 ᾱ+O(ᾱ3)
]
, (3.83a)

with Π̂
QED4,3

1 =2π2Nf and Π̂
QED4,3

2 =
4(92−9π2)

9
π2Nf , (3.83b)

or in an even simpler form, i.e., factorizing the one-loop contribution

ΠQED4,3(p2)=Π
QED4,3

1 (p2)
[
1+C

QED4,3
γ α+O(α2)

]
, with C

QED4,3
γ =

92−9π2

18π
, (3.84)

where C
QED4,3
γ is the so-called interaction correction coefficient to the conductivity. Indeed, the polar-

ization is closely related to the optical conductivity of the model, that we will discuss in section 3.4.2
devoted to the results for QED4,3 and the closely related graphene material. The results (3.83) and
(3.84) has been first computed in [144, 145, 212] and were also known to the authors of [182, 183, 213]
(though it did not appear explicitly in these papers, the knowledge of Π̂2 was required to perform the
calculations carried out in these papers).
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Fermion self-energy at two loops

At two loops, three diagrams contribute to the fermion self-energies

−iΣ2a(p)=

k

p−k
=µ2εγ

∫
[ddek]Γα0S0(p−k)Γ

β
0D0αµ(k)iΠ

µν
1 (k)D0νβ(k), (3.85a)

−iΣ2b(p)=

k

p−k

k

=µ2εγ
∫
[ddek]Γµ0S0(k)(−iΣ1(k))S0(k)Γ

ν
0D0µν(p−k), (3.85b)

−iΣ2c(p)=
k1

p−k1

k12

k2

p−k2
=µ4εγ

∫
[ddek1][d

dek2]Γ
µ
0S0(p−k2)D0βµ(k2)Γ

α
0S0(k12)D0αν(p−k1)

×Γβ0S0(k1)Γ
ν
0 . (3.85c)

Using the parameterization (3.28), we extract the vector and scalar parts that are then computed
exactly. For the vectorial part (first computed in [147]), it reads

Σ2V a(p
2)= 2N

e4

(4π)dγ

(
µ2

−p2

)2εγ

Γ2(1−εe)
(de−2)2

2dγ−de−6
G(de,1,1)G(de,1,εγ−εe), (3.86a)

Σ2V b(p
2)=

e4

(4π)dγ

(
µ2

−p2

)2εγ

Γ2(1−εe)
(de−2)(dγ−3)(dγ+de−4)

2(dγ−4)

(
ξ− dγ−de

dγ+de−4

)2

×G(de,1,1−εe)G(de,1−εe,εγ), (3.86b)

Σ2V c(p
2)=− e4

(4π)dγ

(
µ2

−p2

)2εγ

Γ2(1−εe)
de−2

2

{[
de−4+

(de−2)(dγ−3de+4)

2(dγ+de−4)

− (dγ+de−6)(dγ(de−4)+8)

(2dγ+de−10)(2dγ+de−8)
− 4(dγ−de)
dγ+de−4

− dγ−de
2dγ+de−8

×
(
de−8− 4(dγ+de−6)

dγ+de−4

)
−ξ (de−2)(dγ−de)

dγ+de−4
+ξ2

de−2

2

]
G(de,1,1−εe)2

+

[
2de−dγ−1+

4(de−2)(dγ−1)

dγ+de−4
+
8(dγ−1)

dγ−4
+
2(de−8)(dγ−de)

dγ+de−6

− 4(dγ−2)(dγ−de)
(dγ−4)(dγ+de−4)

+2ξ
(dγ−3)(dγ−de)
dγ+de−4

−ξ2(dγ−3)

]
×G(de,1,1−εe)G(de,1−εe,εγ)

− (dγ−4)(dγ(de−4)+8)

(2dγ+de−8)(2dγ+de−10)
G(de,1−εe,1,1−εe,1,1)

}
. (3.86c)

And for the scalar part it reads

Σ2Sa(p
2)=−2N

e4

(4π)dγ

(
µ2

−p2

)2εγ

Γ2(1−εe)
(de−2)(2dγ+de−8)

2dγ−de−4
G(de,1,1)G(de,1,εγ−εe), (3.87a)

Σ2Sb(p
2)=

e4

(4π)dγ

(
µ2

−p2

)2εγ

Γ2(1−εe)
(dγ−3)(2dγ+de−8)(dγ+de−2−(dγ−de−2)ξ)

2(dγ−4)(dγ+de−6)(dγ+de−4)

×
(
dγ(dγ−10)+de(4dγ−de−2)+8−(dγ+de−4)(dγ+de−6)ξ

)
×G(de,1,1−εe)G(de,1−εe,εγ), (3.87b)
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Σ2Sc(p
2)=− e4

(4π)dγ

(
µ2

−p2

)2εγ

Γ2(1−εe)
de−2

2

{[
dγ+3− 3de

2
+
2de(de−2)

dγ+de−4
+

2de
2dγ+de−10

−
(
2dγ−2− de(dγ−de)

dγ+de−4

)
ξ+

2dγ−de−6

2
ξ2
]
G(de,1,1−εe)2

− 2(dγ−3)

de−2

[
dγ−4+

9de
2

+
2(de(de−2)(de+4)+8)

(de−2)(dγ−4)
+
2(de−4)(de(de−2)+4)

(de−2)(dγ+de−6)

− 2(de−2)2

dγ+de−4
− (2dγ+de−8)(de(3dγ−4)+dγ(dγ−8)+8)

(dγ−4)(dγ+de−4)
ξ+

2dγ+de−8

2
ξ2
]

×G(de,1,1−εe)G(1−εe,εγ)

− 4(dγ−5)−de(de+2(dγ−7))

2dγ+de−10
G(de,1−εe,1,1−εe,1,1)

}
. (3.87c)

For the vectorial part, the resulting εγ-expansions at arbitrary εe then read

Σ2V a(p
2)= 2Nᾱ2K1

[
−εe
2−εe

1

εγ
+

2εe
2−εe

(
L̄p+

1

2
(Ψ1−Ψ2)

)
+

2

1−εe
− 6

(2−εe)2
+O(εγ)

]
, (3.88a)

Σ2V b(p
2)= ᾱ2

[
(εe−(2−εe)ξ)2

2(2−εe)2
1

ε2γ
− 1

(2−εe)2

(
(εe−(2−εe)ξ)2L̄p

− (εe−(2−εe)ξ)(5εe−(2−εe)ξ)
2(2−εe)

)
1

εγ
+

1

(2−εe)2

(
(εe−(2−εe)ξ)2L̄2

p

−
(

5ε2e
2−εe

−6εeξ+(2−εe)ξ2
)
L̄p+

3

2
(εe−(2−εe)ξ)2ζ2+

19ε2e
2(2−εe)2

− 9εe
2−εe

ξ

−2(εe−(2−εe)ξ)2ψ′(2−εe))+
3ξ2

2

)
+O(εγ)

]
, (3.88b)

Σ2V c(p
2)=−ᾱ2

[
(εe−(2−εe)ξ)2

(2−εe)2
1

ε2γ
− 1

(2−εe)2

(
2(εe−(2−εe)ξ)2L̄p

+
εe
2
(ξ2+10ξ+1)−ξ2+15− 20

2−εe
− 2

1−εe

)
1

εγ
+

1

(2−εe)2

(
2(εe−(2−εe)ξ)2L̄2

p

+
(
εe(ξ

2+10ξ+1)−2ξ2+30− 40

2−εe
− 4

1−εe
)
L̄p

+2
(
ε2e(1+ξ)

2−4εe(ξ
2+ξ+1)+4ξ2+6

)
ζ2+

3(3ε2e−10εe+9)

2(1−εe)2
ξ2

−
(

26

2−εe
+

6

(1−εe)2
−19

)
ξ+

εe
(
εe(εe(13εe+42)−137)+64

)
+28

2(2−εe)2(1−εe)2

−
(
3(2−εe)2ξ2−6εe(2−εe)ξ−(εe(8−3εe)−12)

)
ψ′(1−εe))

)
+O(εγ)

]
, (3.88c)

where the most complicated master integral G(4−2εe,1−εe,1,1−εe,1,1) only contributes to the O(εγ)
terms of (3.88c) and is therefore not displayed in this equation.

Similarly, for the scalar part, the resulting εγ-expansions at arbitrary εe then read

Σ2Sa(p
2)= 2Nᾱ2K1

[
− 1

εγ
+2L̄p+Ψ1−Ψ2+O(εγ)

]
, (3.89a)

Σ2Sb(p
2)=

ᾱ2

(2−εe)(1−εe)2

[(
εe−3−(1−εe)ξ

)(
εe(εe+3−(3−εe)ξ)−6+2ξ

)
2ε2γ

+
1

εγ

(
−
(
εe−3−(1−εe)ξ

)(
εe(εe+3−(3−εe)ξ)−6+2ξ

)
L̄p

+
1

2(2−εe)(1−εe)

(
60−εe

(
εe(33−5εe(6−εe))+40

)
+2εe

(
εe(7+3εe(2−εe))−22

)
ξ
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+24ξ−(2−εe)2(1−εe)2ξ2
))

+
(
εe−3−(1−εe)ξ

)(
εe(εe+3−(3−εe)ξ)−6+2ξ

)
L̄2
p

− 1

(2−εe)(1−εe)

(
60−εe

(
εe(33−5εe(6−εe))+40

)
+2εe

(
εe(7+3εe(2−εe))−22

)
ξ

+24ξ−(2−εe)2(1−εe)2ξ2
)
L̄p+

(
εe−3−(1−εe)ξ

)(
εe(εe+3−(3−εe)ξ)−6+2ξ

)
×
(
3

2
ζ2−2ψ′(2−εe)

)
+
εe
(
εe(εe(9ε

2
e−84εe+209)−86)−268

)
+248

2(2−εe)2(1−εe)2

−
εe
(
εe(εe(11εe−35)+10)+64

)
−56

(2−εe)2(1−εe)
ξ− 2−εe

2
ξ2+O(εγ)

]
, (3.89b)

Σ2Sc(p
2)=

ᾱ2

(2−εe)(1−εe)

[
(εe−(2−εe)ξ)(εe−3−(1−εe)ξ)

ε2γ

+
1

εγ

(
−2(εe−(2−εe)ξ)(εe−3−(1−εe)ξ)L̄p+

5εe
2

− εe(εe(εe+6)−23)+18

(2−εe)(1−εe)2

+

(
2(2−ε2e)

(2−εe)(1−εe)
−3εe

)
ξ+

3(2−εe)
2

ξ2
)
+2(εe−(2−εe)ξ)(εe−3−(1−εe)ξ)L̄2

p

−
(
3(2−εe)ξ2−

(
6εe−

8

2−εe
− 4

1−εe
+4

)
ξ+5εe−

2(εe(εe(εe+6)−23)+18)

(2−εe)(1−εe)2

)
L̄p

+

(
−3(2−εe)(1−εe)ξ2+2(εe(7−3εe)−6)ξ− 2

1−εe
−16+εe(21−5εe)

)
ψ′(1−εe)

+2

(
(2−εe)(1−εe)ξ2+(3−2εe(2−εe))ξ+8−εe(9−2εe)+

1

1−εe

)
ζ2

+
9(2−εe)
2(1−εe)

ξ2− εe(εe(εe(71−15εe)−134)+128)−56

(2−εe)2(1−εe)2
ξ− 92

(2−εe)2(1−εe)3

+
εe(εe(εe(εe(28+3εe)−133)+94)+172

2(2−εe)2(1−εe)3

+2(2−εe)(1−εe)(εe(1−εe)+1)Γ2(1−εe)G(4−2εe,1−εe,1,1−εe,1,1)+O(εγ)
]
, (3.89c)

where the parameters were defined in (3.52). Notice that, the most complicated master integral
G(4−2εe,1−εe,1,1−εe,1,1) only contributes to the finite part of the last graph, see (3.89c), and
will therefore not affect the anomalous dimension.

In the QED4 case (εγ→0 and εe=0), the expansion for the vectorial part simplifies to

Σ
QED4
2V a (p2)= ᾱ2Nf

(
µ̄2

−p2

)2εγ [ 1

εγ
+
7

2
+O(εγ)

]
, (3.90a)

Σ
QED4
2V b (p2)= ᾱ2ξ2

(
µ̄2

−p2

)2εγ [ 1

2ε2γ
+

5

4εγ
+
93−2π2

24
+O(εγ)

]
, (3.90b)

Σ
QED4
2V c (p2)= ᾱ2

(
µ̄2

−p2

)2εγ
[
−ξ

2

ε2γ
+
3
(
1−3ξ2

)
4εγ

+
5

8
+
4π2−141

24
ξ+O(εγ)

]
, (3.90c)

and similarly for the scalar part it simplifies to

Σ
QED4
2Sa (p2)= ᾱ2Nf

(
µ̄2

−p2

)2εγ [
− 2

ε2γ
− 8

εγ
− 84−π2

3
+O(εγ)

]
, (3.91a)

Σ
QED4
2Sb (p2)= ᾱ2

(
µ̄2

−p2

)2εγ [9−ξ2
2ε2γ

+
3((ξ−2)ξ−11)

2εγ
+
230−3π2

4
+13ξ+

π2−54

12
ξ2+O(εγ)

]
, (3.91b)
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Σ
QED4
2Sc (p2)= ᾱ2

(
µ̄2

−p2

)2εγ [ξ(ξ+3)

ε2γ
+
−9+14ξ+7ξ2

2εγ
− 41−24ζ3

2
+
30−π2

2
ξ+

57−π2

6
ξ2+O(εγ)

]
.

(3.91c)

In the QED4,3 case (εγ→0 and εe=1/2), the expansion for the vectorial part simplifies to

Σ
QED4,3

2V a (p2)= ᾱ2Nf

(
µ̄2

−p2

)2εγ[
−2π2

3εγ
+O(εγ)

]
, (3.92a)

Σ
QED4,3

2V b (p2)= ᾱ2

(
µ̄2

−4p2

)2εγ[(1−3ξ)2

18ε2γ
+
(1−3ξ)(11−21ξ)

27εγ
+
206

81
−2ξ(6−7ξ)− π2

12
(1−3ξ)2+O(εγ)

]
,

(3.92b)

Σ
QED4,3

2V c (p2)= ᾱ2

(
µ̄2

−4p2

)2εγ[
− (1−3ξ)2

9ε2γ
− 37−3ξ(34−39ξ)

27εγ
− 2

81
(695−798ξ+891ξ2)

+
π2

54
(71−21ξ(2−3ξ))+O(εγ)

]
, (3.92c)

and similarly for the scalar part it simplifies to

Σ
QED4,3

2Sa (p2)= ᾱ2N

(
µ̄2

−p2

)2εγ[
−2π2

εγ
−8π2+O(εγ)

]
, (3.93a)

Σ
QED4,3

2Sb (p2)= ᾱ2

(
µ̄2

−4p2

)2εγ[(5+ξ)(17−3ξ)

6ε2γ
+
1073+118ξ−27ξ2

9εγ

+
2

27
(11605+1550ξ−243ξ2)− π2

4
(5+ξ)(17−3ξ)+O(εγ)

]
, (3.93b)

Σ
QED4,3

2Sc (p2)= ᾱ2

(
µ̄2

−4p2

)2εγ[
− (5+ξ)(1−3ξ)

3εγ
− 305−206ξ−63ξ2

9εγ
− 2

27
(4507−1294ξ−513ξ2)

− π2

6
(27+22ξ+7ξ2)+

5π

2
G(3,1/2,1,1/2,1,1)

]
, (3.93c)

where the non-trivial G(3,1/2,1,1/2,1,1) is a finite integral provided in Appendix A.

From (3.89) and (3.88) together with (3.45), the two-loop contributions to the renormalization
constants read

δZ2Ψ=
(εe−(2−εe)ξr)2

2(2−εe)2ε2γ
− 2

εγ

(
NfεeK1

2−εe
+
(3−2εe)(εe(3−εe)−1)

(1−εe)(2−εe)3

)
, (3.94a)

δZ2m=
2(3−2εe)

2

(1−εe)2(2−εe)2ε2γ
+

2

εγ

(
2NfK1

2−εe
− 3−2εe
(1−εe)2(2−εe)3

)
. (3.94b)

From (3.49), the corresponding two-loop contribution to the anomalous dimensions read

γ2Ψ=8

(
NεeK1

2−εe
+
(3−2εe)(εe(3−εe)−1)

(1−εe)(2−εe)3

)
, (3.95a)

γ2m=−8

(
2NK1

2−εe
− 3−2εe
(1−εe)2(2−εe)3

)
. (3.95b)

3.3.3 Electron field and mass anomalous dimensions

Combining the above derived one-loop (3.75) and two-loop (3.95) contributions to the anomalous
dimensions yields

γΨ=2ᾱr

(
ξr−

εe
2−εe

)
+8ᾱ2

r

(
NεeK1

2−εe
+
(3−2εe)(εe(3−εe)−1)

(1−εe)(2−εe)3

)
+O(ᾱ3

r), (3.96a)
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γm=4ᾱr
3−2εe

(2−εe)(1−εe)
−8ᾱ2

r

(
2NK1

2−εe
− 3−2εe
(1−εe)2(2−εe)3

)
+O(ᾱ3

r), (3.96b)

where γm is fully gauge invariant, as expected, while the gauge-variance of γΨ is at one loop, in
accordance with the Landau-Khalatnikov-Fradkin transformation, see, e.g., [155]. Interestingly, (3.96a)
and (3.96b) have similar structures. In particular, we see that in the limit of QED4,3 (εe→1/2) the
factors of π2 arise from K1, see (3.52a), and not from the εγ-expansion of Γ-functions. It turns
out however that, because of these K1 terms, (3.96) (and similarly for the two-loop renormalization
constants (3.94) and self-energies (3.89) and (3.88) above) do not apply to the case of QED4. As
discussed below (3.61), this discrepancy (which is even more severe for γm than γΨ) originates from
the fact that the limits εe→0 and εγ→0 do not commute for the one-loop polarization operator and
hence for (3.89c) and (3.88c) where it appears as a subdiagram.2 So (3.96) only apply to QED4,3.

The expressions (3.96) can then be improved in order to cover both cases of QED4 and QED4,3

at the expense of introducing an additional parameter z such that

L(Σ,de,z)= zL(Σ,de=4)+(1−z)L(Σ,de< 4), z= δεe,0, (3.97)

where L(Σ,d) stands for Laurent expansion of Σ= {Π1,Σ2V a,Σ2Sa} near the dimension d. All calcu-
lations done, the two-loop contributions to the renormalization constants (3.94) now take the form

δZ2Ψ=
(εe−(2−εe)ξr)2

2(2−εe)2ε2γ
− 2

εγ

(
(1−z)NfεeK1

2−εe
− zN

2
+
(3−2εe)(εe(3−εe)−1)

(1−εe)(2−εe)3

)
, (3.98a)

δZ2m=
2

ε2γ

(
(3−2εe)

2

(1−εe)2(2−εe)2
−zNf

)
+

2

εγ

(
2(1−z)NfK1

2−εe
+
5zN

6
− 3−2εe
(1−εe)2(2−εe)3

)
, (3.98b)

where, in QED4 the running of the coupling constant at one loop has been taken into account via
γA=8zNf ᾱr/3+O(ᾱ2

r). Hence, we obtain one of the central results of this chapter in the form of
improved expressions for the anomalous dimensions in QED4,de

γΨ=2ᾱr

(
ξr−

εe
2−εe

)
+8ᾱ2

r

(
(1−z)NfεeK1

2−εe
− zN

2
+
(3−2εe)(εe(3−εe)−1)

(2−εe)3(1−εe)

)
+O(ᾱ3

r),

γm=4ᾱr
3−2εe

(2−εe)(1−εe)
−8ᾱ2

r

(
2(1−z)NfK1

2−εe
+
5zN

6
− 3−2εe
(2−εe)3(1−εe)2

)
+O(ᾱ3

r).

(3.99a)

(3.99b)

A remark is in order here, in relation with (3.99a). Within the SD formalism, see, e.g., the
review [171], a common procedure to simplify the equations and minimize the gauge-variance of the
solutions is to consider the gauge for which the fermion anomalous dimension vanishes, γΨ(ξg)= 0.
Such a gauge is referred to as the “good gauge”. At one loop, from (3.99a), the “good gauge” is simply

ξg =
εe

2−εe
, (3.100)

which corresponds to the Landau gauge (ξg =0) in QED4 and the Nash gauge (ξg =1/3, see [181]) in
QED4,3. Proceeding similarly at two loops, with the help of (3.99a), we find that the “good gauge”
becomes

ξg =
εe

2−εe
+ ᾱr

(
4(3−2εe)(1−3εe+ε

2
e)

(2−εe)3(1−εe)
−
4Nf (1−z)εeK1(εe)

2−εe
+2Nfz

)
+O(ᾱ3

r). (3.101)

We may now proceed in applying our very general results (3.98), (3.99) and (3.101) to the various cases
of interest.

2This problem will of course also appear at higher orders for each diagram containing a fermion loop.
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3.4 Results for the different models of interest

In this section, we now apply our general results (3.98), (3.99) and (3.101) to the various cases of
interest, i.e., QED4 and QED4,3 where we discuss the absorbance of graphene, as well as the case of
large-Nf QED3 via mapping [134]. Finally, we address the special case of the parity-odd mass term for
QED4,3.

3.4.1 Results for QED4

Let us first consider, as a check, the well-known case of QED4, see, e.g., the textbook [61]. From (3.74)
and (3.98a), this amounts to set z=1 and εe→0 yielding

(3.102a)

Z
QED4
Ψ =1− ᾱrξr

εγ
+
ᾱ2
r

2

(
ξ2r
ε2γ

+
4Nf +3

2εγ

)
+O(ᾱ3

r), (3.102b)

Z
QED4
m =1− 3ᾱr

εγ
+
ᾱ2
r

2

(
9−4Nf
ε2γ

+
1

2εγ

(
20Nf
3

−3

))
+O(ᾱ3

r). (3.102c)

Proceeding similarly from (3.99) together with previous results obtained, the anomalous dimensions in
QED4 reads

γ
QED4
Ψ =2ᾱrξr− ᾱ2

r (4Nf +3)+O(ᾱ3
r),

γ
QED4
m =6ᾱr− ᾱ2

r

(
20Nf
3

−3

)
+O(ᾱ3

r),

βQED4 =−2ᾱrεγ+ ᾱ
2
r

8Nf
3

+8ᾱ3
rNf +O(ᾱ4

r),

ξ
QED4
g =0+ ᾱr

(
3

2
+2Nf

)
+O(ᾱ2

r).

(3.103a)

(3.103b)

(3.103c)

(3.103d)

We also recall that Nf is here the number of 4-component spinors, so that the usual high energy
physics QED4 is recovered for Nf =1. Focussing on the mass anomalous dimension, (3.103b), the
one-loop contribution was probably first computed in [214], the quenched two-loop one in [215] and
the unquenched two-loop contribution can be extracted from the QCD calculations of [216,217] as we
could learn from [218] where the three-loop QCD calculation was performed. Notice that, presently, γm
is known up to five loops in QCD [219,220] from which the corresponding QED result can be extracted
(we shall use it in the next section). Note that, in the case of QED4, the good gauge (3.103d) is known
since a long time (see, e.g., eq. (B.1) in [214] for an early derivation in the quenched case) and can
presently be extended to five loops thanks to state-of-the-art results for γΨ [219,220].

3.4.2 Results for reduced QED4,3 (Graphene)

Let us now consider the case of interest to us, i.e., QED4,3 which amounts to set z=0 and εe=1/2.
From (3.74) and (3.98a), the renormalization constants read

Z
QED4,3

Ψ =1+ ᾱr
1−3ξr
3εγ

+ ᾱ2
r

(
(1−3ξr)

2

18ε2γ
− 4

εγ

(
Nfζ2+

4

27

))
+O(ᾱ3

r), (3.104a)

Z
QED4,3
m =1− 16ᾱr

3εγ
+ ᾱ2

r

(
128

9ε2γ
+
16

εγ

(
Nfζ2−

8

27

))
+O(ᾱ3

r). (3.104b)
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And from (3.99), together with previous results obtained, the anomalous dimensions in QED4,3 read

γ
QED4,3

Ψ =−2ᾱr
1−3ξr

3
+16ᾱ2

r

(
Nfζ2+

4

27

)
+O(ᾱ3

r),

γ
QED4,3
m =

32ᾱr
3

−64ᾱ2
r

(
Nfζ2−

8

27

)
+O(ᾱ3

r),

ΠQED4,3(p2)=−
πNfαr
2pE

(
1+C

QED4,3
γ αr+O(α2

r)
)
,

C
QED4,3
γ =

92−9π2

18π
=0.056,

(
βQED4,3 =0

)
,

ξ
QED4,3
g =

1

3
−8ᾱr

(
Nfζ2+

4

27

)
+O(ᾱ2

r),

(3.105a)

(3.105b)

(3.105c)

(3.105d)

(3.105e)

where (3.105a) agrees with the result of [147]. Our result (3.105b) is new and corresponds to the (parity-
even) mass anomalous dimension of QED4,3 for an arbitrary number Nf of 4-component spinors. We
recall here that the correct value for graphene is Nf =2 flavor of 4-component spinors, because of the
two inequivalent cones in the band structure, or equivalently, because of the two inequivalent lattices,
see, e.g., [126]. Note that the use of αr instead of ᾱr for the polarization is intended, and since this
model is standing, we have trivially that α=µ2εαr and ξ= ξr since Zξ =Z−1

α =1 at all orders.

Going further, following [126], we can use our results to compute the optical conductivity of
graphene. Indeed, the polarization of the photon Πµν , finite and gauge invariant for QED4,3 (hence
physical), can be related to the optical (AC) conductivity of graphene with the Kubo formula

σg(p0)=− lim
p⃗→0

ip0
|p⃗|2

Π00(p0,p⃗), (3.106)

where pµ=(p0,p⃗). Since the parametrization (3.31) for the photon polarization reads Πµν =(p2gµν−
pµpν)Π and ΠQED4,3 ∼ 1/pE , the formula (3.106) simply yields

σg =−pEΠ
QED4,3 , (3.107)

which, after restoring momentarily the dimensions ℏ, c and ε0 for clarity, reads

σg =σ0g

(
1+C

QED4,3
γ αr+O(α2

r)

)
, σ0g =

Nfe
2

8ℏ
=
πNfe

2

4h
, (3.108)

where σ0g is the well known universal minimal AC conductivity3 of graphene. Moreover, following [221],
the optical conductivity of graphene is related to its transmittance (Tg) and its absorbance (Ag) (at
half-filling) via the relation

Tg =1−Ag =

(
1+

σg

2ε0c

)−2

≈ 1− σ0g
ε0c

=1−
πNfαr

2
, (3.109)

where αr = e2/(4πε0ℏc). At first order, since Nf =2 and αr =1/137 for graphene in its relativistic
limit, we obtain an absorbance of

A0g =παr =0.0229. (3.110)

Moreover, C
QED4,3
γ is the interaction correction coefficient to this quantity and so that we can expand

the leading order absorbance to compute corrections, reading

Ag =παr

[
1+αr

(
C

QED4,3
γ − 3π

4

)
+O(α2

r)

]
. (3.111)

3The DC case is still under debate, partly because its value is sensitive to the disorder., see, e.g., the review [221].
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From perturbation theory, we expect the next corrections to be even smaller, so that the first one
can be taken as an error bar for the next ones, i.e., multiplying the NLO factor by ±1, and since
αr =1/137, we have numerically that pure standing relativistic graphene have an optical absorbance
of

Ag =(2.29±0.04)%. (3.112)

In simple words, this implies that graphene, even though being one atom thick, can be seen bare
eyes under white light. See figure 3.5 where graphene (middle) and bilayer graphene (right) are clearly
visible under a simple optical microscope. Indeed, analyzing the image, provides a drop of Ag ≈ 2.3%
for each layer of graphene, in accordance with our results.

Figure 3.5: An optical image of an aperture partially covered with graphene and its
bilayer (from left to right: air/graphene/bilayer), taken in a white light transmission
experiment. Luminosity absorbance from left to right is Aair ≈ 0%, Agraphene ≈ 2.3%
and Abi-layer graphene ≈ 4.6%. Image from [221,222].

What is very surprising is that this value, Ag ≈ 2.3%, which is computed at the relativistic fixed
point of graphene, is verified experimentally when measured in the pseudo-relativistic limit (vF ≈ c/300)
[223,224]. Indeed, the uncertainty computed in (3.112) is for graphene in the infra-red regime, where the
coupling is exactly the fine structure constant αr =1/137 (relativistic regime). However, in the case of
graphene in ambient conditions (pseudo relativistic regime), the universal minimal conductivity (σ0g) is
the same, but the correction coefficient is different and reads C

QED4,3
γ =(19−6π)/12=0.013 (see [126,

225] and reference therein), which is 4 times smaller than in the relativistic case (3.105d). Obtaining
this value require computations that break Lorentz invariance and are therefore beyond the scope of
this thesis. Moreover, in the pseudo-relativistic regime, αr depends on the Fermi-velocity vF ≈ c/300
such that the coupling in ambient condition graphene is αg ≈ 2.2, leading to a much bigger correction
to the minimal conductivity, corresponding to an absorbance of Ag =παr

[
1±αg

(
C

QED4,3
γ −3π/4

)]
=

(2.3±12)%, i.e., with a very big uncertainty. This is however rude to put αr =2.2 in a perturbative
series, and in principle, one should compute higher-order corrections and perform series resummations
to be able to compute a proper value, which is extremely challenging in this case. At the end, we
expect that, either the higher-order corrections will cancel each others, or all corrections coefficients
will be small enough to compensate for αr =2.2, so that we recover at the end the experimental value
Ag ≈ 2.3%, such that the relativistic regime, where αr =1/137 was indeed a good approximation.
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3.4.3 Results for QED3 (Large-Nf)

As a second check, in order to get more confidence in our results, we proceed on showing that the results
we obtained for QED4,3, equations (3.105) can be mapped to the known results of QED3 [226] at NLO
in the expansion in the large number Nf of 4-components fermion with the help of the mapping [134]

ᾱr→
1

Nfπ2
, Π̂

QED4,3

1 =2Nfπ
2→ Π̂

QED3
2 =

4(92−9π2)

9
, (3.113)

where Π̂
QED4,3

1 was defined in (3.62) and Π̂
QED3
2 needs to be computed separately, which we will do in

the next chapter. Indeed, we will see that QED3 has more diagrams than QED4,3 so that we need to
inject the NLO polarization in place of the one-loop one. Substituting (3.113) in our QED4,3 results
(3.105b) yields the QED3 results

γ
QED3
Ψ =−4(2−3ξ)

3π2Nf
− 16(2−3ξ)

27π4N2
f

(
ζ2−

2(16−23ξ)

9(2−3ξ)

)
+O(1/N3

f ),

γ
QED3
m =

32

3π2Nf
+

128

π4N2
f

(
ζ2−

14

9

)
+O(1/N3

f ),

ΠQED3 =−
Nfe

2

8pE

[
1+

C
QED3
γ

Nf
+O(1/N3

f )

]
,

C
QED3
γ =

2(92−9π2)

9π2
=0.07146, (βQED3 =0),

ξ
QED3
g =

2

3

(
1− 8

9π2Nf
+O(1/N2

f )

)
,

(3.114a)

(3.114b)

(3.114c)

(3.114d)

(3.114e)

which corresponds exactly to the results first obtained by Gracey with another method; the field
anomalous dimension in the Landau gauge in [213] and in an arbitrary covariant gauge in [226] as well
as the mass anomalous dimension in [226], which indeed required the knowledge of (3.114d). Note that
an advanced mapping [134] has been used here to recover properly the gauge dependence in the NLO
part of the field anomalous dimension, see chapter 4 section 4.5.4 where the inverse mapping (from
QED3 to QED4,3) is explicitly detailed. Hence, all results are in complete agreement. Note that from
(3.114a) we also display the “good gauge”, in large-Nf QED3 at NLO, leading to (3.114e), in agreement
with equation (4.8) in [184], which is a first correction to the Nash gauge (ξ=2/3).

3.4.4 Case of parity-odd mass term in QED4,3

Until now, we have only considered 4-component Dirac spinors Ψ with a parity invariant action, i.e.,
containing a parity-even mass term of the form mΨ̄iΨ

i, where i=1,··· ,Nf . In this section, we will
treat the special case of a parity-odd mass term. To do so, we first recall the formalism in 4-component
spinors in four and three dimensions and then introduce the case of three-dimensional 2-component
gamma matrices. We therefore consider an arbitrary de number of gamma matrices of size n×n
satisfying the general Clifford algebra

{γµ,γν}= γµγν+γνγµ=2gµνIn, (3.115)

where µ=0,1,··· ,de−1 and In the identity matrix of size n×n.
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Four-dimensional 4×4 gamma matrices

In the four-dimensional case, the common Weyl (irreducible) chiral representation for the algebra
(3.115) are the four matrices (see (3.4) for the complementary Dirac representation)

γ0=

(
0 I2
I2 0

)
, γj =

(
0 σj

−σj 0

)
, (3.116)

where j=1,2,3 are the space indices and σi are the usual 2×2 Pauli matrices. In four dimensions, it
exists a fifth matrix that anticommutes with the set (3.116), reading

γ5= iγ0γ1γ2γ3=

(
−I2 0
0 I2

)
, (3.117)

such that
{
γµ,γ5

}
=0. This matrix is the natural generator for chirality as it is the building block for

the chiral projectors

ΨL/R=
I4∓γ5

2
Ψ, Ψ=

(
ψL
ψR

)
, (3.118)

with ΨL=(ψL,0) and ΨR=(0,ψR). Indeed, the chiral transformation reads Ψ→ eiβγ
5
Ψ and, similarly,

the parity transformation reads Ψ(x⃗,t)→ γ0Ψ(−x⃗,t) or equivalently ψL/R(x⃗,t)→ψR/L(−x⃗,t). There
are two possible scalar bilinears related to mass terms, reading

Ψ̄Ψ=ψ†
LψR+ψ

†
RψL, (parity-even) (3.119a)

Ψ̄γ5Ψ=ψ†
LψR−ψ

†
RψL, (parity-odd) (3.119b)

where we recall that Ψ̄=Ψ†γ0. Let us underline here that terms of the form ψ†
LψR are flavor mixing

and are therefore not bilinears in themselves. Therefore, the symmetry group of the QED4 action is
indeed U(1), possibly enhanced to U(Nf ) with a generalization to Nf 4-component spinors Ψi. The
massless action is chiral and parity invariant, and the introduction of a mass term may break the parity
invariance depending on the mass choice, see (3.119).

Three-dimensional 4×4 gamma matrices

In the three-dimensional case, it is natural to first consider matrices that are still of size 4×4. In this
case, the common (reducible) representation for the algebra (3.115) are the three matrices (see (3.19))

γ0=

(
σ3 0
0 −σ3

)
, γ1= i

(
σ1 0
0 −σ1

)
, γ2= i

(
σ2 0
0 −σ2

)
. (3.120)

With this 4×4 representation comes two additional matrices that anticommutes with the γµ set,
reading

γ3=

(
0 I2

−I2 0

)
, γ5= iγ0γ1γ2γ3=

(
0 I2
I2 0

)
, (3.121)

where {γµ,γ3}= {γµ,γ5}=0. Another useful matrix to introduce is

γ35= γ3γ5=
1

2

[
γ3,γ5

]
=

(
−I2 0
0 I2

)
. (3.122)

In this case, the “chiral” transformations4 are given by Ψ→ eiβγ
3
Ψ and Ψ→ eiβγ

5
Ψ and the parity

transformation by Ψ(t,x,y)→ γ5Ψ(t,−x,y). In this case, the massless QED3 and QED4,3 models
4In three-dimensions, i.e., 2 space dimensions plus time, it is abusive to speak about chirality. Here we will refer to

it as “flavor” transformations, as in general Nf , it amounts to exchange the first Nf/2 flavors (left) with the second Nf/2
flavors (right).
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enjoys a full U(2) symmetry and is parity-even. The “chiral” projector is then defined as

ΨL/R=
I4∓γ35

2
Ψ, Ψ=(ψL,ψR), (3.123)

with ΨL=(ψL,0) and ΨR=(0,ψR). With this set of matrices, there are 2 possible5 scalar fermion
bilinears associated to mass terms in three dimensions, reading

Ψ̄Ψ= ψ̄LψL− ψ̄RψR, (parity-even and breaks U(2)→U(1)×U(1)) (3.124a)

Ψ̄γ35Ψ= ψ̄LψL+ ψ̄RψR, (parity-odd and U(2) invariant) (3.124b)

where we recall that Ψ̄=Ψ†γ0 and we defined ψ̄L/R=ψ†
L/Rσ3. What is very is interesting here is that

the terms ψ̄xψx (x=L/R) are themselves bilinears. In the case of (3.124b), the symmetry U(2) is
obvious, and in the case of (3.124a), the sign difference of the two terms induces a breaking U(2)→
U(1)×U(1). As for a generalization to Nf 4-component spinors Ψ, the global symmetry U(2) is raised
to U(2Nf ) and eventually breaks like U(2Nf )→U(Nf )×U(Nf ). Therefore, (3.124a) is the parity-even
mass that we considered in the previous computations of this chapter, and (3.124b), the parity-odd
mass term that we shall study in this specific section. In the Nf 4-component spinor generalization,
these two terms can be written as

Nf∑
i=1

Ψ̄iΨ
i=

Nf∑
i=1

ψ̄iψ
i−

2Nf∑
i=1+Nf

ψ̄iψ
i, (parity-even), (3.125a)

Nf/2∑
i=1

Ψ̄iΨ
i−

Nf∑
i=1+Nf/2

Ψ̄iΨ
i=

2Nf∑
i=1

ψ̄iψ
i, (parity-odd). (3.125b)

Note that since the parity-odd mass term is U(2Nf ) invariant, it is then irrelevant for dynamical chiral
breaking.

Three-dimensional 2×2 gamma matrices

In three spacetime dimensions, in order to better appreciate the U(2Nf ) “chiral” symmetry, it is possible
to use a smaller representation for the Clifford algebra (3.115). Indeed, the minimal n×n representation
in arbitrary dimension d is n=2⌊d/2⌋, with ⌊x⌋ the floor function. For d=3, it exists then a 2×2
representation. One usually takes the gamma matrices as

γ0=σ2, γ1= iσ3, γ2= iσ1. (3.126)

Note that it exist a second inequivalent representation with opposite signs so that the combination of
the two inequivalent 2×2 representation gives the 4×4 one (3.19). With this representation comes no
additional matrix that anticommutes with the set (3.126). Therefore, the chirality is here undefined.
One can only perform computations with two component spinors (L or R, we do not specify it). In
this case, there is only one mass term, the scalar bilinear ψ̄ψ, where ψ̄=ψ†σ3. For 2Nf 2-component
spinors, it generalizes as

2Nf∑
i=1

ψ̄iψ
i. (3.127)

Note that by comparison with the 4×4 representation, this term can correspond to both a parity-even
or odd mass term depending on the sign choice. What is very tricky with this choice of representation
is that, in striking opposition with the 4×4 representation, the traces over an odd number of gamma
matrices is not zero! See more details in the next section.

5There is also two additional scalar terms, the parity-odd Ψ̄γ3Ψ= ψ̄LψR+ ψ̄RψL and the parity-even Ψ̄γ5Ψ= ψ̄LψR−
ψ̄RψL. However, we do not consider them because both are completely flavor breaking.
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Parity-odd mass in QED4,3

Notations being clarified, we will now consider the case of a parity-odd mass term for QED4,3, i.e., of the
form (3.125b). The simplest way to perform the computations is to avoid specifying any representation.
We will then assume that it exist a n×n representation for de Dirac matrices and use the following
basic properties

Tr(γµ)= 0, Tr(In)=n, Tr(γµγν)=ngµν . (3.128)

What is crucial here is the trace of 3 gamma matrices. Indeed, if one uses a 4×4 representation
like (3.120), it is well known and easy to show that Tr(γµγνγρ)= 0, and then that all traces with
an odd number of gamma matrices vanishes using the recursive formula (3.24). However, if one
uses the 2×2 representation (3.126), it is easy to show that these traces are non-vanishing and read
Tr(γµγνγρ)= 2iεµνρ, with εµνρ the rank-3 totally antisymmetric tensor, i.e., the Levi-Civita symbol in
three dimensions. Therefore, to keep track of both cases and work in arbitrary n×n representation,
we can define

Tr(γµγνγρ)=niTnεµνρ, (3.129)

where Tn is an additional binary parameter allowing or not the vanishing of the odd traces, i.e., defined
as

Tn=

{
0 if n=4

1 if n=2
, T 2

n = Tn. (3.130)

From these properties it is straightforward to show that in fact nTn=4−n so that one can alternatively
work with the definition Tr(γµγνγρ)= i(4−n)εµνρ. Nevertheless, in the following we will keep the Tn
notation to emphasize terms affected by the odd traces.

From there, all traces over a higher number (even or odd) of gamma matrices can be computed
using the algorithm (3.24). On the computational side, the following identities are useful

εµνρεαβγ =det

gµα gµβ gµγ

gνα gνβ gνγ

gρα gρβ gργ

, εµνρgµν =0, εµνρpµpν =0, (3.131)

where the two last identities are due to the fact that contracting completely εµνρ with a symmetric
tensor is zero. It also implies that contracting εµνρ with the photon propagator or polarization is also
vanishing. Here is an example of contraction identity to fix notations

εµνρTr(γµγνγρ)= ind(d−1)(d−2)Tn. (3.132)

These new traces, proportional to Levi-Civita tensors are obviously related to the famous Chern-Simons
terms of the form θεµνρAµ∂νAρ (see, e.g., [120, 227–229] for related works) and the eventuality of an
axial anomaly (see, e.g., the seminal papers [230,231]), that may give a (bare of radiatively generated)
mass θ to the photon. However, in this whole manuscript, we completely neglect any Chern-Simons
terms, i.e., θ=0.

We now re perform all the computations for QED4,3 with an arbitrary number Nf of n-component
spinors6, and a parity-odd mass term. It turns out that most of the diagrams are unchanged, up to the
trivial generalization to arbitrary n via Nf →nNf/4 (and not forgetting to generalize the projectors
(3.28) with 4→n). This implies that the odd traces do not contribute to the vast majority of the
diagrams. Up to two loops, the only diagram affected by odd traces is the first contribution (a) to
the two-loop scalar part of the electron self-energy, i.e., Σ2Sa(p

2). Recomputing this diagram with an

6Using Nf (n) n-component spinors, we have that Nf (4)=Nf and Nf (2)=nf =2Nf .
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arbitrary number Nf of n-component spinors, and taking into account the odd traces reads

Σ2Sa(p
2)=

−i

nm
Tr

 k

p−k


m=0

=−ᾱ2nNf

(
µ̄2

−p2

)2εγ [(1+4Tn)π2

2εγ
+2(1−Tn)π2+O(εγ)

]
,

(3.133)

which generalizes non-trivially the parity-even result given by (3.93a). Since Σ2Sa(p
2) enters the mass

anomalous dimension, this hence affect the coefficient of π2, i.e., of ζ2, in γm. As for the other
anomalous dimensions and results, they can be obtained with the trivial mapping Nf →nNf/4. This
leads to the general results

γ
QED4,3

Ψ/ψ (n)=−2ᾱr
1−3ξr

3
+16ᾱ2

r

(
n

4
Nfζ2+

4

27

)
+O(ᾱ3

r), (3.134a)

γ
QED4,3
meven/odd(n)=

32ᾱr
3

−64ᾱ2
r

(
(1+3Tn)

n

4
Nfζ2−

8

27

)
+O(ᾱ3

r), (3.134b)

ΠQED4,3(n)=
−nπNfαr

8pE

[
1+C

QED4,3
γ αr+Oα2

r

]
, (3.134c)

C
QED4,3
γ =

92−9π2

18π
=0.056 ∀n, (βQED4,3 =0), (3.134d)

ξ
QED4,3
g (n)=

1

3
−8ᾱr

(
n

4
Nfζ2+

4

27

)
. (3.134e)

Note that the correction coefficient to the photon polarization operator, C
QED4,3
γ , is independent of the

representation size n. Obviously, in the even case, i.e., for n=4, T4=0 and Nf =Nf , we recover all the
previous results (3.104), including the parity-even mass anomalous dimension. In striking opposition,
in the odd case, i.e., n=2, T2=1 and Nf =2Nf , we recover the results of (3.104) but for the mass
anomalous dimension. Indeed, at n=2, the parity-odd mass anomalous dimension is affected by the
odd traces and yield the new non-trivial result

γ
QED4,3
modd =

32ᾱr
3

−256ᾱ2
r

(
Nfζ2−

2

27

)
+O(ᾱ3

r), (3.135)

which is different as compared to the even case, see (3.104). The results (3.134) are useful to compare
with the ones first obtained in [161] in different notations and in the case of a reflective boundary.7

This corresponds, in the QED4,3 case, to a graphene sheet on a substrate. In this case, the photons
can propagate freely outside the electron plane only one side of the plane (say, with a fine structure
constant αbdry). While, our case corresponds to a freestanding graphene sheet, i.e., a transparent
interface (with fine structure constant α). The mapping between the two theories is trivial, as it only
amounts to reduce the interaction strength by two, i.e., these models are related by αbdry =α/2.

Note also that since the parity-odd mass term does not break the U(2Nf ) symmetry, we believe
that it cannot be dynamically generated. Indeed, generating such a parity-odd term from quantum
corrections in an original parity invariant action would lead to a parity anomaly, see e.g., the seminal
papers [232,233].

7Thanks to L. Di Pietro, D. Gaiotto, E. Lauria, and J. Wu for helping out mapping their γm results [161] to ours and
helping us to understand the relation between the parity-odd mass term and the odd gamma traces.
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3.5 Critical properties

As explained in the Introduction, a standard approach to study the critical properties of gauge theories
is by solving the SD equations. Truncating these equations at LO is the simplest, but generally
unsatisfactory, as the resulting critical coupling may be strongly gauge-dependant. The fully gauge-
invariant procedure advocated in the recent [184] and [186] for large-Nf QED3 requires computing
NLO corrections and then performing a so-called Nash resummation (following the seminal work of
Nash [181]) in order to properly cancel the gauge dependence both at LO and NLO. The simplicity of
the resulting gap equation (from which the gauge-invariant critical coupling is extracted) drastically
contrasts with the complexity of the calculations that need to be performed in order to derive it.
Following [184], in this section we provide a semi-phenomenological construction of the gap equation
for QED4,de and apply it to our cases of interest. Before that, we would like nevertheless to apply
the SD formalism at LO for QED4,de . This allows us to illustrate some of the difficulties we have just
mentioned, and underline the importance of the “good gauge” introduced in the previous section.

3.5.1 Leading-order solution of SD equations for QED4,de

The SD equation for the fermion self-energy in QED4,de reads

−iΣ(p)=

p k

p−k

=µ2εγ
∫
[ddek]Γµ(k,p)S(k)Γν0Dµν(p−k), (3.136)

where S(p), Γµ(p1,p2) and Dµν(p) are respectively the full fermion propagator, the full vertex function
and the full photon propagator, all represented by enlarged lines (and a blob for the vertex). In general,
(3.136) is coupled to the Dyson equation for the polarization operator, reading

iΠµν(p)=
p

k

k−p

µ ν =−µ2εγNf
∫
[ddek]Tr

[
Γµ(k,k−p)S(k)Γν0S(k−p)

]
, (3.137)

and the vertex function Γµ(p1,p2) defined as

Γµ(p1,p2)= µ

p2

p1

=−ieγµ− ieΛµ(p1,p2), (3.138a)

Λµ(p1,p2)=
p

k−p2

k−p1

µ

p1

p2

=

∫
[ddek]S(k−p1)Γµ(k−p1,k−p2)S(k−p1)K(p1,k−p2,k−p1,p2),

(3.138b)
with K is the four-fermion interaction scattering kernel, which is highly non-trivial. A dynamical
mass arises as a non-trivial solution of this system of coupled equations for ΣS(p

2), that needs to be
determined self-consistently.

Focusing on the LO approximation in the coupling constant, all equations decouple as both the
vertex function and the photon propagators are taken as the free ones; Γµ=Γµ0 and Dµν(p)=Dµν

0 (p).
Moreover, the wave-function renormalization is neglected, i.e., ΣV =0, which implies that S(p)=
i(̸p−ΣS)

−1 where ΣS is now the dynamically generated parity-conserving mass (for convenience, the
mass parameter has been absorbed in ΣS). With the help of the parametrization (3.28), the equation
(3.136) decouples and significantly simplifies, yielding

ΣS(p
2)=

−ie2Γ(1−εe)
(4π)εe

(de−1+ ξ̃)µ2εγ
∫

[ddek]ΣS(k
2)

(−k2+Σ2
S(k

2))(−(p−k)2)1−εe
. (3.139)
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At the critical point, (3.139) can be linearized in the limit Σ2
S(k

2)≪ k2 and a power-law ansatz can be
taken for the mass function ΣS(p

2) such that

ΣS(p
2)=mdyn(−p2)−b/2, (3.140)

where the mass is assumed to be dynamical in origin and the index b has to be self-consistently
determined. As first noticed by Kotikov [182, 183], together with (3.140), the linearized equation
(3.139) is now a massless integral which is easily solved in dimensional regularization with the help
of the massless techniques described in Appendix A. The solution being finite for all de, one can set
εγ =0 and straightforwardly derive the LO gap equation

b
(
de−2−b

)
=4ᾱ

(
3−εe+(1−εe)ξ

)
+O(ᾱ2). (3.141)

Solving it yields two values for the index b

b±=(1−εe)

(
1±

√
1−4ᾱ

3−εe+(1−εe)ξ
(1−εe)2

)
. (3.142)

Dynamical mass generation takes place for complex values of b, i.e., for α>αc with

αc(ξ)=
π(1−εe)2

3−εe+(1−εe)ξ
. (3.143)

Notice that, in the case of QED4,3 (εe=1/2), (3.143) leads to αc=π/(2(5+ξ)), in agreement with [134].
On the other hand, in the case of QED4 (εe=0), we obtain αc=π/(3+ξ), which exactly corresponds
to the result of Rembiesa [234] according to [235].

As anticipated, (3.143) has a strong gauge dependence, which is not satisfactory, as αc is supposed
to be a physical quantity. In order to minimize the gauge dependence, we consider the “good gauge”
which is given by (3.100) at one loop. This yields

αc(ξg)=
π(2−εe)(1−εe)2

2(3−2εe)
, (3.144)

which is αQED4
c =π/3 and α

QED4,3
c =3π/32. We shall come back to these results and discuss them in

detail in the next subsections. At this point, let us note that the LO gap equation itself, (3.141), can
also be written in the “good gauge” where it may be expressed in the form

b(de−2−b)= (de−2)
(
γ1mᾱ+O(ᾱ2)

)
. (3.145)

Interestingly, the right-hand side of (3.145) involves the one-loop mass anomalous dimension (3.75) —
a gauge-invariant quantity — as the only input.

The powerful technique of Kotikov [182, 183], that we have used here to easily solve the LO SD
equation in dimensional regularization, can possibly be extended to higher orders for QED4, along the
lines of the recent [186]. Of course, an NLO computation is more complicated and is out of the scope
of the present manuscript. Instead, in the following subsection, we will present general arguments
allowing us to build a fully gauge-invariant gap equation that is valid at any order in the coupling
constant, thereby generalizing (3.145).

3.5.2 Gap equation and criterion for dynamical mass generation

We start by recalling that, from the operator product expansion, the scalar part of the fermion self-
energy has two asymptotes in the UV [204–207] (see also the textbook [208] section 12.3):

ΣS(p)∼mp−γm
E

+mdynp
−(de−2−γm)
E

, (3.146)
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where p2
E
=−p2 is the Euclidean momentum, m is the bare mass of the fermion and mdyn the dy-

namical one. As noticed in [207], dynamical mass generation arises from the coalescence of these
two asymptotes. In particular, deep in the UV, p2

E
→∞, the dynamical mass is favored over the bare

mass provided the mass anomalous dimension is large enough; γm> (de−2)/2. The non-perturbative
criterion for dynamical mass generation is therefore given by γm(αc)= (de−2)/2 which requires the
knowledge of the exact γm.

In our case, we only have access to a perturbative expansion for γm. Hence, we would like to find
a criterion for dynamical mass generation (which is intrinsically a non-perturbative mechanism) that
could be truncated at a given order of the perturbative expansion of γm. This can be achieved with the
help of the gap equation found from the SD formalism. Actually, as we saw in the previous subsection,
we know that the all order ansatz (valid at the critical point) for the fermion self-mass is given by
ΣS(p)∼ p−b

E
(see (3.140)) where the index b is determined self-consistently. Comparing this ansatz to

(3.146), and in particular to the second asymptote of this equation, we see that b= de−2−γm and is
therefore related to the mass anomalous dimension. From [184], we learn that the gap equation (which
is quadratic in b) is built up from the two asymptotes of (3.146) (at least for large-Nf QED3 at NLO
in the 1/Nf -expansion). Extending the result of Gusynin and Pyatkovskiy [184] to arbitrary de, we
therefore assume that, for QED4,de , the gap equation is quadratic in b at all loop orders and takes the
form

b(de−2−b)= γm(de−2−γm), (3.147)

with γm as the only input. As we saw in the previous subsection, in the SD formalism, the dynam-
ical mass is generated when b becomes complex, i.e., for (b−(de−2)/2)2< 0. In terms of the mass
anomalous dimension and at the critical point, this criterion translates into

K(α)=

(
γm(α)−

de−2

2

)2

, and K(αc)= 0, (3.148)

from which the critical coupling αc can be computed. Note that, if γm would be known exactly, the gap
equation would then simply yield γm(αc)= (de−2)/2. However, when the mass anomalous dimension
is known only perturbatively up to a certain loop order, the gap equation (3.148) accordingly needs to
be properly truncated, i.e., with γm= γ1m+γ2m+ ···, it reads

K(α)=
(de−2)2

4
−(de−2)γ1m+

(
γ21m−(de−2)γ2m

)
+ ··· , (3.149)

and then solved with K(αc)= 0. Since γm is gauge invariant by construction, the resulting critical
coupling will automatically be gauge invariant too. Moreover, as it is built from the SD formalism, it
can be truncated to the accuracy at which γm is known (Equation (3.147) reduces to (3.145) at the LO
in α). From this polynomial equation, we will obtain multiple solutions for αc. The physical αc will
be taken as the smallest positive real solution that is found, in accordance with perturbation theory.

At this point, we would like to comment on the fact that the large mass anomalous dimension
required for dynamical mass generation also affects the dimension of the quartic fermion operator
∆[(Ψ̄Ψ)2] = 2de−2−γ(Ψ̄Ψ)2 where γ(Ψ̄Ψ)2 is the associated anomalous dimension. Indeed, assuming
that γ(Ψ̄Ψ)2 =2γm, we have ∆[(Ψ̄Ψ)2] = 2de−2−2γm≤ de for γm≥ (de−2)/2, i.e., the quartic fermion
operator is marginal at the critical point and becomes relevant once the dynamical mass is generated.
However, from these arguments, the marginality of the quartic fermion operator at criticality appears
as a consequence of (3.148) and holds only in an approximate way. According to the literature on
QED4, see, e.g., the review [171] as well as [199–202], the assumption γ(Ψ̄Ψ)2 =2γm is supposed to
be valid in the quenched and rainbow approximation.8 In the case of QED4, there is evidence that

8In the rainbow (or ladder) approximation, the full vertex Γµ entering the SD equations is taken as the free vertex,
Γµ→Γµ0 =−ieγµ. Note that our (two-loop) perturbative calculations do take into account of vertex corrections and our
analysis is therefore beyond the rainbow approximation.
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it still holds beyond the rainbow approximation [235]. Note also that the quenched approximation
significantly affects QED4 because in this approximation the coupling does not run. But its effect is
weaker for a “standing” theory such as QED4,3. These arguments suggest that the marginality of the
quartic fermion operator at criticality may hold even beyond the quenched (especially for QED4,3) and
rainbow approximations. A more careful study of the validity of this approximation goes beyond the
scope of this paper.

In the next sections, we will apply (3.148) to the study of the critical properties of QED4,de with
applications to QED4,3 and QED4. For the case of QED4,3, we will find perfect agreement with the SD
formalism [134] which is natural since (3.148) is built from the SD formalism for large-Nf QED3 [184]
which can be mapped to QED4,3 [134]. As for QED4, our approach is more phenomenological, since it
amounts to extrapolate an equation valid for QED4,3 to the more subtle case of a “running” theory.

3.5.3 Application to quenched QED4,de

“Quenched” is the (extreme) approximation that completely neglects the fermion, i.e., Nf =0. Though
unphysical, it is a convenient limit where computations are much simpler. As we will see in the
following, this approximation appears as the natural solution to our equations beyond one loop.

Quenched QED4,de at one loop

We first consider QED4,de at one loop. Substituting the one-loop expression of γm, (3.75), in (3.148)
yields the following critical coupling constant:

αc=
π(2−εe)(1−εe)2

2(3−2εe)
, (3.150)

which corresponds exactly to the result (3.144), obtained via the SD approach in the “good gauge”
(3.100). Note that it is also independent of Nf at this order. In the case of QED4,3 (εe=1/2), (3.150)
yields

α
QED4,3
c =

3π

32
=0.2945, (1-loop), (3.151)

which agrees with the result of [118,134]. Note that from the mapping (3.113) to large-Nf QED3, the
corresponding critical fermion flavor number reads

N
QED3
c =

128

3π2
=4.3230, (LO), (3.152)

where LO stands for leading order, i.e., at O(1/Nf ). This result is in agreement with [118,181,184,186].

In the case of QED4 (εe=0), we recover the celebrated result

α
QED4
c =

π

3
=1.0472, (1-loop), (3.153)

which was obtained via the rainbow approximation in the Landau gauge (which is the “good gauge”
for QED4 at one loop, see (3.103d)) in the early papers [236–238]. In [235], a numerical solution of
SD equations with Curtis-Pennington vertex (and hard cut-off regularization) led to αQED4

c (ξ)≈ 0.93
with variations of the critical coupling of only a couple of percents over a wide range of the gauge
fixing parameter; such a result deviates by 11% from π/3. In [239], calculations using dimensional
regularization, which is a gauge-invariant regularization scheme, were found to agree with the hard
cut-off regularization ones to within numerical precision. Moreover, in [240] the result αQED4

c =π/3
was extracted analytically from dimensionally regularized SD equations in the Landau gauge in perfect
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agreement with our own calculation of section 3.5.1. Based on (3.148), we obtained in a very simple
way that αQED4

c =π/3 is actually the fully gauge-invariant result at LO. This motivates us to include
higher-order corrections, which is quite straightforward in our formalism, provided γm is known.

Quenched QED4,de at two loops

We therefore consider QED4,de at two loops. Substituting the two-loop expression of γm, (3.99b), in
(3.148), and selecting as a physical critical coupling the smallest value obtained, yields the following
result

αc(Nf )=
π(2−εe)(1−εe)2

3−2εe+
√

∆Nf

, (3.154)

where
∆Nf =

(1−εe)(3−2εe)

2−εe
−2Nf (1−z)(2−εe)(1−εe)3K1−

10Nfz

3
, (3.155)

see (3.52a) for the definition of K1. It turns out that αc in (3.154) is actually complex and hence
nonphysical for all integer values of Nf except Nf =0. This comes from the fact that ∆Nf in (3.155) is
positive only for values of Nf which are smaller than

Nmax =
3(3−2εe)

2
(
10z+3(1−z)(1−εe)2(2−εe)2K1

) , (3.156)

and this maximal value is smaller than 1 for de≤ 4. Thus, the critical coupling (3.154) is defined only
in the case of quenched QED4,de where its expression simplifies. We display it explicitly for clarity

αc(Nf =0)=
π(2−εe)(1−εe)2

3−2εe+
√
∆0

, ∆0=
(1−εe)(3−2εe)

2−εe
, (3.157)

where, together with Nf , all the z-dependence dropped out. In the case of QED4,3 (εe=1/2), (3.157)
yields

α
QED4,3
c (Nf =0)=

9π

8(6+
√
6)

= 0.4183, (2-loop), (3.158)

in agreement with [134]. Note that from the mapping (3.113) to large-Nf QED3, the corresponding
critical fermion flavor number reads

N
QED3
c =

16(4+
√
3π2−28)

3π2
=2.8470, (NLO), (3.159)

where NLO stands for next to leading order, i.e., of order 1/N2
f . This result is in agreement with

[184,186]. In the case of QED4 (εe=0), (3.157) yields

α
QED4
c (Nf =0)=

4π

6+
√
6
=1.4872, (2-loop), (3.160)

which is a new result and deviates substantially from the one-loop one (about 40% increase).

Quenched QED4 at higher loops

Actually, we can go beyond two loops in QED4, since computations are already known up to five loops.
We first consider three loops (see the three-loop computations for QED4 are presented in the appendix
3.A) where the corresponding mass anomalous dimension, from our calculations, yields

γ
QED4
m =6ᾱr+ ᾱ

2
r

(
3−

20Nf
3

)
− ᾱ3

r

(
129+4Nf (23−24ζ3)−

280N2
f

27

)
+O(ᾱ4), (3.161)
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in accordance with the literature, see, e.g., [219, 220]. We can then use (3.161) to solve the effective
gap equation (3.148) at three loops, reading

α
QED4
c (Nf =0)=

2π

111

(
10−788s−1+s

)
=1.1322, (3-loop), (3.162)

where s3=2
(
6161+111

√
13009

)
. Going even further, we can use state-of-the-art results for γm at four

and five loops [219,220]9 that reads

γ
QED4
m =6ᾱr+ ᾱ

2
r

(
3−

20Nf
3

)
+ ᾱ3

r

(
129−4Nf (23−24ζ3)−

280N2
f

27

)
+ ᾱ4

r

(
−1

4
(1261+2688ζ3)−

16

3
Nf (11−27ζ3+180ζ5)+

32

27
N2
f (19−270ζ3+162ζ4)−

16

81
N3
f (83−144ζ3)

)
+ ᾱ5

r

(
1

4
(50995+6784ζ3+16640ζ5)−

1

18
Nf (61469−70560ζ3+24192ζ4+17760ζ5−241920ζ7)

+
1

27
N2
f

(
3877−98880ζ3+48384ζ23 +28944ζ4+103680ζ5−86400ζ6

)
+

4

81
N3
f (4483+4752ζ3−12960ζ4+6912ζ5)−

32

81
N4
f (65+80ζ3−144ζ4)

)
+O(ᾱ6), (3.163)

thereby confirming our three-loop result (3.161). Solving the effective gap equation (3.148) at four-loop
order leads to a non-physical complex result, so we discard it. As for the five-loop solving, it can only
be carried out numerically, as it amounts to find the roots of is a fifth order polynomial, and reads

α
QED4
c (Nf =0)=1.0941, (5-loop). (3.164)

Our results for quenched QED4 up to five loops are then summarized numerically in table 3.2.

loops 1 2 3 4 5
αc(Nf =0) 1.0472 1.4872 1.1322 — 1.0941

Table 3.2: Critical couplings of quenched QED4 computed from (3.148) up to 5 loops
(the symbol “—” indicates that no physical solution is found).

Though we do not find any physical solution at four loops, we observe that, beyond two loops, the
critical coupling decreases reaching 1.0941 at five loops which deviates by only 4% from the one-loop
result.

Literature comparison for quenched QED4,de

We shall compare the results obtained via our method, summarized in the table 3.2, with the quenched
QED4 literature. We take as a reference the table II in [174], that we reproduce here in table 3.3 for
convenience. We recall that our results should correspond to the results of the literature in the good
gauge, which in the case of QED4 is close to the Landau gauge, i.e., ξ=0. We therefore generate the
table 3.4, of the relative deviations (in %) of our results as compared to the literature in Landau gauge.
We sort the results from the literature in two categories; the bare approach, giving ≈π/3 and the CP
approach giving ≈ 0.93.

Our new five-loop result (3.164), yielding αc(Nf =0)=1.0941 ∀ξ, is therefore in quantitative agree-
ment with other estimates from numerical solutions of SD equations in quenched QED4 with various
vertex ansätze, see, e.g., [172, 174], that lead to αc(Nf =0)≈ 0.93 in the Landau gauge10, i.e., a 15%
deviation from our result.

9We used the results of the ancillary files of both [241] and [242].
10In quenched QED4, up to five loops, the “good gauge” is very close (at most 0.18) to the Landau gauge. It is then

reasonable to compare our gauge invariant results to those calculated in the Landau gauge.
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Reference ξ=0 ξ=1 ξ=3 Vertex
Miransky [238] (1984) π/3 NA NA Bare

CP [243] (1993) 1.003 *π/3 NA NA Bare
Bloch [172] (1995) 1.047 1.690 2.040 Bare

CP [243] (1993) 0.9344 0.9240 0.9218 CP
Atkinson et al. [235] (1993) 0.933667 0.923439 0.921272 CP

Bloch [172] (1995) 0.933667 0.890712 0.832927 modified CP
BBCR [244] (2011) 0.934 NA NA BBCR Ansatz

Table 3.3: Reproduced from [174]. Critical (gauge-dependent) coupling results from
the literature. CP≡Curtis-Pennington, BBCR≡Bashir-Bermudez-Chang-Roberts. NA
indicates “not available”.

QED4 Literature rel. diff. to our work
Vertex model αc(Nf =0) 1l 2l 3l 4l 5l

Bare [172,238,243] ∼π/3 (ξ=0) 0% 30% 8% – 4%
CP [172,235,243,244] ∼ 0.93 (ξ=0) 11% 37% 17% – 15%
This work (1-loop) 1.0472 ∀ξ 0% 42% 8% – 4%
This work (2-loop) 1.4872 ∀ξ 30% 0% 24% – 26%
This work (3-loop) 1.1322 ∀ξ 8% 31% 0% – 3%
This work (4-loop) – – – – – –
This work (5-loop) 1.0941 ∀ξ 4% 36% 3% – 0%

Table 3.4: Comparative table for the critical quenched (Nf =0) coupling result obtained
in this work vs the literature in Landau gauge, which has been sorted into two categories,
Bare and CP≡Curtis-Pennington vertices

3.5.4 Application to unquenched QED4,de

In this section, we now consider the unquenched QED4,de case, i.e., Nf > 0.

General remarks and naive approach

In order to be able to consider the more physical case of unquenched QED4,de , we shall follow [118,122,
134,245,246] and include a dynamical screening of the interaction. In the case of QED4,3, this can be
done with the help of the random phase approximation (RPA) that amounts to a simple redefinition of
the coupling constant [118, 144] because, for this “standing” model, the polarization operator is finite
(see (3.62) combined with (3.32)). This procedure resums exactly all the Nf -dependence in γm allowing
us to go beyond the quenched approximation [134].

Following the QED4,3 case [134], we shall proceed with a generalization to QED4,de by enforcing
the resummation of the Nf -dependence of γm at each loop order in an effective coupling constant.
As we shall see below, such a procedure does not correspond to RPA in the case of QED4. Indeed,
applying RPA to QED4 within our formalism does not allow to fully resum the Nf -dependence in
γm. This originates from the running of the coupling constant, which arises from the UV divergent
polarization operator (see (3.64)) and renders the QED4 case more subtle to treat than the QED4,3

one. Enforcing the resummation of the Nf -dependence of γm in QED4 is a semi-phenomenological
prescription. But, as we shall see, it will provide results that are in quantitative agreement with those
obtained from numerical solutions of SD equations. Moreover, this effective coupling method allows
us to compute a critical fermion flavor number, Nc, such that αc→∞, i.e., a clearly non-perturbative
quantity that requires the resummation of the Nf -dependence of γm.
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Within our formalism, an interesting fact about studying QED4 is that it allows to consider higher
orders in the loop expansion which are presently inaccessible in QED4,3. We already exploited this in
the last subsection related to the quenched case. As we saw there, in both cases of QED4,3 and QED4,
there is no solution to the two-loop gap equation for Nf > 0. It turns out that, for QED4, solutions
of (3.148) appear at higher loops for non-zero Nf values without any need to introduce an effective
coupling constant. We do not find these results satisfactory but, for completeness, we summarize them
in table 3.5 and discuss them briefly.

loops 1 2 3 4 5
Nmax ∞ 0.45 5.4738 0 18.4653

αc(Nf =0) 1.0472 1.4872 1.1322 — 1.0941
αc(Nf =1) 1.0472 — 1.1635 — 1.0703
αc(Nf =2) 1.0472 — 1.2302 — 1.0629
αc(Nf =3) 1.0472 — 1.3536 — 1.0601
αc(Nf =4) 1.0472 — 1.6037 — 1.0570
αc(Nf =5) 1.0472 — 2.2669 — 1.0510
αc(Nf =6) 1.0472 — — — 1.0414
αc(Nf =7) 1.0472 — — — 1.0281

Table 3.5: Naive (and unsatisfactory) results for critical couplings of unquenched QED4

computed from (3.148) up to 5 loops (“—” indicates that no physical solution is found).

First, as can be seen from table 3.5, a parity effect is observed, as no solution is obtained at two
and four loops for Nf > 0. At three and five loops, we obtain solutions over a range of Nf -values smaller
than some Nmax which is now larger than 1. However, this Nmax is not related to Nc and its physical
interpretation is not clear; it is close to the Nc found from the effective coupling approach at three loops
but deviates substantially from it at five loops, see table 3.6 for the results of the effective coupling
approach. Moreover, at five loops the critical coupling obtained this way decreases with increasing Nf
while the opposite behavior is observed at three loops. Actually, on physical grounds, we expect that
αc should increase with increasing Nf . This comes from the fact that screening increases with Nf , thus
effectively weakening interaction effects which in turn requires a larger value of the coupling constant
in order to dynamically generate a mass. The effective coupling approach seems to overcome these
difficulties (as far as our semi-phenomenological approach can tell) and we shall therefore focus on it
in the following.

Unquenched QED4,de at one loop

In order to include dynamical screening in QED4,de , we define the following effective (reduced) coupling
constant

ḡr =
ᾱr

1+Π̂1effᾱr
, (3.165)

where ḡr = gr/(4π). All the Nf -dependence, i.e., the effect of fermion loops (or screening), is then by
definition in Π̂1eff. Substituting (3.165) in the mass anomalous dimension, (3.99b), and expanding the
resulting expression up to second order in ḡr, we require that Π̂1eff cancels the two-loop Nf -dependent
terms in (3.99b). This yields

Π̂1eff =4(1−z)Nf
(1−εe)K1

3−2εe
+
10zNf

9
, (3.166)

together with

γm=4ḡr
3−2εe

(2−εe)(1−εe)
+8ḡ2r

3−2εe
(2−εe)3(1−εe)2

+O(ḡr)
3. (3.167)
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From (3.166), in the case of QED4,3 (z=0 and εe→1/2), we recover the fact that

Π̂
QED4,3

1eff =Π̂
QED4,3

1 /2, (3.168)

where Π̂
QED4,3

1 was defined in (3.62). In this case, the procedure exactly corresponds to RPA (random
phase approximation) in agreement with (3.32). In the case of QED4 (z=1 and εe→0), we find from
(3.166) that

Π̂
QED4
1eff =Π̂

QED4
1 /2, (3.169)

where Π̂
QED4
1 was defined in (3.64). As we anticipated, in the case of QED4, the procedure is not RPA

(the expected result for the RPA case would be Π̂
QED4
1eff =Π̂

QED4
1 , see (3.33)) as it corresponds to a

resummation of half of an effective one-loop renormalized polarization operator (and moreover Lp=0).

We may now proceed on solving (3.148) with (3.167) truncated at one-loop order. The effective
critical coupling gc that we obtain is equal to the one-loop critical coupling given by (3.150). With the
help of (3.165), this result can be generalized to the unquenched case and yields

αc(Nf )=
π(2−εe)(1−εe)2

2(3−2εe)−Π̂1eff(2−εe)(1−εe)2/4
. (3.170)

Note that we can deduce, from (3.170), a critical fermion flavor number, Nc, such that αc→∞, reading

Nc=
6(3−2εe)

2

3(1−z)(2−εe)(1−εe)3K1+5z
. (3.171)

We now apply our general one-loop results to specific cases starting from QED4,3 (z=0 and
εe→ 1/2). In this case, (3.170) and (3.171) yield

α
QED4,3
c (Nf )=

12π

128−3π2Nf
, N

QED4,3
c =

128

3π2
=4.3230, (1-loop), (3.172)

and, for the range of allowed non-zero values of Nf , (3.172) yields

αc(Nf =1)=0.3832, αc(Nf =2)=0.5481, αc(Nf =3)=0.9624, αc(Nf =4)=3.9415, (3.173)

with αc=α
QED4,3
c , and thereby recovering in a simple and straightforward way the results of [118].

Following [118], the result α
QED4,3
c (Nf ) in (3.172) defines a critical line in the (α,Nf ) plane that separates

the broken and symmetric phases. Moreover, in this one-loop case, N
QED4,3
c =4.3230 is equal to the

LO gauge-invariant critical fermion flavor number of large-Nf QED3 (see discussion below (3.150)).

Similarly, in the case of QED4 (z=1 and εe→ 0), (3.170) and (3.171) yield

α
QED4
c (Nf )=

18π

54−5Nf
, N

QED4
c =

54

5
=10.8, (1-loop), (3.174)

and, for the range of allowed values of Nf , (3.174) yields

αc(Nf =1)=1.1541, αc(Nf =2)=1.2852, αc(Nf =3)=1.4500, αc(Nf =4)=1.6632,

αc(Nf =5)=1.9500, αc(Nf =6)=2.3562, αc(Nf =7)=2.9763, αc(Nf =8)=4.0392,

αc(Nf =9)=6.2832, αc(Nf =10)=14.1372, (3.175)

with αc=α
QED4
c . Note that the one-loop SD equation in the rainbow approximation and including

the polarization operator in the LAK-approximation (following the work of Landau, Abrikosov and
Khalatnikov [247]) was approximately solved in the Landau gauge in [248] with the results αQED4

c (Nf =
1)=1.95 (see also [172] for a review of other results as well as discussions below). It deviates by about
69% from our result, αQED4

c (Nf =1)=1.1541.



3.5. CRITICAL PROPERTIES 145

Unquenched QED4,de at two loops

Next, in order to access the two-loop case, we solve (3.148) with the full (3.167) as the input. This
yields the critical coupling gc=αc(Nf =0) where αc(Nf =0) is the quenched critical coupling given by
(3.157). With the help of (3.165), this result can be generalized to the unquenched case and yields

αc(Nf )=
π(2−εe)(1−εe)2

3−2εe+
√
∆0−Π̂1eff(2−εe)(1−εe)2/4

. (3.176)

Proceeding as in the one-loop case, we deduce from (3.176) a critical fermion flavor number, Nc, such
that αc→∞. Its expression reads

Nc=
3(3−2εe)(3−2εe+

√
∆0)

3(1−z)(2−εe)(1−εe)3K1+5z
. (3.177)

We now apply our general two-loop results to specific cases starting from QED4,3 (z=0 and
εe→ 1/2). In this case, (3.176) and (3.177) yield

α
QED4,3
c (Nf )=

36π

32(6+
√
6)−9π2Nf

, N
QED4,3
c =

32

9π2

(
6+

√
6
)
=3.0440, (2-loop), (3.178)

and, for the range of allowed non-zero values of Nf , (3.178) yields

αc(Nf =1)=0.6230, αc(Nf =2)=1.2196, αc(Nf =3)=28.967, (3.179)

with αc=α
QED4,3
c , and thereby recovering in a simple and straightforward way all the results of [134].

See figure 3.7a in the next pages for a graphical representation of the phase diagram. As already noticed
in [134], we see from (3.178) that the two-loop Nc in QED4,3 is slightly higher than the corresponding
one in NLO large-Nf QED3 (for which Nc=2.8470, see discussion below (3.157)).

Similarly, in the case of QED4 (z=1 and εe→ 0), (3.176) and (3.177) yield

α
QED4
c (Nf )=

36π

9(6+
√
6)−10Nf

, N
QED4
c =

9

10

(
6+

√
6
)
=7.6045, (2-loop), (3.180)

and, for the range of allowed values of Nf , (3.180) yields, with αc=α
QED4
c

αc(Nf =1)=1.7124, αc(Nf =2)=2.0180, αc(Nf =3)=2.4562, αc(Nf =4)=3.1376,

αc(Nf =5)=4.3423, αc(Nf =6)=7.0486, αc(Nf =7)=18.7080. (3.181)

Unquenched QED4 at higher loops

In the case of QED4, We can go further and use the three-loop mass anomalous dimension (3.161) that
we have computed in Appendix 3.A. Proceeding with the same approach as in the two-loop case yields

α
QED4
c (Nf )=

5994πt

332667+3(4(9ζ3−8)t−555)tNf −20t2N2
f

, N
QED4
c =5.3298, (3-loop) (3.182)

with t=10−788s−1+s and s3=2(6161+111
√
13009). Going even further, we can again use state-of-

the-art results for γm up to five loops [219, 220]11. Like in the quenched case, no physical solution is
found at four loops (all solutions are complex) and therefore we effectively have Nc=0 in this case.

11We used the results of the ancillary files of both [241] and [242].
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For five loops, the solving is numerical, as it amounts to find the roots of is a fifth order polynomial,
and reads

α
QED4
c (Nf )=

861.59

787.51−43.28Nf −35.748N2
f −2.44N3

f +N4
f

, N
QED4
c =3.3954, (5-loop). (3.183)

Note that, at each order, the effective dynamical coupling is determined in such a way that it resums
all the Nf -dependence of γm. This allows us to deduce a critical flavor fermion number, Nc, and the
critical values of the coupling, αc(Nf ) for Nf <Nc at higher loops. Our results for unquenched QED4

(as well as the results of QED4,3 for clarity) are summarized in table 3.6. See also figure 3.7b for a
graphical representation of the QED4 phase diagram from the state of the art five-loop results.

In addition to these results, in QED4 at 1, 2, 3 and 5 loops, a finite non-zero value of Nc is
obtained, which decreases with increasing loop order. In agreement with our physical intuition, at 1,
2, 3 and 5 loops the critical coupling is seen to increase with Nf (because of the increase of screening)
and diverges at Nc. Moreover, provided that the apparent decrease of Nc with increasing loop order is
smooth, we are able to extrapolate its value to infinite loop order using a simple decreasing exponential
fit (discarding the four-loop order), see figure 3.6. This yields

N
QED4
c ≈ 2.0663, (∞-loop), (3.184)

that we added to table 3.6. We therefore conjecture that, in the non-perturbative regime (infinite loop
order), the critical coupling is defined only up to Nf =2. Moreover, we can also infer that, αc(Nf =2)
may be extremely large since Nf =2 is very close to Nc=2.0663. This last value is a strong evidence
that at Nf =1 and at high coupling, QED4 may be in an (excitonic) insulating phase.
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Figure 3.6: Exponential fit on the values found for Nc from 1 to 5-loop in QED4.
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Results summary

In this section we present, for both QED4,3 and QED4, a summary of our results for the critical coupling
αc depending on the fermion flavor number Nf and real up to the critical flavor number Nc. We also
provide a graphical representation of our best results in a phase diagram for both models, figure 3.7.
Note that all these numerical results were obtained analytically in the previous sections.

Model QED4,3 QED4

loops 1 2 1 2 3 4 5 ... ∞
Nc 4.3230 3.0440 10.8 7.6045 5.3298 0 3.3954 ... 2.0663

αc(Nf =0) 0.2945 0.4183 1.0472 1.4872 1.1322 — 1.0941 ??
αc(Nf =1) 0.3832 0.6229 1.1541 1.7124 1.2353 — 1.2221 ??
αc(Nf =2) 0.5481 1.2196 1.2852 2.0180 1.4424 — 1.6492 ??
αc(Nf =3) 0.9624 28.967 1.4500 2.4562 1.8707 — 4.5576 —
αc(Nf =4) 3.9415 — 1.6632 3.1376 2.9997 — — ... —
αc(Nf =5) — — 1.9500 4.3423 11.150 — — —
αc(Nf =6) — — 2.3562 7.0486 — — — —
αc(Nf =7) — — 2.9763 18.708 — — — —
αc(Nf =8) — — 4.0392 — — — — —
αc(Nf =9) — — 6.2832 — — — — —
αc(Nf =10) — — 14.137 — — — — —

Table 3.6: Critical couplings of unquenched QED4,3 and QED4, computed from (3.148)
together with the effective dynamical coupling (3.165) up to 5 loops (the symbol “—”
indicates that no physical solution is found and the symbol “??” indicates that we could
not compute the corresponding value).
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(a) QED4,3 from 2-loop results table 3.6.
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(b) QED4 from 5-loop results table 3.6.

Figure 3.7: QED4,3 and QED4 dynamical mass generation phase diagrams in the plane
(αr,Nf ) from the best results of table 3.6. Here, insulator refers to an excitonic insu-
lating phase, while metal refers to a semimetallic phase.

We recall here that graphene is described by QED4,3 at Nf =2 and αr ≈ 1/137 in the IR limit, for
which the plot 3.7a has been obtained12. Therefore, graphene at low-temperatures is indeed metallic,

12in ambient – pseudo-relativistic – conditions, αr ≈ 2.2, but obtaining a phase diagram in this case would require
Lorentz breaking computations, see, e.g., [126] and references therein.
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in accordance with experimentation. Nevertheless, our results tend to show that if one manage to
experimentally tune the coupling towards a sufficiently high value, it may undergo a phase transition
towards an insulating phase. This could possibly be achieved with a well-chosen substrate, ideally
tunable, such that the transition can be controlled on demand, thereby creating a graphene transistor.

Similarly, usual QED4 from high energy physics is retrieved for Nf =1 and αr ≈ 1/137 in figure
3.7b. Therefore, it is also in a metallic phase in ambient conditions, and similarly, a phase transition
towards an insulating phase may be possible at very large coupling. As explained in the introduction,
in QED4, αr is running, and increases with the energy scale. The question is then, at what energy
scale the coupling is αr ∼ 1, such that QED4 may be in a metallic state? The answer is that, if it
happens, it would be at a tremendous energy scale. Indeed, the growth of αr is extremely slow: at the
electron mass scale (in eV) αr(me∼ 106)≈ 1/137, at the Z-boson mass scale, αr(mZ ∼ 1011)≈ 1/127
and at the largest scale one could think of, the Grand Unification Theory (GUT) scale, it is roughly
estimated as αr(mGUT ∼ 1025)≈ 1/30, see [116]. Therefore, in particle physics, QED4 is metallic at all
reasonable energy scales. Nevertheless, in an eventual condensed matter system suitably described by
QED4, with Nf =1 or 2 and αr ∼ 1, such a phase transition is likely to be possible.

Literature comparison for unquenched QED4,3

In this section, we provide a summary of the results obtained in the literature for DχSB in graphene,
i.e., for αc(Nf =2) and the corresponding Nc. Results are provided in table 3.7.

αc(Nf =2) Nc Method Year
7.65 SD (LO, dynamic RPA, running v) 2013 [249]
3.7 FRG, Bethe-Salpeter 2016 [250]

3.2<αc< 3.3 SD (LO, dynamic RPA, running v) 2012 [251]
3.1 SD (LO, bare vertex approximation) 2015 [252]
2.06 SD (LO, dynamic RPA, running v) 2017 [253]
1.62 SD (LO, static RPA) 2002 [122]

3.52 SD (LO) 2009 [246]
1.22 3.04 SD (NLO, RPA, resummation, v/c→1, ∀ξ) 2016 [134]
1.22 3.04 Effective gap eq. (2-loop, RPA, v/c→ 1, ∀ξ) 2021 [4]
1.13 3.6 SD (LO, static RPA, running v) 2008 [245]

1.11±0.06 Lattice simulations 2008 [254]
1.03<αc< 1.08 3.17<Nc< 3.24 SD (NLO, RPA, resummation, v/c→1) 2016 [134]

1.02 SD (LO, dynamic RPA, running v) 2011 [255]
0.94<αc< 1.02 3.24<Nc< 3.36 SD (NLO, RPA, v/c→1) 2016 [134]

0.99 RG study 2012 [256]
0.92 SD (LO, dynamic RPA) 2009 [257]

0.9±0.2 Lattice simulations 2012 [258]
0.833 RG study 2008 [259]
0.5481 4.3230 Effective gap eq. (1-loop, RPA, v/c→ 1, ∀ξ) 2021 [4]

Table 3.7: Reproduced from [126] and updated. DχSB in graphene: some values
of αc(N =2) and Nc obtained over the years together with elements of the different
methods used. The double line corresponds to αr =2.2, the observed coupling value in
physical graphene. Values presented in this manuscript are in gray. The values to be
retained are the gauge-invariant ones, αc=1.22 and Nc=3.04.
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Literature comparison for unquenched QED4

In order to numerically compare our results with the ones of the literature, we should first discuss
some “good gauge” issues. Indeed, at a given loop order greater than 1, a numerical evaluation of
the “good gauge” parameter, ξg(αc,Nf ), shows substantial deviations from the Landau gauge as Nf
increases and even diverges as Nf approaches Nc. At Nf =1, a comparison with the Landau gauge
results is justified since the “good gauge” is reasonably small, 0.28<ξg < 0.48. On the other hand,
at Nf =2, a comparison with the Feynman gauge becomes more relevant (0.41<ξg < 0.89). However,
most of the unquenched SD results found in the literature are derived only in the Landau gauge. For
these reasons, we are restricted to a comparison of only our Nf =1 results with the Nf =1 results of
the literature in the Landau gauge.

Taking the review part of [174], table III, as a reference, a wide range of results have been found
for αc(Nf =1) in the Landau gauge over the last 30 years. For convenience, we reproduce this table in
table 3.8 together with the relative differences to our results at each given loop order.

QED4 Literature rel. diff. to our work
Reference αc(Nf =1) Vertex model 1l 2l 3l 4l 5l

Kondo et al. [260] (1990) 1.9997 (ξ=0) Bare 91% 17% 62% – 64%
Gusynin [248] (1989) 1.95 (ξ=0) Bare 86% 14% 58% – 60%

Kondo [261] (1990) 1.9989(ξ=0) Bare 91% 17% 62% – 64%
Kondo [261] (1990) 2.0728 (ξ=0) Bare 98% 21% 68% – 70%

Oliensis et al. [262] (1990) 1.9995 (ξ=0) Bare 91% 17% 62% – 64%
Rakow [263] (1990) 2.25 (ξ=0) Bare 114% 31% 82% – 84%

Atkinson et al. [264] (1990) 2.10028 (ξ=0) Bare 101% 23% 70% – 72%
Kondo et al. [265] (1991) 2.084 (ξ=0) Bare 99% 22% 69% – 71%
Ukita et al. [266] (1990) 2.0944 NA 100% 22% 70% – 71%

Kondo et al. [267] (1993) 1.9995 NA 91% 17% 62% – 64%
Bloch [172] (1995) 1.99953 (ξ=0) Bare 91% 17% 62% – 64%
Bloch [172] (1995) 1.7410 @Λ2(ξ=0) Bare 66% 2% 41% – 42%
Bloch [172] (1995) 1.6322 @Λ2(ξ=0) BC 56% 5% 32% – 34%
Bloch [172] (1995) 1.6199 @Λ2(ξ=0) modified CP 55% 5% 31% – 33%

Bashir et al. [244] (2011) 2.27(Anal.)(ξ=0) BC+KP+A 117% 33% 84% – 86%
Bashir et al. [244] (2011) 2.46(Num.)(ξ=0) BC+KP+A 135% 44% 99% – 101%
Akram et al. [268] (2012) 0.9553 (ξ=0) BC+Ansatz 9% 44% 23% – 22%
This work (1-loop) (2022) 1.1541 ∀ξ Bare 0% 48% 7% – 6%
This work (2-loop) (2022) 1.7124 ∀ξ Perturbative 33% 0% 28% – 29%
This work (3-loop) (2022) 1.2351 ∀ξ Perturbative 7% 39% 0% – 1%
This work (4-loop) (2022) – Perturbative – – – – –
This work (5-loop) (2022) 1.2221 ∀ξ Perturbative 6% 40% 1% – 0%

Figure 3.8: Critical couplings from previous studies at Nf =1 with relative difference
comparison with our results from 1 to 5 loop order. The top left part of the table is
reproduced from [174]. Gray lines are the studies that compare best with our results.
CP≡Curtis-Pennington, BC≡Ball-Chiu, KP≡Kizilersu-Pennington.

Most of the first order approaches (that neglect one or more equations of the SD system) presented
in [174], lead to results that are far from the results of our paper, e.g., a relative difference of 60%
up to 101% by comparing with our five loops approach. However, better agreements are found when
comparing our results with more sophisticated numerical approaches, especially the results of Bloch
[172], that solve the full system of one-loop like SD equations with various vertex ansätze (bare, Ball-
Chiu and modified CP as referred to in [172]). These various approaches lead to results that are very
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close to each other in the Nf =1 case. Of course, the non-perturbative nature of the vertex ansätze used
in these approaches does not have (to the best of our knowledge) a clear correspondence in terms of
loops (such as in our case). Nevertheless, from these results, we find deviations of 2%–5% with respect
to our two-loop results and deviations of 31%–42% with respect to our four and five-loop results. We
also note a smaller deviation of 22% upon comparing our five-loop Nf =1 result with the most recent
results of [268].

3.6 Conclusion

In this chapter, we have computed the two-loop mass anomalous dimension of QED4,de with Nf flavors
of four-component Dirac fermions. Our main formulas, (3.99), for γm and also the field anomalous
dimension γΨ, take into account the non-commutativity of εγ→0 and εe→0 limits and are valid in both
cases of QED4,3 (which applies to graphene at its IR Lorentz invariant fixed point) and QED4. For
QED4,3, our formula for γm, (3.134b), generalizes the one obtained in [161] to an arbitrary number of
(2-component) fermion flavors, but our interest was mostly focused on the parity-even case (3.105b).
When the latter is mapped to large-Nf QED3 [134], it corresponds exactly to the result obtained by
Gracey in [226] thereby strengthening our result.

We then proceeded on studying the critical properties (dynamical generation of a parity-conserving
fermion mass) of QED4,de (both in the quenched and the unquenched cases) with the help of the gap
equation (3.147) (and its solution (3.148)). The latter was derived in a semi-phenomenological way on
the basis of the modern approach of Gusynin and Pyatkovskiy [184]. It matches exactly the NLO gap
equation of large-Nf QED3 [184, 186] as well as that of QED4,3 [134] and its range of application was
extended to cover the case of QED4. Its only input being the mass anomalous dimension, it is fully
gauge invariant by construction and allows deriving the gauge-invariant critical coupling constants and
critical fermion flavor numbers of QED4,de models with the help of (3.99b). We also underlined the fact
that quantities derived with the help of this gauge-invariant method do match (at one-loop from our
SD analysis) with gauge-dependent computations evaluated in the “good gauge” (a gauge where the
fermion anomalous dimension vanishes order by order in perturbation theory). In the case of QED4,3,
we have explicitly checked that (3.148) does allow us to recover in a simple and straightforward way
all the NLO results of [134]. In the case of QED4, we have first recovered the celebrated αc=π/3 (now
exactly gauge-invariant, see (3.150) with εe=0) at LO in agreement with the result obtained from
solving the SD equations in the “good gauge” (see (3.144) with εe=0). We have then used state-of-
the-art expressions for γm up to five loops in QED4, to access the critical properties of the model. The
unquenched case was considered first, and our results are summarized in table 3.2. The latter shows
that, at five loops, our value for the critical coupling, αc(Nf =0)=1.0941, deviates by only 4% from
π/3 and by 15% from the results of [172,174] where numerical solution of SD equations in the Landau
gauge with various vertex ansätze lead to αc(Nf =0)≈ 0.93. The unquenched case is more subtle due to
the running of the QED4 coupling constant (in contrast to QED4,3 which is a “standing” gauge theory).
Nevertheless, a resummation of the Nf -dependence of γm into an effective coupling constant gave us
access to Nc which is such that αc→∞ together with all values of αc(N) for Nf <Nc. Our results are
summarized in table 3.6. At five loops, we find that Nc=3.3954 with αc(Nf =1)=1.2221. Comparing
our results to the ones of the literature, we find deviations of 2%–5% of our two-loop results with
respect to the results of [172] and deviations of 31%–42% of our four and five-loop results with respect
to the results of [172]. We also note an interestingly smaller deviation of 22% upon comparing our
five-loop Nf =1 result with the most recent results of [268]. From our results, we could extrapolate Nc

to infinite loop order finding Nc=2.0663, see (3.184). This suggests that dynamical mass generation
in QED4 may take place only for Nf ≤ 2.

Our work has shown that (3.147) (and its solution (3.148)) allow for a simple and straightforward
study of the critical properties of QED4,de . In the case of QED4,3, we were limited to two-loop order
as, to the best of our knowledge, γm is still unknown for this model at three-loop and beyond. It
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would be very interesting to compute γm at three-loop for QED4,3 and use it as an input to (3.148). It
would also be very instructive to solve the NNLO SD equations for QED4,3 along the lines of [186] for
the NLO case, in order to have a solid proof that (3.147) does hold at this order. But such analytic
computations may be quite tedious at this order, and it remains to be seen if they can even be carried
out (let us recall that it took approximately 30 years since the seminal work of Nash [181] for the
gauge-invariant NLO calculation in large-Nf QED3 to be achieved in [184,186]). In the case of QED4,
our straightforward solution of the LO SD equations with the method of Kotikov [182, 183] is a good
indication that this method might be extended to NLO along the lines of [186] (but now for a running
theory in the unquenched case). We leave all these projects for future investigations.

3.A QED4 at three loops

In this appendix section, we derive the three-loop renormalization group equations of QED4.

We first focus on the three-loop correction to the photon polarization operator. The corresponding
Feynman diagrams are displayed in figure 3.9. It is composed of 11 diagrams labeled in alphabetical
order; 7 of the Ladder (L3) topology labeled (a,b,c,f,h,i,j), 3 of the Benz (B3) topology labeled
(d,e,g) and 1 of the Non-planar (N3) topology labeled (k). Computing all these diagrams using the
same techniques as describe in the main text (using Appendix A), and summing all the contributions
leads to the three-loop correction

Π
QED4
3 (p2)= 2Nf ᾱ

3

(
µ̄2

−p2

)3εγ [8Nf
9ε2γ

+
−288ζ3Nf +352Nf +9

27εγ
+80ζ5−16ζ4Nf −

4ζ2Nf
3

+
4

9
ζ3(111−152Nf )+

8834Nf
81

+
143

9
+O(εγ)

]
, (3.185)

which is again gauge-independent, providing a strong check of our result. The corresponding renor-
malization constant can then be derived using the third order expansion of (3.45), reading

δZ3A=K(Π2K(Π1))+K(Π1K(Π2))+K(Π1K(Π1K(Π1)))+K(Π3), (3.186)

and therefore, in the QED4 case, using all previously computed results

δZ
QED4
3A =Nf ᾱ

3
r

[
−
8Nf
9ε2γ

+
2(22Nf +9)

27εγ
+O(ε0γ)

]
. (3.187)

We then focus on the three-loop correction to the fermion self-energy. The corresponding Feynman
diagrams are displayed in figure 3.10. It is composed of 15 diagrams labeled in alphabetical order; 9 of
the Ladder (L3) topology labeled (a,b,c,d,e,i,j,m,n), 5 of the Benz (B3) topology labeled (f,g,h,k,l)
and 1 of the Non-planar (N3) topology labeled (o). Computing all these diagrams and summing all
the contributions leads to the three-loop corrections

Σ
QED4
3V (p2)= ᾱ3

(
µ̄2

−p2

)3εγ [
− ξ3

6ε3γ
−
18ξ3−9ξ(4Nf +3)+16Nf (4Nf +3)

36ε2γ
(3.188a)

+
54ζ2ξ

3−216ξ3+27ξ(36Nf +11)−64Nf (34Nf +9)−108

216εγ
+O(ε0γ)

]
,

Σ
QED4
3S (p2)= ᾱ3

(
µ̄2

−p2

)3εγ [3(ξ+3)3+32N2
f −36(ξ+3)Nf

18ε3γ
+
27(ξ+2)(ξ+3)2+320N2

f −54(6ξ+17)Nf

27ε2γ

+
4

324εγ

[
81
(
3ξ3+27ξ2+79ξ+97

)
+4816N2

f −324ζ3(4Nf −3(ξ+3))

−27(156ξ+503)Nf −27ζ2
(
3(ξ+3)3+32N2

f −36(ξ+3)Nf
)]

+O(ε0γ)

]
. (3.188b)
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The corresponding renormalization constant can then be derived using the third order expansion of
the eqs. (3.45), reading

δZ3Ψ=K(Σ2VK(Σ1V ))+K(Σ1VK(Σ2V ))+K(Σ1VK(Σ1VK(Σ1V )))+K(Σ3V ), (3.189a)

δZ3m=−K
(
Σ2
1SΣ1SV

)
+2K

(
Σ1SΣ

2
1SV

)
−K(Σ1SΣ1SVK(Σ1SV ))−K(Σ1SVK(Σ1SΣ1SV )) (3.189b)

+K(Σ1SΣ2SV )+K(Σ2SΣ1SV )−K
(
Σ3
1SV

)
+K

(
Σ2
1SVK(Σ1SV )

)
+K

(
Σ1SVK

(
Σ2
1SV

))
−2K(Σ1SV Σ2SV )+K(Σ2SVK(Σ1SV ))+K(Σ1SVK(Σ2SV ))−K(Σ1SVK(Σ1SVK(Σ1SV )))−K(Σ3SV ),

where ΣlSV =ΣlS+ΣlV , with l the loop order. Therefore, using all the previous results for QED4, we
derive

δZ
QED4
3Ψ = ᾱ3

r

[
− ξ3r
6ε3γ

+
(4Nf +3)(8Nf −9ξr)

36ε2γ
−
40N2

f +54Nf +27

54εγ
+O(ε0γ)

]
, (3.190a)

δZ
QED4
3m = ᾱ3

r

[
−
(4Nf −9)(8Nf −9)

18ε3γ
+
160N2

f −1044Nf +243

108ε2γ
+
280N2

f −2592Nfζ3+2484Nf −3483

162εγ
+O(ε0γ)

]
.

(3.190b)

Note that δZ3m is completely gauge-independent, which is again a strong check on our results. The full
three-loop renormalization-group functions can then be derived using the definitions (3.48), reading

γ
QED4
Ψ =2ᾱrξr− ᾱ2

r(4Nf +3)+ ᾱ3
r

(
40N2

f

9
+6Nf +3

)
+O(ᾱ4

r),

γ
QED4
m =6ᾱr+ ᾱ

2
r

(
3−

20Nf
3

)
+ ᾱ3

r

(
−
280N2

f

27
+96Nfζ3−92Nf +129

)
+O(ᾱ4

r),

βQED4 =−2ᾱrεγ+
8ᾱ2

rNf
3

+8ᾱ3
rNf − ᾱ4

r

4Nf (22Nf +9)

9
+O(ᾱ5

r),

(3.191a)

(3.191b)

(3.191c)

which is in accordance with the usual literature, see, e.g., the textbook [61]. This complete three-loop
result required the analytical calculation (by reduction) of a total of 14304 Feynman integrals, see table
3.8.

QED4 1-loop 2-loop 3-loop

Topology Bubble Diamond Ladder (L3) Benz (B3) Non-planar (N3)

Number of integrals 6 76 5377 7482 1363

Table 3.8: Number of integrals computed up to three loops for a given topology in
QED4.
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(a) Σ̃
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Figure 3.9: The 11 three-loop photon polarization diagrams for QED4 in the small
coupling expansion. Fermion arrow have been dropped to keep it light. S indicates
the extra factor needed for each graph, i.e., the −Nf factors due to fermion loops and
an eventual multiplicative factor if the diagram have multiple equivalent topologies
regarding different fermion flows (20 diagrams in total).
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Figure 3.10: The 15 three-loop fermion self-energy diagrams for QED4 in the small
coupling expansion. Fermion arrows have been dropped to keep it light. S indicates
the extra factor needed for each graph, i.e., the −Nf factors due to fermion loops and
an eventual multiplicative factor if the diagram have multiple equivalent topologies
regarding different fermion flows (20 diagrams in total).
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Chapter 4

Critical properties of many flavor QEDs
in three dimensions

This chapter is partially based on the papers

[5] S. Metayer and S. Teber, Symmetry. 2023; 15(9):1806,
“Critical Properties of Three-Dimensional Many-Flavor QEDs”,
[6] S. Metayer and S. Teber, Phys. Lett. B 838 (2023) 137729,

“Electron mass anomalous dimension at O(1/N2
f ) in three-dimensional N =1 supersymmetric QED”,

[7] A. James, S. Metayer and S. Teber, arXiv:2102.02722,
“N =1 supersymmetric three-dimensional QED in the large-Nf limit and applications to super-graphene”.

We study several abelian gauge theories, the prototype of which is three-dimensional Quantum Elec-
trodynamics, QED3. After motivating such study, we introduce a general model encompassing several
of its variants, including the fermionic, bosonic and minimally supersymmetric QED3. We compute the
corresponding self-energies and polarizations up to next-to-leading order in a large number of fermion
flavors expansion, and compute exactly all the anomalous dimensions at that order. Our results are
mapped to a model of super-graphene, for which we compute the optical conductivity. From the study
of their critical properties, we address the phase structure of these gauge theories.
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4.1 Motivations for QED3 and its supersymmetric extension.

In this introductory section, we motivate the study of three-dimensional Quantum Electrodynamics,
QED3, and its minimally supersymmetric variant, SQED3. On the fly, we will introduce briefly the
minimally supersymmetric version of QED4,3, which is, by extension, a model of “super-graphene”, i.e.,
SQED4,3, as well as the bosonic version of the non-SUSY model, bQED3.

Three-dimensional QED (QED3)

QED3 is a gauge field theory model of strongly interacting relativistic planar fermions that has been
attracting continuous interest for the past four decades. An original motivation [175, 176] came from
the idea that QED3 might serve as a prototype for the more intricate four-dimensional Quantum
Chromodynamics (QCD4), the non-abelian gauge theory of quarks and gluons. Indeed, QED3 and
QCD4 share multiple features, such as asymptotic freedom and confinement, as well as dynamical
chiral symmetry breaking (DχSB) induced by the radiative generation of a fermion mass. It is indeed
easier to study these phonemna in QED3 where computations are much shorter, but similar in essence.
From QED to QCD, the Lie symmetry group is enhanced from U(1) to SU(3), giving rise to a strong
colored charge and additional gluon self interactions.

As underlined in the previous chapter, three-dimensional gauge theories are in general superrenor-
malizable with dimensionful coupling [e2] = 1, which is not suitable as perturbative parameter. Early
studies [175,176,269] realized that, within a 1/Nf expansion, where Nf is the number of electron flavors,
the super-renormalizable QED3 model acquires an interacting fixed point in the low energy limit and
becomes effectively renormalizable in the infrared (IR). In the following, we will compute higher-order
corrections to this fixed point for several QED3 variants and eventually address its stability with re-
spect to higher-order quantum corrections. Indeed, the fate of IR singularities are ubiquitous to super-
renormalizable models and the QED3 often serve as a toy model for such studies [270–274] (see recent
progress in [105,275,276]). Large-Nf techniques (see [117] for a review) allow for an arbitrary large cou-
pling and are therefore extremely useful to access the critical properties of the model, usually occurring
in a non-perturbative coupling regime. In this chapter, about QED3 and its variants, our main interest
will be on the field and mass anomalous dimensions, that encode the renormalization of the composite
operator ψ̄ψ [213, 226], the simplest fermion bilinear. As showed in the previous chapter, such quan-
tities play a crucial role in the study of fundamental quantum field theory mechanisms such as, e.g.,
dynamical (flavor) symmetry breaking and electron mass generation [131, 177, 181–183, 269, 277–282]
(see recent progress in [184–187,283]).

In the last three decades, considerable revival in interest in QED3 also arose from its applications
to condensed matter physics systems with relativistic-like (Dirac-like) gapless quasiparticle excitations
at low-energies such as high-Tc superconductors [135–138], planar antiferromagnets [139] and graphene
[26, 128] (for graphene, see reviews in refs. [87, 124–126]). As we have seen in the previous chapter, a
universal quantity of interest to compute in graphene-like systems is the optical conductivity in the
collisionless regime. Indeed, we have computed, in QED4,3 up two-loop order in the (dimensionless)
fine structure constant expansion, the optical conductivity of a monolayer freestanding graphene sheet
in the ultra-relativistic limit and obtained from it an optical absorbance of Ag =(2.29±0.04)%, a result
first obtained in [144,145,150] (These authors also derived the result in the pseudo-relativistic regime).
This quantity is derived from the minimal conductivity of graphene, σ0g =Nfe

2/8, and from the first
interaction correction coefficient to this quantity, C

QED4,3
γ . We also showed that this universal (flavor

independent) coefficient can actually be related to CQED3
γ with the help of a mapping [134]. Moreover,

the most recent NLO results [134, 184, 186, 187] show that QED3 has a gauge-invariant Nc=2.847. In
the following chapter, we will recover these results and slightly improve them with resummations to
obtain Nc=2.270. This won’t change the big picture, and we will therefore confirm the possibility of
a dynamical mass generation in this model for small Nf in QED3.
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Three-dimensional minimally supersymmetric QED (SQED3)

In this chapter, one of our main focuses will be the study of the minimal (N =1) supersymmetric
(SUSY) extension of the QED3 model. First, let us recall that, in a supersymmetric model, for
each existing particle is introduced a new particle called superpartner that possesses the opposite spin
statistics. In other words, for each matter particle, we introduce a new force and vice versa. In the case
of QED, it amounts to introduce the bosonic (Bose–Einstein statistics) super-electron, called selectron
as well as the fermionic (Fermi–Dirac statistics) super-photon, called the photino. As we will see in the
following, some additional fields may be required to keep the supersymmetric field theory consistent,
but they usually don’t have any dynamics, i.e., no particle excitations. There are several reasons to
explore supersymmetric extensions of a model. In quantum field theory, SUSY is usually introduced
for its mathematical convenience in the context of exact computations, as well as being the only
allowed extension of the Poincaré symmetry group, as stated by the Coleman–Mandula theorem [284].
However, we will see in the following that in a perturbative context, additional supersymmetric fields
make computations lengthy and possibly more difficult. Indeed, several complications come together
with SUSY. First, we need to preserve SUSY, as it is naively not the case, since it is broken both by
dimensional regularization and the usual Rξ gauge fixing term. Second, supersymmetric theories often
mixes Dirac and Majorana spinors, that behave unusually in three dimensions. We will address these
technical issues in the rest of the chapter while using the large-Nf expansion technique, see [117] for a
review.

Supersymmetric variants of QED3 have attracted continuous interest through the last decades.
This has been partly motivated by the fact that the enhanced symmetry may simplify the resolu-
tion and, perhaps, even lead to an exact solution. As a matter of fact, the case of (non-minimal)
N =2 SQED3 has been studied in an early seminal paper of Pisarski [177] by dimensional reduction
from the case of (minimal) N =1 four-dimensional supersymmetric QED (SQED4), with focus on dy-
namical electron mass generation along the lines of the non-supersymmetric case. Actually, in N =1
SQED4, a non-perturbative non-renormalization theorem forbids dynamical mass generation [285], and
it was then argued in [286] that it, therefore, extends by dimensional reduction to N =2 SQED3. Fur-
ther evidence for the absence of dynamical mass generation in N =2 SQED3 came from numerical
simulations [287] and a refined analytic treatment [288].

The situation in N =1 SQED3 is more subtle because of the absence of non-renormalization
theorem in this case. The model was first considered by Koopmans and Steringa [286] along the
lines set by Appelquist et al. for standard fQED3 [131]. Their truncated (to leading order (LO) in
1/Nf -expansion) Schwinger–Dyson equations approach resulted in a critical fermion flavor number,
Nc=1.62. This implies that a dynamical (parity-invariant) mass generation may occur for Nf =1, i.e.,
one four-component Dirac spinor. A decade later, additional evidence for the generation of dynamical
electron mass in minimal SQED3 was also found in [289]. There is, however, no rigorous statement for
electron mass generation for minimally supersymmetric SQED3 [286,289].

In the last two decades, N =1 SQED3 has attracted significant attention (together with other
supersymmetric and non-supersymmetric gauge theories) in the context of the study of IR dualities
and renormalization group flows (see, e.g., [290–295]). Interestingly, it was argued in [197] that N =1
SQED3 at Nf =1 is dual to a conformal field theory in the IR. This suggests that no dynamical mass
for the electron should be generated in contrast to the previously mentioned early (leading order)
calculations [286,289]. In this chapter, we will present a refined, next-to-leading order (NLO) analysis.
We will show that, at NLO, Nc=0.39, which is strong evidence that no electron mass is radiatively
generated in N =1 SQED3, which is in agreement with the analysis based on dualities [197].

At the interface with condensed matter physics, there have also been proposals during the last
years that SUSY may emerge in the low-energy limit of various lattice models (see, e.g., [296–303]).
To this day, there is still no evidence that SUSY is realized in nature, and an emergent SUSY should
certainly be difficult to detect in the lab [304]. Nevertheless, computing critical exponents in the
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corresponding models is certainly valuable in order to assess the potential impact of supersymmetry
on experimentally measurable observables. In this context, some condensed-matter physics models
describing planar relativistic Dirac fermions were supersymmetrized. Such is the case for the so-called
super-graphene model that has been (for both N =1 and N =2 cases) first introduced in [157,163] via
superconformal techniques on the boundary. See also [164] for related non-perturbative computations
of transport properties in the N =2 case, as well as [305,306] in which a N =2 model for super-graphene
has been proposed and also references therein in which the possible manifestation of SUSY in a theory
for graphene has already been raised, even though they remained at the level of supersymmetric
quantum mechanics and corresponding SUSY features of the energy spectrum. Notice that, similarly
to the large-Nf limit of QED3, the (non-SUSY) model of graphene is a conformal-invariant field theory
that corresponds to the IR Lorentz-invariant fixed point of (non-relativistic) graphene [144] (see [129]
where this fixed point was first discovered). We therefore refer to the super-graphene model as SQED4,3

which is the minimal supersymmetric extension of the QED4,3 graphene model studied in the previous
chapter. In super-graphene, the matter (electrons and selectrons) is localized in the (2+1)-dimensional
plane while gauge interactions (photons and photinos) propagate in the larger (3+1)-dimensional
bulk. We recall that in the non SUSY case, such a (conformal) brane-world model (as such, initially
introduced in [118] with a first application to graphene in [122], see also [120,135,136] in relation with
high-Tc superconductors and the quantum Hall effect) and its variants has attracted significant interest
in the last years, see, e.g., [134, 147, 150, 153, 156–158, 160–162]. As we will see in the following, like
in the non-SUSY case, it exists a mapping relation between SQED3 in the large-Nf expansion and
SQED4,3 in the small coupling expansion. We will use this to compute the properties of the eventual
super-graphene from the NLO results we will obtain in SQED3.

Before going further into the supersymmetric case, we will introduce briefly the simpler case of
bosonic QED. This textbook model has been granted many names through the years; Abelian Higgs,
CPN−1, scalar QED, bosonic QED etc. For short, we will call it bQED. Our interest for this model
is natural1 since it is a subcase of SQED. Indeed, bQED is the gauge theory of the interaction of
bosonic, or more specifically, scalar, particles via photons. This model has been extensively studied
in four dimensions since many decades, see, e.g., the seminal papers [307, 308] (See also the recent
four-loop computations carried out in [309] and references therein), as well as in three-dimensions, see,
e.g., [175, 176]. In the following, we will focus our interest on “pure” bQED, i.e., neglecting ϕ4-type
(and eventually higher) interactions between scalar particles, since they are not present in the SUSY
case. Moreover, we will consider the massless (or quasi massless) case such that the scalar potential is
zero, and that all interactions are of pure gauge origin. Note that this pure gauge case is indeed a fixed
point of the case with a non-vanishing scalar potential. This fixed point is often called in the literature
tricritical bQED [196,198,310]. We shall refer to this pure case simply as bQED in the following, and
consider it in the large-Nf expansion.

Outline of the chapter

Having set the background material together with the contemporary frame of activity, our primary
concern in this chapter will be the critical properties of minimal SQED3. In a first section 4.2, we
will introduce first the QED3 and bQED3 models and their specificities, as well as introducing briefly
the large-Nf technique graphically. We will then introduce the (minimal) associated three-dimensional
supersymmetric model, N =1 SQED3 together with the technicalities necessary for perturbative com-
putations, such as the dimensional reduction scheme (DRED) [311–313] (see also [314] for a review)
that is the most convenient regularization scheme for practical calculations in supersymmetric theories.
We will also introduce briefly a model of super-graphene, SQED4,3, to which our SQED3 results can
be mapped. To keep track of all these models, we will introduce in section 4.3 a general model, with
additional parameters, that we will call gQED3 and that encompasses all the previously described

1We warmly thank John Gracey for pointing out that bQED3 computations had never been done at 1/N2
f .
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model. In section 4.4, we will then perform the full LO and NLO computations in the large-Nf ex-
pansion, in the general gQED3 model, of all the polarizations and self-energies in order to compute
the corresponding anomalous dimensions. This will lead us to discuss a generalized version of the
Furry theorem for these models. As for the results, we will find that the electron and selectron critical
exponents are highly constrained and that the related identities (by analogy with four-dimensional
supersymmetric Slavnov-Taylor identities [315,316]) are achieved thanks to a subtle role played by the
particles associated with the DRED scheme, the so-called epsilon-scalars. In section 4.5 we present
how our results map to all the models of interest, i.e., QED3, bQED3, SQED3, and finally SQED4,3,
where we compute the optical conductivity of an eventual super-graphene material. In section 4.6, we
discuss the criteria for dynamical mass generation and the opening of a bandgap in the corresponding
systems.

4.2 Models of three-dimensional QEDs in large-Nf

In this section we introduce various models, namely (fermionic) QED3, (bosonic) bQED3, supersym-
metric N =1 SQED3, the super-graphene model N =1 SQED4,3, and finally a generalized version of
SQED3, called gQED3, allowing us to consider all these models at the same time.

4.2.1 Three-dimensional (fermionic) Quantum Electrodynamics (QED3)

QED3 model and specificities

Three-dimensional Quantum Electrodynamics (QED3) is an archetypal ultra-relativistic abelian gauge-
field theory model describing strongly interacting planar fermions. In Minkowski space, it is described,
in its simplest form, by the Lagrangian density

SQED3
=

∫
d3x

[
iψ̄iD̸ψ

i− 1

4
FµνF

µν− 1

2ξ
(∂µA

µ)2
]
, (4.1)

where ψi are 2Nf flavors (i=1,··· ,2Nf ) of 2-component massless Dirac fermions (or equivalently Nf
flavors of 4-component massless Dirac fermions Ψi) and Aµ the covariant three-dimensional gauge field
with µ=0,1,2. As advertised earlier in this manuscript, this model is a subcase of reduced QEDde,dγ ,
the theory introduced in the previous chapter, see (3.12), with d≡ de= dγ =3, i.e., with electrons and
photons all confined in the same d=2+1 plane. See figure 4.1, for an illustration of an event in QED3

to fix ideas. In the model (4.1), the covariant derivative is defined as previously as

Dµ= ∂µ+ieAµ, with D̸= γµDµ, (4.2)

with the major difference that the electric coupling constant e is now dimensionful, as compared to
the models considered in the previous chapter. Indeed, in the case of a three-dimensional gauge field,
we have the canonical dimensions

[ψ] = 1, [A] =
1

2
, [e] =

1

2
, [ξ] = 0, (4.3)

implying that the coupling have positive mass dimension [e2] = 1 (see (3.11) in the previous chapter
3). This theory is then super-renormalizable, and hence asymptotically free, in striking contrast with
the models of QED4,de , e.g., QED4,3 and QED4, considered in chapter 3. Since the coupling e or
equivalently α is not suitable to be the small parameter in QED3, we will introduce the large-Nf
technique in the following section.

Another key difference in the three-dimensional case, compared to the four dimensional case, is
the choice of representation for the Dirac gamma matrices. Indeed, as already discussed in section 3.4.4
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(a) QED3 interaction event represented in d=3+1
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(b) QED3 interaction event represented in d=2+1

Figure 4.1: Two equivalent illustration of the same interaction event in QED3. All
particles, electrons, positrons and photons, are confined on the d=2+1 plane (x,y,t).
Note that on the left image, the t and y axes are shrunk together for illustration
purposes.

in the previous chapter, for a given dimension d, the minimal size for n×n Dirac gamma matrices to
realize the Clifford algebra

{γµ,γν}= γµγν+γνγµ=2gµνIn, (4.4)

is n=2⌊d/2⌋, with ⌊x⌋ the floor function. This implies that for d=3, it is enough to take 3 matrices of
size 2×2 as a representation. One can take, e.g., the irreducible representation

γ0=σ2, γ1= iσ3, γ2= iσ1, (4.5)

with σj the usual Pauli matrices. As a matter of fact, as showed in sec 3.4.4 of the previous chapter,
a (reducible) 4×4 representation is also possible for QED3. However, in the following chapter, we will
favor the 2×2 (or more generally n×n) representation for ease of comparison with the supersymmetric
case, where n=2 will be mandatory to preserve supersymmetry.

Note that the action (4.1) is massless. Actually, several mass terms can be considered in three-
dimensional gauge theories. As demonstrated in section 3.4.4 in the previous chapter, two mass terms
may be relevant in the three-dimensional case, i.e., the parity-even and parity-odd masses

Lmeven =meven

 Nf∑
i=1

ψ̄iψ
i−

2Nf∑
i=1+Nf

ψ̄iψ
i

, Lmodd =modd

 Nf∑
i=1

ψ̄iψ
i+

2Nf∑
i=1+Nf

ψ̄iψ
i

. (4.6a)

In the following chapters, we will focus on the parity preserving (even) mass term. Indeed, it has
been showed that no parity-odd mass term can be dynamically generated in such theories [317, 318],
which makes sense since the odd term does not break the U(2Nf ) symmetry of the model, while the
parity-even mass term breaks it into U(2Nf )→U(Nf )×U(Nf ).

Large-Nf expansion

In this section, we briefly introduce graphically the idea of the large-Nf expansion, see, e.g., [117] for
complete a review. We first recall that, in the loop expansion, the Dyson equation for the photon
yields graphically, in its exact form

= + , (4.7)
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where the double wiggly line represents the fully dressed photon, Dµν(p), the single wiggly line the
bare photon, Dµν

0 (p), and the blob represent the polarization of the photon, Πµν(p). This recursive
equation can then be developed and leads to the following series

= + + + ··· (4.8)

In the loop expansion, the blob, representing the polarization of the photon, has the usual diagrammatic
expansion

= + + + ··· , (4.9)

where we display the diagrams up to two loops, and we dropped the fermion arrows for simplicity (we
also dropped a factor of 2 in front of the third diagram). Using this expanded polarization, the dressed
propagator can be written in the series form

=

+

+ + +

+ + +

+ ··· (4.10)

The order in the coupling constant e can be found easily by counting the vertices of each diagram.
Indeed, in the loop expansion, the perturbative series in the coupling e is well-defined because it takes
into account in a perturbative way all the diagrams combinations, and then, one only has to compute
the diagrams involved in the blob (4.9).

When the coupling e is not suitable as the expansion parameter, e.g., in superrenormalizable
theories, one can use the so-called large-Nf expansion technique. In this case, we naively see that
the series (4.10) is not perturbative at all since each fermion loop gives a factor proportional to Nf ,
thereby increasing with the complexity of the diagram. The trick to perform the 1/Nf expansion is
then to resum the infinite chain of simple matter loops in force field propagators, and rearrange the
series expansion, making the theory effectively renormalizable in the IR [269]. Hence, considering the
first term of each line in (4.10), i.e., the simple bubble chains, we can define the new propagator

1 = + + + ···

= ×

(
1+ +

( )2

+ ···

)
= × 1

1−
. (4.11)

Going further, we recall that the bare photon propagator has momentum dependence ∼ p−2 and the
fermionic simple bubble diagram yields2 ∼ e2NfpE (with pE = i|p|, the Euclidean momentum). There-

2Note that Πγ ∼ e2Nf/pE implying Πµνγ ∼ p2Πγ ∼ e2NfpE .
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fore, the new propagator (4.11), in the large-Nf limit, reads

1 ∼
( )−1

∼ 1

e2NfpE
. (4.12)

This new photon propagator is then said to be softened, since its behavior in the infrared is attenuated.
Moreover, it behaves properly in the large-Nf limit since, in combination with the QED vertex which
is ∼ e, it gives

1 ∼ 1

NfpE
, (4.13)

where the coupling e2 drops in favor of 1/Nf . Therefore, in the large-Nf limit, QED3 becomes renor-
malizable with dimensionless coupling 1/Nf . Using this softened propagator, the first contribution to
the electron self-energy is therefore

1

∼ 1

Nf
, (4.14)

which takes into account an infinite number of diagrams! Moreover, the expansion for the dressed
photon (4.10) can be rewritten as

= 1 + 1 1 1 + 1 1 1 + ··· (4.15)

which is well-defined since 1 is of order 1/Nf , i.e., the first two corrections displayed in (4.15)
are now indeed of order 1/N2

f . Similarly, at the next-to-leading order (NLO) one can resum the two-
loop contributions, yielding a new propagator 2 ∼ 1/N2

f in the IR limit, which allow computing
NLO corrections to the electron self-energy at 1/N2

f , etc. So the strategy goes as follows, at leading
order (LO):

1) Compute the one-loop polarization using bare Feynman rules and compute the LO softened
photon by resumming the one-loop polarization,

2) Compute the other diagrams of the theory at O(1/Nf ) using the LO softened photon only.

Then at next-to-leading order (NLO):

3) Compute the two-loop polarizations using the LO softened photon propagator and compute the
new NLO softened photon propagator by resumming the two-loop polarization,

4) Compute the other diagrams of the theory at NLO, i.e., O(1/N2
f ) using both the LO and NLO

softened photon propagators.

and pursue similarly at NNLO if desired (and motivated enough!). Note that using this technique, one
should be careful not to take into account diagrams twice. In general, large-Nf techniques are expected
to be very powerful as they resum an infinite number of diagrams. Moreover, since the new coupling
of the theory is 1/Nf , the value of α= e2/(4π) can be arbitrarily large, which is extremely useful to
study the critical properties of the corresponding field theories that originates from non-perturbative
effects.
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4.2.2 Bosonic Quantum Electrodynamics (bQED3)

Bosonic QED, also called scalar QED, is the gauge theory model mimicking the usual fermionic QED by
means of electrically charged scalar particles instead of the fermionic (spinorial) one. Mathematically,
the action is built from a gauged complex pseudo-scalar field ϕ. The massless action in three dimensions
then yields [110]

SbQED3
=

∫
d3x

[
|Dµϕi|2−

1

4
FµνF

µν− 1

2ξ
(∂µA

µ)2
]
, (4.16)

with |X|2=X∗X andDµ= ∂µ+ieAµ. Similarly to fermionic QED3, this theory is super-renormalizable.
The fields ϕi are the 2Nf flavors3 (i=1,··· ,2Nf ) of the complex pseudo-scalar field ϕ, i.e., getting a
minus sign under parity transformations so that the action stays parity-even. Let us remark that the
term including the covariant derivative Dµ deserves some unpacking, i.e.,

|Dµϕi|2= |∂µϕi|2+ieAµϕi∂µϕ
∗
i − ieAµϕ∗i ∂µϕ

i+e2|Aµϕi|2. (4.17)

The first term in (4.17) is the expected kinetic term for a complex scalar field. The next two interaction
terms in (4.17) are QED-like, i.e., three-point interactions (A-ϕ-ϕ) with the tweak that they include
a derivative. This will give rise, after Fourier transform, to a momentum dependent three point
interaction, thereby increasing the complexity of the theory. More interestingly, the last term in (4.17)
is specific to bQED, as it is the interaction term describing the scattering of a photon with a scalar,
i.e., a four point interaction (A-A-ϕ-ϕ).

An important remark is that the action (4.16) is what we call the “pure” bosonic QED, i.e.,
without ϕ4-type interactions. Indeed, in the literature exposed in the introduction, bosonic/scalar
QED is usually studied in the case where the action (4.16) is augmented with interactions terms of the
type λ±(|ϕi|2±|ϕj |2)2. Note that the case of “pure” bQED is then the fixed point where λ±=0, often
called tri-critical QED, that we will simply call bQED in the following. We also neglect eventual ϕ6

interactions.

Similarly to the fermionic case, two mass terms can be considered, reading

Lm± =m2
±

 Nf∑
i=1

|ϕi|2±
2Nf∑

i=1+Nf

|ϕi|2
. (4.18)

On the one hand, it is important to notice that, in this scalar case, both terms are parity preserving,
even though the field ϕ is itself a pseudo-scalar. On the other hand, the m+ term preserves the
U(2Nf ) symmetry while the m− term breaks it like U(2Nf )→U(Nf )×U(Nf ), such that half of the
scalar degrees of freedom propagates with positive mass and the other half with negative mass. In the
following, we will consider either massless bQED3, or the limit of a small mass (therefore neglecting
all tadpoles, see the discussion in 4.3) to be able to compute its mass anomalous dimensions as well
as addressing the eventuality of the dynamical generation of a small parity-even mass in the model.
Since we consider λ±=0 and the small (even) mass limit, we work with a vanishing scalar potential,
dominated by gauge interactions.

As we will see in the following, from a supersymmetric point of view, the action of bQED3 (4.16)
is the exactly bosonic sector associated with the selectron, i.e., the scalar superpartner of the electron.

4.2.3 Minimally supersymmetric Quantum Electrodynamics (N =1 SQED3)

In the rest of this chapter, one of our main focuses will be a supersymmetric (SUSY) variant of QED3,
namely the (minimal) N =1 supersymmetric three-dimensional QED (SQED3). This model can be

3Taking Nb bosons flavors would have been more suitable, but we set Nb=2Nf to anticipate the supersymmetric case.



166CHAPTER 4. CRITICAL PROPERTIES OF MANY FLAVOR QEDS IN THREE DIMENSIONS

obtained naively by combining the fermionic and bosonic QED3 models described above, together with
a superpartner for the photon, the photino. Mathematically, the degrees of freedom of N =1 SQED3

are the 2Nf matter multiplets {ϕj ,ψj ,F j} and a gauge multiplet {Aµ,λ}. Here, ϕj are 2Nf complex
pseudo-scalars, ψj are 2Nf 2-component Dirac fermions and F j are complex auxiliary scalar fields
without any dynamics (they are here to ensure the equality of the degrees of freedom in the matter
and gauge multiplet). The gauge multiplet, after choosing the Wess-Zumino gauge [319], contains the
U(1) gauge field Aµ as well as its superpartner, the photino λ, which is a 2-component Majorana field
(and no extra auxiliary field, unlike in 3+1 dimensions). Following [286] and the notation already
used in the previous fermionic and bosonic QED3 sections, the microscopic action of N =1 massless
SQED3 is then given by

SSQED3
=

∫
d3x

[
iψ̄iD̸ψ

i− 1

4
FµνF

µν− 1

2ξ
(∂µA

µ)2+ |Dµϕi|2+
i

2
λ̸̄∂λ− ie(ψ̄iλϕi− λ̄ψiϕ∗i )+ |Fi|2

]
,

(4.19)
where the covariant derivative is still defined as Dµ= ∂µ+ieAµ and /X = γµXµ. Similarly to fermionic
and bosonic QED3 described above, this theory is super-renormalizable, since it’s unique gauge cou-
pling, e, still has the canonical dimension [e] = 1/2. The first three terms are of pure fermionic QED3

origin (4.1). It is followed by the gauge term of pure bQED3 origin (4.17) which is here interpreted
as the supersymmetric counterpart of the electron, i.e., the selectron ϕ. The next two terms are the
supersymmetric counterpart of the photon, i.e., photino λ, including the interaction terms mixing the
electron, the selectron and the photino. Finally, the last term is the one for the auxiliary field F , which
is included even though it does not contribute to the dynamics and has no excitations. Before going
further with this action, we need to define a regularization scheme suitable for the supersymmetric
case, which will force us to introduce additional fields, the so-called ε-scalars.

Dimensional reduction scheme (DRED)

Dimensional reduction (DRED) was introduced by Siegel [311] in 1979 as a way of regulating supersym-
metric gauge theories while maintaining manifest supersymmetry and the nice features of dimensional
regularization (DREG). It is the most convenient regularization scheme for practical calculations in
supersymmetric theories. Indeed, in SUSY gauge theories, the usual DREG scheme breaks SUSY. This
can be easily seen in the gauge multiplet, containing the photino with 2 degrees of freedom, and the
gauge field, which has d−1 degrees of freedom. Therefore, in dimensions other than 3, e.g., d=3−2ε
for DREG, a mismatch exists in the degrees of freedom and SUSY is explicitly broken. We shall then
briefly introduce (see [313] for an early pedagogical treatment and [320–323] for more recent reviews)
and follow the DRED scheme along with modified minimal subtraction DRED.

In DRED, the continuation from the physical space-time dimension 3 to d=3−2ε< 3 dimensions
can be interpreted as a compactification. In this case, the metric, the scalar fields and the fermionic
fields preserves their 3-dimensional nature, while the gauge field Aµ that formally splits as

Aµ= Âµ+Āµ, (4.20)

where we follow the notation of [322]. Here the Aµ field has 3 components, the hatted Âµ field has
d=3−2ε components and the Āµ field has 2ε components to compensate. The excitations of the
hatted field are the dimensionally regularized photons, and the excitations of the barred field are
called ε-scalars. The ε-scalars thus account for the degrees of freedom lost by the gauge bosons during
the dimensional reduction procedure. Similarly, all quantities with Lorentz indices are split. This is
the case of the metric tensor, the γ-matrices, the momentum 3-vector and the covariant derivative,
reading

gµν = ĝµν+ ḡµν , γµ= γ̂µ+ γ̄µ, pµ= p̂µ+��@@̄p
µ , ∂µ= ∂̂µ+��ZZ̄∂µ , (4.21)

where the metrics reads
gµµ=3, ĝµµ= d=3−2ε, ḡµµ=2ε. (4.22)
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Let us remark that p̄µ=0 and ∂̄µ=0 since the momentum and position three-vectors are living in
the d-dimensional space. Nevertheless, we will keep the hat on the momentum if the Lorentz index is
explicit. In that case, the notations related to the momentum trivially reads

p2= p̂µp̂µ, |p|=
√
p2, /p= γ̂µp̂µ, /p

2= p̂2,
1

/p
=
/p

p2
, pE =

√
−p2= i|p|, k ·p= k̂µp̂µ, (4.23)

where pE is the Euclidean momentum. At the level of the action (4.19), the decomposition of the gauge
field yields

Sd=3=Sd=3−2ε+Sε-scalars, (4.24)

where Sd=3−2ε takes the same form as the original action (4.19) but with all vector indices restricted
to d=3−2ε dimensions, i.e., with hatted indices. On the other hand, additional terms from Sε-scalars
appear in the action due to the extra ε-scalar field. From (4.20), (4.21), the new DRED action then
reads

SSQED3
=

∫
ddx

[
iψ̄i /Dψ

i− 1

4
F̂µνF̂µν−

1

2ξ
(∂̂µÂ

µ)2

+ |D̂µϕi|2+
i

2
λ̄/∂λ− ie(ψ̄iλϕi− λ̄ψiϕ∗i )+ |Fi|2

− 1

2
(∂̂µĀν)

2−eψ̄iγ̄µĀµψi+e2Ā2|ϕi|2
]
. (4.25)

Let us emphasize that the ε-scalar part of the Lagrangian, the last line of (4.25), does not appear in
usual dimensional regularization (DREG) and is specific to the dimensional reduction (DRED) scheme.
Thus, ε-scalars give rise to additional cubic and quartic couplings. The equality of the matter couplings
for Âµ and Āµ has been assumed, as a consequence of supersymmetry [314, 324]. We provide in table
4.1 a summary of the field content for the N =1 SQED3 in the DRED scheme.

Field index spin stat. excitations multiplet mathematical definition

ψi(x) i=1,··· ,Nf 1/2 fermion electrons (e±) matter 2-component Dirac spinor
Âµ(x) µ=0,··· ,d−1 1 boson photons (γ) gauge int. gauge covariant vector
Āµ(x) µ=0,··· ,2ε−1 1 boson ε-scalar (ε) gauge int. gauge covariant vector
ϕi(x) i=1,··· ,Nf 0 boson selectrons (ẽ±) matter complex pseudo scalar
λ none 1/2 fermion photinos (λ) gauge int. 2-component Majorana spinor
Fi i=1,··· ,Nf 0 boson none matter auxiliary complex scalar

Table 4.1: Summary of the field content in SQED3 in the DRED scheme.

Before going further with the action (4.25), we briefly introduce the case of super-graphene
(SQED4,3) and then the SQED3 model (4.25) so that it explicitly allows us to recover the subcases of
fermionic QED3 and bosonic bQED3, as well as the super-graphene case via mapping.

4.2.4 Super-graphene model (SQED4,3)

Similarly to the mapping that exists between large-Nf QED3 and small coupling QED4,3 exposed in
the previous chapter, there also exists a similar mapping for the minimally supersymmetric versions
of these theories, i.e., between large-Nf N =1 SQED3 and small coupling N =1 SQED4,3. Since
QED4,3 describes (suspended) graphene at its IR Lorentz invariant fixed point [144], by analogy,
SQED4,3 describes what we call (suspended) super-graphene at its IR Lorentz invariant fixed point
[163]. This model is then characterized by matter (electron and selectron fields) localized on a three-
dimensional membrane and interacting via gauge interactions (photons and photinos) that are allowed
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to propagate in the full four dimensional space-time. Let us emphasize that in this thesis we always
consider suspended (super)-graphene, as opposed to a model defined on the boundary, as considered in,
e.g., [163]. In our case the boundary is considered as a transparent interface while the model of [163]
considers a purely reflecting boundary (graphene on a substrate). Nevertheless, the two models can be
simply related by doubling the interaction, αbdry =α/2.

By analogy with the non-SUSY case, see chapter 3 equation (3.12), the action for N =1 (sus-
pended) super-graphene can be written by splitting the action of SQED, (4.19), into two parts, while
being careful about the indices and the spinor dimensions. Following [163], is yields

SSQED4,3
=

∫
ddex

[
iψ̄iγ

µeDµeψ
i+ |Dµeϕi|2+ |Fi|2− ie(ψ̄iλϕi− λ̄ψiϕ∗i )

]
+

∫
ddγx

[
− 1

4
FµγνγF

µγνγ − 1

2ξ
(∂µγA

µγ )2+
i

2
Λ̄Γµγ∂µγΛ+

1

2
D2

]
, (4.26)

where de=3−2ε and dγ =4−2ε with the corresponding Lorentz indices are µe=0,··· ,de−1, µγ =
0,··· ,dγ−1 with the covariant derivative defined on the de plane, i.e., Dµe = ∂µe+ieAµe where Aµe =
Aµe(z=0) such that z is the collective coordinate of the dγ−de codimensional space. In this case,
Γµγ are the four 4×4 gamma matrices while γµe are the three 2×2 gamma matrices. Moreover, Λ
denotes a four-component Majorana field. Note that D is a real auxiliary field, i.e., without dynamics,
present in the gauge multiplet to equate the degrees of freedom with the matter multiplet and preserve
SUSY. At this point, similarly to the SQED3 case, one should perform a dimensional reduction that
introduces hatted and barred objects together with an additional propagator for the (bulk) ε-scalar.
We will not explain this procedure here. Furthermore, by analogy with the non-SUSY case, one can
integrate out the free bulk degrees of freedom and obtain an action projected on the de-dimensional
manifold with effective non-local photons. Note that in the case of the bulk four-component photino,
Λ, this procedure is accompanied by projecting out two of its components to identify it with the
boundary two-component photino λ, see [163] where this has been carefully carried out. It is then
possible to derive the effective gauge propagators on the three-dimensional plane, and compare them
to the IR-softened propagators of the SQED3 model to deduce a mapping. We will discuss briefly this
comparison in section 4.5.5 devoted to super-graphene results. As one might expect, the end result is
that the mapping is very similar to the non-SUSY case up to a factor two from SUSY, reading

SQED3→ SQED4,3 =

{
1

π22Nf
→ ᾱr, ξ→

1+ξ

2

}
. (4.27)

As in the non-SUSY case, this mapping is only the naive low-order one, and several tweaks have to
be added to cope with the use of a non-local gauge and the additional higher loop order resummed
diagrams in the large-Nf case. This will be discussed in section 4.5.5 devoted to the super-graphene
results.

4.3 Presentation of the general gQED3 model

In the previous section, we introduced formally a total of 4 models, namely QED3, bQED3, SQED3

and finally SQED4,3. In the following we will build a more general model that encompass QED3,
bQED3, and SQED3 with the help of two additional parameters, S and n. The case of SQED4,3, i.e.,
super-graphene, will simply be recovered via mapping in the devoted super-graphene section 4.5.5. An
additional parameter, E , will also be introduced to study the effect of DRED on the results. This very
general large-Nf model will be denoted as gQED3.
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The massless gQED3 model

We first introduce a new parameter S, standing for supersymmetry, that will highlight SUSY effects
in our computations. To this end, each superpartner field will be associated with a tracking factor
S ∈{0,1} such that

Φ→SΦ, ∀Φ∈{ϕ,λ,Āµ}, (4.28)

and S2=S. Hence, at any step of the calculation, we may turn on (respectively off) SUSY by setting
S=1 (respectively S=0). This allows us to check our expressions by recovering known results for the
corresponding non-SUSY theory, such as large-Nf QED3 [213,226].

Secondly, we will work with 2Nf arbitrary n-component spinors4. In the SQED3 case, n=2 is
necessary to ensure the equality of the matter and gauge degrees of freedom. Nevertheless, working
with arbitrary n component spinors will allow us to take the case of n=0-component spinors, i.e., no
fermions, which corresponds to the case of bQED3. Indeed, by killing the spinorial degrees of freedom
with n=0, one exactly recover the action of bQED3, (4.17). In order to keep track of both cases while
limiting the complexity of our formulas, one can notice that the identity n2S=2nS holds in both cases.
We shall therefore use the constraint

n(n−2)S=0, (4.29)

to simplify our computations. Similarly, to better appreciate the effects of DRED during the compu-
tations, the ε-scalar field will be associated with a tracking factor E ∈ {0,1} such that

Āµ→EĀµ, (4.30)

and E2= E . Indeed, as we shall see in the following, though ε-scalars affect only few quantities at
NLO, their effect is crucial to ensure the validity of supersymmetric identities. Implementing these
parameters to (4.25), gives the general massless action

SgQED3
=

∫
d3x

[
iψ̄i /Dψ

i− 1

4
F̂µνF̂µν−

1

2ξ
(∂̂µÂ

µ)2

+S|D̂µϕi|2+
iS

2
λ̄/∂λ− ieS(ψ̄iλϕi− λ̄ψiϕ∗i )+S|Fi|2

−SE 1
2
(∂̂µĀν)

2−eESψ̄iγ̄µĀµψi+e2ESĀ2|ϕi|2
]
. (4.31)

This is the general model we will work with in the rest of this chapter. The action (4.31) completely
describes N =1 supersymmetric QED in the DRED scheme with suitable parameters (S,E ,n) that
allow to recover the subcases of QED3 and bQED3 (and SQED4,3 case via a mapping) as well as study
the effect of DRED by turning it on (or off) with E =1 or 0. Explicitly, the SQED3 case corresponds
to S=1, n=2, E =1, the bQED3 case is obtained from S=1, n=0, E =0 and finally the QED3 case
is S=0, E =0 and n=2. These parametrizations are summed up in table 4.2.

In concluding this part, we summarize the notations of the action (4.31). The field strength tensor is
given by F̂µν = ∂̂µÂν− ∂̂µÂν together with the covariant derivative D̂µ= ∂̂µ+ieÂµ and /t = γ̂µt̂µ for any
d-vector t. The model is built from 2Nf matter multiplets {ψi,ϕi,Fi}, where each ψi is a 2-component
Dirac fermion (electron), each ϕi a complex pseudo-scalar (selectron) and each Fi a complex auxiliary
scalar field, as well as a gauge multiplet {Âµ,Āµ,λ}, where Âµ is the d-dimensional U(1) gauge field
(photons), Āµ is the 2ε-dimensional U(1) gauge field (ε-scalar), and λ a 2-component Majorana fermion
(photino), using the notations of the review [322] where hatted (respectively barred) quantities have

4Let us details our notations for the fermion flavor components. In principle, we consider 2Nf (n) spinors in n
components. Then, the natural notations are 2Nf (4)=Nf , 2Nf (2)=nf =2Nf and 2Nf (0)= 2Nb=2Nf (where 0-comp.
spinors are bosons and we consider Nb=Nf by SUSY). In order to keep it light, we abuse notations and denote Nf (n)
as Nf , which is natural for both n=0 and n=2. Setting n=4 in our equations then also requires Nf→Nf/2, giving the
same result as n=2.
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Model S n E

N =1 SQED3 1 2 1

bosonic bQED3 1 0 0

fermionic QED3 0 2 0

Table 4.2: Parameter values used to recover the different large-Nf models from the
gQED3 action (4.31).

d (respectively 2ε=3−d) components. Additionally, in (4.31), ξ is the Rξ covariant gauge fixing
parameter and e2 is the coupling constant of the theory with the canonical dimension of a mass, so
that the theory is superrenormalizable. Also, we recall that the gauge fixing term is SUSY breaking
(Wess-Zumino gauge), therefore only the physical gauge-invariant quantities will be SUSY invariant.
From naive dimensional analysis, the canonical dimensions read

[ψ] = [λ] =
d−1

2
, [Âµ] = [Āµ] = [ϕ] =

d−2

2
, [F ] =

d

2
, [e] = 2− d

2
, [ξ] = 0. (4.32)

About the masses and the fate of the tadpoles

Let us remark that the action (4.31) is completely massless. In the following, in order to compute
the mass anomalous dimensions of the model, we will introduce a mass term for the matter multiplet,
i.e., for the electron and the selectron. Since we are interested in dynamical mass generation, we will
choose the parity-even mass terms, i.e., of the form,

Lm=mψ

 Nf∑
i=1

ψ̄iψ
i−

2Nf∑
i=1+Nf

ψ̄iψ
i

+m2
ϕ

 Nf∑
i=1

|ϕi|2+
2Nf∑

i=1+Nf

|ϕi|2
. (4.33)

Moreover, we will work in the limit of small masses, i.e.,

mx≪ pE ≪ e2Nf , (mx=mψ,mϕ). (4.34)

This will have several advantages. First, this limit will remove all the tadpoles in the theory. We recall
that tadpoles are diagrams with a scaleless closed loop (graphically ), i.e., proportional to∫
ddk(k2−m2)β that vanishes in the massless limit in DREG (and by extension, in DRED). In bQED3

and SQED3 (and therefore SQED4,3) the Feynman rules indeed give rise to tadpoles, as opposed to the
case of QED3 where no tadpole is present since the theory only has a three-point coupling. Second,
because we are ultimately interested in the small masses limit, we may consider the +mψ term only,
as the −mψ term will give the same result. This will simplify the computations and the mass term
(4.33) effectively take the simple form

Lm=mψψ̄iψ
i+m2

ϕ|ϕi|2, (4.35)

where i=1,··· ,2Nf . These masses will therefore enter the electron and selectrons propagators as small
IR regulative masses to allow the computation of their corresponding mass anomalous dimensions.

In summary, in this chapter, all our calculations will be carried out using massless techniques,
which is entirely justified by the fact we restrict our study to the vicinity of the critical point, where
mx≪ pE ≪ e2Nf . Nevertheless, we will manage to compute the mass anomalous dimensions in the limit
of a small mass by neglecting tadpole effects, and from these quantities, we will study the eventuality
of the dynamical generation of small masses in the matter multiplet.
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Feynman rules

The gQED3 model (4.31) contains both Dirac and Majorana fermions. Therefore, one has to be
extremely careful to properly define the Feynman rules of the model in order to avoid sign mistakes.
In the following, we will use a method based on the conventions of [325,326]. We first derive the bare
gauge-multiplet propagators from the general action (4.31), reading

photon: D̂µν
0AA(p)= ⟨Âµ(−p)Âν(p)⟩0=

p
µ ν =

−i

p2
d̂µν(p), (4.36a)

ε-scalar: D̄µν
0AA(p)= ⟨Āµ(−p)Āν(p)⟩0=

p
µ ν =

−iSE
p2

ḡµν , (4.36b)

photino: D0λλ̄(p)= ⟨λ(−p)λ̄(p)⟩0=
p

=
iS

̸p
, (4.36c)

with d̂µν(p)= ĝµν−(1−ξ)(p̂µp̂ν/p2), like in usual QED. It is important to remark that the photino
line (4.36c) carries a fermion-flow, but is not represented with a dedicated arrow. We also derive from
(4.31) the bare matter-multiplet propagators, reading

electron: S0ψψ̄(p)= ⟨ψ(−p)ψ̄(p)⟩0=
p

=
i

̸p−mψ
, (4.37a)

selectron: S0ϕϕ∗(p)= ⟨ϕ(−p)ϕ∗(p)⟩0=
p

=
iS

p2−m2
ϕ

. (4.37b)

Note that the arrow on the Dirac fermion (ψ) and the pseudo scalar (ϕ) propagators indicates the
charge-flow or equivalently the matter flow. Like for the photino (4.36c), the fermion-flow on the
Dirac fermion line (4.37a) is not indicated. Together with these gauge and matter propagators comes
additional rules for the loops

• Each matter-field loop (ψ and ϕ fields charge-flow) gives a factor 2Nf , i.e., graphically

≡ 2Nf , ≡ 2Nf , ≡ 2Nf . (4.38)

• Each fermion loop (ψ and λ fields fermion-flow) gives a factor (−1) and a trace over the spinorial
indices, i.e., graphically

≡−Tr, ≡−Tr, ≡−Tr. (4.39)

Lastly, we provide all the vertices of the theory, derived from the action (4.31), in graphical form

Γ̂µ
0Aψψ̄

=µ =−ieγ̂µ, (4.40a)

Γ̂µ0Aϕϕ∗(p,k)=

p

k

µ =−ieS(p̂+ k̂)µ, Γ̂µν0AAϕϕ∗ =

µ

ν

=2ie2Sĝµν , (4.40b)

Γ̄µ
0Aψψ̄

=µ =−ieESγ̄µ, Γ̄µν0AAϕϕ∗ =

µ

ν

=2ie2ESḡµν , (4.40c)

Γ0λ̄ψϕ∗ = = eS, Γ0ψ̄λϕ= =−eS. (4.40d)



172CHAPTER 4. CRITICAL PROPERTIES OF MANY FLAVOR QEDS IN THREE DIMENSIONS

Note that the first vertex (4.40a) is purely of fermionic QED origin, the second line (4.40b) are the
vertices of bosonic bQED origin, then the vertices (4.40c) comes from the ε-scalar contributions and
finally the vertices (4.40d) are of pure SQED origin.

In addition to all these rules, one should be extremely careful about fermion-flows when both
Dirac and Majorana fermions are present. This usually results in a multitude of additional Feynman
rules to cope with all the possible flow cases in order to obtain the correct minus signs everywhere.
In the following, we will use the compact Feynman rules of [325, 326] that are based on assigning an
additional fermion-flow line on diagrams (when necessary) along fermionic lines to obtain the correct
signs. The additional Feynman rules are then written down by specifying the fermion-flow (arrow
above) and, for the fermionic propagators (recalling that the middle arrow is the charge/matter flow
and the bottom arrow is the momentum), they read

p
=S0ψψ̄(p),

p
=S0ψψ̄(−p), (4.41a)

p
=S0ψψ̄(−p),

p
=S0ψψ̄(p), (4.41b)

p
=D0λλ̄(p),

p
=D0λλ̄(−p), (4.41c)

which amounts to add a minus sign on the flowing momentum for each opposite arrows. Similarly, for
the fermionic Dirac vertices (fermion-flow indicated with the arrow on the right) they read

µ =−ieγ̂µ, µ =+ieγ̂µ, (4.42a)

µ =−ieESγ̄µ, µ =+ieESγ̄µ, (4.42b)

which amount to complex conjugate (charge conjugation) the vertex if the fermion-flow goes backward
with respect to the charge-/matter-flow. Note that the other vertices mixing both Majorana and Dirac
fermion (see (4.40d)) are real and are therefore unchanged under the inversion of the fermion-flow.

Actually, for the vast majority of the cases, the simple rules (4.36) to (4.40), i.e., without the
additional fermion-flow lines (4.41) and (4.42), are sufficient. This comes from the fact that most of
the diagrams that we consider are such that the charge-flow can follow naturally the fermion-flow, both
being continuous and unidirectional, i.e., graphically

p1 p2 p3

, (4.43)

where the hidden fermion-flow goes from left to right, i.e., through the Dirac fermion, then the Majo-
rana fermion then the Dirac fermion again so that all arrows are properly aligned (reversing any of the
arrow in this diagram would generate non-trivial minus signs not accounted fort in simple the Feynman
rules above). In such a case, provided that the momentum arrows follow the (hidden) fermion-flow and
the charge-flow, one can safely use the simple Feynman rules without sign corrections shown above,
(4.36), (4.38), (4.39) and (4.42).

Nevertheless, the advanced Feynman rules (4.41) and (4.42) will be required for a few diagrams,
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where one encounters a configuration of the type

p1 p3?

. (4.44)

In such a case, we are forced to use the advanced Feynman rules (4.41) and (4.42). In the following
chapter, this will be the case for only one diagram, which is the seventh (labeled (g)) diagram of the
two-loop contribution to the fermion self-energy at NLO, i.e., Σψ(g)2 , see (4.140e).

Note that, in principle, these advanced Feynman rules are also needed for the computation of
the photino polarization because of the Majorana external legs. However, these diagrams are always
appearing in pairs (with respect to opposite charge-flows) that are exactly equal, such that we can
consider only the case where all arrows are aligned and double the result. See discussion below (4.84)
for an example.

We conclude this section by a brief warning to the reader that would like to use the software
Qgraf [59,60] (as we did) to generate the diagram expressions of any theory involving both Dirac and
Majorana fermions. First, Qgraf does not seem to be able to provide the correct minus signs from
the fermionic loops in (4.39). The simplest solution we found is to include additional trivial delta
functions δαβ in the propagators for ψ and λ, where α,β are the spinor indices, such that δαα=−1.
Similarly, one can implement in an automated way the inclusion of the factors 2Nf for (4.39) with a
similar delta functions on the fields ψi and ϕj , i.e., δij such that δii=2Nf . Moreover, Qgraf may have
trouble to generate diagram expressions with continuous and unidirectional fermion-flows in rare cases.
More specifically, the software seems to always generate the flow properly (i.e., the indices generated
by Qgraf that we use to orient the charge and fermion-flows are aligned with the momenta arrows),
except when there is an isolated fermion between two Majorana or the reverse, i.e., a chain of the form
(4.44). In this particular case, we need additional routines to check the Qgraf output and possibly
correct these fermionic flows by using the rules (4.41) and (4.42). As advertised before, our routine
has corrected only one diagram in the NLO computations, which is Σ

ψ(g)
2 , see (4.140e).

Numerator algebra

We work in a three-dimensional Minkowski space with metric gµν = diag(+,−,−). The three, n×n
Dirac γ-matrices satisfy the usual Clifford algebra {γµ,γν}=2gµνIn, with Tr(In)=n. Since we work
in the DRED scheme, we recall from (4.21) that the metric tensor and γ-matrices are decomposed as

gµν = ĝµν+ ḡµν , γµ= γ̂µ+ γ̄µ, (4.45)

so that there are d=3−2ε matrices γ̂µ and 2ε matrices γ̄µ, in order to keep a total integer number of
3 matrices γµ. All of these matrices are of arbitrary size n×n to be able to take the limits n=0 for
bQED3, as well as n=2 for SQED3 and QED3. In DRED scheme, the following intuitive properties
hold

gµµ=3, ĝµµ= d=3−2ε, ḡµµ=2ε, (4.46a)
{γµ,γν}=2gµνIn, {γ̂µ,γ̂ν}=2ĝµνIn, {γ̄µ,γ̄ν}=2ḡµνIn, (4.46b)

as well as the very important case of the mixed dimensional anticommutator

{γ̂µ,γ̄ν}=0. (4.47)

As expected, the Dirac trace computations will be modified but in a somewhat trivial way thanks to
the property (4.47). In the following, we will have to compute traces involving gamma matrices living
in two different spacetimes such as, e.g., Tr(γ̂µγ̄ν γ̂ργ̄σ). This requires some care. In practice, one first
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sorts out the matrices, e.g., gathers hatted matrices to the left and barred ones to the right. This can
be done using repetitively the anticommutation of the hatted and barred matrices (4.47), i.e.,

Tr(γ̂µ ···γ̄ν γ̂ρ ···γ̄σ)=−Tr(γ̂µ ···γ̂hoγ̄u ···γ̄σ). (4.48)

Once completely sorted, one splits the traces in two parts using the following crucial trace splitting
formula

Tr(γ̂ν1 ···γ̂νn γ̄µ1 ···γ̄µm)= 1

2
Tr(γ̂ν1 ···γ̂νn)Tr(γ̄µ1 ···γ̄µm), (4.49)

where all matrices on the left are hatted and all matrices on the right are barred. Once sorted and
split, both traces can be computed using the same algorithm as in usual QED, i.e.,

Tr(γ̂µ1 γ̂µ2 ···γ̂µm)=
m∑
i=2

(−1)iĝµ1µiTr(��Z
Zγ̂
µ1 γ̂µ2 ···��ZZγ̂

µi ···γ̂µm), m> 3, (4.50)

and the same algorithm for traces over only barred matrices γ̄µi . These recursive formulas allow us to
reduce any traces methodically until reaching the fundamental ones

Tr(In)=n, Tr(γµ)= 0, Tr(γµγν)=ngµν , Tr(γµγνγρ)= inTnεµνρ. (4.51)

At this point, we recall that in three-dimensional theories, the trace over three gammas may not be
zero, depending on the choice of the representation for the γ matrices. To this end, we introduce the
additional parameter Tn such that T2=1, T4=0, T 2

n = Tn, see section 3.4.4 in the previous chapter for
more details. Anyhow, in large-Nf massless three-dimensional QED3 (fermionic, bosonic and super-
symmetric) these odd traces do not contribute to any result, as expected from a parity-even theory.
We will explicitly check this fact by observing that Tn will never appear in the rest of this chapter, even
if we will perform all the computations taking it into account. In DRED scheme, the trace identities
(4.51) split in two copies with the following intuitive properties

Tr(γ̂µ)= 0, Tr(γ̂µγ̂ν)=nĝµν , Tr(γ̂µγ̂ν γ̂ρ)= inTnε̂µνρ, (4.52a)
Tr(γ̄µ)= 0, Tr(γ̄µγ̄ν)=nḡµν , Tr(γ̄µγ̄ν γ̄ρ)= 0. (4.52b)

Note that we took ε̄µνρ=0 as is makes sense that the Levi-Civita tensor in 2ε dimensions vanishes as
ε→ 0. Using the (mixed dimensional) trace techniques described above allows to compute any trace
in SQED3 and its subcases. To illustrate, we provide a simple characteristic example

Tr(γ̂µγ̄ν γ̂ργ̄σ)=−Tr(γ̂µγ̂ργ̄ν γ̄σ) (sort) (4.53a)

=−1

2
Tr(γ̂µγ̂ρ)Tr(γ̄ν γ̄σ) (split) (4.53b)

=−1

2
n2ĝµρḡνσ (by definition) (4.53c)

Renormalization setup

We now have sufficient background material to introduce the renormalization setup and conventions
for the gQED3 model. Upon turning on the interactions, the Feynman rules for the gauge multiplet
(4.36) are dressed via their respective Dyson equations and read

D̂µν
AA(p)= ⟨Âµ(−p)Âν(p)⟩=

p
µ ν =

−i

1−Πγ(p2)

d̂µν

p2
, (4.54a)

D̄µν
AA(p)= ⟨Āµ(−p)Āν(p)⟩=

p
µ ν =

−iES
1−Πε(p2)

ḡµν

p2
, (4.54b)

Dλλ̄ (p)= ⟨λ(−p)λ̄(p)⟩=
p

=
iS

1−Πλ(p2)

1

/p
, (4.54c)
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where the polarizations Πx respectively for the photon (Πγ), the ε-scalar (Πε), and the photino (Πλ)
are parameterized via the following projections

Π̂µν(p)= (p2ĝµν− p̂µp̂ν)Πγ(p2) =⇒ Πγ(p
2)=

Π̂µµ(p)

(d−1)p2

∣∣∣∣∣
mx=0

, (4.55a)

Π̄µν(p)= p2ḡµνΠε(p
2) =⇒ Πε(p

2)=
Π̄µµ(p)

2εp2

∣∣∣∣
mx=0

, (4.55b)

Πλ(p)= ̸pΠλ(p2) =⇒ Πλ(p
2)=

Tr[̸pΠλ(p)]
np2

∣∣∣∣
mx=0

. (4.55c)

Using this setup5, all integrals can be carried out in the massless limit, i.e., mx→ 0 for x= {ψ,ϕ}, as
an IR rearrangement.

An important remark is that in (4.54a), the tensorial structure still yields d̂µν(p)= ĝµν−(1−
ξ)(p̂µp̂ν/p2) because we are using a non-local gauge, i.e., we took

ξ→ ξ(p2)=
ξ

1−Πγ(p2)
, (4.56)

that we will still call ξ in the following by abuse of notation. This trick is widely used in the QED3

literature to keep computations light, see e.g., [213] (see also for the SUSY case [327–329]). We recall
that the use of the non-local gauge (4.56) is possible without affecting the physical results because the
gauge fixing parameter ξ is a mathematical artifact and does not appear in any physical results.

As we will prove explicitly in the next sections, all the polarizations (4.55) are finite. Indeed, we
recall that, in the large-Nf limit, SQED3 [286], similarly to bQED3 [175, 176] and QED3 [177, 269],
is a non-running (“standing”) gauge theory, i.e., the coupling is not renormalized, implying finite
polarizations and therefore vanishing beta functions. This leads to the triviality of the renormalization
constants for the coupling, gauge-multiplet fields and gauge-fixing parameter, formally

Zx=1, and γx=0 with x∈{e,γ,ε,λ,ξ}. (4.57)

which imply a trivial beta function for the running of the coupling e reading

β=−2εᾱr, (4.58)

where α= e2/(4π) and ᾱ=α/(4π). In this case, the coupling trivially renormalizes as α=µ2εαr, with
µ the renormalization scale. In the following, like in the previous sections, we will work in the modified
minimal subtraction scheme, where the renormalization scale is defined as

µ̄2=4πe−γEµ2, (4.59)

and further (MS scheme) subtracts 4π and γE . We will refer to this modified version of the dimensional
reduction scheme as DRED.

Now considering the matter multiplet, turning on the interactions leads to the following dressed
propagators

Sψψ̄ (p)=
p

=
i

1−Σψp (p2)

1

/p
, (4.60a)

Sϕϕ∗(p)=
p

=
iS

1−Σϕp(p2)

1

p2
, (4.60b)

5The term “polarization” for the photino is a bit abusive, but we will keep it for clarity. Note also that we slightly
abuse notations in (4.55c) and we consider that the difference between the matrix Πλ(p) and the scalar function Πλ(p

2)
is understood.
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where the matter-multiplet self-energies are parameterized as

Σψ(p)= ̸pΣψp (p2)+mψΣ
ψ
m(p

2), (4.61a)

Σϕ(p)= p2Σϕp(p
2)+m2

ϕΣ
ϕ
m(p

2). (4.61b)

From these, the components p and m can be extracted with the following projectors

Σψp (p
2)=

Tr[̸pΣψ(p)]
np2

∣∣∣∣
mx=0

, Σψm(p
2)=

Tr[Σψ(p)]
nmψ

∣∣∣∣
mx=0

, (4.62a)

Σϕp(p
2)=

Σϕ(p)

p2

∣∣∣∣
mx=0

, Σϕm(p
2)=

∂Σϕ(p)

∂m2
ϕ

∣∣∣∣∣
mx=0

, (4.62b)

withmx= {mϕ,mψ}. As for the gauge polarizations, using this setup allows all integrals to be computed
in the mx→ 0 limit, i.e., completely massless, as an IR rearrangement.

The renormalization conventions for the non-trivial renormalization constants are defined as

ψ=Z
1/2
ψ ψr, ϕ=Z

1/2
ϕ ϕr, mψ =Zmψmψr, mϕ=Zmϕmϕr. (4.63)

Similarly to the previous chapters, the renormalization constants can be extracted from the bare self-
energies thanks to the expression of the renormalized self-energies

Σψpr =1−(1−Σψp )Zψ, Σψmr =1−(1+Σψm)ZψZmψ , (4.64a)

Σϕpr =1−(1−Σϕp)Zϕ, Σϕmr =1−(1+Σϕm)ZϕZ
2
mϕ
, (4.64b)

leading to the following simple set of relations

(
1−Σψp

)
Zψ = finite,

(
1−Σϕp

)
Zϕ= finite,

1+Σψm

1−Σψp
Zmψ = finite,

1+Σϕm

1−Σϕp
Z2
mϕ

= finite, (4.65)

where “finite” means of the order of ε0, so that no additional counter diagrams needs to be computed.
Finally, the associated anomalous dimensions are defined as

γx=
dlogZx
dlogµ

, x∈{ψ,ϕ,mψ,mϕ}, (4.66)

and correspond to the critical exponents of the theory that we want to compute. The latter govern
the asymptotic behavior of renormalized correlators and parameters as

Sψψ̄,r(p)∼ p−1+γψ
E

, Sϕϕ∗,r(p)∼ p−2+2γϕ
E

, (4.67a)

mψ,r ∼ p
1+γmψ
E , mϕ,r ∼ p

1+γmϕ
E . (4.67b)

Since the theory has no running coupling, no quantity will depend on the renormalization scale µ. Nev-
ertheless, we will still obtain some µ2ε factors when solving the integrals in dimensional regularization.
These can be absorbed by considering that the coupling 1/Nf depends on the renormalization scale µ
so that it trivially renormalize as Nfr(µ)=µ2εNf so that in the limit ε→ 0 we have simply Nfr =Nf .
Therefore, one can generally use the more practical formula

γx=2ε
∂ logZx
∂ logNf

, x∈{ψ,ϕ,mψ,mϕ}. (4.68)

We now have all the required materials to start the complete perturbative computations up to NLO
in the gQED3 model.



4.4. PERTURBATIVE CALCULATIONS AT NLO IN GQED3 177

4.4 Perturbative calculations at NLO in gQED3

In this section, we compute all the required diagrams to extract the renormalization-group functions
of the general gQED3 model at leading order (LO) and then at the next to leading order (NLO).

4.4.1 Gauge-multiplet polarizations at LO

In this first section we compute in detail the first correction to the polarizations of the gauge multiplet,
i.e., for the photon, the ε-scalar and the photino, at LO in the 1/Nf expansion, i.e., at O(Nf ).

Photon polarization at LO

We first consider the photon propagator (4.54a), and compute the LO photon polarization operator
which consist into two contributions

Π̂µν1 (p)= Π̂µν1(a)(p)+Π̂µν1(b)(p). (4.69)

Graphically, the corresponding two diagrams read

iΠ̂µν1(a)(p)=
p

k

k−p

µ ν =−µ2ε2Nf
∫

[ddk]Tr
[
Γ̂µ
0Aψψ̄

S0ψψ̄(k−p)Γ̂ν0Aψψ̄S0ψψ̄(k)
]
, (4.70a)

(4.70b)

iΠ̂µν1(b)(p)=
p

k

k−p

µ ν =µ2ε2Nf

∫
[ddk]Γ̂µ0Aϕϕ∗(k−p,k)S0ϕϕ∗(k−p)Γ̂

ν
0Aϕϕ∗(k,k−p)S0ϕϕ∗(k),

where µ is the renormalization scale. Note that the first diagram (a) is of pure fermionic (QED3) origin,
while the second one (b) is of pure bosonic (bQED3) origin. Therefore, at this order, the SQED3 photon
polarization directly appear as a simple sum of the fermionic (spinorial) and bosonic (scalar) results.
Using the Feynman rules for the vertices (4.40) and the matter (electrons and selectrons) propagators
(4.37) leads to the following expression

iΠ̂µν1(a)(p)=−µ2ε2Nfe2
∫
[ddk]

Tr[γ̂µ(/k−/p+mψ)γ̂
ν(/k+mψ)]

((k−p)2−m2
ψ)(k

2−m2
ψ)

, (4.71a)

iΠ̂µν1(b)(p)=µ2ε2NfSe
2

∫
[ddk]

(2k̂− p̂)µ(2k̂− p̂)ν

((k−p)2−m2
ϕ)(k

2−m2
ϕ)
. (4.71b)

Using the photonic polarization projector (4.55a) and performing the trace on the d=3−2ε (hatted)
space using the recursive formula (4.50) gives the following expressions

Π
(a)
1γ (p

2)=−iµ2ε
Nfe

2

p2
2(d−2)n

d−1

∫
[ddk]

k2−k ·p
k2(k−p)2

, (4.72a)

Π
(b)
1γ (p

2)=−iµ2ε
Nfe

2

p2
2S

d−1

∫
[ddk]

(2k−p)2

k2(k−p)2
. (4.72b)

These integrals, once wick rotated to the Euclidean space, are then straightforward to compute using
the results of Appendix A. The final results, expressed in the DRED scheme, read

Π
(a)
1γ (p

2)=−
Nfe

2

(4π)3/2pE

(
µ2

−p2

)ε
(d−2)n

d−1
eγEεG(d,1,1), (4.73a)
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Π
(b)
1γ (p

2)=−
Nfe

2

(4π)3/2pE

(
µ2

−p2

)ε
2S

d−1
eγEεG(d,1,1), (4.73b)

where we recall that µ2=4πe−γEµ2 and G(d,α,β) was defined in Appendix A. Performing the ε-
expansion

Π
(a)
1γ (p

2)=−
nNfe

2

16pE

(
1−(1−2log2+Lp)ε+O(ε2)

)
, (4.74a)

Π
(b)
1γ (p

2)=−
SNfe

2

8pE

(
1+(1+2log2−Lp)ε+O(ε2)

)
, (4.74b)

where we recall that Lp= log(−p2/µ2). As expected, in the QED3 case (S=0, n=2), only the first
diagram, which is purely fermionic, contributes. Oppositely, in the bQED3 case (S=1, n=0), only
the second diagram, which is purely bosonic, contributes. Moreover, in the SQED3 case (S=1, n=2),
both diagrams equally contribute in the limit ε→0. From these results, the total photon polarization
function at LO is therefore given by

Π1γ(p
2)=Π

(a)
1γ (p

2)+Π
(b)
1γ (p

2)=−
Nfe

2

(4π)3/2pE

(
µ2

−p2

)ε
(d−2)n+2S

d−1
eγEεG(d,1,1), (4.75)

and since it is completely finite in d=3, its expression yields exactly

Π1γ(p
2)=−

(n+2S)Nfe
2

16pE
. (4.76)

Interestingly, in the cases of SQED3 (S=1, n=2), QED3 (S=0, n=2) and bQED3 (S=1, n=0), it
reads

Π
SQED3
1γ (p2)=−

Nfe
2

4pE
, Π

QED3
1γ (p2)=−

Nfe
2

8pE
, Π

bQED3
1γ (p2)=−

Nfe
2

8pE
. (4.77)

In this very simple case, the SQED3 photon polarization is simply the sum of the fermionic and bosonic
parts, since there is no one-loop diagram involving a mixture of both. Therefore, the SQED3 photon
polarization is twice the value for QED3, which was first obtained in [175,176]. Note that our result for
SQED3 coincides with the earlier one-loop result given in ref. [286], but now obtained in the dimensional
reduction scheme.

ε-scalar polarization at LO

Next, we proceed similarly for the ε-scalar propagator (4.54b), and compute the LO ε-scalar polariza-
tion function which consists of a single non-vanishing diagram, defined as

iΠ̄µν1 (p)=
p

k

k−p

µ ν =−µ2ε2Nf
∫
[ddk]Tr

[
Γ̄µ
0Aψψ̄

S0ψψ̄(k−p)Γ̄ν0Aψψ̄S0ψψ̄(k)
]
. (4.78)

Using the Feynman rules for the vertices (4.40) and the matter (electrons and selectrons) propagators
(4.37) leads to the following expression

iΠ̄µν1 (p)=−µ2ε2NfESe2
∫

[ddk]
Tr[γ̄µ(/k−/p+mψ)γ̄

ν(/k+mψ)]

((k−p)2−m2
ψ)(k

2−m2
ψ)

. (4.79)
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Using the projector defined in (4.55b), and performing the trace in the 2ε-dimensional (barred) space
with the help of the recursive formula (4.50) yields

Π1ε(p
2)=−4iµ2ε

Nfe
2

p2
ES
∫

[ddk]
k2−k ·p
k2(k−p)2

. (4.80)

After wick rotation and the calculation of the integral using the results of Appendix A, we have

Π1ε(p
2)=−

Nfe
2

(4π)3/2pE

(
µ2

−p2

)ε
2ESeγEεG(d,1,1). (4.81)

Since this result is again finite in d=3, it can be written as

Π1ε(p
2)=−

ESNfe2

4pE
. (4.82)

Let us note that in the case of bQED3 (S=1, n=0, E =0) as well as in the case of QED3 (S=0,
n=2, E =0) this polarization is obviously zero. Indeed, the ε-scalars are relevant only in the case of
SQED3 (S=1, n=2, E =1), yielding

Π
SQED3
1ε (p2)=−

Nfe
2

4pE
, (4.83)

which is interestingly exactly equal to the polarization of the photon in the same case, ΠSQED3
1γ (p2)

calculated in (4.77). As we will comment later on, such an equality is expected from SUSY.

Photino polarization at LO

Lastly, we proceed in the same way for the photino propagator (4.54c), and compute the LO photino
self-energy, which consists of two non-vanishing diagrams with opposite charge-flows. Since it is a
photino (Majorana) polarization, in principle we need to follow the advanced Feynman rules (4.41)
and (4.42), leading to

−iΠ
(a)
1λ (p)=

k

k − p

p
=µ2ε2Nf

∫
[ddk]Γ0ψ̄λϕS0ψψ̄(k)Γ0λ̄ψϕ∗S0ϕϕ∗(k−p), (4.84a)

−iΠ
(b)
1λ (p)=

k

k − p

p
=µ2ε2Nf

∫
[ddk]Γ0λ̄ψϕ∗S0ψψ̄(k)Γ0ψ̄λϕS0ϕϕ∗(k−p), (4.84b)

where we assigned a continuous and unidirectional fermion-flow that goes from left to right. In the
case of diagram (a), the fermion-flow, charge-flow and momentum flow are all in the same direction.
Moreover, the vertices (given by (4.40d)) are proportional to the unit matrix. Therefore, there is no
reversed propagator or vertex. In the case of diagram (b), the fermion-flow is opposite to the fermion
number flow so that the Dirac propagator gets reversed. However, the fermion number flow is also
opposite to the momentum flow so that the momentum gets an additional minus sign. All together,
the Dirac propagator remains unchanged (as S(−(−k))=S(k)) and diagram (b) is therefore equal to
diagram (a). The resulting contribution is then defined as twice the configuration where all flows are
aligned, i.e.,

−iΠ1λ(p)= 2×µ2ε2Nf
∫
[ddk]Γ0ψ̄λϕS0ψψ̄(k)Γ0λ̄ψϕ∗S0ϕϕ∗(k−p). (4.85)
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It turns out that this reasoning will apply to all the photino polarization diagrams at higher orders.
Therefore, for automation purposes, one can always consider only the configuration where all flows
are aligned and simply multiply it by two, so that the advanced Feynman rules with fermion-flow
specification are almost never needed, see discussion below (4.44). Using now the simple Feynman
rules (4.38) and (4.40), its expression reads

−iΠ1λ(p)= 4µ2εNfe
2S

∫
[ddk]

/k+mψ

(k2−m2
ψ)((k−p)2−m2

ϕ)
. (4.86)

Then, using the projector (4.55c) and performing the fermionic trace, we have

Π1λ(p
2)= 4iµ2ε

Nfe
2

p2
S

∫
[ddk]

k ·p
k2(k−p)2

, (4.87)

and, after wick rotation, the evaluation of the integral using the results of Appendix A yields

Π1λ(p
2)=−

Nfe
2

(4π)3/2pE

(
µ2

−p2

)ε
2SeγEεG(d,1,1). (4.88)

Since this result is again finite, we set it exactly in d=3 and obtain

Π1λ(p
2)=−

SNfe
2

4pE
. (4.89)

Note that this result is obviously relevant only in the SQED3 case (S=1, n=2) so that exactly in
d=3 we have

Π
SQED3
1λ (p2)=−

Nfe
2

4pE
, (4.90)

which is exactly equal to both the one-loop photon (4.77) and ε-scalar (4.82) polarization functions.
Summarizing, we find that for SQED3, the photon, ε-scalar and photino self-energies are all equal and
finite at the LO of the 1/Nf -expansion, reading

Π
SQED3
1γ (p2)=Π

SQED3
1ε (p2)=Π

SQED3
1λ (p2)=−

Nfe
2

4pE
, (4.91)

which is a first-order perturbative proof that the polarizations are all equal in the gauge multiplet, as
expected from SUSY and in accordance with [286]. Moreover, the finiteness of the polarizations is a
first-order perturbative proof that the theory has indeed no anomalous dimensions for the gauge fields.
Therefore, its coupling is not running, and we may refer to is as a standing gauge theory, as advertised
in the introduction.

IR-softened gauge multiplet at LO

We are now in a position to compute the softened gauge propagators at the leading order of the
1/Nf expansion, see (4.11). Substituting the one-loop (LO) results obtained for the polarization of
the photon (4.76), the ε-scalar (4.81) and the photino (4.89) into the definition of the dressed gauge
propagators (4.54), the propagators IR softens in the large-Nf limit, i.e., pE ≪Nfe

2 and reads

D̂µν
1AA(p)= 1

p
µ ν =

16i

(n+2S)Nfe2
d̂µν(p)

pE
, (4.92a)

D̄µν
1AA(p)= 1

p
µ ν =

4iES
Nfe2

ḡµν

pE
, (4.92b)

D1λλ̄(p)= 1

p
=

−4iS

Nfe2
/p

pE
. (4.92c)

where the tensorial structure of the photon still yields d̂µν(p)= ĝµν−(1−ξ)(p̂µp̂ν/p2) thanks to the
use of the non-local gauge, see (4.56). These new softened propagators can then be used to compute
the LO self-energies of both the electron and its superpartner, the selectron.
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4.4.2 Matter-multiplet self-energies at LO

In this section we compute in detail the first correction to the self-energies of the matter multiplet,
i.e., for the electron and the selectron, at LO in the 1/Nf expansion, i.e., at O(1/Nf ).

Electron self-energy at LO

We start with the electron propagator (4.61) and compute it’s LO correction which consists of three
contributions

Σψ1 (p)=Σ
ψ(a)
1 (p)+Σ

ψ(b)
1 (p)+Σ

ψ(c)
1 (p), (4.93)

one for each gauge interaction, that are respectively defined as

−iΣ
ψ(a)
1 (p)=

p k

p−k
1

=µ2ε
∫

[ddk]Γ̂µ
0Aψψ̄

S0ψψ̄(k)Γ̂
ν
0Aψψ̄D̂1AA,µν(p−k), (4.94a)

−iΣ
ψ(b)
1 (p)=

p k

p−k
1

=µ2ε
∫

[ddk]Γ̄µ
0Aψψ̄

S0ψψ̄(k)Γ̄
ν
0Aψψ̄D̄1AA,µν(p−k), (4.94b)

−iΣ
ψ(c)
1 (p)=

p k

p−k
1

=µ2ε
∫

[ddk]Γ0λ̄ψϕ∗S0ϕϕ∗(k)Γ0ψ̄λϕD1λλ̄(p−k), (4.94c)

where the photon, ε-scalar and photino propagators are indeed the IR-softened ones at first order
(4.92). Using the simple Feynman rules is here enough, i.e., using equations (4.36) to (4.40), we obtain

−iΣ
ψ(a)
1 (p)=− 16i

(n+2S)

µ2ε

Nf

∫
[ddk]

γ̂µ(/k+mψ)γ̂
ν d̂µν(p−k)

(k2−m2
ψ)|p−k|

, (4.95a)

−iΣ
ψ(b)
1 (p)=−4iESµ

2ε

Nf

∫
[ddk]

γ̄µ(/k−mψ)γ̄
µ

(k2−m2
ψ)|p−k|

, (4.95b)

−iΣ
ψ(c)
1 (p)= i4S

µ2ε

Nf

∫
[ddk]

/p−/k
(k2−m2

ϕ)|p−k|
. (4.95c)

Note that in (4.95) the (dimensionful) electric constant e drops out in favor of the new coupling 1/Nf
thanks to the softening of the gauge-multiplet propagators. These diagrams are then split into the part
proportional to the external momentum p (also called vectorial part since proportional to /p) and the
one proportional to the mass mψ (also called scalar part) using the projectors (4.62). First, focusing
on the vectorial part, using the projector (4.62a) and computing these three diagrams with projection,
trace calculation, wick rotation, integral evaluation, and wick rotate back, we find the following exact
results

Σ
ψ(a)
1p (p2)=

4

(4π)3/2Nf

(
µ2

−p2

)ε
4(d−2)

n+2S

(
d−1

2d−3
−ξ
)
eγEεG(d,1,1/2), (4.96a)

Σ
ψ(b)
1p (p2)=

4

(4π)3/2Nf

(
µ2

−p2

)ε
2(d−3)(d−2)ES

n(2d−3)
eγEεG(d,1,1/2), (4.96b)

Σ
ψ(c)
1p (p2)=− 4

(4π)3/2Nf

(
µ2

−p2

)ε
(d−1)S

2d−3
eγEεG(d,1,1/2), (4.96c)
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where Σ
ψ(b)
1p is finite due to the ε-scalar, while the two other contributions are singular in the limit

d→ 3. Secondly, focusing on the scalar part, using the projector (4.62b) and computing these three
diagrams with the same approach yields the following exact results

Σ
ψ(a)
1m (p2)=

4

(4π)3/2Nf

(
µ2

−p2

)ε
4(d−1+ξ)

n+2S
eγEεG(d,1,1/2), (4.97a)

Σ
ψ(b)
1m (p2)=− 4

(4π)3/2Nf

(
µ2

−p2

)ε
2(d−3)ES

n
eγEεG(d,1,1/2), (4.97b)

Σ
ψ(c)
1m (p2)= 0, (4.97c)

where the first contribution is singular in the limit d→ 3 while the second diagram vanishes in d=3
and the last graph (c) is exactly zero because of the gamma matrix trace.

Summing all the contributions, the total vectorial and scalar electron self-energies are therefore
given, expanded in d=3−2ε, by

Σψ1p(p
2)=

4

3(n+2S)π2Nf

(
µ2

−4p2

)ε(
2−3ξ−2S

ε
+
2

3

(
7−(13+3E)−9ξ

)
+O(ε)

)
, (4.98a)

Σψ1m(p
2)=

4

3(n+2S)π2Nf

(
µ2

−4p2

)ε(
3(2+ξ)

ε
+6(3+ES+2ξ)+O(ε)

)
. (4.98b)

Note that some log(2) have been resummed by adding a 4 next to the momentum p2. From this result,
we extract straightforwardly, with (4.65), the LO electron wave-function and mass renormalization

Zψ =1+
4(2−3ξ−2S)

3(n+2S)π2Nfε
+O(1/N2

f ), Zm=1+
8(S−4)

3(n+2S)π2Nfε
+O(1/N2

f ). (4.99)

As expected, the general mass renormalization factor is completely gauge invariant, which is a strong
check on our results. From the definition of the anomalous dimension (4.68), we have the general
anomalous dimensions

γψ =− 8(2−3ξ−2S)

3(n+2S)π2Nf
+O(1/N2

f ), γmψ =
16(4−S)

3(n+2S)π2Nf
+O(1/N2

f ). (4.100)

In the relevant cases of SQED3 (S=1, n=2) and QED3 (S=0, n=2), it reads

γ
SQED3
ψ =

2ξ

π2Nf
+O(1/N2

f ), γ
SQED3
mψ =

4

π2Nf
+O(1/N2

f ), (4.101a)

γ
QED3
ψ =−4(2−3ξ)

3π2Nf
+O(1/N2

f ), γ
QED3
mψ =

32

3π2Nf
+O(1/N2

f ). (4.101b)

Also, γSQED3
ψ vanishes in the Landau gauge (ξ=0), which is then the good gauge at LO. This is to

be contrasted with the non-supersymmetric case, γQED3
ψ (first obtained in [213]) that vanishes in the

so-called Nash gauge [181], ξ=2/3. Note also that the bosonic bQED3 case is obviously irrelevant
here, since we consider the anomalous dimension of the electron field and mass. We will further discuss
the quantities (4.101) once we obtained their supersymmetric counterpart in the next section and their
NLO correction after that.

Selectron self-energy at LO

We proceed similarly for the electron superpartner, the selectron, which is the scalar propagator and
compute its LO scalar self-energy which consists of the sum of the two diagrams

Σϕ1 (p)=Σ
ϕ(a)
1 (p)+Σ

ϕ(b)
1 (p), (4.102)
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that are defined as

−iΣ
ϕ(a)
1 (p)=

p k

k−p
1

=µ2ε
∫
[ddk]Γ̂µ0Aϕϕ∗(k,p)S0ϕϕ∗(k)Γ̂

ν
0Aϕϕ∗(p,k)D̂1AA,µν(k−p),

(4.103a)

−iΣ
ϕ(b)
1 (p)=

p k

k−p
1

=−µ2ε
∫
[ddk]Tr

[
Γ0ψ̄λϕS0ψψ̄(k)Γ0λ̄ψϕ∗D1λλ̄(k−p)

]
, (4.103b)

where the photon and photino propagators are indeed the IR-softened ones (4.92) and Σϕ1b contains
a hybrid (Dirac/Majorana) fermion loop. Note that for the diagram (b), we can assign a counter-
clockwise fermion-flow and momentum flows that follows the fermion loop consisting of the Dirac and
Majorana fermions. Therefore, using the simple Feynman rules given by (4.36) to (4.40) is indeed
enough and leads to

−iΣ
ϕ(a)
1 (p)=− 16iS

n+2S

µ2ε

Nf

∫
[ddk]

(k̂+ p̂)µ(k̂+ p̂)ν d̂µν(k−p)
(k2−m2

ϕ)|k−p|
, (4.104a)

−iΣ
ϕ(b)
1 (p)=−4iS

µ2ε

Nf

∫
[ddk]

Tr
[
(/k+mψ)(/k−/p)

]
(k2−m2

ψ)|k−p|
. (4.104b)

Performing the traces and using the projection (4.62b) yields the two LO contributions to the momen-
tum part of the selectron self-energy

Σ
ϕ(a)
1p (p2)=

4

(4π)3/2Nf

(
µ2

−p2

)ε
4S

(n+2S)

(
4(d−1)(d−2)

2d−3
−(2d−5)ξ

)
eγEεG(d,1,1/2), (4.105a)

Σ
ϕ(b)
1p (p2)=− 4

(4π)3/2Nf

(
µ2

−p2

)ε
n(d−2)S

2d−3
eγEεG(d,1,1/2), (4.105b)

as well as the two LO contributions to the mass part of the selectron self-energy

Σ
ϕ(a)
1m (p2)=− 4

(4π)3/2Nf

(
µ2

−p2

)ε
2S

n+2S

(
4(d−3)(d−1)− 2d−5

d−4

(
2d2−13d+19

)
ξ

)
eγEεG(d,1,1/2),

(4.106a)

Σ
ϕ(b)
1m (p2)=

4

(4π)3/2Nf

(
µ2

−p2

)ε
n(d−1)S

2
eγEεG(d,1,1/2). (4.106b)

The total selectron momentum and mass self-energy are then given, in ε-expanded form, by

Σϕ1p(p
2)=

4S

3(n+2S)π2Nf

(
µ2

−4p2

)ε(
8−3ξ−n

ε
+
2

3

(
28−5n

)
+O(ε)

)
, (4.107a)

Σϕ1m(p
2)=

4S

3(n+2S)π2Nf

(
µ2

−4p2

)ε(
3(ξ+n)

ε
+3(8−3ξ+3n)+O(ε)

)
. (4.107b)

From these results, we extract the LO scalar wave-function and mass renormalization

Zϕ=1+
4(8−3ξ−n)S
3(n+2)π2Nfε

+O(1/N2
f ), Zmϕ =1− 4(n+4)S

3(n+2)π2Nfε
+O(1/N2

f ). (4.108)

As expected from such a physical quantity, the general mass renormalization factor is completely
gauge invariant. We can now derive the anomalous dimensions for the selectron field and mass using
the definition (4.68), yielding

γϕ=−8(8−3ξ−n)S
3(n+2)π2Nf

+O(1/N2
f ), γmϕ =

8(n+4)S

3(n+2)π2Nf
+O(1/N2

f ). (4.109)
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Note that in the relevant cases of SQED3 (S=1, n=2) and bQED3 (S=1, n=0), they read

γ
SQED3
ϕ =−2(2−ξ)

π2Nf
+O(1/N2

f ), γ
SQED3
mϕ =

4

π2Nf
+O(1/N2

f ), (4.110a)

γ
bQED3
ϕ =−4(8−3ξ)

3π2Nf
+O(1/N2

f ), γ
bQED3
mϕ =

16

3π2Nf
+O(1/N2

f ). (4.110b)

A few remarks are necessary here. First, we observe that for SQED3, the mass anomalous dimension
for the selectron (4.110a) is identical to the one of the electron (4.101a), i.e.,

γ
SQED3
mψ = γ

SQED3
mϕ =

4

π2Nf
+O(1/N2

f ), (4.111)

as expected from supersymmetry. In striking contrast, the field anomalous dimensions for the selectron
(4.110a) and the electron (4.101a) are different. This is due to the use of a gauge fixing term that breaks
supersymmetry (Wess-Zumino gauge). This is not an issue since the breaking of SUSY will occur only
for gauge-dependant quantities that are, by definition, nonphysical. Secondly, let us remark that in the
SQED3 case, the field anomalous dimension of the selectron vanishes for ξ=2. Since for the fermionic
part of SQED3, the good gauge was the Landau gauge ξ=0, it is therefore not possible to cancel both
matter-field’s anomalous dimensions at the same time. This may cause trouble for computations of
the critical properties of the model using the Schwinger-Dyson equations, see the devoted section 4.6.
As for the bQED case (4.110b), we see that the good gauge is then ξ=8/3. We will discuss further
these results again after improving them to NLO.

4.4.3 Vanishing contributions and generalized Furry theorem

Before going to higher orders and compute any NLO diagrams, we first need to discuss some additional
diagrams that may enter the incoming NLO computations as subdiagrams. These LO diagrams are
made of matter bubbles and triangles, and are of uttermost interest because a lot of them are vanishing,
either exactly or in pairs. On the one hand, this will tremendously reduce the number of diagrams to
be computed at NLO, but will also ensure that matter bubbles are connected to each other in a way
suitable for the large-Nf expansion.

We first focus on three one-loop diagrams made out of a matter bubble that are exactly vanishing,
see figure 4.2.

(a) B1 (b) B2 (c) B3

Figure 4.2: Exactly vanishing one-loop bubbles diagrams

The first vanishing bubble contribution is the mixed polarization B1 (ongoing photon and outgoing ε-
scalar), displayed in figure 4.2a. Since this diagram is proportional to Tr(γ̄µ)= 0, it reads B1=0. More
generally, we conjecture that every diagram with an odd number of ε-scalar external is exactly zero,
although one has to be careful in the case of diagrams also containing electrons and photino external
legs that may generate non-trivial gamma traces. Instead of making all-order proofs, we limit ourselves
to explicitly compute the diagrams we need and prove that they vanish. The two other contributions,
given by figures 4.2b and 4.2c, are also exactly vanishing by parity on the internal momentum integral,
i.e., B2=B3=0.
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Multiple other vanishing contributions comes from matter triangles. These are built from triangles
of electrons and selectrons together with external legs of any allowed kinds, i.e., taken in the gauge
multiplet {photon, photino, ε-scalar}. In total, there are 8 triangles (disregarding the possible charge-
flows), see figure 4.3. In the following, we will explicitly check that all these diagrams (all proportional
to Nf ) are indeed vanishing.

(a) T1 (b) T2 (c) T3 (d) T4

(e) T5 (f) T6 (g) T7 (h) T8

Figure 4.3: All one-loop matter triangles in gQED3.

The first one is the pure QED diagram T1 and is vanishing because it always appears paired
up with its mirror conjugate diagram with opposite charge/matter flow. Indeed, a straightforward
computation reads

T1+ T̃1= ⟲ + ⟳ =0, (4.112)

where the tilde indicates that we reverse the charge/matter flow, which is equivalent to a charge
conjugation. Note that the inner circular arrows denote momentum parametrization. This computation
is an explicit check at first order of the so-called Furry theorem in QED, [330], which is the all-order
proof that in QED, any diagram with an odd number of photon legs can be discarded since they will
cancel with their opposite flow diagrams, as a direct consequence of the conservation of energy and
charge conjugation symmetry. In the following, we will prove that the Furry theorem, generalized
for gQED3, holds at least at the leading order, i.e., for diagrams made of matter triangles and three
external legs taken in the gauge multiplet.

The second vanishing contribution is the pure bQED diagram T2 and also vanishes with its opposite
charge-flow counterpart

T2+ T̃2= ⟲ + ⟳ =0. (4.113)

This calculation therefore generalizes Furry’s theorem to the case of bQED3.

The third and fourth vanishing diagrams are the supersymmetric triangles made of mixed electron
and selectrons, and yield (after careful parametrization and evaluation)

T3+ T̃3= ⟲ + ⟳ =0, (4.114)
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T4+ T̃4= ⟲ + ⟳ =0, (4.115)

thereby generalizing Furry’s theorem to SQED3 without ε-scalars.

Finally, as for the diagrams containing ε-scalars, we have the three contributions T5, T6 and T7
that are exactly zero, i.e.,

T5= =0, T6= =0, T7= =0, (4.116)

for any momentum or charge-flow direction. This is because they contain an odd number of ε-scalar
external legs, i.e., they are ultimately related to Tr(γ̄µ)= 0. We are left with a last triangle, T8, made
of an electron loop together with one photon plus two ε-scalars external legs. This diagram is different
since it is not vanishing because of ε-scalars, as in this case it is ultimately proportional to Tr(γ̄µγ̄ν) ̸=0.
In that case we have to consider the diagrams with the two opposite charge-flows, yielding after simple
calculations

T8+ T̃8= ⟲ + ⟳ =0. (4.117)

We have then check explicitly that every matter triangle does indeed vanish, either exactly or with
respect to their (reversed matter flow) twin diagrams. This completes the perturbative leading order
proof that the generalized Furry theorem holds in SQED3 withing the DRED scheme, and therefore
as subcases, also in QED3 and bQED3. It means that every diagram containing a matter triangle can
be set to zero in gQED3, i.e., in SQED3, QED3 and bQED3.

Some prominent examples of diagrams that we can (thankfully) drop are the Aslamazov-Larkin
type diagrams in QED, i.e.,

⟲ ⟲ + ⟲ ⟳ =0. (4.118)

From the definitions above, one can then generalize the Aslamazov-Larkin diagrams to gQED3, yielding

⟲ ⟲ + ⟲ ⟳ =0, where

{
= {γ,λ,ε}
= {ψ,ϕ}

(4.119)

provided that the vertices are allowed. These include a large number of diagrams that we can discard.

Taking into account of these various vanishing contributions tremendously reduces the number of
diagrams that has to be computed at NLO. Indeed, as we shall see in the following, it ensures that up to
NLO, not a single diagram of three-loop type needs to be computed. This is crucial because the three-
loop master integrals with half integer indices are still unknown and are a big challenge to compute
due to the inherent branch-cut structure of the integrals, that results into intricate hypergeometric
functions and transcendental numbers (Catalan number, Clausen function etc...), see, e.g., [331, 332].
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Moreover, the generalized Furry theorem at LO also guarantees that matter loops are connected by
simple chains of force field propagators, like in the simpler QED3 case, in accordance with our starting
assumption, ensuring that the large-Nf expansion is reliable. We can now go forward and proceed with
the NLO computations.

4.4.4 Gauge-multiplet polarizations at NLO

In this section, we compute the NLO polarizations of the gauge multiplet, i.e., for the photon, the
ε-scalar and the photino at NLO in the 1/Nf expansion, i.e., at O(1/N0

f ). We will show that all of these
polarizations are finite and gauge invariant for gQED3. In the following, we shall use the shorthand
notation for the polarization results

Π
(y)
2X(p

2)=
e2

2(n+2S)pE

(
µ2

−p2

)2ε

Π̃
(y)
2X , ∀X ∈{γ,ε,λ}. (4.120)

Photon polarization at NLO

We first consider the NLO correction to the photon polarization that consists of 20 Feynman diagrams
labeled (a,b,··· ,t). Taking into account of the fact that mirror conjugate graphs take the same value,
we are left with 11 distinct graphs to evaluate. This can be done exactly for all the diagrams, following
the same procedure as for the one-loop case. Their expressions read

1

2
× 1 : Π̃

(a)
2γ =−4S(2+ξ)

π2
+O(ε), (4.121a)

4×
1

: Π̃
(bcde)
2γ =

16S

3π2

(
1

ε
+
19

3
+
3ξ

2

)
+O(ε), (4.121b)

2× 1 : Π̃
(fg)
2γ =− 2S

3π2

(
8−3ξ

ε
+
128

3
−9ξ

)
+O(ε), (4.121c)

1 : Π̃
(h)
2γ =−2S

π2

(
ξ

ε
+
70

9
−3ζ2+5ξ

)
+O(ε), (4.121d)

2× 1 : Π̃
(ij)
2γ =− n

3π2

(
2−3ξ

ε
+
14

3
−6ξ

)
+O(ε), (4.121e)

1 : Π̃
(k)
2γ =

n

3π2

(
2−3ξ

ε
− 32

3
+9ζ2−6ξ

)
+O(ε), (4.121f)
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2× 1 : Π̃
(lm)
2γ =

4SE
3π2

+O(ε), (4.121g)

1 : Π̃
(n)
2γ =−4SE

3π2
+O(ε), (4.121h)

2× 1 : Π̃
(op)
2γ =

2nS

3π2

(
1

ε
+
13

3

)
+O(ε), (4.121i)

2× 1 : Π̃
(qr)
2γ =

2nS

3π2

(
1

ε
+
19

3

)
+O(ε), (4.121j)

2× 1 : Π̃
(st)
2γ =−4nS

3π2

(
1

ε
+
11

3

)
+O(ε). (4.121k)

Summing all the contributions (4.121), all poles cancel, and the final result is finite, reading

Π̃2γ =
1

18π2

((
40S−92+9π2

)
n−2

(
164−9π2

)
S
)
+O(ε). (4.122)

Several remarks are in order here. First, the ε-scalars does not contribute (the corresponding tracking
factor E is absent) because the contributions Π̃γ2lm and Π̃γ2n cancel each others. Second, the result is
completely gauge invariant, providing a strong check on our result. Lastly, the finiteness of the results
ensure that the theory is still standing at NLO, i.e., the coupling does not renormalize.

Since the NLO result is finite and has the same form as the LO one (4.76), we can write the
photon polarization in the form

Πγ(p
2)=Π1γ(p

2)

[
1+

Cγ
Nf

+O
(
1/N2

f

)]
, recalling Π1γ(p

2)=−
(n+2S)Nfe

2

16pE
, (4.123)

and where the interaction correction coefficient to the photon polarization reads

Cγ =
4n(92−9π2)

9(n+2S)2π2
+
8(164−20n−9π2)S

9(n+2)2π2
. (4.124)

In the different cases of interest, i.e., SQED3 (S=1, n=2), QED3 (S=0, n=2) and bQED3 (S=1,
n=0), it yields the correction coefficients

C
SQED3
γ =

12−π2

π2
, C

QED3
γ =

2(92−9π2)

9π2
, C

bQED3
γ =

2(164−9π2)

9π2
. (4.125)

As advertised in the previous Furry theorem section, 4.4.3, it turns out that all the diagrams
considered are of two-loop type. Indeed, since we are in the large-Nf expansion, higher-loop diagrams
could have contributions at the same order in 1/Nf . However, this is fortunately not the case. As a
proof, we have explicitly checked that, up to NLO, no three-loop diagram contributes to the photon
polarization, either because they contain a vanishing contribution, see section 4.4.3 or because they are
of order 1/N2

f or higher. This required the check of 361 diagrams in an automated way. This has been
done by generating the expressions for each diagram and then computing only what is the order in,
1/Nf as well detecting subdiagram expressions that vanish because of the generalized Furry’s theorem.
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ε-scalar polarization at NLO

We now consider the NLO correction to the ε-scalar polarization that consists of 9 Feynman diagrams
labeled (a,b,··· ,i). Taking into account of the fact that mirror conjugate graphs take the same value,
we are left with 6 distinct graphs to evaluate. This can be done exactly for all the diagrams and reads

1

2
× 1 : Π̃

(a)
2ε =−8SE

π2
+O(ε), (4.126a)

2× 1 : Π̃
(bc)
2ε =

8SE
3π2

+O(ε), (4.126b)

1 : Π̃
(d)
2ε =

8SE
π2

(
1

ε
+2

)
+O(ε), (4.126c)

2× 1 : Π̃
(ef)
2ε =−4SE

3π2

(
2−3ξ

ε
+
20

3
−9ξ

)
+O(ε), (4.126d)

1 : Π̃
(g)
2ε =−4SE

π2

(
2+ξ

ε
+10−3ζ2+3ξ

)
+O(ε), (4.126e)

2× 1 : Π̃
(hi)
2ε =

8SE
3π2

(
1

ε
+
16

3

)
+O(ε). (4.126f)

Summing all the contributions yields the complete result

Π̃2ε=−2(12−π2)SE
π2

+O(ε), (4.127)

which is, as expected, completely gauge invariant and finite, providing a strong check on our result.
Similarly to the photon case, we can rewrite the LO+NLO ε-scalar polarization as

Πε(p
2)=Π1ε(p

2)

[
1+

Cε
Nf

+O
(
1/N2

f

)]
, recalling Π1ε(p

2)=−
ESNfe2

4pE
, (4.128)

and where the interaction correction coefficient to the ε-scalar polarization reads

Cε=
(12−π2)ES

π2
. (4.129)

Note that in the only case of interest here, SQED3 (S=1, n=2), this result trivially reads

C
SQED3
ε =

12−π2

π2
, (4.130)

which is exactly the same result as the photon correction coefficient in the SQED3 case, see (4.125),
as expected from such a supersymmetric gauge invariant quantity.

Again, we have explicitly checked that, none of the 147 three-loop diagrams contributes to the
ε-scalar polarization due to the generalized Furry theorem and the resummed one-loop contributions.
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Photino polarization at NLO

The last polarization to consider is the NLO correction to the photino polarization that consists of 14
Feynman diagrams labeled (a,b,...,n). Taking into account of the fact that mirror conjugate graphs
take the same value, we are left with 7 distinct graphs to evaluate. This can be done exactly for all
the diagrams and reads

2× 1 : Π̃
(ab)
2λ =− 2S

3π2

(
8−3ξ

ε
+
80

3
−3ξ

)
+O(ε), (4.131a)

2× 1 : Π̃
(cd)
2λ =− 2S

3π2

(
2−3ξ

ε
+
8

3
−3ξ

)
+O(ε), (4.131b)

2× 1 : Π̃
(ef)
2λ =−4S

π2

(
ξ

ε
+6−3ζ2+ξ

)
+O(ε), (4.131c)

2× 1 : Π̃
(gh)
2λ =

4SE
3π2

+O(ε), (4.131d)

2× 1 : Π̃
(ij)
2λ =

4S

3π2

(
1

ε
+
13

3

)
+O(ε), (4.131e)

2× 1 : Π̃
(kl)
2λ =

4S

3π2

(
1

ε
+
10

3

)
+O(ε), (4.131f)

2× 1 : Π̃
(mn)
2λ =

4S

π2

(
1

ε
+2

)
+O(ε). (4.131g)

Summing all the contributions yields the gauge invariant and finite result

Π̃2λ=
2S(3π2−38+2E)

3π2
+O(ε). (4.132)

Note that this result depends non trivially on the parameter E which implies that the ε-scalars are
crucial here to ensure that the result is correct, as we will see in the following. The LO+NLO result
for the photino polarization can again be written in the form

Πλ(p
2)=Π1λ(p

2)

[
1+

Cλ
Nf

+O
(
1/N2

f

)]
, recalling Π1λ(p

2)=−
SNfe

2

4pE
, (4.133)

where the interaction coefficient to the photino polarization reads

Cλ=
(38−2E −3π2)S

3π2
. (4.134)
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Note that this result is only of interest in the case of SQED3 (S=1, n=2), where it reduces to

C
SQED3
λ =

12−π2

π2
, (4.135)

provided that we allow for the ε-scalars (E =1). This is again the same result as for the photon and
the ε-scalar correction coefficient in SQED3. Therefore, we have explicitly checked that, up to NLO,

Π
SQED3
γ =Π

SQED3
ε =Π

SQED3
λ , (4.136)

meaning that all polarization of the gauge multiplet are equal, as expected from supersymmetry for
such gauge-invariant and finite quantities.

Again, we have explicitly checked that, none of the 234 three-loop diagrams contribute to the
photino polarization due to the generalized Furry theorem and the resummed one-loop contributions.

IR-softened gauge multiplet at NLO

We are now in a position to compute the NLO softened propagators, i.e., of order 1/N2
f . Their

expressions read

D̂µν
2AA(p)= 2

p
µ ν =

−16iCγ
(n+2S)N2

f e
2

d̂µν(p)

pE
, (4.137a)

D̄µν
2AA(p)= 2

p
µ ν =

−4iESCε
N2
f e

2

ḡµν

pE
, (4.137b)

D2λλ̄(p)= 2

p
=

4iSCλ
N2
f e

2

/p

pE
. (4.137c)

where we took the infrared limit pE ≪ e2Nf , as advertised in (4.34). Interestingly, we observe the nice
property that the LO (4.92) and NLO (4.137) softened gauge-multiplet propagators are simply related
via their polarization correction coefficients, i.e.,

D̂µν
2AA(p)=−Cγ×D̂µν

1AA(p)/Nf , (4.138a)
D̄µν

2AA(p)=−Cε×D̄µν
1AA(p)/Nf , (4.138b)

D2λλ̄(p)=−Cλ×D1λλ̄(p)/Nf , (4.138c)

where the tensorial structure of the photon is still given by d̂µν(p)= ĝµν−(1−ξ)(p̂µp̂ν/p2) thanks to
the use of the non-local gauge, see (4.56).

4.4.5 Matter-multiplet self-energies at NLO

In this section, we compute the NLO self-energies of the matter multiplet, i.e., for the electron and
the selectron at NLO in the 1/Nf expansion, i.e., at O(1/N2

f ) in gQED3. In the following, we shall use
the shorthand notation for the self-energies

Σ
X(y)
2z (p2)=

4

(n+2S)2N2
f

(
µ2

−4p2

)2ε

Σ̃
X(y)
2z , ∀X ∈{ψ,ϕ}, z ∈{p,m}. (4.139)

Electron self-energy at NLO

We first consider the NLO correction to the electron self-energy that consists of 15 two-loop and 3
one-loop Feynman diagrams, all together labeled (a,b,··· ,r). Indeed, contributions of the same order
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in Nf with different loop order are possible now that we have at our disposal both the LO (4.92) and
NLO (4.137) softened propagators. Taking into account of the fact that mirror conjugate graphs take
the same value, we are left with a total of 16 distinct graphs to evaluate. For each one of them, we
extract both the momentum and mass parts using the parametrization (4.61a). All computations done,
we obtain the results

2×

1

1

:


Σ̃
ψ(ab)
2p =

16S

9π4

(
1−3ξ

ε2
+
13−60ξ

3ε

)
+O(ε0)

Σ̃
ψ(ab)
2m =

8S

3π4

(
2+ξ

ε2
+
50+31ξ

3ε

)
+O(ε0)

, (4.140a)

1

1

:


Σ̃
ψ(c)
2p =−

4

9π4

(
(2−3ξ)2

ε2
+
64−3ξ(56−39ξ)

3ε

)
+O(ε0)

Σ̃
ψ(c)
2m =−

4

3π4

(
(2+ξ)(2−3ξ)

ε2
+
112−ξ(40+63ξ)

3ε

)
+O(ε0)

, (4.140b)

2×

1

1

:


Σ̃
ψ(de)
2p =−

16SE(2+3ξ)

9π4ε
+O(ε0)

Σ̃
ψ(de)
2m =

32SE(2+ξ)
3π4ε

+O(ε0)

, (4.140c)

1

1

:


Σ̃
ψ(f)
2p =

16SE
3π4ε

+O(ε0)

Σ̃
ψ(f)
2m =−

16SE
π4ε

+O(ε0)

, (4.140d)

1

1

:


Σ̃
ψ(g)
2p =

4S

3π4

(
2

ε2
+
17

ε

)
+O(ε0)

Σ̃
ψ(g)
2m =−

4S

π4ε
+O(ε0)

, (4.140e)

1

1

:


Σ̃
ψ(h)
2p =

2

9π4

(
(2−3ξ)2

ε2
+
2(2−3ξ)(16−21ξ)

3ε

)
+O(ε0)

Σ̃
ψ(h)
2m =

2

3π4

(
(2+ξ)(10−3ξ)

ε2
+
2(232+86ξ−27ξ2)

3ε

)
+O(ε0)

, (4.140f)

1

1

:


Σ̃
ψ(i)
2p =−

4SE(2−3ξ)

9π4ε
+O(ε0)

Σ̃
ψ(i)
2m =

4SE(2+ξ)
3π4ε

+O(ε0)

, (4.140g)

1

1

:


Σ̃
ψ(j)
2p =−

4S

9π4

(
2−3ξ

ε2
+
44−63ξ

3ε

)
+O(ε0)

Σ̃
ψ(j)
2m =−

8S

3π4

(
2+ξ

ε2
+
56+31ξ

3ε

)
+O(ε0)

, (4.140h)

1

1

:


Σ̃
ψ(k)
2p =−

4SE(2−3ξ)

9π4ε
+O(ε0)

Σ̃
ψ(k)
2m =

4SE(10−3ξ)

3π4ε
+O(ε0)

, (4.140i)
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1

1

:


Σ̃
ψ(l)
2p =

8ES
9π4

+O(ε1)

Σ̃
ψ(l)
2m =

8ES
3π4

+O(ε1)

, (4.140j)

1

1

:


Σ̃
ψ(m)
2p =

8SE
9π4ε

+O(ε0)

Σ̃
ψ(m)
2m =−

16SE
3π4ε

+O(ε0)

, (4.140k)

1

1

:

Σ̃
ψ(n)
2p =−

4S

9π2

(
8−3ξ

ε2
+
7(32−9ξ)

3ε

)
+O(ε0)

Σ̃
ψ(n)
2m =0

, (4.140l)

1

1

:


Σ̃
ψ(o)
2p =

8S

9π4

(
1

ε2
+
31

3ε

)
+O(ε0)

Σ̃
ψ(o)
2m = 0

, (4.140m)

2

:


Σ̃
ψ(p)
2p =−

2(2−3ξ)

π4ε
(n+2S)ζ2Cγ+O(ε0)

Σ̃
ψ(p)
2m =−

6(2+ξ)

π4ε
(n+2S)ζ2Cγ+O(ε0)

, (4.140n)

2

:


Σ̃
ψ(q)
2p =

4ES
π4

ζ2Cε+O(ε1)

Σ̃
ψ(q)
2m =−

12ES
π4

ζ2Cε+O(ε1)

, (4.140o)

2

:


Σ̃
ψ(r)
2p =

4S

π4ε
ζ2Cλ+O(ε0)

Σ̃
ψ(r)
2m = 0

. (4.140p)

Note that the computation of the three last diagrams leads to the trivial result that they are simply
their LO equivalents times their corresponding correction coefficient with a sign, i.e., a factor −Cx/Nf ,
thanks to the equality (4.138). Moreover, Cε will not contribute to the anomalous dimensions, because
the diagram (4.140o) Σ̃ψ(q)p2 is finite. Similarly, Cλ does not contribute to the mass anomalous dimension

because the diagram Σ̃
ψ(r)
m2 is exactly zero. Again, we also have explicitly checked that, none of the 390

three-loop diagrams contributes to the electron self-energy at NLO.

Summing all the NLO contributions (4.140), yields the following results

Σψp =−2(S− ξ̄)
RNfε

− 2(S− ξ̄)2

R2N2
f ε

2
− 1

3R2N2
f ε

[
4+(77+6E)S+4

(
1−(19+3E)S+6ξ̄

)
ξ̄−6R

(
SCλ− ξ̄Cγ

)]
+O(ε0),

(4.141a)

Σψm=
3(2+ξ)

RNfε
+

9(2+ξ)2

2R2N2
f ε

2
+

1

R2N2
f ε

[
220−21S−4(29−4ξ̄)ξ̄+3(2+ξ)

(
6ES−RCγ

)]
+O(ε0), (4.141b)

where we introduced the useful notation

ξ̄=(2−3ξ)/2, R=A(−4p2/µ̄2)ε, A=3π2(n+2S)/4. (4.142)
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We can now compute the renormalization functions up to NLO for the electron, reading6

Zψ =1− 2(S− ξ̄)
Aµ2εNfε

+
2
(
S−2ξ̄S+ ξ̄2

)
A2µ4εN2

f ε
2

− 4+(29−6E)S−6Aµ2ε(SCλ− ξ̄Cγ)
3A2µ4εN2

f ε
+O(1/N3

f ), (4.143a)

Zmψ =1− 2(4−S)
Aµ2εNfε

+
2(16−7S)

A2µ4εN2
f ε

2
− 2(16−(46−3E)S+3Aµ2ε(SCλ−4Cγ))

3A2µ4εN2
f ε

+O(1/N3
f ). (4.143b)

From these, the anomalous dimensions read

γψ =
4(S− ξ̄)
ANf

+
4

3A2N2
f

[
4+(29−6E)S−3A

(
SCλ− ξ̄Cγ

)]
+O

(
1/N3

f

)
, (4.144a)

γmψ =
4(4−S)
ANf

+
8

3A2N2
f

[
16−(46−3E)S+ 3

2A(SCλ−4Cγ)

]
+O

(
1/N3

f

)
. (4.144b)

We will discuss these results once the anomalous dimensions of the superpartner are computed.

Selectron self-energy at NLO

We next consider the NLO correction to the selectron self-energy that consist into 15 two-loop and 2
one-loop Feynman diagrams labeled (a,b,...,p). Taking into account of the fact that mirror conjugate
graphs take the same value, we are left with a total of 14 distinct graphs to evaluate. For each of them,
we extract both the momentum and mass parts using the parametrization (4.61b). All computations
done, we obtain the results

1

2
×

1

1

:


Σ̃
ϕ(a)
2p =−

4S(4−ξ(4−3ξ))

3π4ε
+O(ε0)

Σ̃
ϕ(a)
2m =−

4S(4−ξ(4−3ξ))

π4ε
+O(ε0)

, (4.145a)

1

2
×

1

1

:


Σ̃
ϕ(b)
2p =−

8ES
3π4

+O(ε1)

Σ̃
ϕ(b)
2m =−

8ES
π4

+O(ε1)

, (4.145b)

2×

1

1

:


Σ̃
ϕ(cd)
2p =−

16S

9π2

(
2(4−3ξ)

ε2
+
(4−3ξ)(32+9ξ)

3ε

)
+O(ε0)

Σ̃
ϕ(cd)
2m =−

16S

3π4

(
2ξ

ε2
+
48+ξ(32−9ξ)

3ε

)
+O(ε0)

, (4.145c)

1

1

:


Σ̃
ϕ(e)
2p =−

128S

9π4

(
1

ε2
+
14+9ξ

3ε

)
+O(ε)

Σ̃
ϕ(e)
2m =−

256S(1−ξ)
3π4ε

+O(ε0)

, (4.145d)

6The factors µ2ε appear in multiple places and are kept unexpended in power of epsilon. This is to emphasize that
the last terms of the expressions, containing the factors Cx, have an unusual µ2ε dependency because of the one-loop
diagrams that are of the same order (1/N2

f ) than the two-loop diagrams. In that sense, it is more simple to keep the
µ dependency to later take the derivative with respect to µ in order to extract the anomalous dimension, i.e., using
the definition (4.66) instead of (4.68). If one wants to hide the factors µ2ε it is possible to use the natural notation
Nfr =Nfµ

2ε, this would make the LO term ∼ 1/Nfr and the NLO term would be a combination of a term ∼ 1Nfr and weird
terms ∼Cx/(NfNfr), so that later one should take the derivative with respect to Nfr in order to extract the anomalous
dimension, i.e., using (4.68).



4.4. PERTURBATIVE CALCULATIONS AT NLO IN GQED3 195

1

1

:


Σ̃
ϕ(f)
2p =

4S

3π4

(
8−3ξ

ε2
+
64+9ξ(80−17ξ)

18ε

)
+O(ε0)

Σ̃
ϕ(f)
2m =

4ξS

π4

(
ξ

ε2
+
32−13ξ

2ε

)
+O(ε0)

, (4.145e)

2×

1

1

:


Σ̃
ϕ(gh)
2p =

8nS

9π4

(
4−3ξ

ε2
+
104−75ξ

6ε

)
+O(ε0)

Σ̃
ϕ(gh)
2m =

4nS

3π4

(
4ξ

ε2
+
48+31ξ

3ε

)
+O(ε0)

, (4.145f)

1

1

:


Σ̃
ϕ(i)
2p =

4nS

3π4

(
1

ε2
+
15

2ε

)
+O(ε0)

Σ̃
ϕ(i)
2m =−

4nS

π4

(
1

ε2
+
17

2ε

)
+O(ε0)

, (4.145g)

1

1

:


Σ̃
ϕ(j)
2p =

2S

9π4

(
(8−3ξ)2

ε2
+
(8−3ξ)(128+3ξ)

3ε

)
+O(ε0)

Σ̃
ϕ(j)
2m =

2S

3π4

(
(16−3ξ)ξ

ε2
+
768−344ξ+45ξ2

3ε

)
+O(ε0)

, (4.145h)

1

1

:


Σ̃
ϕ(k)
2p =−

2nS

9π4

(
8−3ξ

ε2
+
152−27ξ

3ε

)
+O(ε0)

Σ̃
ϕ(k)
2m =

2nS

3π4

(
ξ

ε2
+
48−17ξ

3ε

)
+O(ε0)

, (4.145i)

1

1

:


Σ̃
ϕ(l)
2p =−

2nS

9π4

(
2−3ξ

ε2
+
44−63ξ

3ε

)
+O(ε0)

Σ̃
ϕ(l)
2m =

2nS

π4

(
6−ξ
ε2

+
128−15ξ

3ε

)
+O(ε0)

, (4.145j)

1

1

:


Σ̃
ϕ(m)
2p =

4nSE
9π4ε

+O(ε0)

Σ̃
ϕ(m)
2m =

4nSE
π4ε

+O(ε0)

, (4.145k)

1

1

:


Σ̃
ϕ(n)
2p =

4nS

9π4

(
1

ε2
+
28

3ε

)
+O(ε0)

Σ̃
ϕ(n)
2m =−

4nS

π4

(
1

ε2
+
22

3ε

)
+O(ε0)

, (4.145l)

2

:


Σ̃
ϕ(o)
2p =−

(2+n)(8−3ξ)

4π4ε
ζ2Cγ+O(ε0)

Σ̃
ϕ(o)
2m =−

3(2+n)Sξ

4π4ε
ζ2Cγ+O(ε0)

, (4.145m)

2

:


Σ̃
ϕ(p)
2p =

nS

π4ε
ζ2Cλ+O(ε0)

Σ̃
ϕ(p)
2m =−

3nS

π4ε
ζ2Cλ+O(ε0)

. (4.145n)

Again, note that the computation of the last two graph leads to the trivial results that they are simply
the one-loop diagram result times the corresponding interaction correction coefficient with a sign −Cx,
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thanks to the identities (4.137). Interestingly, Cε does not contribute at all to the selectron self-energy
since there is no one-loop diagram containing an ε-scalar polarization at this order, due to the absence
of a direct coupling between the selectron and the ε-scalar. Again, we also have explicitly checked
that, none of the 297 three-loop diagrams contributes to the electron self-energy at NLO.

Summing all the contributions (4.145) reads

Σϕp =
(6−n+2ξ̄)S

RNfε
− (6−n+2ξ̄)2S

2R2N2
f ε

2
− S

6R2N2
f ε

[
8(85+28ξ̄)−n(163+40ξ̄)−12E

−6R
(
nCλ−2(3+ ξ̄)Cγ

)]
+O(ε0), (4.146a)

Σϕm=
3(n+ξ)S

RNfε
+
9(n+ξ)2S

2R2N2
f ε

2
+

3S

2R2N2
f ε

[
81n+12E −8(2+ ξ̄)ξ̄−2R

(
nCλ+ξCγ

)]
+O(ε0), (4.146b)

where we again used the useful notation

ξ̄=(2−3ξ)/2, R=A(−4p2/µ̄2)ε, A=3π2(n+2S)/4. (4.147)

We note that ε-scalars contribute to the self-energies in part from the polarization correction Cλ (this
time for the selectron only) but not from Cε, see (4.129). We can now compute the renormalization
functions up to NLO for the selectron field and mass using the defining equations (4.65), reading

Zϕ=1+
(6−n+2ξ̄)S

Aµ2εNfε
+
(2(3+ ξ̄)2−n(5+2ξ̄))S

A2µ4εN2
f ε

2
− (8−12E+29n−6Aµ2ε(nCλ−2(3+ ξ̄)Cγ))S

6A2µ4εN2
f ε

+O(1/N3
f ),

(4.148a)

Zmϕ =1− (4+n)S

Aµ2εNfε
+

(8+5n)S

A2µ4εN2
f ε

2
+
2(28−15E+7n+ 3

2Aµ
2ε(nCλ+2Cγ))S

3A2µ4εN2
f ε

+O(1/N3
f ). (4.148b)

The factors µ2ε are discussed under equation (4.143). Using the definition of the anomalous dimensions
(4.68), we derive the anomalous dimensions for the selectron field and mass, reading

γϕ=
2(n−6−2ξ̄)S

ANf
+

2S

3A2N2
f

[
8+29n−12E −3A

(
nCλ−(8−3ξ)Cγ

)]
+O

(
1/N3

f

)
, (4.149a)

γmϕ =
2(4+n)S

ANf
− 8S

3A2N2
f

[
28−15E+7n+ 3

4A(nCλ+4Cγ)

]
+O

(
1/N3

f

)
. (4.149b)

We will discuss the results for the different cases in the next to next section.

4.4.6 Renormalized self-energies

In order to complete our analysis of gQED3, we provide in here the exact expressions of the renor-
malized matter self-energies at O(1/N2

f ). They can be derived from the relations (4.64), requiring the
computation of the finite parts, i.e., of O(ε0), of the (bare) matter self-energies and from which one can
straightforwardly recover the corresponding renormalized matter propagators. All calculations done,
exactly up to O(1/N2

f ), the renormalized matter self-energies of N =1 SQED3 (S= E =1, n=2) read

Σψpr =− 1

π2Nf

[
2+(2− L̃)ξ

]
+

2

π4N2
f

[
3+10ξ+

(
1−(5−ξ)ξ− 1

4ξ
2L̃
)
L̃

−
(
4+ 1

2(12+ξ)ξ−3ξL̃
)
ζ2

]
+O(ε), (4.150a)

Σψmr =− 1

π2Nf

[
(2+ξ)(4− L̃)

]
+

2

π4N2
f

[
37−16C4+2(4−ξ)ξ−

(
5−2(1+ξ)ξ+ 1

4(2+ξ)
2L̃
)
L̃

−
(
18+4C2+

1
2(28+ξ)ξ−3(2+ξ)L̃

)
ζ2

]
+O(ε), (4.150b)

Σϕpr =
1

π2Nf

[
4−(2−ξ)L̃

]
− 2

π4N2
f

[
35−8C4−

(
17−8ξ− 1

4(2−ξ)
2L̃
)
L̃
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−
(
9+2C2+

1
2(4−ξ)ξ−3(2−ξ)L̃

)
ζ2

]
+O(ε), (4.150c)

Σϕmr =− 1

π2Nf

[
14−3ξ−(2+ξ)L̃

]
+

1

π4N2
f

[
123−46C4−2(12+ξ)ξ−

(
2+(4+3ξ)ξ+ 1

2(2+ξ)
2L̃
)
L̃

− 1
4

(
227+46C2−4(14−ξ)ξ−24(2+ξ)L̃

)
ζ2

]
+O(ε), (4.150d)

with L̃= log(−4p2/µ̄2) and ζ2=π2/6, as well as C2=CL2(π/2)=0.916 the Catalan number and C4=
CL4(π/2)=0.989 where CLn(z) is the Clausen function, see Appendix A. For completeness, we also
provide the bQED3 (n= E =0, S=1) case

Σϕ(b)pr =
2

9π2Nf

[
56−3(8−3ξ)L̃

]
− 8

81π4N2
f

[
5455−648C4−3

(
884−330ξ− 3

4(8−3ξ)2L̃
)
L̃

−27
(
39+6C2+

1
2(16−3ξ)ξ−3(8−3ξ)L̃

)
ζ2

]
+O(ε), (4.151a)

Σϕ(b)mr =− 2

π2Nf

[
8−3ξ−ξL̃

]
+

4

9π4N2
f

[
1513−630C4−6(86+3ξ)ξ−

(
4(18+23ξ)+ 9

2(6+ L̃)ξ
2
)
L̃

− 3
4

(
365+210C2−72(3+ L̃)ξ+12ξ2

)
ζ2

]
+O(ε), (4.151b)

as well as the non-SUSY QED3 case (S=0, n=2), reading

Σψ(f)pr =
2

9π2Nf

[
2+3(2−3ξ)(2− L̃)

]
− 8

81π4N2
f

[
787−846ξ−3

(
110−3(59−9ξ)ξ− 3

4(2−3ξ)2L̃
)
L̃

−27
(
16− 1

2(32+3ξ)ξ−3(2−3ξ)L̃
)
ζ2

]
+O(ε), (4.152a)

Σψ(f)mr =− 2

π2Nf

[
6+4ξ−(2+ξ)L̃

]
+

8

9π4N2
f

[
5(23−36C4)+2(26−9ξ)ξ−

(
26−(17+18ξ)ξ+ 9

4(2+ξ)
2L̃
)
L̃

− 9
2

(
17+10C2+(28+ξ)ξ−6(2+ξ)L̃

)
ζ2

]
+O(ε). (4.152b)

4.5 Results summary and discussion

In this section, we summarize the obtained general results and discuss them in the different cases of
interest. These include for the polarizations of the gauge multiple and their corresponding interaction
correction coefficients,

4.5.1 Results for QED3

As a check of our computations, we will first recover the well known results of large-Nf QED3 at two
loops. This can be achieved by considering our results without supersymmetry (S=0, n=2), reading

γ
QED3
ψ =−4(2−3ξ)

3π2Nf
+
8(64−92ξ−(6−9ξ)π2)

9π4N2
f

+O
(
1/N3

f

)
,

γ
QED3
mΨ =

32

3π2Nf
− 64(28−3π2)

9π4N2
f

+O
(
1/N3

f

)
,

Π
QED3
γ =−

Nfe
2

8pE

[
1+

C
QED3
γ

Nf
+O(1/N2

f )

]
,

C
QED3
γ =

2(92−9π2)

9π2
=0.07146.

(4.153a)

(4.153b)

(4.153c)

(4.153d)

Therefore, we recover exactly our results of the previous chapter, see (3.114), that were first obtained
in [213,226], thus providing a strong check on our computations.
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4.5.2 Results for N =1 SQED3

We now consider the main case of interest, N =1 SQED3, i.e., taking S=1, n=2. First, it is interesting
to consider the results with arbitrary E to study the effect of DRED. In this case, the anomalous
dimensions, together with the other results, then reads

γψ =
2ξ

π2Nf
+
2(2−(12−π2)ξ)

π4N2
f

+O
(
1/N3

f

)
, (4.154a)

γϕ=−2(2−ξ)
π2Nf

+
2(26−(2−ξ)π2−12ξ)

π4N2
f

+O
(
1/N3

f

)
, (4.154b)

γmψ =
4

π2Nf
− 4(14−π2)

π4N2
f

+O
(
1/N3

f

)
, (4.154c)

γmϕ =
4

π2Nf
− 4(46−4E −3π2)

3π4N2
f

+O
(
1/N3

f

)
, (4.154d)

Cγ =
12−π2

π2
, Cε=

(12−π2)E
π2

, Cλ=
38−2E −3π2

3π2
, (4.154e)

which is very interesting because the effect of the ε-scalar is stiff but still crucial. Indeed, the quantities
γψ, γϕ as well as γmψ and Cγ are E-independent up to NLO, but not Cλ and γmϕ . Therefore taking
E =1, so that DRED is allowed, is necessary the supersymmetric identities on these quantities and
reads

γ
SQED3
ψ =

2ξ

π2Nf
+
2(2−(12−π2)ξ)

π4N2
f

+O
(
1/N3

f

)
,

γ
SQED3
ϕ =−2(2−ξ)

π2Nf
+
2(26−(2−ξ)π2−12ξ)

π4N2
f

+O
(
1/N3

f

)
,

γ
SQED3
mψ =

4

π2Nf
− 4(14−π2)

π4N2
f

+O
(
1/N3

f

)
,

γ
SQED3
mϕ =

4

π2Nf
− 4(14−π2)

π4N2
f

+O
(
1/N3

f

)
,

Π
SQED3
x =−

Nfe
2

4pE

[
1+

C
SQED3
x

Nf
+O(1/N2

f )

]
, x= {γ,ε,λ},

C
SQED3
x =

12−π2

π2
=0.2159, x= {γ,ε,λ}.

(4.155a)

(4.155b)

(4.155c)

(4.155d)

(4.155e)

(4.155f)

Several comments are needed here. First, we recall that we have the identity

Π
SQED3
γ (p2)=Π

SQED3
ε (p2)=Π

SQED3
λ (p2), (4.156)

as well as the identity

γ
SQED3
mψ = γ

SQED3
mϕ , (4.157)

both verified up NLO. This is a behavior expected from SUSY that physical (gauge invariant) quantities
are identical in the same multiplet. On the other hand, the field anomalous dimensions for the electron
and the selectron are not equal, neither at LO nor at NLO. This is indeed due to the use of a gauge
fixing term that breaks supersymmetry (Wess-Zumino gauge). We recall here that this expected and
not an issue since the breaking of SUSY is occurring only for gauge-dependant quantities that are, by
definition, non-physical.



4.5. RESULTS SUMMARY AND DISCUSSION 199

4.5.3 Results for bosonic bQED3

We now consider the second subcase of interest in this chapter, which is bosonic bQED3, i.e., taking
S=1, n=0 and E =0. It reads

γ
bQED3
ϕ =−4(8−3ξ)

3π2Nf
+
8(440−164ξ−3π2(8−3ξ))

9π4N2
f

+O(1/N3
f ),

γ
bQED3
mϕ =

16

3π2Nf
− 32(64−3π2)

9π4N2
f

+O(1/N3
f ),

Π
bQED3
γ =−

Nfe
2

8pE

[
1+

C
bQED3
γ

Nf
+O(1/N2

f )

]
,

C
bQED3
γ =

2(164−9π2)

9π2
=1.6926,

(4.158a)

(4.158b)

(4.158c)

(4.158d)

the LO results are in accordance with [196,198,310] and, to our knowledge, the NLO results are new.

4.5.4 Results for reduced QED4,3 (Graphene)

As another check, we will recover some results of the previous chapter, i.e., for QED4,3. We recall
that this models is a suitable description of graphene in its ultra-relativistic limit. These results can
be obtained from the QED3 case via a mapping. Indeed, comparing the LO softened photon in QED3

(4.92a) with the bare propagator in QED4,3 (3.22), that we reproduce here for clarity

D
µνQED3
1AA (p)=

8i

Nfe2pE

(
gµν−(1−ξ)p

µpν

p2

)
, D

µνQED4,3

0 (p)=
i

2pE

(
gµν− 1−ξ

2

pµpν

p2

)
, (4.159)

yields the following naive map

QED3→QED4,3 =

{
1

π2Nf
→ ᾱr, ξ→ 1+ξ

2

}
. (4.160)

This map is enough to recover the results for the polarization at one and two loops for QED4,3 from
the polarization of QED3, and therefore the corresponding correction coefficient Cγ . This map is also
sufficient to recover the one-loop anomalous dimensions of the QED4,3 model from the LO result of
the QED3 model. However, it breaks at two loops. Indeed, these models, though very similar, have
two major differences that manifest at NLO.

First, QED3 at NLO is expressed in a non-local gauge, while the QED4,3 is not. To compensate this
effect, it is enough to consider that if the two-loop polarization of QED3 is next to the gauge parameter
ξ, it should not be present in the QED4,3 case. Since the two-loop polarization is proportional to Cγ ,
one can use the additional rule

ξ×CQED3
γ → 0, (4.161)

to recover the proper gauge dependence at two loops in the anomalous dimensions of QED4,3.

Secondly, in QED3, we have softened the photon propagator at NLO and computed additional
(one-loop but NLO) diagrams, see equations (4.140n) (4.140o) (4.140p) and (4.145m) (4.145n). These
diagrams were not present in QED4,3 and are replaced by diagrams with a simple fermion loop. To take
this into account, we should replace the NLO softened propagator in QED3 by the LO one times the
regular factor for a fermion loop in QED4,3, i.e., −Nf . Since the relation between the two propagator
is exactly −CQED3

γ /Nf , see (4.138a), the additional needed mapping is trivial and reads

C
QED3
γ →Nf , (4.162)
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to be applied on the anomalous dimensions only.

Performing carefully this mapping yields the following results for QED4,3

γ
QED4,3

Ψ =−2ᾱr
1−3ξ

3
+16ᾱ2

r

(
Nfζ2+

4

27

)
+O(ᾱ3

r),

γ
QED4,3
m =

32ᾱr
3

−64ᾱ2
r

(
Nfζ2−

8

27

)
,

Π
QED4,3
γ =−

πNfαr
2pE

[
1+C

QED4,3
γ αr+O(α2

r)
]
,

C
QED4,3
γ =

92−9π2

18π
=0.05612,

(4.163a)

(4.163b)

(4.163c)

(4.163d)

which perfectly recover the results of previous chapter, see results (3.105). Note that the use of αr
instead of ᾱr for the polarization is on purpose. We recall that in the previous chapter, we obtained
from these results the optical conductivity of pure suspended graphene in the ultra-relativistic limit,
which yielded an optical absorbance of

Ag =(2.293±0.002)%, (4.164)

see section 3.4.2 for the corresponding discussion. In the following, we will compute similarly the
optical absorption of the super-graphene model.

4.5.5 Results for reduced N =1 SQED4,3 (Super-Graphene)

As a non-trivial application of our results, we will map our results for SQED3 to a model of super-
graphene, i.e., for SQED4,3, see the action (4.26). We recall that this model is a suitable description
of an eventual pure suspended super-graphene material in its ultra-relativistic limit. As advertised in
the introduction, we will obtain the results in the SQED3 case via a mapping similar to the non-SUSY
case. Indeed, comparing the LO IR-softened gauge propagators of SQED3 (4.92) with the propagators
of SQED4,3 derived, e.g., from [163], reads

D̂
µνSQED3
1AA (p)=

4i

Nfe2pE

(
ĝµν+(1−ξ) p̂

µp̂ν

p2

)
, D̂

µνSQED4,3

0AA (p)=
i

2pE

(
ĝµν+

1−ξ
2

p̂µp̂ν

p2

)
, (4.165a)

D̄
µνSQED3
1AA (p)=

4i

Nfe2pE
ḡµν , D̄

µνSQED4,3

0AA (p)=
i

2pE
ḡµν , (4.165b)

D
µνSQED3

1λλ̄
(p)=− 4i̸p

Nfe2pE
, D

µνSQED4,3

0λλ̄
(p)=− i̸p

2pE
. (4.165c)

It is then straightforward to deduce the following naive mapping

SQED3→ SQED4,3 =

{
1

π22Nf
→ ᾱr, ξ→

1+ξ

2

}
, (4.166)

which is the same as the non-SUSY case up to a factor two. Similarly, this map is enough to access
the polarization of SQED4,3 up to two loops and also the anomalous dimensions up to one loop. In
order to access the correct two-loop contribution to the anomalous dimensions for this model, like in
the non-SUSY case we first have to cancel the effect of the non-local gauge by using

ξ×CSQED3
γ =0, (4.167)

and then cancel the effect of the NLO softening of the gauge propagators by taking

Cx→Nf ∀x= {γ,ε,λ}, (4.168)
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in the anomalous dimensions. Performing carefully this mapping yields the following results

γ
SQED4,3

ψ =2(1+ξ)ᾱr+16ᾱ2
r+O(ᾱ3

r),

γ
SQED4,3

ϕ =−2(3−ξ)ᾱr+16(1+6Nfζ2)ᾱ
2
r+O(ᾱ3

r),

γ
SQED4,3
mψ =8ᾱr−32(1+3Nfζ2)ᾱ

2
r+O(ᾱ3

r),

γ
SQED4,3
mϕ =8ᾱr−32(1+3Nfζ2)ᾱ

2
r+O(ᾱ3

r),

Π
SQED4,3
γ =−

πNfαr
pE

[
1+C

SQED4,3
γ αr+O(α2

r)
]
,

C
SQED4,3
γ =

12−π2

2π
=0.3391.

(4.169a)

(4.169b)

(4.169c)

(4.169d)

(4.169e)

(4.169f)

Note that use of αr instead of ᾱr for the polarization is on purpose. These results are in accordance
with [163] at one loop. To our knowledge, the two-loop contributions are a new result. Note that
in [163] is considered a super-graphene model on the boundary (on a substrate) such that the coupling
αbdry is twice smaller than in our case, i.e., αbdry =α/2.

Similarly to the non-supersymmetric case, we can derive the optical conductivity of the hypothet-
ical super-graphene. Indeed, the polarization of the photon Π̂µνγ , for SQED4,3, can be related to the
optical (AC) conductivity of graphene with the formula

σsg(p0)=− lim
p⃗→0

ip0
|p⃗|2

Π̂00
γ (p0,p⃗), (4.170)

where p̂µ=(p0,p⃗). Since the parametrization for the photon polarization reads Π̂µνγ =(p2ĝµν− p̂µp̂ν)Πγ
and Π

SQED4,3
γ ∼ 1/pE , this simply yield σsg =−pEΠ

SQED4,3
γ which, after restoring momentarily the

dimensions ℏ, c and ε0 in the following for clarity, reads

σsg =σ0sg

(
1+C

SQED4,3
γ ᾱr+O(ᾱ2

r)

)
, σ0sg =

Nfe
2

4ℏ
=
πNfe

2

2h
, (4.171)

where σ0sg is the minimal AC conductivity of super-graphene, which is twice bigger as the non-SUSY
case. Following [221], like in the non-SUSY case, the optical conductivity of super-graphene is related
to its transmittance (Tsg) and its absorbance (Asg) (at half-filling) via the relation

Tsg =1−Asg =

(
1+

σsg

2ε0c

)−2

≈ 1− σ0sg
ε0c

=1−πNfαr, (4.172)

where αr = e2/(4πε0ℏc). For SQED4,3, the physical super-graphene model is recovered for Nf =2 (i.e.,
8 elementary spinors) and αr =1/137 in its ultra-relativistic limit, we obtain an absorbance of

Asg =2παr

[
1+αr

(
C

SQED4,3
γ − 3π

2
+O(α2

r)

)]
, (4.173)

from which we can estimate the uncertainty by adding ± in front the NLO contribution leading
numerically to

Asg =(4.59±0.15)%. (4.174)

Therefore, the absorbance of ultra-relativistic freestanding super-graphene is twice the value of normal
graphene in the same conditions. Amusingly, a very similar opacity can be observed for bilayer (non-
SUSY) graphene, which is experimentally also twice the absorbance of non-SUSY graphene, i.e., Ag ≈
4.6%. See the image 3.5 in the previous chapter, where the right part is basically a picture of bilayer
graphene under white light, which would look exactly like super-graphene.



202CHAPTER 4. CRITICAL PROPERTIES OF MANY FLAVOR QEDS IN THREE DIMENSIONS

4.5.6 Discussion of the stability of the fixed point

At this point, let recall the crucial importance of the presence of an interacting IR fixed point in SQED3

and all the variants we are studying. Following the QED3 case [131], in such super-renormalizable
theories, one can define a dimensionless effective charge

gr(pE )=
g

pE (1−Πγ(pE ))
, g= e2Nf . (4.175)

In our case, for gQED3, we have that the photon polarization operator is given by

Πγ(pE )=X
g

pE
with X =−n+2S

16

(
1+

Cγ
Nf

+O(1/N2
f )

)
. (4.176)

One can then define the corresponding beta function for the effective coupling gr, reading

β(gr)=
dgr

dlogpE
=−gr (1+Xgr). (4.177)

The theory then yields two fixed points. A first Gaussian (trivial) non-interacting fixed point, and a
second non-trivial IR fixed point which is stable (attractive) and where the coupling is non-vanishing.
They read

g∗r =

{
0 asymptotic UV fixed point,
−1/X interacting IR fixed point.

(4.178)

Therefore, in the gQED3 case, the non-trivial IR fixed point reads

g∗r =
16

n+2S

(
1− Cγ

Nf
+O(1/N2

f )

)
=


SQED3 : 4(1−0.216/Nf +O(1/N2

f ))

QED3 : 8(1−0.071/Nf +O(1/N2
f ))

bQED3 : 8(1−1.693/Nf +O(1/N2
f ))

(4.179)

We see that for both QED3 and SQED3 the IR fixed point is reasonably affected by higher-order
corrections. However, in the bQED3 case, the first correction is strong. This calls for a NNLO
computation, which is outside the scope of this manuscript.

4.6 Critical Nf for dynamical electron mass generation

As an application of our results, we now turn to an estimate of Nc, the critical number of (s)electron
flavors which is such that for Nf >Nc the (s)electron is massless while for Nf <Nc a dynamical mass,
with a Miransky scaling [131], is generated, reading

|| Nf
Nc0

mdyn ̸=0 mdyn =0
, mdyn ∝ exp

(
−2π√
Nc/Nf −1

)
. (4.180)

As discussed in the introduction, at the level of the action, the potentially generated parity-even mass
terms (parity-odd masses cannot be dynamically generated [318]) are of the form (4.33), that we
reproduce here for clarity,

Lmdyn =mdynψ

 Nf∑
i=1

ψ̄iψ
i−

2Nf∑
i=1+Nf

ψ̄iψ
i

+m2
dynϕ

 Nf∑
i=1

|ϕi|2+
2Nf∑

i=1+Nf

|ϕi|2
. (4.181)

Let us remark that only the electron mass term breaks the global flavor symmetry. From SUSY, we
also expect that mdynψ =mdynϕ , which we will simply call mdyn.

In the next section, we will first derive the critical number of fermion in gQED3 via the conventional
Schwinger-Dyson (SD) method at leading order. We will then use the semi-phenomenological gap
equation technique developed in the previous chapter to estimate Nc directly from the gauge invariant
anomalous dimension.
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4.6.1 Schwinger Dyson equations at LO

In order to compute Nc, it is enough to focus on the critical properties of SQED3, i.e., to work at the
non-trivial IR fixed point. The conventional approach is to solve self consistently the Schwinger-Dyson
(SD) equations, either for the electron or the selectron, since thanks to SUSY invariance, both sets of
SD equations should yield the same criterion for mass generation. This has already been considered
in [286], and we will reproduce their result using a more straightforward approach based on massless
techniques [182,183,187], like in the previous chapter.

Following the previous notations, we will set the bare masses exactly to zero: mψ =mϕ=0, and
parameterize the electron and scalar self-energies as

Σψ(p)= ̸pΣψp (p2)+Σψm(p
2), Σϕ(p)= p2Σϕp(p

2)+Σϕm(p
2), (4.182)

where now ΣψS(p
2) and Σϕm(p2) are dynamically generated, i.e., they are obtained as non-trivial solutions

of the SD equations. The dressed electron and selectron propagators then read

Sψψ̄(p)=
1

1−Σψp (p2)

i

̸p−Mψ(p2)
, Mψ(p

2)=
Σψm(p2)

1−Σψp (p2)
, (4.183a)

Sϕϕ∗(p)(p)=
1

1−Σϕp(p2)

i

p2−Mϕ(p2)
, Mϕ(p

2)=
Σϕm(p2)

1−Σϕp(p2)
. (4.183b)

We then consider the SD equations for the electron propagator, reading

−iΣψ(a)(p)=
p k

p−k

=µ2ε
∫
[ddk]Γ̂µ

0Aψψ̄
Sψψ̄(k)Γ̂

ν
Aψψ̄D̂AA,µν(p−k), (4.184a)

−iΣψ(b)(p)=
p k

p−k

=µ2ε
∫
[ddk]Γ̄µ

0Aψψ̄
Sψψ̄(k)Γ̄

ν
Aψψ̄D̄AA,µν(p−k), (4.184b)

−iΣψ(c)(p)=
p k

p−k

=µ2ε
∫
[ddk]Γ0λ̄ψϕ∗Sϕϕ∗(k)Γ0ψ̄λϕDλλ̄(p−k), (4.184c)

which, in principle, are associated with other SD equations associated with the vertices and all the
gauge propagators. We do not display them here because we will neglect them for a first estimation of
Nc. Indeed, in the LO approximation of the 1/Nf -expansion, we take the photon, ε-scalar and photino
propagators as the LO IR softened ones, as well as all the vertices bare and finally Σψp =0 so that
Mx→Σxm with x=ψ,ϕ. In this approximation, the set (4.184) tremendously simplifies and reads

−iΣψ(a)(p)=
p k

k−p
1

=µ2ε
∫
[ddk](−ieγ̂µ)Sψψ̄(k)(−ieγ̂ν)D̂1µν(k−p), (4.185a)

−iΣψ(b)(p)=
p k

k−p
1

=µ2εES
∫
[ddk](−ieγ̄µ)Sψψ̄(k)(−ieγ̄ν)D̄1AA,µν(k−p), (4.185b)
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−iΣψ(c)(p)=
p k

k−p
1

=µ2εS

∫
[ddk](−e)Sϕϕ∗(k)(+e)D1λλ̄(k−p). (4.185c)

These equations are now decoupled and depends only self-consistently on the self-energy functions.
The unknown function Σψm(p2) may further be parameterized as

Σψm(p
2)=mdyn×(−p2)−b/2, (4.186)

where the index b has to be self-consistently determined.

Together with (4.186), the scalar part of equations (4.185) in the linearized approximation signif-
icantly simplify and read

Σ
ψ(a)
1m (p2)=mdyn(−p2)−b/2

4(2+ξ)

nπ2Nfb(1−b)
, (4.187a)

Σ
ψ(b)
1 (p2)=mdyn(−p2)−b/2

2(3−d)ES
π2Nfb(1−b)

, (4.187b)

Σ
ψ(c)
1m (p2)= 0, (4.187c)

where Σ
ψ(b)
1m vanishes in the limit d→ 3 and Σ

ψ(c)
1m vanishes exactly from the fermionic trace. The total

LO scalar self-energy is therefore given by Σ
ψ(a)
1m which is equal to (4.186). From this identity, we

deduce the LO gap equation

b(1−b)= 4(2+ξ)

nπ2Nf
. (4.188)

Note that since only the (a) contribution is not vanishing, the dynamical mass generation for SQED3

is of pure QED3 origin. This is obvious from the fact that S does not appear in the gap equation.
Solving the gap equation yields two values for the index b

b±=
1

2

(
1±

√
1− 16(2+ξ)

nπ2Nf

)
. (4.189)

Dynamical symmetry breaking takes place for complex values of the index b, i.e., for Nf <Nc with

Nc=
16(2+ξ)

nπ2
, (LO), (4.190)

which is valid for both SQED3 (S=1, n=2) and QED3 (S=0, n=2), reading

N
SQED3
c =

8(2+ξ)

π2
, N

QED3
c =

8(2+ξ)

π2
, (4.191)

In the Landau gauge (ξ=0), we recover the result for SQED3 first obtained in [286], and for QED3,
in [131]. As we will see in the following, the Landau gauge is the good gauge (cancel the electron
field anomalous dimension) for both QED3 and SQED3 at LO. Nevertheless, the gauge-dependence of
(4.190) is not satisfactory, especially because the critical number of fermion is a physical observable.
Following the approach of the previous chapter, we will therefore consider an alternative derivation
based on the use of the anomalous mass dimensions of either the electron or the selectron.

4.6.2 Semi-phenomenological gap equation

Proceeding along the lines of the previous chapter, we then consider that the electron gap equation for
N =1 SQED3 takes the same form as for QED3, see equation (3.148), reading

K(Nf )=

(
γm(Nf )−

1

2

)2

, and K(Nc)= 0, (4.192)
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where γm is either γmψ or γmϕ depending on the model considered. Note that within an all-order
estimate of γm, the gap equation indeed simply reads γm(Nc)= 1/2. However, if γm is known only
from its perturbative expansion up to a certain order, the criterion function K(Nf ) accordingly needs
to be properly truncated at the desired order of the 1/Nf -expansion, i.e.,

K(Nf )=
1

4
−γ1m+γ21m−γ2m+ ··· , with γm= γ1m+γ2m+ ··· (4.193)

and only after expanding and truncating, solve for Nc with K(Nc)= 0. Though semi-phenomenological,
such an approach is straightforward and completely gauge invariant. For completeness, we provide
numerically the mass anomalous dimensions that we obtained in table 4.3.

QED3 γmψ =1.0808/Nf +0.1174/N2
f +O(1/N3

f )

SQED3 γmψ =0.4053/Nf −0.1696/N2
f +O(1/N3

f )

bQED3 γmϕ =0.5404/Nf −1.2553/N2
f +O(1/N3

f )

Table 4.3: Numerical mass anomalous dimensions

Case of bQED3

In the following, we shall only focus on the electron mass generation, and not its superpartner. Indeed,
in the case of bQED3 with Nf scalars, we did not find any evidence for dynamical scalar mass generation
in bQED3, suggesting that

N
bQED3
c =0, (all-order), (4.194)

for that model, either via the SD method or via the effective gap equation method. Note that the
picture seems different if one allows a non-zero quartic coupling λ(|ϕ|2)2 in three dimensions, see,
e.g., [309], where they obtained N

bQED3
c (λ ̸=0)=6.1±1.95 from fixed point collision in a four-loop

expansion combined with advanced resummations techniques. The situation seems to be also different
in 4-dimensions, see [333].

Case of SQED3

On the other hand, for SQED3 (similarly to the 4-dimensional case, see [334,335]) we find a possibility
that a selectron mass can be induced by the electron condensate, if the latter exists. As we will see in
the following, our results suggest that electrons do not condense in SQED3.

Truncating the gap equation at the LO of the 1/Nf expansion, yields the gauge-invariant value

N
SQED3
c =

16

π2
=1.6211, (LO), (4.195)

that coincides with the Landau gauge result of [286], which is indeed the good gauge for SQED3

electrons. This LO result suggests that an electron mass is generated forNf =1 thus seemingly breaking
both flavor and SUSY symmetries. We find that higher-order corrections dramatically change this
picture. Indeed, truncating the gap equation at the NLO of the 1/Nf expansion, we find that

N
SQED3
c =

4

π2

(
2± i

√
14−π2

)
=0.8106(1±1.02i), (4.196)

Such a complex value arises because of the negative NLO contribution (due to the selectron) to the
mass anomalous dimension (4.155c), see table 4.3, that prevents the gap equation from having any real
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valued solution. This calls for a 1/N3
f computation that is clearly outside the scope of this thesis. So,

in order to overcome this difficulty, we shall proceed with a resummation of the seemingly alternating
asymptotic series. A simple Padé approximant [1/1] of (4.155c) leads to

γ
SQED3
mψ = γ

SQED3
mϕ =

4

14+(Nf −1)π2
, (NLO [1/1]). (4.197)

Using this new improved value to solve the gap equation non-perturbatively, i.e., γmψ(Nc)= 1/2, yields

N
SQED3
c =

π2−6

π2
=0.3921, (NLO [1/1]). (4.198)

This result is a strong evidence that, beyond the LO of the 1/Nf expansion, no dynamical (parity-
even) mass is generated for the electron in N =1 SQED3. Though a dynamical breaking of SUSY may
take place in SQED3 (the Witten index is not well-defined with massless matter-fields, see, e.g., [336]
and references therein), the absence of any electron condensate suggests that SUSY is preserved, in
accordance with our perturbative result γmψ = γmϕ up to NLO.

Case of QED3

We then focus on the case of QED3 (S=0, n=2), for which the gap equation is known exactly up to
NLO [184,186,187]. The same procedure, this time using (4.153b) for the mass anomalous dimension,
leads at LO to

N
QED3
c =

128

3π2
=4.32, (LO), (4.199)

and at NLO to

N
QED3
c =

16

3π2

(
4+
√

3π2−28
)
=2.85, (NLO), (4.200)

in accordance with [184,186,187] and with the results of the previous chapter, found by mapping from
QED4,3. Although the problem of a complex Nc is not encountered in this case (because the NLO term
in (4.153b) is positive, see table 4.3), we still provide for completeness the improved Nc value obtained
with resummation, i.e.,

N
QED3
c =

2(4+3π2)

3π2
=2.27, (NLO [1/1]). (4.201)

As expected from the effect of radiative corrections, this value is smaller than the exact NLO one but
still quite close to it in accordance with the stability of the critical point. In striking contrast with
both SQED3 and bQED3, this suggests that a dynamical (flavor breaking and parity-even) mass is
radiatively generated for the electron in QED3 for small values of Nf , i.e., for Nf =1 and 2. This new
improved value NQED3

c =2.27, is to compare with the extensive literature related to DχSB in QED3,
see table 4.4, where seemingly all values between 0 and 4 (even infinite in some early studies) has been
obtained over four decades.
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Nc in QED3 Method Year

∞ Schwinger-Dyson (LO) 1984 [177]

∞ Schwinger-Dyson (non-perturbative, Landau gauge) 1990, 1992 [278,337]

∞ RG study 1991 [338]

∞ lattice simulations 1993, 1996 [339,340]

< 4.4 F-theorem 2015 [189]

(4/3)(32/π2)= 4.32 Schwinger-Dyson (LO, resummation) 1989 [181]

4.422 RG study (one-loop) (N conf
c ≈ 6.24) 2016 [191]

4 functional RG (4.1<N conf
c < 10.0) 2014 [341]

3<Nc< 4 RG study 2001 [342]

3.5±0.5 lattice simulations 1988, 1989 [165,166]

3.31 Schwinger-Dyson (NLO, Landau gauge) 1993 [182,183]

3.29 Schwinger-Dyson (NLO, Landau gauge) 2016 [185]

32/π2≈ 3.24 Schwinger-Dyson (LO, Landau gauge) 1988 [131]

3.0084−3.0844 Schwinger-Dyson (NLO, resummation) 2016 [186]

2.89 RG study (one-loop) 2016 [192]

2.85 Schwinger-Dyson (NLO, resummation, ∀ξ) 2016 [184,186]

2.85 Effective gap equation (NLO, resummation, ∀ξ) 2022 [4]

1+
√
2=2.41 F-theorem 2016 [343]

2.27 Effective gap equation (NLO, double resummation, ∀ξ) 2022 [4]

< 9/4=2.25 RG study (one-loop) 2015 [188]

< 3/2 Free energy constraint 1999 [344]

1<Nc< 4 lattice simulations 2004, 2008 [167,168]

0 Schwinger-Dyson (non-perturbative, Landau gauge) 1990 [277]

0 lattice simulations 2015, 2016 [169,170]

Table 4.4: Reproduced from [126] and updated. DχSB in fQED3: some values of Nc
obtained over the years with different methods. The value obtained with our method
is grayed. Note that recent analytical methods (including ours) converge to a value
of Nc in the range ]2,3[ such that a dynamical mass is generated for Nf ≤ 2. On the
other hand, results from lattice simulations are inconsistent. This may partly be due to
the fact that, as Nf =2 is close to Nc, the dynamically generated mass is so small, see
estimate and discussion in [184], that it is difficult to extract from lattice simulations.
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Case of SQED4,3 (super-graphene)

Finally, using the mapping discussed in section 4.5.5, we can derive from the SQED4,3 the critical
number of fermion for the SQED4,3 model, corresponding to the ultra-relativistic limit of freestanding
super-graphene. In the quenched case, the critical coupling then reads

α
SQED4,3
c (Nf =0)=

π

8
=0.393, (1-loop). (4.202)

In the unquenched case, following the RPA-like procedure introduced in the previous chapter 3, which
consist in resumming the two-loop Nf dependency, we obtain

α
SQED4,3
c (Nf )=

2π

16−π2Nf
, N

SQED4,3
c =

16

π2
=1.6211, (1-loop). (4.203)

For the range of allowed values of Nf , it leads numerically to

α
SQED4,3
c (Nf =0)=0.3927, α

SQED4,3
c (Nf =1)=1.0249. (4.204)

At two loops, the result is complex, already in the quenched case. It follows that results are also
complex in the unquenched case, despite trying RPA-like or Padé resummations. This is probably a
parity effect (like the four-loop approach in QED4). We will then settle for the one-loop approach. We
recall that, to obtain the case of super-graphene, we are interested in Nf =2, because (super)graphene
have a total of 8 spinors (2 cones/sub-lattices × 2 valley/chirality × 2 spins). Since N

SQED4,3
c =1.6211

at one loop, and that we expect higher-order corrections to lower Nc, we can already tell that Nf =2 will
always be above Nc in SQED4,3. This is a strong evidence that super-graphene is always in a metallic
phase, in striking contrast with non-SUSY graphene, where we observed that a phase transition to an
excitonic insulator was possible for large value of α, i.e., (α>α

QED4,3
c (Nf =2)≈ 1.2). We provide in

figure 4.4 the phase diagram of super-graphene together with the phase diagram of graphene that we
already obtained in the previous chapter for comparison.

0 1 2 3 4 5

1

10 mdyn ̸=0
(insulator)

mdyn =0
(metal)

mdyn =0
(metal)

Nf

αr(Nf )

(a) Graphene (QED4,3) reproduced from chapter 3

0 1 2 3 4 5

1

10 mdyn ̸=0
(insulator)

mdyn =0
(metal)

mdyn =0
(metal) Nf

αr(Nf )

(b) Super-graphene (SQED4,3) from results (4.204)

Figure 4.4: Phase diagrams for dynamical mass generation in graphene and super-
graphene. Note that the relevant case for both graphene and super-graphene is Nf =2.
Here, insulator refers to an excitonic insulating phase, while metal refers to a semimetal-
lic phase.
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Meta analysis of Nc results in QEDs

For completeness and ease of comparison, we provide in figure 4.5 a comparative plot of all the Nc
values found for all the QED models studied in this thesis.

Nf

Model

|
0

|
1

|
2

|
3

|
4

bQED3 |
NAll-order
c

0

SQED3 |
NLO
c

1.62
|

N
[1/1]
c

0.39

SQED4,3 |
N1L
c

1.62

QED3 |
NLO
c

4.32
|
NNLO
c

2.85
|

N
[1/1]
c

2.27

QED4,3 |
N1L
c

4.32
|

N2L
c

3.04

QED4

N3,2,1L
c
→|

N5L
c

3.40
|

N∞
c
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Figure 4.5: All results obtained in this thesis, for the critical number of fermion below
which a dynamical mass is generated in various QED models. The darker it is, the
more likely the corresponding model is massive for a given Nf . Note that the case
of interest is generally Nf =1 for QED4 and all the QED3 variants. For the QED4,3

variants, the case of interest is usuallyNf =2 for graphene (QED4,3) and super-graphene
(SQED4,3), because (super-)graphene have an additional factor 2 for cone (or sub-
lattices) degeneracy.

In the three-dimensional case, this meta analysis shows that on one hand, dynamical mass gen-
eration is likely to occur in QED3 while in the other hand, bQED3 does not show any sign of boson
condensation. Therefore, in SQED3, the fermionic part tries to generate a mass, in competition with
the bosonic part that tries to prevent it. In the end, the selectronic part seems to overcome the
electronic part such that no mass is radiatively generated in SQED3, thereby staying in a conformal
phase. As for the reduced QED models, the QED4,3 theory seems to allow mass generation for small
values of the fermion number, which is enough for a metal to insulating phase transition to occur in
(freestanding, ultra-relativistic, pure) graphene. In striking opposition, for the supersymmetric case,
SQED4,3, mass generation seems to be allowed only for very small values of Nf , such that a metallic to
insulating phase transition in super-graphene seems prevented. Finally, in usual high energy physics
QED4, such a phase transition seems likely to be possible. In conclusion, we see that adding SUSY to
an abelian gauge theory seems to prevent dynamical symmetry breaking.
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4.7 Conclusion

In this chapter, we investigated the critical properties of minimal N =1 supersymmetric QED3. To be
complete, we introduced the more general gQED3 model, encompassing the supersymmetric SQED3,
the bosonic bQED3 and the fermionic QED3 cases. We also introduced a model of super-graphene,
SQED4,3, to which our SQED3 results can be mapped. In the general framework provided by the
gQED3 model, we performed a complete perturbative computation at LO and NLO in the large-Nf
expansion, in the DRED scheme, for an arbitrary covariant gauge fixing. We computed analytically
the anomalous dimensions associated to the electron and selectron field and (parity-even) mass anoma-
lous dimensions, as well as all the renormalized polarizations and self-energies. All these quantities
correspond to the critical exponents of the considered models at the non-trivial IR fixed point that
arises in the large-Nf limit. Along the way, we provided a perturbative proof of the Furry theorem,
generalized for these models. We also studied thoroughly the effect of DRED and showed its crucial
importance in ensuring that the theory remains SUSY invariant.

As a first application of our results, we addressed the critical properties of those models. We
showed that on the one hand, DχSB is likely to be possible in purely fermionic models in specific
conditions (at large coupling, small Nf and ultra-relativistic conditions), such as QED4, QED3 and
graphene (QED4,3). On the other hand, the presence of scalar particles, possibly via SUSY, seems to
prevent dynamical mass generation, such as in bQED3, SQED3 and super-graphene (SQED4,3). As a
second application of our results, we also computed the optical conductivity of super-graphene, and we
showed that it has an optical absorbance of ∼ 4.6% (like non-SUSY bilayer graphene). These properties
are in striking opposition with the results for non-SUSY graphene (QED4,3) obtained in the previous
chapter, where we showed that such regular graphene has an optical absorbance of ∼ 2.3% and is likely
to possess a transition from a metallic to insulating phase at large electric coupling. Broadly speaking,
the addition of scalar particles in a fermionic model seems to prevent DχSB and then dynamical mass
generation for the matter. While our computations tends to show that a graphene based transistor
is likely to be possible (e.g., using a substrate inducing a large tunable effecting coupling between
the quasi-electrons), it seems hopeless if, instead of graphene, one decides to use a planar material
exhibiting (emergent) SUSY, such as an eventual super-graphene.
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Appendix A

Multi-loop massless techniques

This Appendix provides a review of multi-loop massless techniques for Feynman diagram computations,
and more specifically, techniques devoted to the computation of two-point massless integrals via the
powerful IBP-reduction technique in dimensional regularization. It is based partially on the review
[211].

In the following, we will focus on one, two and three-loop integrals that are massless and of
propagator type (specific to two-point functions) with generalized denominator powers. These are
enough to cover all the computations carried out in this manuscript, from integrals found in elastic
(disordered) membranes up to (supersymmetric) abelian gauge theory. Indeed, since our interest is
on the renormalization group, massless computations are most of the time enough to access the UV
structure of the theory and, if massive computations seem necessary, we may circumvent them by IR
rearrangement or clever derivatives. Moreover, the theories we will consider may generate integrals
with large numerators, made of momentum scalar products, but these can always be expressed as linear
combination of integrals with generalized denominator indices. Lastly, we assume that all integrals
have been projected out properly so that no open Lorentz indices are present. Therefore, in this
manuscript, at one, two, and three loops, the integrals we have to compute take the following forms

J(d,p⃗,α1,α2)=

∫
[ddk1]

k2α1
1 (p⃗− k⃗1)2α2

, (1-loop), (A.1)

J(d,p⃗,α1,...,α5)=

∫
[ddk1][d

dk2]

k2α1
1 k2α2

2 (p⃗− k⃗2)2α3(p⃗− k⃗1)2α4(k⃗12)2α5
, (2-loop), (A.2)

J(d,p⃗,α1,...,α9)=

∫
[ddk1][d

dk2][d
dk3] (3-loop)

k2α1
1 k2α2

2 k2α3
3 (p⃗− k⃗3)2α4(p⃗− k⃗2)2α5(p⃗− k⃗1)2α6(k⃗12)2α7(k⃗23)2α8(k⃗13)2α9

, (A.3)

with k⃗ij = k⃗i− k⃗j . These integrals are extremely challenging and, beyond one loop, are not known
for arbitrary indices αi. The purpose of this appendix is to introduce diagrammatic and reduction
techniques to compute these integrals for some chosen sets of αi indices.
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A.1 One loop

We consider an Euclidean space of dimension d and follow most of the notations of the review [211].
The one-loop massless propagator-type master topology is given by the so-called bubble integral

J(d,p⃗,α,β)=

α

β

=

∫
[ddk]

k2α(p⃗− k⃗)2β
=

(p2)d/2−α−β

(4π)d/2
G(d,α,β), (A.4)

where [ddk] = ddk/(2π)d and α, β are the so-called indices of the propagators. For the diagrammatic
representation of the integral, we used the propagator line with a generalized index

α
=

1

(p2)α
. (A.5)

In (A.4), G is the dimensionless function left after factorization of the trivial dependence in p of the
integral. At one loop, G is known exactly and can be easily derived using, e.g., the generalized Feynman
parametrization

1

AαBβ
=

Γ(α+β)

Γ(α)Γ(β)

∫ 1

0

uα−1(1−u)β−1

(uA+(1−u)B)α+β
, (A.6)

with A= k2 and B=(p⃗− k⃗)2 together with the shift k⃗→ k⃗+(1−u)p⃗, we obtain the scalar integral

J(d,p⃗,α,β)=
Γ(α+β)

Γ(α)Γ(β)

∫ 1

0
du

∫
[ddk]

uα−1(1−u)β−1

(k2−u(1−u)p2)α+β
. (A.7)

It can now be directly integrated over k using∫
ddkf(k2)=Ωd

∫ ∞

0
dk kd−1f(k2), (A.8)

with Ωd=2πd/2/Γ(d/2), reading

J(d,p⃗,α,β)=
(p2)d/2−α−β

(4π)d/2
Γ(α+β−d/2)

Γ(α)Γ(β)

∫ 1

0

du

uβ+1−d/2(1−u)α+1−d/2 . (A.9)

A direct integration over the Feynman parameter u then yields

J(d,p⃗,α,β)=
(p2)d/2−α−β

(4π)d/2
Γ(d/2−α)Γ(d/2−β)Γ(α+β−d/2)

Γ(α)Γ(β)Γ(d−α−β)
. (A.10)

The dimensionless function G has then a simple expression in terms of Euler Γ-functions

G(d,α,β)=
a(d,α)a(d,β)

a(d,α+β−d/2)
, a(d,α)=

Γ(d/2−α)
Γ(α)

. (A.11)

To fix notations, we recall that Γ(x)= (x−1)! and its usual analytic continuation is defined by

Γ(1−ε)= exp

(
γEε+

∞∑
n=2

εn

n
ζn

)
= eγEε

(
1+

ζ2
2
ε2+

ζ3
3
ε3+

9ζ4
16
ε4+

(
ζ2ζ3
6

+
ζ5
5

)
ε5+O(ε6)

)
, (A.12)

with γE =0.577 the Euler–Mascheroni constant and ζn the Riemann zeta function

ζn=

∞∑
s=1

1

sn
, (A.13)
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with, ζ2=π2/6, ζ3=1.202 the Apery constant, ζ4=π4/90 and ζ5=1.037. Therefore, the term of order
εn in (A.12) is given by a polynomial in the

∏
ζi of weight n=

∑
i.

Note that, at one loop, by construction and in any dimension, G is vanishing exactly if one index
is negative or zero as well as being symmetrical under index exchange, i.e.,

G(d,α,β)= 0, if α≤ 0 or β≤ 0, and G(d,α,β)=G(d,β,α). (A.14)

An important example of evaluation of this function is for all indices being one, that we provide here
evaluated in the dimensions of interest in this manuscript, i.e., in d=4−2ε and d=3−2ε, reading

G(4−2ε,1,1)= e−γEε
(
1

ε
+2+

(
4− ζ2

2

)
ε2+

(
8−ζ2−

7

3
ζ3

)
ε3+O(ε3)

)
, (A.15a)

G(3−2ε,1,1)=4επ3/2e−γEε
(
1+

5

2
ζ2ε

2− 1

3
ζ3ε

3+O(ε4)

)
. (A.15b)

In general, the γE factors can be trivially factorized in an exponential form thanks to (A.12). Since,
at one loop, G is made up of Γ functions, all series expansions are only functions of the Riemann zeta
functions ζn with integer n.

A.2 Introduction to IBP reduction

Knowing G(d,α,β) at one loop for any values of the indices α,β and in any dimension allows computing
any one-loop two-point diagram without further technique. Nevertheless, in prevision of higher-loop
computations, we introduce the so called integration-by-part (IBP) reduction technique, originally
introduced in [63–65]. This method allows us to reduce any integral J(d,p⃗,α,β) as a rational polynomial
coefficient (in the dimension d and the indices α,β) times the so called master integral at one loop,
J(d,p⃗,1,1).

The IBP reduction relations are based on the translational invariance of dimensionally regularized
Feynman integrals1 ∫

ddkf(k)=

∫
ddkf(k+q), (A.16)

where q can be chosen arbitrary small such that

f(k+q)= f(k)+qµ
∂

∂kµ
f(k). (A.17)

This yields the intuitive relation

0=

∫
ddk qµ

∂

∂kµ
f(k), (A.18)

where the derivative ∂/∂kµ can be performed using the useful identities

∂kν

∂kµ
= gνµ, gµµ= d,

∂(k−p)−2α

∂kµ
=−2α

(k−p)µ
(k−p)2(α+1)

, k ·p= 1

2
(k2+p2−(k−p)2). (A.19)

Then, taking f(k)= k−2α(p⃗− k⃗)−2β and choosing, e.g., q= p in (A.18), it is easy to derive the identity

0=

∫
ddk

[
−β

k2(α−1)(p⃗− k⃗)2(β+1)
+

d−2α−β
k2α(p⃗− k⃗)2β

+
βp2

k2α(p⃗− k⃗)2(β+1)

]
, (A.20)

which can be re-written simply

0=−βJ(d,p⃗,α−1,β+1)+(d−2α−β)J(d,p⃗,α,β)+βp2J(d,p⃗,α,β+1). (A.21)
1Using a hard cutoff (like an upper bound Λ) would break translational invariance and prevent the use of IBP reduction.
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Taking the shift β→β−1 and rearranging the identity yields the very useful relation

J(d,p⃗,α,β)=
1

p2
J(d,p⃗,α−1,β)+

1−2α−β+d
(1−β)p2

J(d,p⃗,α,β−1) (β ̸=1). (A.22)

From here, in principle, we can apply repetitively this identity to reduce any one-loop integral until
reaching the lowest non-zero integral(s). In case of integer indices, it is simply J(d,p⃗,1,1) since we
recall from (A.14) that J(d,p⃗,α,β)= 0 ∀α,β≤ 0. However, note that the above IBP identity does not
work for β=1. To cure this issue, we can use another identity that can be derived using the other
natural choice q= k in (A.18) and, after some algebra, reads

0=−βJ(d,p⃗,α−1,β+1)+αJ(d,p⃗,α+1,β−1)

−(α−β)J(d,p⃗,α,β)+βp2J(d,p⃗,α,β+1)−αp2J(d,p⃗,α+1,β). (A.23)

Since we already covered all the cases but β=1 with the IBP (A.22), we can specialize this second
IBP identity to take care only of the β=1 case, reading

0=−J(d,p⃗,α−1,2)+(α−1)J(d,p⃗,α,1)+p2J(d,p⃗,α,2)−αp2J(d,p⃗,α+1,1). (A.24)

Then, it can be simplified further using (A.22) on J(d,p⃗,α,2), and together with the shift α→α−1,
this identity takes the simple form

J(d,p⃗,α,1)=
1+α−d
(α−1)p2

J(d,p⃗,α−1,1) (α ̸=1). (A.25)

At this point, we can summarize the two reduction rules (A.22) and (A.25) graphically, yielding

α

β

=
1

p2

α−1

β

+
1−2α−β+d
(1−β)p2

α

β−1

(β ̸=1), (A.26a)

α

1

=
1+α−d
(α−1)p2

α−1

1

(α ̸=1). (A.26b)

Applied repetitively, these reduction rules allow us to reduce any one-loop integral J(d,p⃗,α,β) with
integer indices α, β onto the simpler integral J(d,p⃗,1,1) already computed in the previous section.
This integral is called the master integral at one loop. Here is an example of application

J(d,p⃗,2,2)=
6−d
p2

J(d,p⃗,1,2)=
(6−d)(3−d)

p4
J(d,p⃗,1,1). (A.27)

Therefore, at one loop, for integer indices (the case of non integer indices is discussed in section A.5),
only one master integral is needed to compute all other integrals, i.e., J(d,p⃗,1,1), that we computed
exactly above. We provide a minimal Mathematica implementation for integer indices reduction

In[1]:= Clear[j]

j[___, α _, ___] := 0 /; α ≤ 0

j[α _, β _] :=
(1 + α - d) j[α - 1, β ]

(α - 1) p2
/; β ⩵ 1 && α ≠ 1

j[α _, β _] :=
j[α - 1, β ]

p2
+

1 - 2 α - β + d j[α, β - 1]

(1 - β ) p2
/; β ≠ 1

j[5, 5] // FullSimplify

Out[5]=
1

576 p16
(-18 + d) (-16 + d) (-14 + d) (-12 + d) (-9 + d) (-7 + d) (-5 + d) (-3 + d) j[1, 1]
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A.3 Two loops

At two loops, one can encounter various massless propagator-type topologies. Nevertheless, all two-
loop topologies can be encompassed by a general topology, the diamond diagram. It is the two-loop
massless propagator-type master-topology integral and is given by

J(d,p⃗,α1,...,α5)=

α1

α4

α2

α3

α5 =

∫
[ddk1][d

dk2]

k2α1
1 k2α2

2 (p⃗− k⃗2)2α3(p⃗− k⃗1)2α4(k⃗12)2α5
=

(p2)d−
∑
αi

(4π)d
G(d,α1,...,α5),

(A.28)

where k⃗12= k⃗1− k⃗2 and G(d,α1,...,α5) is dimensionless and unknown for arbitrary indices {αi}i=1−5.
This integral has two kinds of symmetries: first under the exchange k1↔ k2 and second under the
shifts k1→ k1−p and k2→ k2−p. This generates the following relations

J(d,p⃗,α1,α2,α3,α4,α5)=J(d,p⃗,α2,α1,α4,α3,α5) (k1↔ k2), (A.29a)
J(d,p⃗,α1,α2,α3,α4,α5)=J(d,p⃗,α4,α3,α2,α1,α5) (k1→ k1−p and k2→ k2−p), (A.29b)

or equivalently, graphically,

α1

α4

α2

α3

α5 =

α2

α3

α1

α4

α5 (k1↔ k2), (A.30a)

α1

α4

α2

α3

α5 =

α4

α1

α3

α2

α5 (k1→ k1−p and k2→ k2−p). (A.30b)

The first relation is then a mirror reflection along the vertical axis, i.e., it exchanges α1↔α2 and
α3↔α4 while the second one is the mirror reflection along the horizontal axis, i.e., it exchanges
α1↔α4 and α2↔α3.

This diamond integral is the only one we have to consider at two loops for two-point massless
diagrams, as it encompasses all the other two-loop topologies. Indeed, since lines with zero index
contract like

α 0 β
=

α β
=

α+β
, (A.31)

we have that all possible two-loop sub-topologies can be written using the diamond diagram with
well-chosen zero indices

α1

α4

α2

α3

0 = J(d,p⃗,α1,α2,α3,α4,0) =

α1

α4

α2

α3

(double-bubble), (A.32a)

0

α3

α1

α2

α4 = J(d,p⃗,0,α1,α2,α3,α4) =

α1

α3 α2

α4 (eye), (A.32b)

0

α2

α1

0

α3 = J(d,p⃗,0,α1,0,α2,α3) =

α1

α3

α2

(sunset). (A.32c)
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Moreover, these three sub-topologies are in fact reducible to one-loop diagrams. Indeed, the first
one (double-bubble) obviously looks like the multiplications of two one-loop bubbles and upon closer
inspection, the two others (eye and sunset) are in fact convolutions of one-loop bubbles. To make this
evident, we can first remark that, using (A.5), the one-loop bubble is

α1

α2

=
(p2)d/2−α−β

(4π)d/2
G(d,α,β)=

1

(4π)d/2
×
α+β−d/2

× G(d,α,β), (A.33)

so that we can build the following graphical replacement rule

Graph


α

β

=G(d,α,β)×Graph
[

α+β−d/2

]
, (A.34)

which mean that if a diagram contains somewhere a simple one-loop bubble (no matter the number of
legs attached to the two vertices) with indices α,β, one can replace it by a simple line with index α+
β−d/2 while extracting a factor G(d,α,β) of the diagram. Using this technique, we can easily express
the all the two-loop sub topologies as a function of the known one-loop bubble function G(d,α,β),
yielding

α1

α4

α2

α3

=
(p2)d−

∑
αi

(4π)d
G(d,α1,α4)×G(d,α2,α3), (A.35a)

α1

α3 α2

α4 =
(p2)d−

∑
αi

(4π)d
G(d,α1,α2+α3+α4−d/2)×G(d,α3,α4), (A.35b)

α1

α3

α2

=
(p2)d−

∑
αi

(4π)d
G(d,α1,α2+α3−d/2)×G(d,α2,α3). (A.35c)

These integrals are then called one-loop reducible and can be computed for any αi in any dimension
d since G(d,α,β) is known exactly. Therefore, as soon as any index is zero, the general diamond
integral (A.28) can be computed exactly. We are then left with the case where all αi are non-zero, like,
for example, J(d,p⃗,1,1,1,1,1). In this case, IBP techniques are welcome and, following the one-loop
approach we derived carefully earlier, we are able to derive IBP identities of the form

α1

α4

α2

α3

α5 =
1

2α1+α4+α5−d

p2α4×

α1

α+
4

α2

α3

α5 − α4×

α−
1

α+
4

α2

α3

α5

+ α5×

α1

α4

α−
2

α3

α+
5 − α5×

α−
1

α4

α2

α3

α+
5

 (A.36)

where α±
i =αi±1. Several similar IBP identities can be derived and, all together, they form a powerful

reduction algorithm. One can show that, ultimately, every two-loop integral J(d,p⃗,α1,α2,α3,α4,α5),
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with integer indices αi, can be reduced as a linear combination of two master integrals, the double
bubble and the sunset with all indices to one, i.e., J(d,p⃗,1,1,1,1,0) and J(d,p⃗,0,1,0,1,1), that we
already computed for arbitrary indices, i.e.

• the double bubble diagram: it corresponds to α2=0 and reads

J(d,p⃗,1,1,1,1,0)= =
(p2)d−4

(4π)d
G2(d,1,1), (A.37)

• the sunset diagram: it corresponds to α1=α3=0 (or α4=α2=0) and reads

J(d,p⃗,0,1,0,1,1)= =
(p2)d−3

(4π)d
G(d,1,1)G(d,1,2−d/2). (A.38)

Therefore, all two-loop propagator-type integrals, with integer indices, can be reduced to the trivial
G(d,α,β) one-loop function! There is no need to compute explicitly a single new integral. In, e.g.,
d=4−2ε, the master integrals then read

G(d,1,1,1,1,0)= =
Γ2(2−d/2)Γ4(d/2−1)

Γ2(d−2)

d=4−2ε
= e−2γEε

[
1

ε2
+
4

ε
+(12−ζ2)+O(ε)

]
,

(A.39a)

G(d,0,1,0,1,1)= =
Γ(3−d)Γ3(d/2−1)

Γ(3d/2−3)

d=4−2ε
= e−2γEε

[
−4

ε
− 13

8
− 1

48
(345−12ζ2)ε+O(ε2)

]
.

(A.39b)

The implementation of the IBP identities and the reduction process can be conveniently automated
with the Mathematica versatile package LiteRed by Roman Lee [345, 346]. Here is an example of
minimal implementation of this package together with a reduction example for J(d,p⃗,1,1,1,1,1)Quit[]

SetDirectory[NotebookDirectory[]];

Import["RNL/LiteRed184.m"];

SetDim[d];

Declare[{k1, k2, p}, Vector];

NewBasis[T2, {k1, k2, p - k2, p - k1, k1 - k2},

{k1, k2},

GenerateIBP → True,

AnalyzeSectors → True,

FindSymmetries → True

];

SolvejSector /@ UniqueSectors[T2];

**************** LiteRed v1.83 ********************

Author: Roman N. Lee, Budker Institute of Nuclear Physics, Novosibirsk.

Release Date: 11.01.2020

LiteRed stands for Loop InTEgrals REDuction.

The package is designed for the search and application of the Integration-By-Part reduction rules. It also contains some other useful tools.

Input file timestamp: Mon 11 Jan 2021 11:19:15

See ?LiteRed`* for a list of functions.

1 master integrals found : jT2, 0, 1, 0, 1, 1.

1 master integrals found : jT2, 1, 1, 1, 1, 0.

j[T2, 1, 1, 1, 1, 1] // IBPReduce

2 -10 + 3 d -8 + 3 d j[T2, 0, 1, 0, 1, 1]

(-4 + d)2 (p · p)2
-
2 (-3 + d) j[T2, 1, 1, 1, 1, 0]

(-4 + d) p · p

j[T2, 1, 2, 1, 2, 1] // IBPReduce

3 (-5 + d) -14 + 3 d -10 + 3 d -8 + 3 d j[T2, 0, 1, 0, 1, 1]

(-6 + d)2 (p · p)4
-

2 (-3 + d) 26 - 10 d + d2 j[T2, 1, 1, 1, 1, 0]

(-6 + d) (p · p)3
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A.4 Three loops

At three loops, the most general propagator-type integral one could think of is, e.g.,

J(d,p⃗,α1,...,α9)=

∫
[ddk1][d

dk2][d
dk3]

k2α1
1 k2α2

2 k2α3
3 (p⃗− k⃗3)2α4(p⃗− k⃗2)2α5(p⃗− k⃗1)2α6(k⃗12)2α7(k⃗23)2α8(k⃗13)2α9

, (A.40)

with k⃗ij = k⃗i− k⃗j . However, contrary to the one and two-loop general propagator-type integrals, Eq.
(A.40) does not correspond to a drawable diagram. This results from the fact that a propagator-type
diagram with 3 loops and 9 internal lines does not exist. Therefore, for three loops and above, it is
necessary to introduce multiple nonequivalent topologies with 8 internal lines only. At three loops,
there are three different topologies for the propagator-type master integral, namely Ladder2 (L3),
Benz3 (B3) and non-planar4 (N3). These are respectively defined as

JL3(d,p⃗,αi)=

α6

α5

α4

α3

α2

α1

α7α8 =

∫
[ddk1][d

dk2][d
dk3]

k2α1
1 k2α2

2 k2α3
3 (p⃗− k⃗3)2α4(p⃗− k⃗2)2α5(p⃗− k⃗1)2α6(k⃗12)2α7(k⃗23)2α8

,

(A.41a)

JB3(d,p⃗,αi)=

α3

α2

α1

α5 α4

α7α6

α8

=

∫
[ddk1][d

dk2][d
dk3]

k2α1
1 k2α2

2 k2α3
3 (p⃗− k⃗3)2α4(p⃗− k⃗1)2α5(k⃗12)2α6(k⃗23)2α7(k⃗13)2α8

,

(A.41b)

JN3(d,p⃗,αi)=

α3

α2

α1

α6

α5

α4

α7

α8
=

∫
[ddk1][d

dk2][d
dk3]

k2α1
1 k2α2

2 k2α3
3 (p⃗− k⃗3)2α4(p⃗123)2α5(p⃗− k⃗1)2α6(k⃗32)2α7(k⃗12)2α8

,

(A.41c)

with k⃗ij = k⃗i− k⃗j and p⃗123= p⃗− k⃗1+ k⃗2− k⃗3. Similarly to the one- and two-loop cases, the external
momentum (p) dependence is easily extracted from dimensional analysis which allows us to write the
diagrams in the following form

JX(d,p⃗,α1,...,α8)=
(p2)3d/2−

∑8
i=1αi

(4π)3d/2
GX(D,α1,...,α8), X∈{L3,B3,N3}, (A.42)

where GX(D,α1,...,α8) is the (dimensionless) coefficient function of the diagram with topology X. In
this manuscript, at three loops, we consider only theories where all indices αi (i=1,...,8) are integers,
in which case the IBP reduction technique is very powerful. In the following, we choose the ladder
(L3) topology to be the default one. This implies that if a diagram is sufficiently trivial to be issued
from several topologies, we shall choose the ladder (L3) one. Using IBP-reduction techniques discussed
earlier, all possible three-loop diagrams can be expressed on three different basis corresponding to the
three topologies

• The Ladder (L3) master integral basis:

JL3(d,p⃗,0,0,1,0,0,1,1,1)= =
(p2)3d/2−4

(4π)3d/2
G(d,1,1)G(d,1,2−d/2)G(d,1,3−d), (A.43a)

2It somehow looks like a two-step ladder.
3In reference to the similar looking Mercedes-Benz logo.
4This diagram is called Non-planar because of the necessity to overlap two lines while drawing it.
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JL3(d,p⃗,0,1,0,1,0,1,1,1)= =
(p2)3d/2−5

(4π)3d/2
G2(d,1,1)G(d,1,4−d), (A.43b)

JL3(d,p⃗,0,1,1,1,0,1,1,0)= =
(p2)3d/2−5

(4π)3d/2
G2(d,1,1)G(d,1,2−d/2), (A.43c)

JL3(d,p⃗,1,0,1,1,0,1,1,1)= =
(p2)3d/2−6

(4π)3d/2
G(d,1,1)G(d,1,1,1,1,2−d/2), (A.43d)

JL3(d,p⃗,1,1,1,1,1,1,0,0)= =
(p2)3d/2−6

(4π)3d/2
G3(d,1,1). (A.43e)

• The Benz (B3) master integral basis:

JB3(d,p⃗,0,0,1,0,1,1,1,0)= =
(p2)3d/2−4

(4π)3d/2
G(d,1,1)G(d,1,2−d/2)G(d,1,3−d), (A.44a)

JB3(d,p⃗,0,1,0,1,1,1,1,0)= =
(p2)3d/2−5

(4π)3d/2
G2(d,1,1)G(d,1,4−d), (A.44b)

JB3(d,p⃗,0,1,1,1,1,1,0,0)= =
(p2)3d/2−5

(4π)3d/2
G2(d,1,1)G(d,1,2−d/2), (A.44c)

JB3(d,p⃗,1,0,1,1,1,1,1,0)= =
(p2)3d/2−6

(4π)3d/2
G(d,1,1)G(d,1,1,1,1,2−d/2). (A.44d)

• The Non-planar (N3) master integral basis:

JN3(d,p⃗,0,0,1,0,0,1,1,1)= =
(p2)3d/2−4

(4π)3d/2
G(d,1,1)G(d,1,2−d/2)G(d,1,3−d), (A.45a)

JN3(d,p⃗,0,1,0,1,0,1,1,1)= =
(p2)3d/2−5

(4π)3d/2
G2(d,1,1)G(d,1,4−d), (A.45b)

JN3(d,p⃗,0,1,1,1,0,1,0,1)= =
(p2)3d/2−5

(4π)3d/2
G2(d,1,1)G(d,1,2−d/2), (A.45c)

JN3(d,p⃗,1,0,1,1,0,1,1,1)= =
(p2)3d/2−6

(4π)3d/2
G(d,1,1)G(d,1,1,1,1,2−d/2), (A.45d)

JN3(d,p⃗,1,1,1,1,1,1,1,1)= =
(p2)3d/2−8

(4π)3d/2
GN3(d,1,1,1,1,1,1,1,1). (A.45e)

We remark that all these master integrals can be expressed only via the trivial one-loop integral
G(d,α,β) and two new non-trivial integrals; G(d,1,1,1,1,2−d/2) and GN3(d,1,1,1,1,1,1,1,1), that we
have to compute.
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Let us first focus on GN3(d,1,1,1,1,1,1,1,1). The latter is not reducible in terms of simpler inte-
grals. To this regard, it is the only three-loop integral that we have to compute explicitly. The result
of this integral in d=4−2ε can be found, e.g., in the work [347] and reads

GN3(4−2ε,1,1,1,1,1,1,1,1)= e−3εγE
[
20ζ5+O(ε)

]
, (A.46)

where ζ5≈ 1.037 is the Riemann ζ function evaluated at integer value 5. It turns out that this integral,
thanks to its finiteness, won’t be required to compute any of the three-loop RG-functions in this
manuscript. Nevertheless, this result will be required to access some three-loop renormalized self-
energies.

Let us now focus on the second non-trivial integral to compute, G(d,1,1,1,1,2−d/2) which
G(d,1,1,1,1,ε) in d=4−2ε, a two-loop diamond integral with a non-integer index on the central
line. A more general integral, G(d,1,1,1,1,α), has been evaluated exactly in [332] and reads

G(d,1,1,1,1,α)=−2Γ(λ)Γ(λ−α)Γ(1−2λ+α) (A.47)

×

[
Γ(λ)

Γ(2λ)Γ(3λ−α−1)

∞∑
n=0

Γ(n+2λ)Γ(n+1)

n!Γ(n+1+α)

1

n+1−λ+α
+
πcotπ(2λ−α)

Γ(2λ)

]
,

where λ=(d−2)/2= (1−2ε)/2. Note that (A.47) may be written with a generalized hypergeometric
function 3F2 of argument 1, since

3F2

(
1 α−λ+1 2λ
α+1 α−λ+2

∣∣∣∣1)=
(α−λ+1)Γ(α+1)

Γ(2λ)

∞∑
n=0

Γ(n+2λ)Γ(n+1)

n!Γ(n+α+1)

1

n+1−λ+α
. (A.48)

There is also an equivalent representation with a 3F2 of argument −1 in the earlier work [331], see [211]
for a review. We can then set α= ε in (A.48) and expand it in series. This step is non-trivial, since
expanding generalized hypergeometric functions in series is in general very hard. For our case, it can
be achieved in an automated way using the Mathematica package HypExp [348,349] and we obtain

G(4−2ε,1,1,1,1,ε)= e−2εγE

[
1

3ε2
+

5

3ε
+
17−ζ2

3
+
ε

9
(123−15ζ2+28ζ3)+

ε2

36
(348−204ζ2

+560ζ3+189ζ4)−
ε3

180
(27060+2460ζ2−13840ζ3+560ζ2ζ3−4725ζ4−21936ζ5)+O(ε4)

]
. (A.49)

The non-trivial master integrals series expansions (A.46) and (A.49) have also been checked numerically
using sector decomposition Monte-Carlo technique with the Mathematica package FIESTA [350–
352].

A.5 Arbitrary and half-integer indices

A.5.1 One loop

As a complementary note on the one-loop IBP reduction technique, let us underline that the procedure
is also working when arbitrary indices are present. The master integral(s) will simply be different, and
can be chosen arbitrarily. Let us illustrate, e.g., with an integral of the form J(d,p⃗,α,β+z) where z is
an arbitrary coefficient, e.g., z ∈C. This integral can then be reduced, e.g., onto the master integral
J(d,p⃗,1,z) with similar technique. It is easily implemented simply by shifting β→β+z in the IBP
identity (A.26a). For example, taking the integral J(d,1,3+z), it reads

J(d,p⃗,1,3+z)= ···= (2−d+z)(3−d+z)(4−d+z)
p6z(1+z)(2+z)

J(d,p⃗,1,z). (A.50)
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More generally, for an integral J(d,p⃗,1,n+z) with n∈N and z ∈C, it is easy to show that

J(d,p⃗,1,n+z)=

∏n+1
i=2 (i−d+z)

p2n
∏n−1
i=0 (i+z)

J(d,p⃗,1,z). (A.51)

Reductions of integrals of the type J(d,p⃗,α,n+z) are much more non-trivial. Using a modified version
of the Mathematica package LiteRed [345,346], we showed that only one master integral is needed
in this case, e.g., J(d,p⃗,1,z).

These kinds of IBP reduction techniques for integrals with an arbitrary index z are very useful,
at least in two cases. First, z might be the dimensional regulator itself, ε. Indeed, as we saw in, e.g.,
(A.43) reducing higher-loop integrals may create factors of G(d,α,β+ε) that one might want to reduce
to G(d,1,ε). Second, in the second part of this thesis, we deal with three-dimensional theories where
the gauge propagator may have half integer indices, i.e., ∼ 1/

√
p2. In this case, the factor z is taken

to be 1/2 so that we can perform reductions like

J(d,p⃗,1,3/2)=J(d,p⃗,1,1+1/2)=
5−2d

p2
J(d,p⃗,1,1/2), (A.52)

where J(d,p⃗,1,1/2)= (p2)d/2−3/2

(4π)d/2
G(d,1,1/2), that can be computed easily from (A.11) and reads

G(3−2ε,1,1/2)=4−επ−1/2e−εγE
(
2

ε
+8+(32−7ζ2)ε+

(
128−28ζ2−

98ζ3
3

)
+O(ε3)

)
. (A.53)

A.5.2 Two loops

Focusing on half integer indices, using similar IBP reduction techniques (and a modified version of the
Mathematica package LiteRed [345,346] to automatize the procedures) allow us to reduce any two-
loop integral onto masters that can be expressed with the trivial one-loop function G(d,α,β) together
with two non-trivial two-loop masters

1
2 =

(p2)d−9/2

(4π)d
G(d,1,1,1,1,1/2), (A.54a)

1
2

1
2

=
(p2)d−4

(4π)d
G(d,1,1/2,1,1/2,1). (A.54b)

The first one is easily computed from the general case G(d,1,1,1,1,α), see (A.47) with α=1/2, yielding
in d=3−2ε

G(3−2ε,1,1,1,1,1/2)=3π4−εe−2εγE
(
2ζ2+21ζ3ε+O(ε2)

)
. (A.55)

The second integral is highly non-trivial and can, in principle, be computed from the results of Ap-
pendix B in [147] (based on the Gegenbauer polynomial technique [332]), where the general integral
G(d,1,α,1,β,1) has been derived exactly as a combination of two generalized hyper-geometric functions
3F2 of argument 1, reading

G(d,1,α,1,β,1)=
Γ(λ)Γ(−α+λ+1)Γ(−β+λ+1)

α(α−2λ)(α−λ)Γ(α)(β−λ)Γ(β+1)Γ(2λ)Γ(2λ−α)Γ(α+β−λ+1)Γ(−α−β+3λ)

[
αΓ(2λ)Γ(2λ−α)Γ(α+β−2λ+1)Γ(α+β−λ+1)3F2

(
1,2λ,2λ−α;β+1,−α+2λ+1;1

)
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−(α−2λ)Γ(β+1)sin(π(β−2λ))csc(π(α+β−3λ−1))
(

Γ(λ)Γ(2λ)Γ(α−λ+1)Γ(β−λ+1)3F2

(
α,α−λ+1,2λ;α+1,α+β−λ+1;1

)
+παΓ(α)sin(π(−α+λ+1))Γ(2λ−α)csc2(π(β−2λ))Γ(α+β−λ+1)

)]
, (A.56)

where λ=(d−2)/2. However, even for our special case of interest, i.e., d=3−2ε and α=β=1/2,
this result is extremely hard to expand in series of ε due to the presence of half integer indices,
implying branch-cuts. The Mathematica package HypExp [348, 349] is not able to expand it in
series. Upon studying the result with very high numerical precision and, cross-checking our results
with the numerical (Monte-Carlo) sector decomposition Mathematica package FIESTA [350–352]
and the study [105] (that uses PSLQ techniques [353]), we were able to (re-)derive the needed result,
reading

G(3−2ε,1,1/2,1,1/2,1)=
8

3π

(
π2C+24Cl4(π/2)+O(ε)

)
, (A.57)

where Clz(θ) is the Clausen function, defined for even z index as

Clz(θ)=
∞∑
n=1

sin(nθ)

nz
, (A.58)

such that
Cl2(π/2)=C =0.9160, Cl4(π/2)=0.9889, (A.59)

where C is the Catalan number. From our computation, the result (A.57) is correct numerically at
least up to 100 digits precision, we therefore consider it exact.
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Sujet : Étude de l’effet des interactions élastiques et électroniques
dans les théories de champs en basse dimension

Résumé : Cette thèse explore l’impact des interactions dans diverses théories de basse dimen-
sion en utilisant des techniques analytiques perturbatives et non perturbatives de la théorie des
champs. Notre focalisation principale concerne les systèmes planaires de la matière condensée
et leurs transitions de phase, thermiques ou quantiques, dues aux interactions. Ces dernières
sont caractérisées par des dimensions anormales, ou exposants critiques, observables physiques
universelles calculables grâce aux techniques des diagrammes de Feynman multi-boucles. Une pre-
mière partie se penche sur l’étude des fluctuations élastiques dans diverses théories statistiques
des champs associées à la phase plane des membranes polymérisées, présentes dans de nombreux
domaines de la physique. Nous explorons leurs propriétés mécaniques critiques, notamment la
rigidité anormale induite par les corrélations à longue portée, à un ordre élevé en boucles. Nous
examinons également une variante désordonnée en utilisant la technique des répliques, révélant
une nouvelle transition de plissement vers une phase vitreuse. Une deuxième partie se penche
sur plusieurs théories de jauge abéliennes en basse dimension, particulièrement utiles pour décrire
des systèmes quantiques fermioniques planaires fortement corrélés, tels que le graphène à basse
énergie. Nous étudions également une extension supersymétrique minimale en relation avec un
potentiel supergraphène. Pour ces modèles, nous calculons les exposants critiques à l’aide d’un
développement en boucles ou large Nf , et nous examinons la possibilité d’une transition de phase
métal-isolant due à la génération dynamique d’une masse pour l’électron.

Mots clés : Groupe de renormalization; Calcul multiboucles; Transitions de phases; Éffets non-
perturbatifs; Membranes; Désordre; Théorie de jauge; Supersymétrie.

Subject : Study of elastic and electronic interaction effects in
low-dimensional field theories

Abstract: This thesis delves into the impact of interactions in various low-dimensional theories
using both perturbative and non-perturbative analytical field theory methods. We primarily focus
on planar condensed matter systems and their, thermal or quantum, interaction-driven phase
transitions. The latter are characterized by anomalous dimensions, or critical exponents, which
are universal physical quantities computed using multiloop Feynman diagram techniques. A first
part explores elastic fluctuations in different statistical field theories associated with the flat phase
of polymerized membranes, commonly found in physics. We investigate their critical mechanical
properties, especially the anomalous stiffness resulting from long-range correlations, computed
at a high loop order. We also consider a variant involving disorder, revealing a new wrinkling
transition to a glassy phase. A second part investigates several abelian gauge field theories in
low dimensions, particularly useful for describing strongly correlated planar fermionic quantum
systems like low-energy graphene. We also examine a minimally supersymmetric extension related
to potential supergraphene materials. For these models, we compute critical exponents through
loop or large Nf expansions and explore the possibility of a metallic-to-insulating phase transition
through the generation of a dynamical mass for electrons.

Keywords : Renormalization group; Multi-loop calculations; Phase transitions; Non-perturbative
effects; Membranes; Disorder; Gauge theory; Supersymmetry.
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