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Abstract

Antarctic sea ice has undergone an abrupt reduction in 2016, following more than four decades
of a slow increase. This could have wide-ranging consequences given the importance of
Antarctic sea ice for climate, ocean, and local ecosystem. Yet, climate models fail to capture
this observed evolution, leaving considerable uncertainty regarding its origin, impacts and
future evolution. Models failure relates, but not only, to a poor understanding of fundamental
Antarctic sea ice processes. In this thesis, we contribute to progress understanding of Antarctic
sea ice, adopting a seasonal perspective. We investigate the drivers of seasonal sea ice edge
advance and retreat, analyzing the roles of thermodynamic preconditioning, air-ice-sea heat
fluxes and sea ice dynamics. We show that, in the mean state, timings of ice edge advance
and retreat are largely controlled by thermodynamics, via preconditioning from mixed layer
heat content and sea ice thickness, respectively. Variations in air-ice-sea heat fluxes and sea
ice dynamics have a significant but secondary importance. This conclusion is supported by a
simple thermodynamic model, observational analyses and the NEMO ice-ocean model. We
also show that recent changes in sea ice seasonality are mainly driven by thermodynamics,
similar to the mean state. The reduction in Antarctic sea ice following 2016 coincides with
nearly circumpolar earlier retreat and later advance of the ice edge. Our analysis links these
changes to thinner ice in winter, faster melt in spring and warmer upper ocean in summer, in
line with ice-albedo feedback processes. Based on the circumpolar footprint of these changes,
we argue that they likely have an oceanic origin.

Keywords: Antarctic sea ice, Southern Ocean, sea ice retreat, sea ice advance, seasonal
cycle, recent changes, ice-ocean interactions.






Résumé

La banquise antarctique a subi une réduction brutale en 2016, aprés plus de quatre décennies
d’'une lente augmentation. Une telle évolution pourrait avoir de larges conséquences, compte
tenu de l'importance de la banquise antarctique pour le climat, 'océan et I'écosystéeme
marin polaire local. Pourtant, les modeles climatiques ne parviennent pas a reproduire les
changements observés, laissant planer une incertitude considérable quant a leur origine et
a leurs conséquences. Cette déficience des modeles est en partie due a une mauvaise com-
préhension des processus fondamentaux liés a la banquise antarctique. Dans cette these, nous
contribuons a faire progresser cette compréhension, en adoptant une perspective saisonniere.
Les processus moteurs de I'avancée et du retrait saisonniers de la banquise sont explorés.
En particulier, les roles possibles d'un préconditionnement thermodynamique, des flux de
chaleur air-glace-mer et de la dynamique de la banquise sont étudiés. Nous montrons, dans
I’état moyen, que les dates d’avancée et de retrait de la banquise sont largement controlées
par des processus thermodynamiques, a travers un préconditionnement respectif du contenu
thermique de la couche de mélange et de I'épaisseur de la banquise. Les variations des flux
de chaleur air-glace-mer et la dynamique de la banquise ont une importance significative
mais secondaire. Ces conclusions sont étayées par un modele thermodynamique simple,
des analyses d’observations et un modele glace-océan (NEMO). Nous montrons également
que les changements récents dans la saisonnalité de la banquise sont principalement dus a
des processus thermodynamiques, comme pour I'état moyen. La réduction de la banquise
antarctique suivant 'année 2016 coincide avec un recul plus précoce et une avancée plus
tardive de la banquise, a I'échelle quasi-circompolaire. Notre analyse relie ces changements
a une glace plus fine en hiver, une fonte plus rapide au printemps et un océan de surface
plus chaud en été, en accord avec les processus de la rétroaction glace-albédo. L'empreinte
circumpolaire de ces changements leur suggere une cause océanique.

Mots-clés: Banquise antarctique, Océan Austral, retrait de la banquise, avancée de la banquise,
cycle saisonnier, changements récents, interactions océan-banquise.
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General Introduction

On February 21st, 2023, I was on board of the Polarstern icebreaker, navigating through un-
charted iceless waters close to the west Antarctic ice shelves. These regions had been inaccessible
in previous years due to year-round sea ice coverage. It soon became evident that I was wit-
nessing a historic minimum for Antarctic sea ice cover, unprecedented since the start of satellite
observations in the late 1970s. This record low marks the third in a series since 2016, abruptly
placing Antarctic sea ice into a low-extent state after over 40 years of gradual increase. One year
later, as I write these words, the summer Antarctic sea ice cover remains notably low, well below

its average extent.

The recent reductions in Antarctic sea ice have drawn significant attention from the gen-
eral public, nearly overshadowing concerns for the rapid decline of Arctic sea ice. However,
unlike the Arctic, where the decrease in sea ice is a clear consequence of increased atmospheric
CO,, it remains uncertain whether recent reductions in Antarctic sea ice can be attributed to
climate change. This uncertainty is partly due to the complexity and limited understanding of
fundamental Antarctic sea ice processes, notably those driving seasonal sea ice growth and decay.

The main aim of my thesis is to progress this understanding.
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GENERAL INTRODUCTION

1 Importance of Antarctic Sea Ice

Encircling the Antarctic continent and extending to 30-35°S, the Southern Ocean stands as the
largest ocean on Earth and a major component of global ocean circulation and climate. Unre-
stricted by any continental barriers, it connects the Pacific, Atlantic and Indian oceanic basins,
distributing heat, salt and carbon among them through the global overturning circulation. It is
also a region of substantial vertical exchanges, linking the surface and deep layers of the ocean.
Through these processes, the Southern Ocean represents a major sink of atmospheric carbon
and heat, accounting for 40% of anthropogenic CO2 and 75% of heat uptake by the ocean
(Frolicher et al., 2015).

The Southern Ocean, similar to its northern counterpart in the Arctic, is covered by sea
ice — a thin layer of frozen seawater that floats on the ocean surface (Figure 1). The Antarctic
sea ice cover can reach around 19 million square kilometers in winter. However, most of it
vanishes by summer. Only about 3 million square kilometers of perennial ice remain near
the Antarctic coasts (Parkinson, 2019). Antarctic sea ice thus exhibits a pronounced seasonal
cycle, resulting from a number of processes involving the ocean and the atmosphere. Sea ice
grows from seawater freezing, when the ocean surface layer is cooled down to the freezing
temperature (~ - 1.8°C) (Talley et al., 2011; Thompson et al., 2020), and decays through melting,
under heat inputs from both the ocean and the atmosphere. In addition to thermodynamics,
sea ice dynamics can also contribute to its seasonal variations (e.g. Holland & Kimura, 2016),

as sea ice is continuously moved around by winds and currents.

Despite covering up only a small fraction of the Earth’s surface (~4% in winter), Antarctic
sea ice and related seasonal processes have a substantial influence on ocean circulation and

climate, and are crucial for the Antarctic marine ecosystem and continental ice.

First, Antarctic sea ice influences Southern Ocean dynamics and biogeochemical processes,
thus affecting its ability to absorb atmospheric heat and carbon. Sea ice acts as a physical
barrier for the Southern Ocean, constraining air-sea transfers of carbon (Shadwick et al., 2021),
heat (Turner et al,, 2013) and momentum (McPhee, 1992). Seasonal sea ice growth and melt
releases dense brine or light freshwater into the underlying ocean. These processes modify the
Southern Ocean’s stratification (Pellichero et al., 2017), and ultimately drive the formation of
key water masses contributing to the global ocean overturning circulation (Abernathey et al.,
2016; Jacobs, 2004; Pellichero et al., 2018) and to the uptake of heat and carbon (e.g. Marshall
& Speer, 2012). Finally, Antarctic sea ice contributes to primary production and resulting

biological carbon pump, as an efficient iron conveyor (Person et al., 2021).
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Second, Antarctic sea ice has an impact on the local and global climate. Sea ice influ-
ences the surface energy budget. In winter, it insulates, via its low conductivity (Pringle et al.,
2007), the cold atmosphere from the warmer underlying ocean. In summer, the high albedo of
the sea ice surface (Perovich et al., 2002) prevents a significant portion of solar radiation from
penetrating into the ocean. At larger scales, Antarctic sea ice also influences the Earth’s energy
budget through a number of radiative feedbacks involving sea ice (Goosse et al., 2018; Riiheld
et al., 2021). In addition, climate models suggest that changes in Antarctic sea ice may affect
the global atmospheric circulation (Ayres & Screen, 2019; Aiken & England, 2008; Ayres et al.,
2022).

February 2015 Early October 2015

Figure 1: The Antarctic sea ice extent seasonal cycle. Antarctic sea ice in February and Early Octo-
ber 2015, adapted from NASAs Goddard Space Flight Center Scientific Visualization Studio. Source:
https://svs.gsfc.nasa.gov/.

Last, sea ice serves as a protective barrier for ice shelves against swell (Massom et al., 2018,
2010). Furthermore, Antarctic sea ice is a habitat for endemic species, from algae to marine
mammals. It also influences the underlying marine ecosystem. Sea ice forms a habitat for
ice algae (Lizotte, 2001) and releases important nutrients (e.g. iron) during the melt season,
fertilizing phytoplankton (Person et al., 2021; Smith & Nelson, 1986). Furthermore, many
species depend on Antarctic sea ice for shelter, breeding and food (Bester et al., 2017). The
2022 large breeding failure in western Antarctic penguin colonies, caused by an abrupt in sea

ice reduction in spring, highlights this critical dependency (Fretwell et al., 2023).

Based on the previous arguments, changes in Antarctic sea ice in the context of rising
atmospheric CO, could have wide-ranging consequences. Hence, understanding recent
Antarctic sea ice changes and anticipating future ones is crucial. However, observed changes
are complex, and Earth System Models struggle to accurately reproduce them, resulting in low

confidence in their projections of the future.
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GENERAL INTRODUCTION

2 Recent and Future Antarctic Sea Ice Changes
2.1 Recent changes

Sea ice extent has been monitored on a near-daily basis since 1979, using satellite passive-
microwave retrievals of sea-ice concentration. The resulting time series are shown in Figure 2.
Unlike Arctic sea ice which has steadily decreased since 1979, Antarctic sea ice extent has slowly
increased over 1979-2016 and then abruptly decreased after 2016. Regional changes are gener-
ally consistent with integrated ones, except for the Amundsen-Bellingshausen Seas, where the
sea ice extent has decreased until 2007 then increased (Comiso et al., 2017; Parkinson, 2019).
In the context of rising global temperature and rapid decline of Arctic sea ice, such behaviour
of the Antarctic sea ice cover is puzzling for the scientific community. Previous studies have
nonetheless investigated the causes of these recent Antarctic sea ice changes, suggesting a role

for both atmospheric and oceanic processes.

a Antarctic b Arctic
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Figure 2: Evolution of the sea ice extent over the satellite period era. Timeseries of a, Antarctic and
b, Arctic annual sea ice extent over 1979-2023, based on OSI SAF Sea Ice Index v2.2 (Ocean and Sea Ice
Satellite Application Facility,, 2023). Trend lines are obtained using a linear least squares fit regression
over 1979-2023 (red) and 1979-2016 (pink). Corresponding trend lines slopes are shown.

Atmospheric processes impacting sea ice at the interannual timescale are linked to Southern
Ocean wind changes, often driven by variability in the Amundsen Sea Low (ASL) (Clem &
Fogt, 2013; Holland & Kwok, 2012; Hosking et al., 2013) or various climate modes such as
El Nino Southern Oscillation (ENSO) (Yuan, 2004) and the Southern Annular Mode (SAM)
(Stammerjohn et al.,, 2008). Notably, wind anomalies may have contributed to the abrupt

sea ice extent decrease following 2016. Anomalous southward winds produced by tropical
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teleconnections (Meehl et al., 2019) and a negative phase of the SAM (Schlosser et al., 2018;
Turner et al., 2017) have transported warm air and surface waters southward, and kept sea
ice confined to southern regions (Stuecker et al., 2017; Turner et al., 2017). In the longer
term, however, the role of atmospheric modes in driving Antarctic sea ice trends remains
unclear. Previous studies have notably attributed the overall sea ice extent increase until 2016
to positive SAM-driven eastward wind anomalies, resulting in cooler sea surface temperature
and northward sea ice transport, expanding the sea ice cover (Thompson et al., 2011; Zhang,
2014). Yet, Simpkins et al. (2012) found no statistically significant link between the trends in
sea ice area. On the regional scale, the sea ice decrease in the Amundsen and Bellingshausen
Seas has been attributed to ASL-driven southward wind anomalies, warming the sea surface
and limiting sea ice growth (Holland & Kwok, 2012).

The Southern Ocean has also been changing over the last decades, possibly contributing
to sea ice variability. The positive trend in sea ice extent before 2016 has been linked to
observed ocean surface cooling (Fan et al., 2014) and freshening (Durack & Wijffels, 2010),
itself possibly driven by an increase in precipitation (Liu & Curry, 2010), in melt water inputs
(Bintanja et al., 2013; Pauling et al., 2016; Swart & Fyfe, 2013) or by changes in sea ice transport
(Haumann et al., 2016). Furthermore, the decline in sea ice extent following 2016 coincides
with a warming of the ocean subsurface within the sea ice zone, suggesting that subsurface
warming has played arole in the recent sea ice changes (Meehl et al., 2019; Purich & Doddridge,
2023; Zhang et al., 2022). Subsurface warming has been attributed to wind-driven suction of
warm relatively deep waters towards the surface (Ferreira et al., 2015; Kostov et al., 2017; Meehl
etal., 2016), and to increased stratification limiting the ventilation of the subsurface (Haumann
et al., 2020). Nevertheless, the mechanism through which this warming has affected sea ice

remains unclear.

Observational limitations, notably regarding sea ice thickness and Southern Ocean hy-
drography, contribute to complicate the understanding of observed Antarctic sea ice changes
(Macalady & Thomas, 2017). First, to comprehensively characterize sea ice changes, both
ice area and thickness should be examined. However, large-scale monthly estimates of sea
ice thickness, provided by satellite altimetry, have several limitations. Being relatively recent,
these estimates come with significant uncertainties, due to unreliable measurements of snow
depth and sea ice and snow densities (Giles et al., 2008; Kern & Spreen, 2015). Additionally, the
time series from altimetry missions (e.g. ERS-1, ERS-2, Envisat, and CryoSat) are individually
too brief to capture the long-term variability of ice thickness. The work of Bocquet (2023)
has recently addressed this limitation by inter-calibrating and merging time series back to
1993 from the different altimetry missions (Figure 3a). Second, Antarctic sea ice changes are

linked to the underlying ocean, for which hydrographic measurements are historically sparse
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Figure 3: Illustration of recent observational progresses in observing hydrography and sea ice thick-
ness in the Southern Ocean. a, Antarctic sea ice volume derived from passive microwave sea ice con-
centration and merged time series of ice thickness from four altimetry missions (Envisat-CCI, CryoSat-
2-DCCI, ERS1 and ERS2). Grey shading in a shows the associated 5-95% ensemble quantiles. Number of
mixed layer estimates in 1° x 1° longitude-latitude bins from b, all available observation sources (ships,
Argo floats and marine mammals profiles) and ¢, from instrumented marine mammal observations. Fig-
ures from Bocquet (2023) (a) and Sallée et al. (2021) (b, c).

compared to other regions (Figure 3b). This prevents a comprehensive and reliable assess-
ment of regional and vertical variability in ocean state. However, extensive observations by
international programs since 2000 (e.g. Argo, MEOP), notably via elephant seal-borne sensors
and automated floats (Figure 3c) have facilitated the development of monthly climatological
maps of key hydrographic properties within the sea ice zone (Pellichero et al., 2017; Sallée et

al., 2021). These datasets may help progress the understanding of ice-ocean interactions.

2.2 Future changes

Earth System Models provide valuable tools to understand climate variability and project future
climate change. The Coupled Model Intercomparison Project (CMIP), enables the assessment
of different climate models by establishing a common protocol for model experiments. Yet,
regarding Antarctic sea ice, the latest CMIP models (CMIP6) have not been able to reproduce
the observed changes. Most CMIP6 models simulate a decrease in sea ice extent over 1979-2018

(Roach et al., 2020), contrasting with observations.
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Figure 4: Antarctic sea ice in global climate models. a, Mean seasonal cycle in Antarctic sea ice area
(SIA) over 1979-2014 for individual CMIP6 models (faint green lines), the CMIP6 multi-model mean
(thick green dashed line), and three observational products (Bootstrap, NASA-Team, and OSI-SAF; black
lines). Mean 1979-2014 September (e-f; k-m) and February (e-d; h-j) Antarctic sea ice concentration for
observations (black frames) and three selected CMIP6 models (green frames). Figures from Roach et al.
(2020).

Various reasons for this mismatch emerge from previous work. The observed changes could
fall within the range of internal variability (Polvani & Smith, 2013; Zhang et al., 2019; Zunz et
al., 2013; Singh et al., 2019). Other studies point to model biases and the lack of representation
of specific processes. For instance, reducing biases in the Southern Ocean’s sea surface tem-
perature and winds reconciles observed and modelled trends (Blanchard-Wrigglesworth et al.,
2021; Roach et al., 2023). Furthermore, CMIP6 models improperly represent (if at all) glacial
meltwater inputs to the ocean. Such inputs could contribute to cooling the surface ocean and
hence, to increasing the sea ice extent (Bintanja et al., 2013; Roach et al., 2023; Schloesser et al.,
2019).

In addition, climate models feature substantial problems in simulating the Antarctic sea
ice mean state, potentially contributing to their inability to replicate observed sea ice changes.
CMIP6 models exhibit considerable intermodel spread in simulating the mean seasonal cycle
of sea ice extent, with the multimodel mean consistently lower than observed throughout
the year and several models completely loosing summer ice (Figure 4a) (Roach et al., 2020).
The processes driving the Antarctic sea ice seasonal cycle thus differ across models, and may
not be realistic. Regionally, the discrepancy is also evident: the spatial distribution of sea
ice concentration in CMIP6 models significantly differs from observations, for both winter
and summer (Casagrande et al., 2023). These difficulties are highlighted in Figures 4b-m, for
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three widely used CMIP6 models. The simulated SIC field presents large differences from
observations and among models, in particular during summer. These discrepancies provide
another illustration of model issues in simulating seasonal sea ice processes, coming down to

limitations in our understanding.

Considering the inadequately simulated Antarctic sea ice within CMIP6 models, particularly
at regional scales, the latest Intergovernmental Panel on Climate Change report (IPCC-AR6)
concluded that “there is low confidence in model simulations of future Antarctic sea ice
decrease, and lack of decrease”, in response to increasing atmospheric CO, (Fox-Kemper et al.,
2021).

In this thesis, I hypothesize that improving our process-scale understanding can con-
tribute to reduce the uncertainty in Antarctic sea ice. In particular, I address the limitations
in the understanding of the processes shaping the sea ice seasonal cycle, as illustrated by the
disagreement between models and observations regarding seasonal patterns (Figure 4). While
the nature of these processes is well-known, how they act in synergy and drive Antarctic sea ice

seasonality and its related changes at the local scale remains to be established.

3 Antarctic Sea Ice Seasonality

3.1 Seasonal sea ice processes: from circumpolar to local scale

Seaiceextent. Many previous studies have explored the processes shaping the mean seasonal
cycle of Antarctic sea ice extent, notably its asymmetric behavior of a slow advance followed by
a fast retreat (Figure 4a). The seasonal cycle of incoming solar radiation has been identified as
the main contributor to this asymmetric behavior (Roach et al., 2022), with a possible contribu-
tion of wind-driven sea ice transport (Eayrs et al., 2019; Enomoto & Ohmura, 1990) and oceanic
heatinput (Gordon, 1981). In addition, a series of model-based sensitivity experiments was per-
formed by Goosse et al. (2023) to examine the influence of specific processes on this mean sea-
sonal cycle. Their findings suggest that the evolution of the sea ice extent, respectively during
the advance and retreat seasons, is strongly dependent on the initial summer ocean and winter
seaice conditions. Hence, initial sea ice and ocean conditions, heat fluxes and sea ice drift have
been identified as important drivers of the mean-state sea ice extent seasonality. Nonetheless,
these previous studies all adopted a circumpolar approach, overlooking regional specificities

which are essential to fully understand sea ice seasonality.
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Figure 5: Drivers of seasonal sea ice concentration variations. Seasonal mean changes in sea ice con-
centration (a-d; SIC) over summer (JFM), autumn (AM]), winter (JAS) and spring (OND) and correspond-
ing dynamic (i.e. advection and divergence; e-h) and residual (i.e. freezing/melting and mechanical
redistribution; i-1) contributions, obtained from a sea ice concentration budget. See equation (1) and re-
lated explanation for a more detailed description. Seasonal mean ice drift vectors are overlaid on top of
e-h. Black contours in i-1 encircle areas where mechanical redistribution may dominate the residual ac-
cording to the criteria of negative residual, convergent ice drift, and concentration 90%. We adapted this
figure from Figure 3 of (Holland & Kimura, 2016), using OSI-SAF mean sea ice concentration (Lavergne
et al., 2019) and drift (Lavergne & Down, 2023) over 1992-2020.
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Sea ice concentration budget. In practice, drivers of sea ice seasonality operate at the local
scale, altering the sea ice concentration, defined as the fractional sea ice coverage in a grid
cell. Seasonal changes in Antarctic sea ice extent ultimately integrate local variations in sea ice
concentration, driving the sea ice edge to advance or retreat. The governing equation for sea
ice concentration (Holland & Kwok, 2012) describes these variations, and allows to isolate their
thermodynamic and dynamic contributions, based on sea ice concentration (C) and drift (u)
fields:

oC .
3 =V.(u C) +residual (D

The ice concentration flux divergence represents the effects ice transport (advection and di-
vergence) whereas the residual term primarily reflects thermodynamic processes (melting and
freezing) but also includes local effects of sea ice deformation (ridging and rafting). These con-
tributions can be easily retrieved from passive-microwave observations of sea ice concentration
and drift. A climatology of each contribution was first retrieved by Holland and Kimura (2016),
using observations over 2003-2010. Figure 5 shows an updated version of this analysis, which
I reprocessed using more recent observations available over a longer time period (1992-2020).
How seasonal sea ice thermodynamics and dynamics operate can be easily retraced based on
this climatology and on seasonal cycles of sea ice concentration, thickness, mixed layer tem-

perature and depth, evaluated at a selected grid point in the Weddell Sea (Figure 6).

Thermodynamics. At the start of autumn, most of the Southern Ocean is ice-free and cools
down, mainly because of the drop of solar radiation. This also deepens the mixed layer as the
density of salt water increases upon cooling toward the freezing point (see, e.g., Talley et al,,
2011). Once the full ocean mixed layer approaches the freezing point, freezing starts (Talley et
al., 2011; Thompson et al., 2020). Freeze onset is thus determined by the amount of heat to
be evacuated from the mixed layer and the rate of cooling, set by the net heat fluxes into the
mixed layer. First free-floating frazil ice crystals nucleate, then they consolidate into sea ice,
more or less rapidly, depending on sea state and wave activity. During the ice growth season
(Figures 5j, k), freezing progressively expands the sea ice cover northward. Once a stable ice
cover is established, the ice thickens from its base by upward conductive heat loss and snow-
ice formation. In spring, because of the increase in solar radiation and of snow ice formation,
ice warms, which decreases the inner conduction and sea ice growth. Ultimately, when the
net heat flux at the ice base reverses, melting starts (Figure 51). In practice, the melt rate is set
by the solar input to the mixed layer via open water. The open water fraction is largely set by
the melting of thin ice, which depends on the thickness distribution (Holland et al., 2006) and

strongly relates to the pixel-mean thickness.

20



a Advance date Retreat date

i
—0.5 1 i -100

—-1.0 1 - 75

SST (°C)
MLD (m

-1.51 - 50

F M

T T

M | | A S O N D |

i
]
i
A

Figure 6: Local seasonal cycles of climatological sea ice and ocean characteristics at a selected grid
point in the seasonal ice zone. a, 1979-2022 daily sea ice concentration (SIC) from (Lavergne et al.,
2019) and 1994-2022 monthly sea ice thickness (SIT) from (Bocquet, 2023). b, 1982-2018 daily sea surface
temperature (SST) from (Paul et al., 2021) and 1970-2018 monthly mixed layer depth (MLD) from (Sallée
et al., 2021). For SIC and SST, light colored lines show 15-day filtered data overlaid on dark colored
unfiltered data. The selected grid point is located in the Ross Sea (68.6°S, 137.1°W).

Dynamics. In addition, sea ice moves under the influence of winds and currents, and can
reach drift speeds of up to 20 kilometers per day. Induced ice transport or deformation can
influence the position of the ice edge through three main processes (Figures 5e-h). First, sea ice
area is mainly advected northward (Holland & Kimura, 2016), where the ocean is ice free. This
process occurs year round; however, the intensity and location of the import varies seasonaly.
Northward advection can either induce sea ice melt (Holland & Kimura, 2016) or increase the
sea ice extent (Holland & Kwok, 2012), if the underlying ocean is cold enough. Second, sea ice
divergence also occurs regardless of the season (Holland & Kimura, 2016), and can open leads
within the ice pack, decreasing the surface albedo and triggering the ice albedo-feedback in
summer (Ohshima et al., 1998). This enhances the melt rate and accelerate the sea ice edge
retreat (Nihashi & Cavalieri, 2006). Third, convergence within the ice pack can cause sea ice to
deform and pile up, through ridging and rafting (e.g. Weeks et al., 1989; Granberg & Leppédranta,
1999). This locally increases ice thickness (Figures 5i-1) (Holland & Kimura, 2016).

Dates of sea ice advance and retreat. Seasonal alterations in sea ice concentration are thus
driven by a variety of processes, depending on the region and the season of interest. This em-
phasizes the importance of examining drivers of sea ice seasonality at the local scale, and at

distinct key moments. For this purpose, mapping the timings of the sea ice edge advance and
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retreat was found useful by previous studies (Holland et al., 2017; Lebrun et al., 2019; Massom
et al., 2008; Stammerjohn et al., 2012, 2008). The dates of sea ice advance and retreat are de-
fined as the first day in the year when sea ice concentration exceeds or falls below 15% (Figure
6), locally marking the start and end of the ice season. Yearly dates of advance and retreat are
computed from daily passive-microwave, at each grid-point of the seasonal ice zone. Climato-
logical maps (Figures 7a, b), anomalies (not shown) and trends (Figure 8) can then be derived
from these yearly dates. Furthermore, these metrics are robust across different observational
sea ice concentration products, which is not the case of the more commonly used sea ice ex-
tent metric (Figure 4a). Indeed, the mean standard deviations in the advance and retreat dates,
derived from “OSI-SAF” (Lavergne et al., 2019), “Nasa Team” (Markus & Cavalieri, 2000) and
“Bootstrap” (Comiso, 2017) products is less than 2 days over the seasonal ice zone (Figures 7c,
d).

a Retreat date b Advance date

Oobs (days)

O F N W » U1 O N

Figure 7: Local markers of Antarctic sea ice seasonality. 1979-2022 climatology in a, sea ice retreat
and b, advance dates. Standard deviation over different sea ice concentration products (o ,ps; OSI-SAF
(Lavergne et al., 2019), Nasa-Team (Markus & Cavalieri, 2000) and Bootstrap (Comiso, 2017), in climato-
logical ¢, retreat and d, advance dates. White patches indicate regions out of the seasonal ice zone.
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3.2 Drivers of the sea ice edge retreat and advance?

The timing of sea ice retreat and advance is likely determined by the thermodynamic and dy-
namic processes described in section 3.1. These processes include thermodynamic constraints
(mixed layer heat content for advance, and sea ice thickness for retreat), heat fluxes (rate of
mixed layer cooling for advance, and of sea ice warming, for retreat) and sea ice drift processes.
However, the specific contributions of each of these processes in setting these dates remains
unclear. While a number of previous studies have examined the dates of sea ice advance
and retreat, subtantial knowledge gaps persist, hindering our fundamental understanding of

Antarctic sea ice seasonality.

Building a strong understanding of sea ice seasonality first requires examining the mean
state. However, the drivers of the climatological timing of sea ice retreat and advance remain
unexplored in both observations and models. Consequently, the underlying processes of the
mean-state sea ice edge advance and retreat, and how they are represented in models are

currently uncertain.

Previous work on Antarctic sea ice retreat and advance dates has mainly focused on re-
cent changes, highlighting the significant role of thermodynamic constraints (ocean heat
uptake) and sea ice transport. Long-term changes have been well documented over 1979-2013,
with the largest trends occurring in the west Antarctic sector and reaching 2-3 days per year
(Holland et al., 2017; Simpkins et al., 2013; Stammerjohn et al., 2012, 2008). Over this period,
the sea ice season has been shortening in the Amundsen and Bellingshausen Seas, due to
later advance and earlier retreat, and lengthening in the Ross Sea, due to earlier advance and
later retreat (Figures 8a, b). These regional trends have been attributed to SAM-driven wind
variability and resulting ice transport (Stammerjohn et al.,, 2008). Additionally, ice-albedo
feedback processes have also presumably contributed to the changes in advance date, in
response to changes in the preceding retreat date (Holland et al., 2017; Stammerjohn et al.,
2012). Indeed, earlier sea ice retreat increases solar radiation uptake by the ocean during the
open water season (Perovich et al., 2007). In turn, the upper ocean takes more time to cool
down to the freezing point, delaying sea ice advance. These findings thus provide insights
on how sea ice transport and thermodynamic constraints drive recent changes in sea ice
seasonality. However, these need to be updated because trends have been evolving since 2013

(Figures 8¢, d), especially in the context of the abrupt sea ice decrease following 2016.
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Figure 8: Observed changes in Antarctic sea ice seasonality since 1979. Trends in the sea ice retreat
date (a, ¢) and advance date (b, d) season duration over 1979-2016 and 1979-2022, derived from OSI-SAF
passive microwave sea ice concentration (Lavergne et al., 2019). Positive (negative) trends signify later
(earlier) retreat / advance. The black contour delimits where trends are statistically significant to the 95%
level. White patches indicate regions out of the seasonal ice zone. Trends are calculated using a linear

Least-Square method.
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4 Thesis Aim and Qutline

Based on what precedes, there is a need to improve our understanding of Antarctic sea ice
processes and changes, refine their representation in climate models, and potentially reduce
the uncertainties regarding how Antarctic sea ice responds to increasing CO,. In this thesis, I
address a crucial dimension of this pressing challenge: what drives Antarctic sea ice seasonal-

ity and its recent changes?

I adopt the local approach described in section 3, and specifically examine local markers
of sea ice seasonality, namely the dates of sea ice retreat and advance. Several knowledge gaps
have emerged from the state-of-the-art on these sea ice seasonality diagnostics, setting the
stage for the subsequent chapters of this thesis. These gaps and ensuing questions may be

summarized as follows:

1. What drives the timing of Antarctic sea ice advance and retreat in the mean state? Fun-
damental understanding of Antarctic sea ice seasonality remains limited. In particular,
the roles of potential thermodynamic constraints, heat fluxes and sea ice dynamics in
setting the dates of sea ice retreat and advance in the mean state have not been investi-

gated.

2. What insights can retreat and advance dates provide regarding the representation of
seasonal Antarctic sea ice processes in ice-ocean models? Ice-ocean models can be
used as tools to understand specific sea ice seasonality processes that are not captured
by available observations. However, their effectiveness relies on accurately representing
these processes. Model evaluation could benefit from analyses of key markers of sea ice

seasonality.

3. What are the recent changes in the timing of Antarctic sea ice retreat and advance, and
their drivers? Since 2016, Antarctic sea ice has experienced an abrupt decline, the causes
of which remain ambiguous. Potential coinciding shifts in the seasonal cycle of Antarctic
sea ice have not been investigated. Yet, addressing those changes with a seasonal per-

spective might bring a new light on the drivers of the recent sea ice decrease.

I address these questions in the subsequent chapters of this thesis, based on a number
of observational data sets and relevant configurations of the NEMO ice-ocean model. My
observational approach notably relies on recent improvements in observations of sea ice
thickness (Bocquet, 2023) and Southern Ocean hydrography (Sallée et al., 2021), and on several

sea ice concentration budget analyses following the method of Holland and Kimura (2016).
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Chapters I and II are mainly focused on progressing the understanding of the mean-state
sea ice seasonality while Chapter III explores the recent changes. In Chapter I, we use cli-
matological observations to establish the necessary foundational understanding for the two
following chapters. We highlight a strong thermodynamic control of sea ice advance (Chapter
1.1) and retreat dates (Chapter 1.2) respectively by summer ocean mixed layer heat content
and winter sea ice thickness. We also find that sea ice dynamics plays a regional role. These
findings provide an analytical framework to examine the processes driving both the mean-state
sea ice seasonality in an ice-ocean model and the observed recent changes. In Chapter II, we
apply this framework to evaluate different NEMO simulations. We then assess, in the model,
how sea ice dynamics and heat fluxes influence the thermodynamic constraints on retreat
and advance dates, which cannot be achieved solely based on observations. In Chapter III,
we adapt the same analytical framework to document and explain the changes in sea ice
seasonality occurring after 2016, using interannual observations. I finally conclude with a

summary of the key findings of this thesis and perspectives for further work.
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CHAPTER

I

Drivers of Antarctic Sea Ice Seasonality

In the General Introduction, I presented the processes expected to shape the seasonal cycle
of Antarctic sea ice. Freezing and melting contribute to start and conclude the sea ice season.
How they proceed relates to the thermodynamic state of the ice-ocean system (primarily the
ice thickness and ocean heat content) and air-ice-sea heat fluxes. Additionally, sea ice drift
may hasten or delay the sea ice edge advance and retreat. These drivers of Antarctic sea ice
seasonality are therefore well identified; yet, how they shape the seasonal cycle of Antarctic sea
ice remains incompletely understood.

Previous work has investigated the effects of some of these processes on the Antarctic-
integrated sea ice coverage (either area or extent) and found a prominent role for insolation
(Eayrs et al,, 2019; Roach et al,, 2022). In a sensitivity study with a regional climate model,
Goosse et al. (2023) highlighted a preconditioning role for summer ocean and winter sea ice
thickness on the minima and maxima of sea ice coverage, respectively. Additionally, the impact
of sea ice dynamics on sea ice extent was found greater during the retreat season compared
to the advance season. Eayrs et al. (2019) added that the ice-albedo feedback (Holland et al.,
2006) driving the melting process can be amplified by the divergent nature of the ice drift. Most
of these studies adopt an integrated perspective, however, which overlooks processes at a more
local scale. Satellite-based analyses of the Antarctic sea ice area budget (e.g. Holland & Kwok,
2012; Holland & Kimura, 2016; Kimura et al., 2023) somehow address this issue, indicating large
spatial and seasonal variations in the respective importance of thermodynamic and dynamic
processes in the ice concentration budget. A separate stream of studies by Stammerjohn et al.
(2012, 2008) proposed advance and retreat dates as insightful local markers of the Antarctic
seasonal ice cycle. The drivers of their evolution were not fully disentangled, mostly because
there was not much information on either ice thickness or oceanic heat content available
by then. As a result, the physical drivers of ice advance and retreat dates remain largely
unexplored.

In this chapter, we develop theoretical and analytical frameworks to examine how the
thermodynamic state of the ice-ocean system, heat fluxes and sea ice drift processes shape the
mean-state Antarctic advance and retreat dates. We base our analyses on satellite and in situ
observations, taking advantage of recently released observational datasets of sea ice thickness
(Bocquet, 2023) and hydrography (Sallée et al., 2021), covering the entire Antarctic sea ice
zone. Our main focus is to explain the spatial distributions of climatological sea ice advance
and retreat dates. First, we use the sea ice concentration budget technique (Holland & Kimura,
2016; Holland & Kwok, 2012), to identify the regions where dynamics dominate changes in sea
ice concentration at the time of sea ice advance and retreat. Second, we evaluate the role of
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I. DRIVERS OF ANTARCTIC SEA ICE SEASONALITY

thermodynamic preconditioners (ocean heat content and ice thickness) by crossing them with
advance and retreat dates. Ultimately, we assess to which extent the processes explaining the
spatial variations in the mean state can also explain interannual anomalies.

The drivers of sea ice retreat and advance are different and correspond to different types
of observations; they were therefore treated separately, in two sub-chapters. Chapter 1.1
focuses on the drivers of the sea ice advance date, and is published in Nature Communications
(Himmich et al., 2023). Chapter 1.2 is more exploratory, and examines the drivers of the sea ice
retreat date.
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1. Drivers of Antarctic Sea Ice Advance

1 Drivers of Antarctic Sea Ice Advance
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Antarctic sea ice is mostly seasonal. While changes in sea ice seasonality have
been observed in recent decades, the lack of process understanding remains a
key challenge to interpret these changes. To address this knowledge gap, we
investigate the processes driving the ice season onset, known as sea ice
advance, using remote sensing and in situ observations. Here, we find that
seawater freezing predominantly drives advance in the inner seasonal ice zone.
By contrast, in an outer band a few degrees wide, advance is due to the import
of drifting ice into warmer waters. We show that advance dates are strongly
related to the heat stored in the summer ocean mixed layer. This heat is
controlled by the timing of sea ice retreat, explaining the tight link between
retreat and advance dates. Such a thermodynamic linkage strongly constrains

the climatology and interannual variations, albeit with less influence on

the latter.

The Antarctic sea ice seasonal wax and wane is one of the most spec-
tacular, climate-related signals, with large consequences for the global
ocean water mass structure and circulation'>, the Earth’s energy
budget’, and marine ecosystems>®.

The seasonal cycle of Antarctic sea ice is marked by two key
transitions between open water and ice-covered conditions: advance
and retreat. Advance or retreat are defined as the first day in the year
when smoothed-in-time sea ice concentration exceeds or falls below
15%"-°. Over the last 40 years, changes in the timing of Antarctic sea ice
advance and retreat have been documented from satellite-based pas-
sive microwave sensors”'’. The changes, highly variable regionally,
were attributed to wind-driven changes in ice transport and seasonal
thermodynamic ice-ocean feedbacks’'"™". Yet interpretation is com-
plicated: strong interannual variability dominates the trends in the last
two decades' and drivers involve multiple oceanic and atmospheric
processes’'>78 in a context of limited understanding of the drivers of
sea ice advance and retreat.

Sea ice advance and retreat are influenced by different processes
implying specific observational needs and problems. In this paper, we
focus on the fundamental drivers of the sea-ice advance date and on
links to the sea-ice retreat date. Sea-ice advance can be controlled
either by the freezing of seawater or by sea-ice drifting from already
frozen areas'” ?. Freezing starts ultimately once the entire mixed layer,

having warmed up from solar absorption in spring and summer then
cooled down through fall, approaches the freezing temperature®**.,
Close to the winter sea ice edge, freezing can, however, be inhibited by
entrained” or advected” oceanic heat into the mixed layer.

As such, one can hypothesize that the date of sea ice advance is
controlled by the upper ocean heat content, surface fluxes, sea ice
thermodynamics and drift. To understand these contributions,
we relate climatological dates of sea ice advance derived from passive-
microwave sea ice concentration to recently available observational
datasets. They include passive microwave-based sea ice concentration
budget diagnostics that split sea ice changes into dynamic (i.e., drift-
related) and thermodynamic (i.e., related to freezing) process
contributions?’; thermal infra-red radiance satellite sea surface
temperature”  (SST); compilations of in situ hydrographic
measurements®® which now provide a detailed climatological view of
the upper oceanic thermohaline structure under Antarctic sea ice,
thanks to animal-borne sensor records?. Combining these sources, we
highlight a strong overarching contribution of upper ocean thermo-
dynamics in setting the climatological date of sea ice advance and an
important role for ice drift in an outer band, with a width of a few
degrees of latitude. We then provide evidence that these mechanisms
also contribute to a certain extent to observed interannual changes in
the timing of sea ice advance.
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Sea ice advance: local freezing or import of remote ice?

The satellite-based sea ice concentration budget, based on sea ice
drift and coverage retrievals from AMSR-E products over
2003-2010"%, is used to assess how thermodynamic (i.e., freezing of
seawater) and dynamic (i.e., import of sea ice) processes control the
spatial variability of climatological dates of advance (d,,) (Fig. 1a). The
sea-ice concentration budget cannot be evaluated prior to d,, when
the processes leading to sea ice advance take place, because of
missing ice drift data and large sea ice concentration errors in the
low-concentration ice near the ice edge. Instead, we evaluate the
thermodynamic (Th) and dynamic (Dy) contributions to the total sea
ice concentration tendency over the 30 days following d,, as well as
their ratio (Dy/Th) (Fig. 2; see Methods), which delineates regions
where transport or freezing dominates sea ice concentration
changes.

Following sea ice advance, freezing (Th > O; Fig. 2a) dominates
sea ice concentration tendencies (|Dy/Th| <1; Fig. 2c) in most of the
seasonal ice zone except in a circumpolar band close to the sea ice
edge where ice import (Dy >0, Fig. 2b) takes over freezing (|Dy/
Th|>1) or where net melting occurs (Th < 0). This is consistent with
previous work, based on sea ice concentration or volume budget
decomposition, which showed that the wintertime ice edge is

sustained by ice transport rather than freezing’®*>*°. We refer to the
region south of the |[Dy/Th| =1 contour, as the inner zone and north of
this contour, as the outer zone. The latter represents 32% of the
seasonal ice zone area. These zones are robust to the choice of the
time window over which the budget is integrated following d,, being
weakly sensitive to the window size from 15 to 60 days (Supple-
mentary Fig. 1). We retain a time window of 30 days as a compromise
between the needs to be close enough to the time of advance and
to maximize the number of useable observations (Supplemen-
tary Fig. 1).

We find the inner and outer zones hydrographically differ at the
time of advance. Indeed, the sea surface temperature at the date of
advance (SST4a), evaluated from an infrared satellite SST climatology
(2003-2010)”, is consistent with our analysis of the sea ice con-
centration budget (Fig. 2d). First, similar spatial structures are seen,
which is remarkable since both sources are independent. In particular,
SSTys, is significantly warmer than the freezing temperature (7y) in the
outer zone (median +/- IQR: 0.6+ /- 0.3 °C). Also, the 5% highest
values of SSTg,- Tr(i.e., >1°C and higher than the uncertainty of the SST
product, Supplementary Fig. 2), are found in or very close to the outer
zone contour (Fig. 2d). The median SSTg,- Tris lower in the inner zone
(0.4 + /- 0.2 °C) than in the outer zone, however this difference is not

55T max [°C]

Fig. 1| Climatological maps of key variables (1982-2018). Dates of sea ice

a advance (d,;) and b retreat (d,) derived from passive microwave sea ice con-
centration; seasonal maxima of ¢ sea surface temperature (SSTax) and d mixed
layer heat content (MLH,ax) from a climatology of thermal infra-red radiance

MLHax [108)/m?]

satellite sea surface temperature and a climatology of mixed layer depths, con-
structed from in situ observations. Corresponding frequency histograms are shown
under each map. White patches indicate regions out of the seasonal ice zone.
Source data are provided as a Source data file.
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Fig. 2 | Maps of passive microwave-based sea ice concentration budget terms
and infra-red radiance satellite sea surface temperature, near the date of sea
ice advance, averaged over 2003-2010. The thermodynamic (Th, a) dynamic (Dy,
b) contribution to the total sea ice concentration tendency over the 30 days fol-
lowing the date of advance and their absolute ratio (|Dy/Th|, c), all evaluated over a
one-month window following the sea ice advance date. d Sea surface temperature
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at the date of advance referenced to freezing temperature (SSTq, -T5, with T¢
assumed constant at —1.8 °C). Superimposed contour in d indicates [Dy/Th|=1
which defines the limit between the inner and outer zones. White patches indicate
regions out of the seasonal ice zone and gray patches (in d), where the sea ice
concentration budget is not defined because of missing ice drift data. Source data
are provided as a Source data file.

significant, which may reflect uncertainties in the exact position of the
inner-outer zone boundary, or in SST4,. Nevertheless, these findings
are robust to the choice of alternative SST products (satellite’and
in situ; Supplementary Figs. 2 and 3) and to the choice of a longer
considered time period (1982-2018 instead of 2003-2010; Supple-
mentary Fig. 2). Finally, a last element of interest is that the tempera-
ture profile at the base of the mixed layer is thermally unstable in the
outer zone during the first three months of the advance season,
according to an in situ hydrographic climatology*® (Supplementary
Fig. 4). Taken together, we argue that the outer zone corresponds to
where drifting ice encounters sufficiently warm waters for net basal
melting to occur on the day of advance. The contrast is arguably
reinforced by an unstable water column, which could lead to entrain-
ment of warm waters into the mixed layer, opposing sea ice growth.
Previous studies have also highlighted the role of oceanic heat supply
as a spatial constraint to sea ice advance in the winter ice edge
region**”,

In conclusion, the sea ice concentration budget, satellite SST and
in situ hydrography observations consistently suggest the climatolo-
gical date of advance in the inner and the outer zones is controlled by
different processes. While the onset of freezing controls the date of
advance in the inner zone, a more complex balance between ice import

and oceanic heat supply driving basal melting primarily controls the
date of advance in the outer zone. We next investigate the physical
processes controlling the onset of freezing.

Control of sea ice advance from ice-ocean thermodynamic
processes

In the inner zone, where freezing is the main driver of sea ice
advance, we expect the climatological d, to be strongly linked to the
climatological heat content of the mixed layer, as well as the mixed
layer cooling rate during the open water season. In this section, we
explore the strength of these links. We find that the spatial pattern of
d, relates to the spatial pattern of the seasonal satellite-based”” SST
maximum (SSThax). Maps of climatological d, and SST,,.x, Shown
respectively in Fig. 1a and ¢, indicate that waters with lower seasonal
SST maximum freeze earlier. Moreover, a linear model attributes a
large part of the spatial variance in d, to SSTmax (R?=0.81), sug-
gesting that SST,,.x could be a proxy of the mixed layer heat gained in
spring and summer, which is then lost before sea ice advance.
However, a nonlinearity in the relationship appears when repre-
senting the spatial distributions of d, anomalies versus SSTax
anomalies on a 2D histogram (Fig. 3a). Using a monthly climatology
of mixed layer depths®®, we find that this non-linearity is most
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Fig. 3 | Selected inner zone spatial relationships between the 1982-2018 cli-
matological maps of variables displayed in Fig. 1, plotted as 2D histograms.
a Advance dates (d,;) vs seasonal maximum of sea surface temperature (SSTax),
b d, vs seasonal maximum of mixed layer heat content (MLHay), € MLHyax VS
retreat dates (d,) and d d,, vs d,. Anomalies are used, tailored to best showcase the
relevant relationships (see Methods). d, (d,) anomalies refer to the date of max-
imum sea surface temperature (dss7) such that positive anomalies indicate later
advance (retreat). In b (c), MLH,,.x anomalies refer to the mixed layer heat content
value at sea ice advance (retreat) date, which is close to but not exactly zero,

dsst — d, [days]

because the sea surface temperature is a few tenths of degree above freezing (see
Supplementary Figs. 2 and 3). Only grid points from the inner zone were retained.
Color gives the number of points in each pixel of the 2D histogram space. In a, the
black polygon highlights high mixed layer depths, enclosing grid points with a
mixed layer deeper than 80 m on average over the open water season; the gray dots
refer to the corresponding grid points. A Least Square linear regression was per-
formed for each plot; the corresponding regression line (significant at 99%), and
corresponding coefficients of determination (R?) are shown. Source data are pro-
vided as a Source data file.

obvious for the deepest mixed layers. In Fig. 3a, the non-linearity is
confined in the black polygon enclosing all grid points with an
averaged mixed layer depth over the open water season, greater than
80 m. This suggests that the SST insufficiently characterizes the
mixed layer heat content (MLH), and that the heat content over the
entire mixed layer depth, which itself has a spatial variability, must be
considered.

Based on the climatological mixed layer depth and SST, .., we
define an observational estimate of the climatological seasonal max-
imum of MLH (MLH,,,.,; see Methods):

MLH, 5 = pC,MLDg_ SST @
where MLDgsst is the mixed layer depth evaluated in the month of dssr,
the climatological date of maximum SST. MLH,,,x accounts for the
variability in both SST and mixed layer depth (Fig. 1d). Strikingly, the
2D histogram of d,, anomalies versus MLH,,x anomalies does not show
any evident non-linearity (Fig. 3b). MLH,,,,« also explains a larger part
of the spatial variance in d, (R>=0.89) than SST.x does (R*=0.81,
Fig. 3a). The observed relationship between MLH,., and d, can be
understood in the framework of a mixed layer heat budget model’ (see
Methods). Integrating this budget for each (x,y) grid point over the
open ocean cooling period, a direct link between d, and MLH.x

anomalies arises:

MLHmax(xry) - MLHda(va)

<Q x> @

d,(x,y) — dssr(x,y) =

where:

MLHg, = pc,MLD g, .SST,. 3)
where MLDy;, is the mixed layer depth evaluated in the month of d,,.
The average net heat loss during the cooling period <Q-> sets the rate
of mixed layer heat loss between the date of maximum SST and d,. A
linear MLHax-d,, relationship over the whole seasonal ice zone would
then suggest spatially uniform <Q->, which seems to hold overall
(Fig. 3b). The scatter associated with this relationship indicates that
<Q-> varies but is equally distributed around the mean, without alter-
ing the linearity of the relationship. Thus, the spatial variability of <Q->
only has a minor influence on d,, in the inner zone. Applying Eq. (1) to
the slope of the MLH,.x-d,, linear regression model (Fig. 3b), we esti-
mate the average net heat loss <Q-> to 80 W/m?. This number inte-
grates all mixed layer heat budget contributors (entrainment,
advection, diffusion and air-sea fluxes) but is likely dominated by air-
sea fluxes®. Such net air-sea heat loss is consistent with reanalysis-
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based estimates of net surface fall heat loss in Antarctic ice-free waters
(e.g., ref. 33).

The date of advance in the inner zone is therefore controlled by
the heat that accumulates in the mixed layer during the ice-free
season. This heat is tightly related to the net radiative energy input at
the ocean surface (turbulent fluxes are much weaker than radiative
fluxes in the sea-ice zone*; Supplementary Fig. 5), which is itself
constrained by the presence of sea ice and hence, by the date of sea
ice retreat (d,). Consistently, we find a remarkably strong linear link
between climatological d, and MLH ., (R?=0.80; Fig. 3c). This sug-
gests that MLH,,,.x is mostly set by the timing of sea ice retreat and
weakly influenced by the spatial variability of net heat fluxes warming
the mixed layer during the ice-free season (see Methods). Therefore,
by controlling amount of heat accumulating in the mixed layer over
the ice-free period, the timing of ice retreat indirectly controls the
timing of ice advance. Comparing the climatology of d, with that of d,
consistently indicates that later d, is associated with earlier d,, with a
significant and strong linear relationship (R*= 0.78, Fig. 3d). Previous
work has already linked interannual anomalies in d, to anomalies in
d,/’. Here, we show that this link holds for the spatial variability of
climatological retreat and advance dates, and is controlled by the
upper ocean heat content.

The statistical relationships between d,, MLH,.x, and d,, are also
strong in the outer zone, but generally not as much as in the inner zone
(Supplementary Fig. 6). The MLH,,x-d,, link is weaker in the outer zone
(R*=0.83) than in the inner zone (R?=0.89), but still explains a large
part of the d, variance. Similarly, the d,-MLH,x link is weaker
(R*=0.72, p<0.01) in the outer zone than in the inner zone (R*=0.80).
This general weakening and the associated larger regression errors
might reflect a larger spatial variability in net heat fluxes in the outer
zone (see Methods), possibly linked to the entrainment of warm waters
into the mixed layer (Supplementary Fig. 4). The departure from the
linear relationship occurs in regions of the outer zone that differ
between the d,-MLH,., and the MLH.-d, relationships (Supple-
mentary Fig. 7). This spatial mismatch affects the d,-d, relationship,
which is therefore weaker than the two others in the outer zone
(R?=0.61), and does not explain as much of the d, variance there.

In summary, the climatological d, strongly affects the climatolo-
gical d,; in the inner zone only. By contrast, the climatological MLH;,,x
determines the climatological d, throughout the seasonal ice zone,
regardless of the processes (freezing or ice import) increasing sea ice
concentration at that time.

From spatial to interannual variability

Thermodynamic processes in ice-free waters provide strong con-
straints to the climatological date of advance. Whether such mechan-
isms also apply at interannual time scales is not straightforward.
Stammerjohn et al” disclosed significant correlations between
detrended dates of retreat and subsequent advance over 1980-2010.
An ice-ocean thermodynamic feedback was hypothesized to explain
this link. The same mechanism was also identified in the Arctic’"*.
However, observations and CMIP5 model analyses suggest that ther-
modynamic processes are less effective at explaining interannual var-
iations than they are for the mean state®’. Based on what precedes, we
question to which extent our findings on the mean state can be applied
to interannual variations.

We expect the ice-ocean thermodynamic feedback to operate in
agreement with our d,-MLH,,x-d, framework: an earlier retreat on a
given year would lead to a higher maximum MLH and a later advance.
We examine these links at the interannual time scale, using the SST as
a proxy for the MLH, due to the limited spatial coverage of inter-
annual mixed layer depth data. Based on detrended time series over
1982-2018, we find significant and relatively strong negative links
between anomalies of d, and subsequent SST..x (p<0.05 and
r=-0.6+/-0.2; Fig. 4a), and positive links between anomalies of

SSThmax and subsequent d, (p<0.05 and r=0.5+/-0.2; Fig. 4b) in
large parts of the seasonal ice zone. As a result of the thermodynamic
linkage between d,, SSTax, and d,, we also find relatively strong
correlations between detrended anomalies of sea ice retreat and
subsequent advance date (p<0.05 and r=-0.5+/-0.2; Fig. 4c),
consistently with Stammerjohn et al.”. However, those correlations
are weak or statistically insignificant close to the seasonal ice zone
edge and also in the East Antarctic and Maud Rise sectors, which
indicates that processes distinct from the ice-ocean feedback are also
strongly involved (Fig. 4a-c).

The mean state-based decomposition between an inner and outer
zone seems relevant to better constrain the role of ice transport and
melt processes at the interannual time scale. To explore this idea, we
examine the interannual standard deviation in the date of advance. We
find that interannual variability is highest within or close to the outer
zone (Fig. 4d). This suggests that high interannual variability in the
timing of advance is due to variability in either sea ice drift, which
relates to variability in winds" or in ocean heat input®, or both. By
contrast, the lower variability in d, in the inner zone could relate to a
more prevalent control of thermodynamics on the date of advance.
Spatial patterns of detrended correlations between d,, SST .« and d,
are also generally in line with the inner-outer zones decomposition.
The largest correlations are found in the inner zone (Fig. 4a-c), con-
sistently with thermodynamic processes driving sea ice advance there.
However, one difference with our findings related to mean state is that
drift and melt processes may also considerably contribute to inter-
annual variability in the date of advance in the inner zone, as indicated
by locally existing weak and low significance d,-SST.x-d, correlations
there (Fig. 4a, b). For instance, close to Maud Rise, the correlations
between d, and d, are significant (Fig. 4c) but not between d, and
SSTmax (Fig. 4a) and between SST.x and d, (Fig. 4b). The effects of
oceanic heat entrainment®** and advection'*** might be more suited
to explain the variability in this region, despite being located in the
inner zone. We therefore surmise that the inner-outer zones boundary
may not be as clear for interannual variations in the date of advance
than it is for the climatology.

Ultimately, the drivers of the spatial variability in the climatolo-
gical date of advance also contribute to a certain extent to the inter-
annual variability. Nonetheless, heat fluxes and transport processes
exert a stronger influence on the timing of advance at the interannual
time scale, compared to the mean state. Future work may help to
clarify the exact role of such processes.

Discussion

Our findings progress the understanding of the climatological timing
of sea ice advance while providing valuable insights on the drivers of
interannual changes. We now discuss their implications regarding
long-term Antarctic sea ice changes.

Projected future Antarctic sea ice changes vary widely amongst
current climate models®® because of persistent biases and poorly
represented physical processes in climate projections, particularly
problematic in the Southern Ocean®’. Our results can be used to
evaluate the model representation of the processes driving sea ice
seasonality in the Southern Ocean against observations. Primarily, the
inner-outer zone decomposition provides a specific approach to vali-
date the ice concentration budget during the ice advance season.
Additionally, an examination of the different relations embedded in
the d,-MLH,x-d,, framework can serve as a robust approach to verify
the existence of the thermodynamic control of sea ice advance by
the ocean.

Furthermore, our results provide important constraints on future
long-term Antarctic sea ice changes. Given how strong the d,-MLH,,,-d,;
relationships are in the recent mean state, it can be argued that these
will still hold for the future Antarctic sea ice mean state, providing
helpful constraints to project long-term future changes. Indeed, the
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deviation (o) in the date of advance. Beige shading in b-d indicates where corre-
lations are not statistically significant at the 95% level. The black contour delimits
the inner-outer zone limit derived from the sea ice concentration budget and
shown in Fig. 2d. White patches indicate regions out of the seasonal ice zone.
Source data are provided as a Source data file.

increased skill of the MLH,,,x-d,, relationship, compared to SSTax-d,
(Fig. 3a, b) emphasizes the importance of considering changes not only
in the mixed layer temperature but also in mixed layer depth to fully
understand long-term changes. Arguably global warming will be asso-
ciated with earlier retreat and warmer surface waters, providing more
heat to the mixed-layer in summer, delaying sea ice advance. However,
changes in mixed layer stratification are also operating and might
compete with the effects of the temperature increase. The increase in
freshwater input to the subpolar Southern Ocean through increased
precipitation*® and ice sheet mass loss", increases the regional upper
ocean stratification”**** potentially reducing the mixed-layer heat
content and act against warming by allowing for earlier date of advance,
even with an increased surface heat uptake. More work will be needed
to understand how temperature and stratification processes drive and
respond to long-term sea ice seasonality changes.

Methods

Observational data sources

We assess the relationships between the date of sea ice advance and
the state of the underlying ocean based on a number of observational
data sets. We use daily passive microwave sea ice concentration (SIC)
from the EUMETSAT Ocean and Sea Ice Satellite Application Facility*
(OSI SAF) over 1982-2018 (OSI-450 from January 1982 to April 2015,
and OSI-430-b after April 2015). For the sea surface temperature (SST),

we use a daily satellite product available from 1982, based on thermal
infra-red radiance measurements, and taken from the global L4 (gap-
free, gridded) European Space Agency (ESA) SST Climate Change
Initiative (CCI) analysis with a resolution of 0.05°7, provided with an
estimate of the analysis uncertainty on the SST.

We also use a gap-filled monthly 1979-2018 climatology of mixed
layer depth and stratification, based on in situ observations®.
Conductivity-temperature-depth (CTD; 1970-2018), Argo floats
(Argo international programme®**; 2000-2018) and marine mammal-
borne sensor profiles (Marine Mammals Exploring the Oceans Pole to
Pole programme®; 2004-2018) were included. Generalized least
squares linear-regressions of individual in situ profiles are performed
around each grid point to produce gridded maps of climatological
mean fields.

Other datasets are used to support our analysis. To evaluate the
radiative heat fluxes during the open water season, we derive a daily
climatology of surface shortwave and longwave radiative fluxes from
the FH-series data of the International Satellite Cloud Climatology
Project***, available over 1982-2016 (ISCCP). Finally, we use NOAA
Advanced very High Resolution Radiometer (AVHRR) Optimum
Interpolation (OI) 0.25° daily SST v2.0 analysis data®, also referred to
as Reynolds’ SST, to ensure the robustness of our analysis.

All data were interpolated on the OSI-SAF Equal-Area Scalable
Earth 2 (EASE2) 25 km grid.
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Diagnostics of sea ice and ocean seasonality

Climatological mean dates of sea ice retreat (d,) and sea ice advance
(d,) were derived from OSI SAF sea ice concentration, on which we
applied a 15-day temporal filter to avoid retaining any d,, or d, reflecting
short events’. These dates are defined consistently with previous
work’”*'%*8_d_is defined as the first day filtered sea ice concentration
drops below 15% while d,, is the first day filtered sea ice concentration
exceeds 15%. To ensure d, and subsequent d, of the same yearly sea-
sonal cycle are retained, we looked for d, (d,) starting on a month
where no sea ice advance (retreat) occurs, on average over 1982-2018.
We selected January 1 of the current year as the start date for d,, and
May 1 of the previous year for d,, since the majority (>99%) of d, and d,
occurs after those dates.

To obtain a meaningful 1982-2018 climatological average of d,
and d,, a missing value is assigned where the number of years with
undefined d, and d, (corresponding to year-round ice-free or ice-
covered grid points) is less than one third of the total number of years
in the considered period, following ref. 9.

Other climatological diagnostics were calculated to diagnose the
seasonality of upper ocean thermodynamics, using the ESA CCI satel-
lite SST over 1982-2018. For each year, the seasonal maximum of SST,
SSTmax and date when this maximum is reached, dss; were identified
during the open water season, between d, and d, of the corresponding
year. We also calculated the yearly SST on the days of advance (SSTg.)
and retreat (SSTg,). Then, the 1982-2018 average of each of the four
ocean seasonality diagnostics was obtained following the same
method as for climatological d, and d,.

Decomposition of sea ice concentration budget at the time of
advance

To explore the respective role of ice dynamics and thermo-
dynamics in setting d,, we evaluate the dynamic and thermo-
dynamic contributions to the sea ice concentration budget at the
time of advance. We identify regions of ice import/export, ice
melt/growth and regions of dominant dynamic/thermodynamic
contributions. We use the sea ice concentration budget decom-
position outputs from ref. 22 available at daily frequency between
2003 and 2010. We also use a 2003-2010 climatology of d,, for
temporal consistency. These outputs are obtained based on the
technique developed by ref. 11 from daily sea ice concentration
(NASA Team algorithm*’) and ice drift fields derived from AMSR-E
brightness temperature by a cross-correlation algorithm***', The
governing equation for the sea ice concentration, is decomposed
between a dynamic term and a residual:

aZ—LC =V.(uSIC) + residual 4)

The ice concentration flux divergence represents the effects of
advection and divergence of sea ice caused by ice drift. The residual
term includes both thermodynamic processes (melting/freezing) and
mechanical redistribution through ridging and rafting. However,
mechanical redistribution should not intervene in the budget at the
time of sea ice advance, as it usually occurs for high sea ice con-
centration. Thus, we consider the residual as purely thermodynamic.

Evaluating the different terms of the previous equation at the time
of advance requires analyzing the output of the sea ice concentration
budget for sea ice concentration below 15%. However, the budget is
not defined at such low sea ice concentration because of missing ice
drift data and large sea ice concentration errors near the ice edge. To
overcome this limitation, we diagnose total sea ice concentration
increase (ASIC), as well as percent dynamic (Dy) and thermodynamic
(Th) contributions to sea ice concentration tendency during a period
on length At following d,.

The diagnostics are defined as such:

d, +At aSIC
ASIC _/da o dt (5)
1 d, +At
Dy= m/d,, V.(uSIC) dt (6)
1 d,+At .
Th= m/d“ residual dt @)

To choose the most suitable upper bound of integration,
the sensitivity to At of the contours delimiting our regions of interest
(Th=0, Dy=0 and |IDy/Th|=1) was assessed (Supplementary Fig. 1).
For varying At from 15 to 60 days, we find that the Th=0 and |Dy/
Th| =1 contours vary only little. More precisely, regions of sea ice
melt (Th <0) and dominant dynamic contribution (|Dy/Th|>1) are
consistent both in location and percentage of total seasonal ice zone
area, strengthening our confidence that they are a close repre-
sentation of the sea ice concentration budget prior to d,. Hence, our
regions of interest should be at similar location and have a similar
area at the time of sea ice advance than in any of the time periods At
within the 2 months following d,. We choose 4t =30 days as a com-
promise between a low proportion of missing values in the con-
sidered seasonal ice zone and the proximity in time to d,.

The d,-MLH,,,.x-d,, relationship in a simple heat budget model
framework

The mathematical description of the simple thermodynamic framework
used to explain spatial variations in the timing of advance is an updated
version of the framework developed by ref. 9 in the context of Arctic sea
ice, based on the heat budget in the mixed layer. We define the heat
stored in the mixed layer, termed mixed layer heat content (MLH) as:

MLH =pc,hT ®)

where h is the mixed layer depth, 7, the mixed layer temperature, p, the
reference density of seawater, and c,, the specific heat of seawater.

The model is based on the temperature balance equation®, which
writes as:

% (6, %,9)=Q(t,X,y) ©)

with Q,, the total net heat flux in the mixed layer, accounting for sur-
face heat fluxes, entrainment, diffusion and advection. Now, integrat-
ing the MLH budget during mixed layer heating (from d, to dy; ;) and
cooling (from d,; 4 to d,;) periods we get:

MLH pax(X, ) = MLHg, (X, )

<Q x,y)> a0

do(x,y) — dssr(x,y) =

MLH, (X, ¥) — MLH,(x, ) = <Q" (x, y)>(dpy (X, y) — d,(x, )

where d,;y is the date of maximum MLH. <Q+> and <Q-> are
respectively the mean total net heat flux during the heating and the
cooling periods:

an

d,
<Q (). [dy(6,Y) — dyu(x, ) = /d Qexyd  (12)

dMLH
<Q Y [dyn6,Y) — d(x,)] = /d Q. xyde  (13)
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Combining Eqgs. (12) and (13), we obtain a relationship between d,
and d:

<Q" (x,y)>

—= 14
<Q (x> ()

d(x,y) — dy (X, )= I [(Apn (6, y) — do(x, )

with:

_ MLH,,.x — MLHg,
T ) = N — MLHg,

If T is at the freezing point on d, and d,, then MLHy, = MLH, and
=1

Perfectly linear relationships between climatological d, and
MLH.x anomalies, MLH,,x and d, anomalies would respectively
suggest uniform spatial distributions of <Q-> and <Q + >. Resultingly,
the relationship between d, and d, anomalies would also become linear
(if rap = 1.

Definition of the observational MLH
Using the monthly climatology of mixed layer depth from ref. 28 and
the ESA CCI SST diagnostics (e.g., SSTmax, SSTar, SST44), We estimated
the observational MLH for any date, ¢, during the open water season as:
MLH(t) =pc,MLD,.SST 15
where MLD, is the monthly mixed layer depth evaluated on the month
of the given date, ¢ (e.g., MLDg4sst is evaluated on the month of cli-
matological seasonal maximum of SST, dss7). The SST is in degrees
Celsius. Using this observational estimation of the MLH, we obtain:

MLHdr :pCpMLDdI’ SSTdI‘7
MLHy = 9C,MLDy__ .SST o
MLH,, = pc,MLD g,.SST¢,.

Data availability

The present analyses are mostly based on publicly available observa-
tional data. OSI-SAF sea ice concentration data are available from
https://osi-saf.eumetsat.int/products. Sea ice concentration budget
decomposition outputs are available upon request. Sea surface tem-
perature data are available from https://cds.climate.copernicus.eu/
cdsapp#!/home for the ESA CCI product and from https://www.ncei.
noaa.gov/products/avhrr-pathfinder-sst for the NOAA AVHRR pro-
duct. ISCCP radiative surface heat fluxes are available from https://
isccp.giss.nasa.gov/projects/flux.html. Climatological fields of mixed
layer depth and stratification are available from https://zenodo.org/
record/4073174#.YA jsC2S3XQ. Source data are provided with
this paper.

Code availability
All scripts used for generating the plots in this paper are available from
the corresponding author upon request.
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Supplementary Text

Analysis of the Supplementary Figures

The sea ice concentration budget at the date of advance (d,) has large uncertainties, hence we integrate
it in time over a time window spanning part of the sea ice season. In Supplementary Fig.1, we find that
the sea ice concentration budget-derived limit between the inner and outer zones does not strongly
depend on the size of the time integration window, suggesting it is robust enough for the present

analysis.

In Supplementary Fig. 2, we evaluate the robustness of the sea surface temperature at date of advance
(SSTqa) across time periods and SST products. We find that SSTq. slightly differs according to the
averaging period (2003-2010 or 1982-2018) or the product (ESA CCI or Reynolds’). However, the
effect of the inner-outer zone limit is always visible. Hence, the SST-based inner-outer zone limit is
also robust, we reckon. Furthermore, SSTa. - Ty (where T is the freezing temperature) is generally
higher than uncertainty, and even more so in the outer zone. This is consistent with a higher SSTg, in
the outer zone compared to the inner zone. In the inner zone, higher than uncertainty (SSTq. - 77) could
be due to a spatial averaging effect: a 15% ice covered grid point of 25 km? is not necessarily at the

freezing point over its full surface.

In Supplementary Fig. 3, we test whether available in-situ hydrographic records support satellite-based
findings regarding the SST at the date of advance. In-situ SST measurements are from float (2000-
2020) and marine mammal-borne sensors (2004-2020, see Methods). In situ SSTs were collocated
with the passive-microwave dates of sea ice advance for the corresponding sampling year. Only 28
records correspond to an available date of advance within 3 days in the corresponding satellite pixel.
We find the histograms of Supplementary Fig. 2 from these 28 in situ records and their satellite
counterparts (ESA CCI) SSTq. to be compatible.

In Supplementary Fig. 4, we examine the temperature contribution to the stratification at the base of

the mixed layer during the sea ice advance season (N#). NZ is proportional to the vertical temperature

. . oT .
gradient at the base of the mixed layer and defined as: N2 = ga a_zb’ where T, is the temperature at the

. . . 10
base of the mixed layer, a, the thermal expansion coefficient at constant pressure: ¢ = — ;a—’z and g,

the gravity acceleration. N2 < 0 (NZ > 0) indicates a negative (positive) temperature gradient and an

unstable (stable) temperature profile at the base of the mixed layer.
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We find that, in the outer zone, the temperature profile at the base of the mixed layer is unstable
during the three first months of the advance season (NZ < 0), indicating a possible entrainment of
warm waters into the mixed layer during these months. This entrainment might contribute to the

excess of heat causing the high SSTq. and the resulting melting in the outer zone.

In Supplementary Fig. 5, we show a strong correspondence between the seasonal maximum of mixed
layer heat content (MLHmax) and the net radiative flux absorbed by the ocean. The latter is itself
constrained by the date of sea ice retreat, which suggests a large control of MLHuax by radiative
heating of the upper ocean and explains why MLHmay is tightly linked to the date of sea ice retreat (d,)
(see Figure 3c¢).

In Supplementary Fig. 6, we test the strength of the d,-MLHmax-d. linear relationships in the outer
zone. We find that these relationships are significantly weaker in the outer zone than in the inner zone
(see Fig. 3), according to Fisher’s Z-test at a 0.01 significance level. However, the MLHmax-d, relation
still explains a large part (83%) of the variance in the climatological date of advance. By contrast, the

d,-d, relation is weaker than the d,-MLH.x and the MLHax-d, relations, in the outer zone.

In Supplementary Fig. 7, we show that the weaker d,-d, relation in the outer zone might be due to

different spatial distributions of the errors in the d,-MLHmax and the MLHmax-d, linear regressions.
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Supplementary Figures
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Supplementary Figure 1 | Sensitivity of the sea ice concentration-budget-based regions to the
time-integration window. a shows the spatial distribution of three regions defined based on the
budget: melting (Th < 0; orange), dominant dynamics (|Dy/Th| > 1; yellow and orange), dominant
thermodynamics (|Dy/Th| < 1; blue). The budget is averaged after the date of sea ice advance (d.),
over a time window of unconstrained duration, which influence is tested here (values of 15, 30, 40 and
60 days). Grid points where the budget is not defined because of missing ice drift data are in grey and
the perennial ice zone in white. b shows the fractional area of the aforementioned regions (in % of the
seasonal ice zone), for the different integration time windows.
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Supplementary Figure 2 | Robustness of the inner-outer zone limit across time periods and sea
surface temperature (SST) products. SST at the date of advance (SSTu.) referenced to freezing
temperature (7}, assumed constant at -1.8°C), based on a ESA CCI SST, averaged over 2003-2010; b
ESA CCI SST, averaged over 1982-2018; and ¢ Reynolds’ SST, averaged over 2003-2010. d
Difference between SSTa. and 7y and the uncertainty (g) on the ESA CCI SST analysis, averaged over
2003-2010. Corresponding frequency histograms are shown under each map in grey (a) or beige (b, c,
d). In b and ¢, the grey histogram is the same as in a and used as a reference distribution. The black
contour defines the limit between the inner and outer zones. White patches indicate regions out of the
seasonal ice zone.
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Supplementary Figure 3 | Comparison of satellite and in situ sea surface temperature on the day
of advance (SSTaa). Frequency histograms of SST at the date of advance referenced to freezing
temperature (7}, assumed constant at -1.8°C), derived from satellite (ESA CCI) and from in situ SST.

45



6.0 -45 -3.0 —1.5 0.0 1.5 3.0 45 6.0
N2 [106 s72]

Supplementary Figure 4 | Monthly temperature contribution to the stratification at the base of
the mixed layer (N2) during the sea ice advance season. Maps are climatological, and constructed
from in situ observations over 1979-2018. Red contours define the monthly climatology (over 1982-
2018) of sea ice extent of the corresponding month, derived from passive microwave data. The black
contour defines the limit between the inner and outer zones.
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Supplementary Figure 5 | Spatial relationship between the increase in the mixed-layer heat
content (MLH) and the total surface radiative heating over the ocean heating period (from the
date of retreat to the date of seasonal maximum MLH). The sources used include: the
climatological MLH derived from thermal infrared radiance satellite sea surface temperature (ESA
CCI) and a climatology of mixed layer depths (1979-2018); the ISCCP observed climatological net
radiative flux (1984-2016). The relationship is represented as a 2D histogram showing grid points
from the inner zone only. Color gives the number of points in each pixel of the 2D histogram space. A
Least Square linear regression was performed and the corresponding regression line, R* and p-values
are shown.
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Supplementary Figure 6 | Selected outer zone spatial relationships between the 1982-2018
climatological maps of key variables displayed in Fig. 1, plotted as 2D histograms. a, date of
advance (d,) vs seasonal maximum of mixed layer heat content (MLHmax), b, MLHmax vs date of
retreat (d,) and ¢, d, vs d.. Anomalies are used, tailored to best showcase the relevant relationships (see
Methods). d, (dr) anomalies refer to the date of maximum sea surface temperature (dssr) such that
positive anomalies indicate later advance (retreat). In a (b), MLHmax anomalies refer to the mixed
layer heat content value at sea ice advance (retreat) date, which is close to but not exactly zero,
because the sea surface temperature is a few tenths of degree above freezing (see Supplementary
Figure 2). Only grid points from the outer zone are shown. Color gives the number of points in each
pixel of the 2D histogram space. A Least Square linear regression was performed for each plot; the
corresponding regression line (significant at 99%), and corresponding R’ are given.
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Supplementary Figure 7 | Spatial distribution of errors in the d,-MLHmnax-d, linear regressions,
in the outer zone. Error are defined as the residuals of a, the date of advance (d,,) vs seasonal
maximum of sea surface maximum (MLHmax) and b, the MLHmax vs date of retreat (d,) linear
regressions (Supplementary Figure 6). Residuals are calculated as the difference between the actual
value at a given grid point and the predicted value based on the model fit. Only grid points located in
the outer zone are displayed.
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2. Drivers of Antarctic Sea Ice Retreat

2 Drivers of Antarctic Sea Ice Retreat

Kenza Himmich, Martin Vancoppenolle, Marion Bocquet, Gurvan Madec

The Antarctic sea ice cover undergoes a rapid retreat in spring. Here, we explore the
roles of ice melt, export and thickness in setting, locally, the climatological dates of sea ice
retreat. Our findings reveal that retreat is driven by sea ice melt in most of the seasonal ice
zone, being strongly constrained by sea ice thickness at the onset of the melt season. Ice
export is the dominant driver of sea ice retreat only locally, in regions of coastal polynyas
formation. The link between ice thickness and retreat date holds for interannual anomalies
at the circumpolar scale but is significantly weaker at the local level.

2.1 Introduction

Within a year, the Antarctic sea ice cover undergoes a fast retreat from September to February,
followed by a slower advance (e.g. Gordon, 1981; Roach et al., 2022). Dates of sea ice retreat
and advance, defined as the first day in the year when smoothed-in-time sea ice concentration
exceeds or falls below 15% (Lebrun et al., 2019; Stammerjohn et al., 2012; Stroeve et al., 2016),
allow to track these seasonal variations at any given location.

The processes setting the date of sea ice advance have been investigated in Chapter 1.1
(Himmich et al., 2023). Notably, we found that the climatological date of advance is tightly
linked to the heat stored in the summer mixed layer, itself controlled by the climatological date
of retreat. However, what sets the date of retreat still has to be examined to fully understand
the mean state of seasonal Antarctic sea ice.

Previous studies have investigated the rapid seasonal decrease in Antarctic sea ice extent,
offering insights into the drivers of sea ice retreat. This decrease has been linked to the large
intensity of incoming solar radiation during summer (Roach et al., 2022), suggesting that
solar-induced melting sets the pace of the seasonal sea ice extent reduction. Solar radiation
influences sea ice melt through the ice-albedo feedback: any decrease in sea ice concentration
enhances solar radiation uptake, basal melting and further loss of sea ice (Maykut & McPhee,
1995; Maykut & Perovich, 1987; Vivier et al., 2016). The creation of open water early on in the
season, triggering the ice-albedo feedback, can also be promoted by thinner sea ice, which is
removed more efficiently upon melting (Holland et al., 2006) or caused by wind-induced ice
divergence (Eayrs et al., 2019; Nihashi & Cavalieri, 2006). Hence, sea ice melting, thickness and
transport may all contribute to set the date of sea ice retreat.

In this exploratory study, we outline how these processes drive the climatological dates of
sea ice retreat, as derived from passive-microwave sea ice concentration. Following a similar
approach as Himmich et al. (2023), we evaluate the contributions of ice melting and transport
to the total ice area removal leading to sea ice retreat, using passive microwave-based sea ice
concentration budget diagnostics. We also investigate the potential link between the date
of sea ice retreat and the ice thickness at the start of the melt season, using altimetry-based
ice thickness retrievals. Lastly, we assess the extent to which anomalies in sea ice thickness
contribute to the interannual variability in the timing of retreat.
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2.2 Methods

2.2.1 Calculation of relevant diagnostics

We assessed the relationships between climatological mean sea ice thickness at the beginning
of the melt season and the retreat date, using satellite observations.

The climatological date of sea ice retreat was derived as in Himmich et al. (2023) using
daily passive microwave sea ice concentration from the EUMETSAT Ocean and Sea Ice Satellite
Application Facility (OSI-SAE Lavergne et al., 2019) over 1994-2022 (OSI-450 from January 1994
to April 2015, and OSI-430-b after April 2015).

Climatological sea ice thickness at the start of the melt season was approximated by the
monthly mean September ice thickness, given its proximity to the spring equinox. We utilized
altimetry-based ice thickness retrievals over 1994-2022 resulting from a decade of develop-
ments at LEGOS (Laboratoire d’Etudes en Géophysique et Océanographie Spatiales) in the
group of Sara Fleury. This dataset, described in the recently defended thesis of Marion Boquet
(Bocquet, 2023), and integrates year-round 12.5 km gridded L1B time series from ERS-1, ERS-2,
Envisat, and CryoSat-2 missions. These different missions are inter-calibrated, leveraging mis-
sion overlap. Ice thickness is derived from radar freeboard following the methodology outlined
by (Laxon et al., 2003). Ku-band radar freeboards are employed, with a correction applied to
account for the varying speed of light in snow (Mallett et al., 2020). The density of ice (875-920
kgm?®) and snow (320-350 kgm?) includes specified seasonal variations (Kurtz & Markus,
2012; Maksym & Markus, 2008). Snow depth is taken from a climatology of radiometer-based
estimation developed for SI-CCI (Paul et al., 2021). In a submitted manuscript to JGR-oceans
(Bocquet, 2024), the resulting ice thickness dataset was evaluated against independent data,
namely the ASPeCt visual estimates (Worby et al., 2008), upward-looking sonar data from
AWI moorings in the Weddell Sea (Behrendt et al., 2013), and Operation Ice Bridge air-based
estimates (Kurtz et al., 2013), showing reasonable agreement. The study also highlights a
possible overall high bias, consistent with suggestions by (Kacimi & Kwok, 2020). Overall, as
this dataset is fairly recent, it must be considered as significantly uncertain.

All mentioned data were interpolated on the OSI-SAF Equal-Area Scalable Earth 2 (EASE2) 25
km grid.

2.2.2 Seaice concentration budget

To explore the respective role of ice dynamics and thermodynamics in setting the date of sea
ice retreat, we computed a sea ice concentration budget decomposition from OSI-SAF daily
fields of ice concentration (Lavergne et al., 2019) and drift (Lavergne & Down, 2023). The
OSI-SAF sea ice drift is retrieved using different methods according to the season. In winter,
from April to September, ice drift is retrieved using a maximum cross correlation algorithm
applied to brightness temperature from a number of sensors (SSM/I, SSMIS, AMSR-E and
AMSR?2). In summer, from November to February, a free-drift model based on the ERA5 wind
fields (Hersbach et al., 2020) is used. In October and March, drift fields are derived from both
the free-drift model and satellite-based retrievals. This dataset is available over 1991-2020, with
aresolution of 75 km.
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The governing equation for the sea ice concentration is decomposed into dynamic and
residual terms (Holland & Kwok, 2012):

63% =V.(u SIC) + residual 1.2)
The ice concentration flux divergence represents the effects of advection and divergence of
sea ice caused by ice drift. The residual term includes both thermodynamic processes (melting
! freezing) and local mechanical redistribution through ridging and rafting. To compute
each contribution to the above budget, we applied the exact methodology of Holland and
Kimura (2016) on OSI-SAF sea ice concentration and drift data. Sea ice concentration fields are
interpolated on the 75-km grid of ice drift. A 7x7 cell square-window smoothing filter is then
applied to the ice drift fields in order to avoid noise in the dynamic term. The time derivative
in ice concentration is calculated as a central difference in time of sea ice concentration fields
at a daily frequency. Advection and divergence terms are calculated as central differences in
space then averaged over 3-days periods to synchronize with time derivatives. The resulting
time series (1991-2020) are more than three times longer than the original product of Holland
and Kimura (2016) (2003-2010). They were carefully evaluated by reproducing Figure 3 of
Holland and Kimura (2016), showing the seasonal evolution of the climatological terms of the
SIC budget, with negligible differences (see Figure 5 in General Introduction).

Adapting the method of Himmich et al. (2023), we finally evaluated the total dynamic
and thermodynamic contributions to the sea ice concentration budget from September 15th
to the date of retreat, which approximates the melt season. We diagnosed the total sea ice
concentration decrease (ASIC), as well as the dynamic (D yn) and residual (Res) contributions
to sea ice concentration tendency over the melt season as follow:

dr BSIC
ASIC = —dt,
15Sep. ot
1 [dr
Dyn=—— V.(uSIC)dt, 1.3)
ASIC 15Sep.
d
Res = —— residual dt.
ASIC 15Sep.

2.3 Results and Discussion

Seaice retreat, local melting or export? We investigate how local ice export and melt control
the spatial variability in the sea ice retreat date, based on the ice transport (Dyn) and resid-
ual (Res) contributions to the total sea ice concentration decrease over the melt season (Figure
1). We hypothesize that the residual ice removal is generally dominated by melting, as ice de-
formation is limited to small regions and would predominantly occur at the onset of the melt
season, when sea ice concentration is still high (Holland & Kimura, 2016). First examining the
dynamic contribution (Figure 1a), we find that sea ice is exported from the inner seasonal ice
zone (Dyn < 0) towards a thin circumpolar band, close to the winter ice edge (Dyn > 0). These
spatial patterns resemble the ones of the dynamic contribution evaluated during the advance
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season by Himmich et al. (2023). Next, examining the thermodynamic contribution, we find
that melting occurs (Res < 0; Figure 1b) and dominates ice removal during the melt season in
93% of the seasonal ice zone area (|[Dyn/Res|; Figure 1c < 1). In the remaining 7%, mostly lo-
cated near the coast, sea ice growth occurs (Res > 0) and ice removal is dominated by ice export
(IDyn/Res| > 1). These regions correspond to areas of polynya formation (Nihashi & Cavalieri,
2006), where sea ice is continuously growing and advected off the coast at the start of spring
(Nakata & Ohshima, 2022). Hence, our analysis suggests sea ice melt controls the timing of
retreat everywhere in the seasonal ice zone but in regions where polynyas can form.

—186-120-60 0 60 120180
[%]

Figure 1.1: Maps of passive microwave-based sea ice concentration budget terms preceding the date
of sea ice retreat, averaged over 1991-2020. The dynamic (Dyn, a) and residual (Res, b) contribution
to the total sea ice concentration tendency and their absolute ratio (|Dyn/Res|, ¢), all evaluated over
the melting period, from September 15 to the date of retreat. White patches indicate regions out of the
seasonal ice zone.

Control of sea ice retreat from thermodynamic processes. In the case of a melt-driven sea
ice retreat, a relationship between the timing of retreat and the sea ice thickness at the melt
onset (SIT,,) arises when integrating, from the sea ice melt onset (d,;,,) to the date of retreat
(d;), the heat budget in sea ice (Lebrun et al., 2019; Semtner, 1976), neglecting snow, sensible

heat and salt contents: SIT. (5. v)
X,y

dr(xX,y) = dmo(x,y) = pL———2— (L4)
Y T ol Y P G e, ) >

where p is the ice density and L is the sea ice latent heat of fusion and < Q;., >, the mean net
heat flux to sea ice over the melt season. We subsequently explore the strength of this link,
using climatological distributions of ice retreat date and September thickness over 1994-2022.
Maps of the climatological sea ice retreat date (Figure 2a) and September thickness (Figure
2b) indicate that thicker sea ice retreats later, reflecting a robust linear relationship (p < 0.05;
Figure 3a). Specifically, 65% of the spatial variance in the retreat date is attributed to September
ice thickness, based on a linear model (Figure 3a). Ice thickness therefore strongly contributes
to setting the climatological timing of sea ice retreat. This is consistent with simulations
conducted by Goosse et al. (2023), highlighting that the pace of the spring sea ice extent
decrease is modulated by initial September thickness.
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Figure 1.2: Climatological maps of key variables (1994-2022). a, retreat dates derived from passive mi-
crowave sea ice concentration and b, altimetry-based mean September sea ice thickness. Corresponding
frequency histograms are shown under each map. White patches indicate regions out of the seasonal ice
zone.

Nonetheless, one third of the spatial variance in retreat dates remains unexplained by sea
ice thickness, as illustrated by the scatter around the linear relationship (Figure 3a). We next
discuss the potential causes of this scatter. Based on equation (3), a perfectly linear relationship
between ice thickness and retreat date would indicate spatially uniform < Q;, >. This suggests
that the spatial variability of < Q;.. > explains, at least in part, the remaining variance in retreat
date. In addition, observed sea ice export and resulting concentration decrease during the
melt season (Figure 1a) could contribute to this spatial variability by locally increasing solar
heat uptake and triggering the ice-albedo feedback (Eayrs et al., 2019; Nihashi & Cavalieri,
2006). Consistently, the dispersion in the retreat date-thickness diagram decreases by thickness
where considering only regions where melting dominates ice removal (R?> = 72%; Figure 3b)
than in the entire the seasonal ice zone (R?> = 65%; Figure 3a) or where ice export prevails
(R? = 28%; Figure 3c). Last, uncertainties related to ice thickness, including observational
errors (Bocquet, 2023) and using the mean September value as a proxy of the ice thickness
at the melt onset, could contribute to the scatter around the thickness-retreat relationship.
In summary, heat fluxes, sea ice dynamics and observational uncertainties could explain the
remaining spatial variance in climatological retreat dates; however, their relative contribution
cannot be untangled from observations alone. Models may be more suitable for that purpose.

From spatial to interannual variability. Lastly, we evaluate possible interannual links be-
tween anomalous September sea ice thickness and timing of sea ice retreat. Regressing mean
detrended anomalies over the seasonal ice zone, we find that ice thickness explains 50% of the
interannual variance in retreat dates (Figure 4a). This suggests that, at the scale of the ice pack,
interannual anomalies in retreat dates are partly caused by anomalies in ice thickness.

Next, examining the strength of this link at the grid-point scale on a correlation map
(Figure 4b), we find statistically significant correlations between detrended anomalies in ice
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Figure 1.3: Spatial relationships between September sea ice thickness (SITspp) and the date of sea
ice retreat (d;). Relationships are plotted as 2D histograms over a, the entire seasonal ice zone and
over regions where the dominant ice removal process preceding ice retreat is b, melting and ¢, export
(see Figure 1). dgir refers to September 15th. Color gives the number of points in each pixel of the
2D histogram space. A Least Square linear regression was performed for each plot; the corresponding
regression line (significant at 99%), and determination coefficient (R?) are shown.

thickness and retreat date in only 15% of the seasonal ice zone area. Hence, at the local scale,
ice thickness anomalies appear to exert a weak control on interannual variability in ice retreat
dates. This could suggest that sea ice transport anomalies, which are usually wind-driven,
may have a larger contribution in setting the date of retreat at interannual timescales than in
the mean state. Previous studies support this hypothesis. In the Ross Sea, sea ice retreat date
anomalies have been correlated to spring zonal winds and induced ice drift by Holland et al.
(2017). Moreover, model experiments indicate that interannual variability in the retreat date
is significantly reduced in the absence of wind stress variability (Kusahara et al., 2019). A joint
examination of interannual variability in ice retreat date, ice drift and winds could help better
constrain the role of these processes. Additionally, potential issues with the fairly recent sea ice
thickness product used here may increase the lack of significant correlations at the local scale.
To test this hypothesis, the correlation map of Figure 4b could be replicated using alternative
observational or reanalysis ice thickness datasets.

We plan to conduct the suggested analyses above before attempting to publish this chap-
ter, in order to assess the relative role of wind-driven processes and observational errors in
weakening the ice thickness-retreat date link at the interannual time scale.

In conclusion |, the climatological retreat date is overall set by sea ice thickness at the begin-
ning of the melt season. Ice dynamics alter this relationship locally, closer to Antarctica. This
framework complements the previous Chapter 1.1 (Himmich et al., 2023), allowing to compre-
hensively describe the mean state of Antarctic sea ice seasonality from simple constraints ex-
erted by ice-ocean thermodynamics.
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Figure 1.4: Links between interannual variability in ice retreat date and thickness. Retreat dates (d;)
versus previous September sea ice thickness (SITsep) a, detrended anomalies and b, correlation coef-
ficient (r) between detrended time series at each grid-point. A least Square linear regression was per-
formed for a; the corresponding regression line (significant at 99%), and corresponding coefficients of
determination (R?) are shown. In b, the black contour indicates where correlations are statistically sig-
nificant at the 95% level while white patches indicate regions out of the seasonal ice zone.
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CHAPTER

I1

Drivers of Antarctic Sea Ice Seasonality:
a Model Study

In Chapter I, we established an analytical framework explaining the spatial distribution of
climatological sea ice advance and retreat dates. We highlighted that these dates are predomi-
nantly set by freezing and melting, whereas ice dynamics contribute and can even dominate in
some limited areas. In addition, we found strong preconditioning by the seasonal maximum
of mixed layer heat content on the timing of advance, and by the sea ice thickness at the melt
onset on the timing of retreat. These constraints manifest as robust linear links between sea
ice thickness and retreat date, retreat date and mixed layer heat content, and mixed layer heat

content and advance date, albeit with a notably large scatter.

Physical considerations from Chapter I support a thermodynamic origin for these links.
They also suggest that the spread around linearity could be caused, first, by the spatial vari-
ability in the net heat fluxes (from oceanic and atmospheric origins) required to melt sea ice
or cool down the mixed layer to the freezing temperature. Second, sea ice import and export
could also contribute to the spread around linearity by hastening or delaying retreat, and also
by modifying air-ice-sea fluxes (Nihashi & Cavalieri, 2006; Tamura et al., 2011). However, these
arguments based on the sole observational analyses such as presented in Chapter I remain
somehow speculative, and could be reinforced by performing similar analyses with a model.
Indeed, ice-ocean models have proven instrumental to overcome observational limitations
and improve understanding of the sea ice seasonal cycle (e.g. Goosse et al., 2023; Kusahara et

al., 2019; Lebrun et al., 2019; Roach et al., 2022); this could also apply in the present context.

Another incentive to reproduce the analyses from Chapter I in a model, is that this could
inform on model behavior and progress to understand the issues they suffer from. This might
prove particularly useful in the context of the substantial uncertainties in the representation
of Antarctic sea ice processes in Earth System Models highlighted in the General introduction
(Beadling et al., 2020; Casagrande et al., 2023; Roach et al., 2020).

In this chapter, I present work in progress where the analytical framework from Chapter I

is applied within simulations with the NEMO ice-ocean model, either forced by atmospheric
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reanalyses or run in coupled mode. Our objectives are (i) to confirm the thermodynamic origin
of linearity and progress on understanding the spread around it in the relationships, (ii) to
identify what can be learned on model behavior and biases based on such analyses. To achieve
this, we present an analysis of the thickness-retreat-heat-content-advance relationships in the
model simulations. We investigate the impacts of varying heat fluxes and sea ice dynamics
through heat and sea ice concentration budget analyses. We also analyze experiments where

sea ice dynamics are deactivated.
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Impacts of Heat Fluxes and Sea Ice Dynamics on Antarctic Sea

Ice Seasonality
Kenza Himmich, Martin Vancoppenolle, Gurvan Madec, Casimir de Lavergne, Hugues Goosse

The timings of seasonal Antarctic sea ice retreat and advance are strongly constrained
by ice-ocean thermodynamics. Linear links emerge between observed spatial distributions
of climatological September ice thickness, ice retreat date, seasonal maximum mixed layer
heat content, and ice advance date, although with substantial dispersion around linearity.
Yet, the causes of such behavior are not entirely understood. In this work in progress, we
investigate the drivers of Antarctic sea ice advance and retreat using simulations performed
with the NEMO ice-ocean model, in forced-atmosphere and fully-coupled mode. We find
linear relationships in all simulations, albeit with more dispersion around linearity than
in observations. Linearity survives when ice dynamics are switched off, which confirms a
thermodynamic origin. Regarding the dispersion around linearity, we attribute it to two
contributing factors. A first source of dispersion is the spatial variability in vertical air-ice-
sea fluxes, especially during the open water season, as highlighted by a heat budget analysis.
Sea ice drift provides an extra source of dispersion during the melt season, as sea ice drift
can either hasten or delay sea ice retreat. We also suspect that climatological averaging
reduces dispersion around linearity, raising possible limitations in the comparison with
observations when running simulations with climatological forcing. Our findings offer
potential implications for the roles of heat fluxes and sea ice dynamics in the real world.
They also inform on ice-ocean processes as simulated by NEMO, in particular on the origin

of some of its seasonal biases.

1 Introduction

In contrast to the Arctic, the Antarctic sea ice cover is mainly seasonal. On average, 15 million
square kilometers, or three quarters of maximum extent, grow and decay within the year
(Parkinson, 2019, 2014). Seasonal variations in Antarctic sea ice are in large part driven by
thermodynamic processes (Chapter I; Holland & Kimura, 2016). Seawater freezing (Talley et al.,
2011; Thompson et al., 2020) predominantly sets the onset of the ice season, except in an outer
band a few degrees wide where advance is due to the import of drifting ice into warmer waters
(Himmich et al., 2023). From then on, sea ice thickens, with September typically marking the
onset of the melt season. Antarctic sea ice primarily melts from its base (Andreas & Ackley,
1982; Vancoppenolle et al., 2009), primarily under solar heating of the upper ocean layer
through open water (Maykut & McPhee, 1995; Ohshima et al., 1998; Vivier et al., 2016). Basal
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melt implies the loss of thinnest ice, increasing the open water fraction at a rate depending on
mean thickness (Hikkinen & Mellor, 1990; Holland et al., 2006; Massonnet et al., 2018). This
chain of mechanisms leads to a strong amplifying mechanism between open water fraction,
solar absorption and basal melt (Maykut & Perovich, 1987), commonly referred to as the sea
ice albedo feedback (Goosse et al., 2018). Once the seasonal ice zone becomes ice free, the
ocean mixed layer absorbs heat (mostly in solar form) throughout the warm season (Perovich
et al.,, 2007), and subsequently cools down in autumn (Pellichero et al., 2017), until it reaches
the freezing temperature and restarts a new cycle (Himmich et al., 2023), enabling sea ice

expansion through sea water freezing.

Thermodynamics impose strong local constraints on the dates of ice retreat and advance
(Chapter I; Himmich et al., 2023; Holland et al., 2017; Lebrun et al., 2019; Smith et al., 2020;
Stammerjohn et al., 2012, 2008), respectively defined as the first day in the year when sea ice
concentration falls below or exceeds 15% (Massom et al., 2008; Stammerjohn et al., 2008). No-
tably, in Chapter I, linear links were highlighted between spatial distributions of climatological
September ice thickness, ice retreat date, seasonal maximum of mixed layer heat content, and

ice advance date, subsequently referred to as TRHA links.

Are these links purely thermodynamic? How are they affected by heat fluxes and sea ice
transport? This remains uncertain as disentangling the role of these processes is not easy
with observations. Simple sea ice and ocean mixed layer heat budget models indicate that the
dispersion around linear TRHA relationships relates to the spatial distribution of mean net heat
fluxes into sea ice over the melt season and into the mixed layer over the open water season
(Chapter I; Himmich et al., 2023). In addition, sea ice transport and air-ice-sea heat fluxes
could be linked. Indeed, during the melt season, the horizontal sea ice velocity field is often
divergent (Eayrs et al,, 2019; Holland & Kimura, 2016) which locally forms open water, and
increases ocean solar heat uptake (Maykut & Perovich, 1987; Nihashi & Cavalieri, 2006; Vivier
etal., 2016). During the advance season, sea ice is exported from most of the inner seasonal ice
zone to an outer circular band near the winter ice edge, where it melts (Himmich et al., 2023;
Holland & Kimura, 2016), potentially affecting the mixed layer heat budget there. Improving
our understanding of TRHA relationships thus involves analyzing heat fluxes, sea ice transport,
and their interactions. However, such an analysis is hindered by observational limitations, in

particular the lack of reliable heat flux observations in the seasonal ice zone (Swart et al., 2019).

Sea ice-ocean models could be used to progress, as they simulate heat fluxes and allow
to experiment with ice drift. However, the large disparity between global climate mod-
els and observations regarding the seasonal cycle of Antarctic sea ice (Casagrande et al.,

2023; Roach et al., 2020) suggests that underlying processes may not be well represented. What
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insights do TRHA relationships offer on how models represent key drivers of sea ice seasonality?

In this exploratory study, we use simulations from a sea ice-ocean model to answer the
above questions. Specifically, we use the NEMO (Nucleus for European Modelling of the
Ocean) model, in which the respective influence of initial ice thickness and ocean conditions
on the timings of sea ice retreat and advance seems to hold (Goosse et al., 2023). In section
3, we assess the strength of the TRHA relationships in different configurations of the NEMO
model, differing mostly in terms of atmospheric representation and tuning. This assessment
relies on two pre-existing simulations conducted by Goosse et al. (2023) and one additional
simulation conducted for the purpose of this study. We subsequently examine, in section 4.1,
the influence of heat fluxes on the strength of these links through heat budget diagnostics. We
also assess, in section 4.2, the role of sea ice dynamics based on sea ice concentration budget
analyses and a sensitivity experiment in which sea ice drift is deactivated. We finally discuss
how our findings provide insights into seasonal sea ice processes in both the model and real

worlds (section 5).

2 Methods

2.1 Analysis framework

Ice-ocean thermodynamics link sea ice retreat and advance dates to preceding seasonal max-
ima of sea ice thickness and mixed layer heat content, respectively, through TRHA relationships
(Chapter I; Himmich et al., 2023). Ice dynamics also affect the timing of sea ice retreat, but

independently of this framework, and are not considered here.

THRA relationships stem from heat conservation in the ocean mixed layer-sea ice system
(Dong et al., 2007; Lebrun et al., 2019; Semtner, 1976). Neglecting snow, sensible heat and salt

storage in the snow-sea ice system, one gets:

oSIT
PLT([,-’C,J’) = Qice(t,X,J/)» (III)
OMLH

a7 (t,x, ) = QmL(t, x, ). (IL.2)

p is the ice density, L is the ice latent heat of fusion, SIT is the sea ice thickness, and M LH is the
mixed layer heat content. Q;.. = Qurm + Qu is the net heat flux to the sea ice, with Q,, the net

surface heat flux (including shortwave, longwave, latent and sensible heat contributions) and
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Qu the ocean-to-ice heat flux. Qy,z is the net heat flux into the mixed layer, including surface
heat fluxes, as well as entrainment, diffusion and advection at the base of the mixed layer. The

mixed layer heat content is defined as:

MLH = 04y, MLD (T = Tref), (IL3)

where p, is the reference density of seawater, cp, the specific heat of seawater, M LD the mixed

layer depth, T the mixed layer temperature, and T;.r a reference temperature.

Integrating equation (1) over the melt season, i.e. from the date of the seasonal ice thick-

ness at the melt onset (ds;r) to the date of sea ice retreat (d,), we get:

dr(x,y) = dsir(x,y) = (m(x, ) - SI Tyo(x,y), (I1.4)

where SIT),,, is the ice thickness at the melt onset, <. > refers here as an average over the melt

season and the melt rate is defined as

pL

—— (I1.5)
<Qice(xy y)>

(m) =

Now, integrating (2) over the open water warming (from d; to dy;r ) and cooling (from dps g

to d,) periods we get:

{ A (%, y) = dr(x,y) = — (MLHpax(x, y) = MLHg, (x,)) -{Q%,, (x, 1)) 16

da(x,y) = dnri(x, ) = = (MLHpax (X, ) = MLHg4(x, 1)) - (Qy,, (6, 3)) "

where dj;; g is the date of maximum MLH. < Q;\’ﬂ > and < Q,,, > refer to the net heat fluxinto

the mixed layer, averaged over the warming and the cooling periods, respectively.

Equations (4) and (6) show linear relationships between anomalies of (i) d, and SIT},,,
(i) MLHmax and d, and (iii) d, and MLH,,,x. Hence, linear relationships for those quantities
would hold in the spatial climatologies, provided < Q;c. >, < Q;,; > and < Q,,; > are spatially

uniform in the climatology.

2.2 Model overview

2.2.1 Model description

Methodological caveat: it should be noted that the selection of the following simulations
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was opportunistic, and as such, the simulation protocol was not specifically designed for the
purposes of this study. Protocol limitations and issues are identified and discussed throughout

the study.

This study is based on two sets of simulations using different but physically close ver-
sions of the NEMO ocean modelling system, including a sea ice model (see Table 1). The first
set of simulations (referred to as N1) was conducted using the configuration of Rathore et al. (in
prep.). This configuration is based on NEMO version 4.2 (Madec et al., 2023), which includes
the SI® (Sea Ice modelling Integrated Initiative) model (Vancoppenolle et al., 2023) as a sea ice
component. The second set of simulations (referred to as N025) comprises simulations con-
ducted by Goosse et al. (2023) using NEMO 3.6 (Madec et al., 2017) including LIM3.6 as a sea
ice model (Rousset et al., 2015). In both versions, the ocean component is a three-dimensional,
free-surface, hydrostatic, primitive-equation global ocean general circulation model. SI® and
LIM3 can be considered as successive and close versions of the same continuum sea ice model,
based on an energy- and salt-conserving approach (Bitz & Lipscomb, 1999; Vancoppenolle
et al., 2009), a five-category ice thickness distribution (Bitz et al., 2001; Lipscomb, 2001), a
second-order-moment-conserving scheme for horizontal advection (Prather, 1986) and an
viscous—plastic rheology. LIM3.6 uses the elastic-viscous-plastic numerical solver (Bouillon
et al., 2013) whereas the adaptive-EVP method is used in SIi3, which improves numerical

convergence (Kimmritz et al., 2016).

N1 simulations use the global ORCA1l grid, with a nominal horizontal resolution of 1° at
the Equator and a reduction in meridional grid spacing towards higher latitudes to match
the accompanying reduction of the zonal dimension of the grid cells. Contrastingly, N025
simulations use a regional circum-Antarctic configuration on the ePERANT025 grid (Mathiot
et al,, 2017). This grid has a nominal horizontal resolution of 1/4° with an isotropic spacing,
meaning that the resolution is ~24 km at 30° S but increases up to 3.8 km over the Antarctic
continental shelf. In the vertical, N1 and N025 both have 75 levels, with thickness increasing
from 1 m at the surface to 200 m at depth (Storkey et al., 2018).

The physical representation of ocean and sea ice is fundamentally similar in the two model
versions. However, both set of simulations are tuned differently. Notably, N1 incorporates a
comprehensive tidal mixing parametrization (de Lavergne et al., 2020; Rathore et al., in prep.)

whereas N025 does not.

2.2.2 Forcing and spin-up

The model forcing and spin-up strategies also differ between the two sets of simulations
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Table I1.1: Overview of the simulations considered in the study.

Simulations set name | N1 NO025
NEMO Version 4.2 3.6
Resolution 1° 1/4°
Spin-up time 1000 years 10 years
Experiments
Forced-atmosphere N1_For NO025_For
(CORE2 - Normal Year | (ERA5
1984-2006) 1990-1991)
Fully-coupled - N1_Atm
(COSMO_CLM2
1995-1996)
No ice dynamics N1_NoDy_Feb -
N1_NoDy_Sep

and are summarized in Table 1. All forced simulations convert atmospheric state forcing fields

into heat, mass and momentum fluxes using CORE bulk formulas (Large & Yeager, 2009).

N1 simulations were conducted only in forced-atmosphere mode, using the CORE nor-
mal year forcing data version 2 (Large & Yeager, 2009). The normal-year type consists of single
annual cycles of all data needed to force an ice-ocean model. The normal-year is representative
of climatological conditions at the end of the 20th century (practically 1984-2006; see (Large &
Yeager, 2009) and include weather patterns of a single year (1995), as normal as possible (Large
& Yeager, 2004). COREv2 forcing data set includes 6-hourly data fields of zonal and meridional

wind, air temperature and humidity at 10 m.

NO025 simulations were conducted in both forced- and coupled-atmosphere modes. Forced-
atmosphere simulations use 3-hourly fields from the ERA5 reanalysis (Hersbach et al., 2020).
The same forcing is applied to each year of simulation, based on the period between 1 May
1990 and 30 April 1991, which is considered a normal period regarding the major modes of
climate variability. Coupled N025 simulations use the COSMO-CLM2 atmospheric model,
which includes version 5.0 of the Consortium for Small-scale Modeling (COSMO) regional
atmospheric model (Rockel et al., 2008) and the Community Land Model (CLM) version 4.5
(Oleson et al., 2013). A more extensive description of COSMO-CLM2 and N025 simulations can
be found in Goosse et al. (2023).
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N1 simulations are run 1000 year in order to stabilize the deep deep ocean thermohaline
structure while N025 simulations follow a 10-year spin-up, which is sufficient to attain a

quasi-equilibrium for surface variables (Verfaillie et al., 2022).

2.2.3 Experiments

Our analysis is based on three unperturbed simulations and one sensitivity experiment

where sea ice dynamics are disabled (Table 1).

Unperturbed simulations consist of two forced-atmosphere (N1_For and NO025_For) and
one coupled-atmosphere (N025_Atm) simulations. Following spin-up, a 2-year period starting
on March 1st is analyzed for each simulation, allowing to extract a complete sea ice seasonal
cycle starting on September 15th of the first year, around the time of the first sea ice extent

maximum.

The sensitivity experiment was conducted using the N1 configuration in which sea ice
velocity is set to zero (N1_NoDy). Under such a strong perturbation, the model can drift toward
an unrealistic mean state after a few months. Consequently, we conducted two distinct simula-
tions, shutting down ice dynamics on either September 15th (N1_NoDy_Sep) or February 15th
(N1_NoDy_Feb), in order to investigate the impact on sea ice dynamics respectively during the

ice retreat and advance periods.

2.3 Analysis of model output

2.3.1 TRHArelationships

In order to test the linearity of the TRHA relationships in N1_For, N025_For and N025_Atm,
we diagnosed the seasonal ice thickness maximum, the sea ice retreat date, the maximum
mixed layer heat content and the sea ice advance date, from the same seasonal cycle, assumed
to start on September 15th. We also evaluated the mixed layer heat content at the date of
retreat and advance. For the N1_NoDy experiments, only half a seasonal cycle was analyzed
in each simulation. Ice thickness at the melt onset and retreat date were diagnosed from
N1_NoDy_Sep, whereas mixed heat content diagnostics and advance dates were diagnosed
from N1_NoDy_Feb.

Diagnostic methods for retreat and advance dates take advantage of experience developed
over previous studies (Himmich et al., 2023; Lebrun et al., 2019; Parkinson, 1994; Simpkins

et al., 2013; Stammerjohn et al,, 2012). Retreat and advance dates are derived using sea ice
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concentration time series, on which a 15-day temporal filter was applied to avoid retaining any
date reflecting short events. The retreat (advance) date was identified as the first day filtered
sea ice concentration drops below (exceeds) 15%. As a representative value of the sea ice
thickness at the melt onset, we take the September 15th value. This choice is convenient, first
for consistency with previous work (Chapter I; Chapter III). Second, this choice allows to have
a fixed initial thickness when experimenting with sensitivity to sea ice dynamics. The mixed
layer heat content was calculated as defined in (3), with T,y = —1°C. The rationale for the

chosen reference temperature is explained in section 2.5.

To assess the linearity of TRHA relationships, optimal least-square linear regressions were
computed between spatial distributions of ice thickness and retreat date (hereafter referred to
as TR), retreat date and mixed layer heat content (RH), and between mixed layer heat content
and advance date (HA). Outliers out of the 1-99% confidence range were not taken into account

when computing the regressions.

2.3.2 Heat budget

Methodological caveat: The following budget aims to identify the different heat flux con-
tributions to the seasonal evolution of the mixed layer heat content. However, we initially
implemented the calculation of a mixed layer temperature budget in our model configuration
and did not have time to rewrite this budget in terms of heat content, then rerun our simulations.
Consequently, in this chapter, we use the mixed layer temperature budget as an approximation
of the heat budget. Implications of such an approximation will be investigated in the near future

and may lead to rewrite the budget in terms of mixed layer heat content.

In N1_For, we approximate the contributions of bottom, lateral and surface heat fluxes to
< Q;,; > and < Q;,; >, using a mixed layer temperature budget as a proxy of the mixed layer
heat budget. The temperature budget is based on a three-dimensional temperature equation

integrated over the entire mixed layer by Vialard and Delecluse (1998):

HADV VADV HMIX FOR _
= \ Qsz=-h  kz0:T,=—p—0hIT — To=_p]
0.T = - (48, T +v3,T) ~wd, T + Dr(T) + - . (L7)
pCyh h )

VMIX

where T = f?h Tdt, is the mixed layer temperature and h, the mixed layer depth. (u, v, w) are
the velocity components of local ocean currents, Dy, is the lateral diffusion operator, k, the

vertical diffusion coefficient and Qys, the total surface heat flux term. Following the notations of
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Jullien et al. (2012), HADV represents horizontal advection; VADV represents vertical advection;
HMIX, represents lateral diffusion; FORC represents the heat input by surface solar and
non-solar fluxes in the mixed layer; and VMIX represents the heat input through the mixed
layer base by vertical mixing (including entrainment, detrainment and local vertical diffusion

at the mixed layer base).

Each contribution to the total mixed layer temperature tendency was ultimately averaged
over the open water warming and cooling periods, to respectively approximate heat flux
contributions to < Qy,; > and < Q;,; >. In addition, we estimated < Q;., > by averaging, over
the melt season, the sea ice mass loss rate (diagnosed from model output as a sum of all loss
terms) and dividing by the latent heat of fusion L= 335 kJ/kg.

2.3.3 Seaice concentration budget

In N1_For, we also assess the respective roles of ice dynamics and thermodynamics in
setting the dates of sea ice retreat and advance, using similar sea ice concentration (SIC)
budget analyses as in Chapter I. These analyses include diagnosing the dynamic (including
effect of advection and divergence; Dy) and thermodynamic (including freezing and melting;
T h) contributions to the sea ice concentration tendency over the melt (from September 15th to
the retreat date) and open water-cooling (from the date of maximum mixed layer heat content

to the date of advance) seasons:

0
sic= [ 5y,
ot

1
V. 1.8
Dy= 1o f (wWSIC)dt, (IL.8)

1
Th= —— dt,
ASICff

where u represents the sea ice velocity and f, the contribution thermodynamic processes.

These diagnostics were computed for the N1_For simulation, using model outputs of V - (uSIC)
and f.

2.4 Comparison to observations

Methodological caveat: to evaluate the representation of the key processes driving sea ice sea-
sonality in NEMO, we compared our simulations outputs to climatological observations. This
choice was motivated by the lack of interannual mixed layer depth data required to calculate
the mixed layer heat content. The consistency of such a comparison relies on the assumption

that our simulations outputs closely match the model’s climatology, which is likely not the
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case. In particular, N025_Atm represents the model behaviour during a specific year (1995)
which may differ from the climatology. Additionally, individual-year simulations with cli-
matological forcing (N1_For, N025_For) may also differ from a multi-year climatology, as the
ocean'’s response to atmospheric forcing is not necessarily linear. However, we did not have time to

assess the exact impact of this inconsistency on the model-observations comparisons in this study.

To assess the realism of considered NEMO simulations, we replicate the key observational

analyses of Chapter [ using model outputs.

We compare model-based TRHA relationships to observations. The climatological sea-
sonal cycle of mixed layer heat content was derived based on the method of (Himmich et al.,
2023), which we slightly modified for consistency with the model-based results. We estimated

the observational mixed layer heat content for any date, t, during the open water season, as:

MLH = py ¢y MLD (T — Trey), (IL.9)

where T;.r = —1°C (see section 2.4). M LD, is the monthly mixed layer depth evaluated on the
month of the given date, from the 1970-2018 monthly climatology of Sallée et al. (2021). SST
is the climatological (1982-2018) sea surface temperature evaluated on relevant dates, based
on thermal infra-red radiance measurements, from the European Space Agency (ESA) SST
Climate Change Initiative (CCI) analysis (Merchant et al., 2019). We use observed diagnostics
of maximum sea ice thickness, sea ice retreat and advance dates from Chapter I. The seasonal
maximum ice thickness was approximated as the mean September thickness, from a monthly
satellite-based sea ice thickness climatology over 1994-2022 (Bocquet, 2023). Climatological
retreat and advance dates were derived using passive microwave sea ice concentration from
OSI-SAF over 1982-2018, for RH and HA relationships and over 1994-2022, for the TR relation-
ship.

We also compare model- and observation-based sea ice concentration budgets, using the
dynamic (Dy) and thermodynamic (T'h) contributions to the sea ice concentration tendency
over the melt and open water-cooling seasons as in (9). Observation-based diagnostics were
calculated based on the method of Holland and Kwok (2012), and using sea ice concentration
(Lavergne et al., 2019) and drift (Lavergne & Down, 2023) data from the EUMETSAT Ocean and
Sea Ice Satellite Application Facility (OSI-SAF). For the retreat date, the integration period for
observational Th and Dy is the same as for the model-based diagnostics, as in Chapter I. In
contrast, observed contributions could not be integrated before the date of advance, as in the
model, due to data quality issues with sea ice concentration below 15%. Instead, we integrated

each contribution over the 30 days following the date of advance, following the methodology

70



Impacts of Heat Fluxes and Sea Ice Dynamics on Antarctic Sea Ice Seasonality

of Himmich et al. (2023). This choice is the consequence of large observational errors in the
low-concentration ice near the ice edge, making it difficult to evaluate the sea ice concentration

budget prior to the advance date.
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Figure II.1: Sensitivity of relevant linear relationships to the reference temperature (7;. ) used to com-
pute the mixed layer heat content. Least-Square linear regressions were computed for ice retreat date-
seasonal maximum of mixed layer heat content (RH) and maximum heat content-ice advance date (HA)
relationships for different T, £, using a, observations and outputs from b, N1_For, ¢, N025_For and d,
N025_Atm simulations. Corresponding determination coefficients (R?) are shown. Stippled lines mark
Trer = —1°C which was used in this study.

2.5 Reference temperature for mixed layer heat content calculation

Methodological caveat: the reference temperature for mixed layer heat content calculation
proves unexpectedly impactful on the main results of this study, in particular on the TRHA
relationships. This finding emerged late in the writing process; thus, we did not have time to

really investigate reasons or implications for it.

The linearity of observed and simulated retreat-heat content (RH) and heat content-advance

(HA) relationships is sensitive to Tr.r, which is illustrated in Figure 1, where analyses are
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repeated for different thresholds. In all simulations, the determination coefficient associated
corresponding to a least square linear fit reaches a maximum at T}y = —1°C for the TR relation-
ship, and at T}y = —2°C for the HA relationship. Contrastingly, the maximum determination
coefficient, based on observations, is reached at Ty, = 0°C, which corresponds to the reference
temperature used in Himmich et al. (2023). This issue will be further investigated in the near
future. Meanwhile, we choose Ty.r = —1°C for this study, as an optimal compromise that
maximizes the strength of linear RH and HA relationships in both models and observations

(see Figure 1).

3 Testing the TRHA relationships in different configurations of NEMO

3.1 Mean state

We analyze the mean state of the ocean and sea ice in N1_For, N025_For and N025_Atm, in
comparison to observations (Figure 2). These three simulations share similar representations
of sea ice and ocean but differ mostly in terms of atmospheric representation, resolution and

tuning.

All three simulations skillfully reproduce the generic seasonal evolution of sea ice extent
and sea surface temperature, with consistent timings of extent and temperature extrema
among models and observations (Figures 2a, c). In addition, spatial distributions of simulated
September thickness, maximum mixed layer heat content, sea ice advance and retreat dates
reproduce many observed features (Figure 3). This suggests that certain key simulated seasonal
processes are in reasonably realistic. However, in some respects, the simulations largely differ

from observations.

The three simulations exhibit same-sign seasonal biases regarding sea ice. Simulated
sea ice extent is larger than observed in winter and spring and smaller than observed in sum-
mer and autumn (Figure 2a). Simulated sea ice also typically drifts faster than observed (Figure
2d). In contrast, integrated oceanic variables exhibit varying-sign biases among simulations.
In all seasons but summer, the mixed layer depth, averaged over the seasonal ice zone (Figure
2b), is deeper than observed in N1_For and N025_Atm and shallower in N025_For. In summer,
the mixed layer is shallower than observed in all simulations. In addition, the mean sea surface
temperature over the seasonal ice zone is warmer than observed in N025_For and N1_For
and colder in N025_Atm (Figure 2c). However, these biases are small and likely attributable to
differences in the seasonal ice zone in location and size among simulations and observations

(see Figure 3).
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Figure I1.2: Comparison of simulated ocean and sea ice mean state to observations. Seasonal cycles of
a, sea ice extent (SIE), b, mean mixed layer depth (MLD) and c, sea surface temperature (SST) over the
seasonal ice zone (SIZ) and d, annual mean sea ice drift histogram. The seasonal ice zone varies among
simulations and observations (see Figure 3). For observational reference, we use a number of climatolo-
gies. We use passive microwave SIE (derived from sea ice concentration) (Lavergne et al., 2019) (1982-
2018) and drift (Lavergne & Down, 2023) (1992-2020) from OSISAF; infrared SST from CCI (Merchant et
al., 2019) (1982-2018); in situ MLD from Sallée et al. (2021) (1970-2018).

Spatial patterns in the four variables of interest also differ across models and observa-
tions, to different degrees (Figure 3). Notably, the retreat date (Figures 3e-h) shows greater
deviations from observations and more variability among simulations than the advance date
(Figures m-p). Also, sea ice thickness (Figures 3a-d) and seasonal maximum mixed layer heat
content (Figures 3i-1) exhibit pronounced differences across models and observations. Sea ice
is thinner in the simulations than in observations, in particular east of the Antarctic Peninsula.
This negative bias has already been noted by Bocquet (2023); Kacimi and Kwok (2020), in
comparisons of altimetry-based sea ice thickness data to ice-ocean model simulations. Thicker
than observed simulated sea ice is only found in the Weddell Sea, and to a lesser extent in the
Ross Sea. These biases could reflect varying drift patterns and heat supply across models and
the real world and also possible issues in the observations. In contrast, the mixed layer heat
content overall resembles observations except near the maximum ice edge. There, we observe
a regional maximum across models and observations; however, this maximum is significantly

larger in N1_For, and smaller in N025_For and N1_Atm.
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In summary, simulations reproduce some of the observed seasonal behavior of the ocean
and sea ice, but they also exhibit significant biases and variations among them. Such biases are

likely to affect the main ice-ocean processes driving sea ice seasonality in NEMO.
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Figure I1.3: Maps of key variables derived from climatological observations and N1_For, N025_For and
N025_Atm simulations. a-d, September sea ice thickness (SIT); e-h, date of sea ice retreat; i-1, seasonal
maximum of mixed layer heat content (MLH); m-p, date of sea ice advance. Corresponding frequency
histograms are shown under each map. White patches indicate regions out of the seasonal ice zone. For
observational reference, climatologies. We use retreat and advance dates derived from OSISAF passive
microwave sea ice concentration (Lavergne et al., 2019) (1982-2018 and 1994-2022); altimetry SIT from
Bocquet (2023) (1994-2022); maximum MLH from in situ mixed layer depth (Sallée et al., 2021) (1970-
2018) and CCI infrared sea surface temperature (Merchant et al., 2019) (1982-2018).

3.2 TRHA relationships

Next, we specifically examine ice-ocean thermodynamic processes, and assess if they align
with climatological observations in N1_Ref, N025_Ref and N025_Atm simulations. Specifically,
we investigate how ice thickness and mixed layer heat content constrain the dates of sea
ice retreat and advance, as described by the TRHA relationships framework (see Methods).
Following the methodology of Himmich et al. (2023), we conduct pair-wise linear regressions
of spatial distributions of September ice thickness, retreat date, mixed layer heat content and
advance date, as shown in Figure 3. We find that TRHA relationships are statistically linear in
all considered simulations (p < 0.05), albeit with varying strength and slopes among them and

compared to observations (Figure 4).

First, relationships are overall weaker in the simulations than in our observational analy-
sis, with the most pronounced weakening observed for the thickness-retreat (TR) relationship
(Figure 4). Based on averaged determination coefficients (R?) over the three simulations, we
find that September ice thickness explains 36% of the spatial variance in retreat date whereas
the retreat date explains 77% of the spatial variance in maximum mixed layer heat content. In
turn, heat content explains 70% of the spatial variance in advance date. Larger fractions were
obtained based on observations (Figures 4a, e, i). Observed fractions of explained variance
are larger than simulated ones, increasing by 10-15% for the retreat date-mixed layer heat
content (RH) and mixed layer heat content-advance date (HA) and by almost 100% for the TR
relationship. Model-observation differences could reflect an inconsistency in their compari-
son, as the observations we use are climatological and simulations are not (see section 2.4), or
issues in the model mean state. In particular, the largest model-observations and inter-model
differences are observed for thickness, retreat dates (Figure 3) and the TR relationship (Figure
4), suggesting potential issues regarding the processes controlling sea ice decay during the melt

season.

Second, determination and slope coefficients of model-based TRHA relationships vary
among simulations (Figure 4). Comparing N025_For and N025_Atm simulations, we find that

the fraction of explained variance varies while slopes are similar. This suggests that the linear
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relationships strength is sensitive to atmospheric coupling while slopes are not. In contrast,
both determination and slope coefficients vary between N025_For and NO1_For, indicating
they are both sensitive to the applied atmospheric forcing dataset (here ERA5 against CORE2),
or the model resolution or tuning.

Ultimately, all considered NEMO configurations appear to reasonably capture the key
thermodynamic processes governing sea ice seasonality, as described by the linear TRHA
relationships. However, these relationships are likely weakened by specific model configura-
tion choices (atmospheric representation and forcing) and issues with the model mean state.
Despite these issues, the consistent linearity of TRHA relationships in NEMO allows us to
further examine their underlying processes. In the next section, we explore how heat fluxes

and sea ice dynamics affect the linearity of these links, using the N1_For simulation.

4 Towards a better understanding of the role of heat fluxes and sea ice drift

4.1 On the role of heat fluxes

In the histograms of Figures 4b, f and j, a significant spread around linear TRHA relationships
is evident for N1_For, particularly for the TR relationship. In this section, we assess whether
this spread can be attributed to the spatial variability of mean net heat fluxes into the ice
(TR relationship) or into the mixed layer (RH and HA relationships), as the conceptual model
developed in section 2.1 suggests. Specifically, we assess if regionally larger (smaller) heat
fluxes induce deviations in predicted values towards larger (smaller) than predicted maximum

mixed layer heat content; earlier (later) sea ice retreat and advance.

We first compare the spatial distribution of deviations from the linear TR relation (Figure
5a) with that of < Q;., > (Figure 5d). These deviations indicate later retreat in large parts of the
inner seasonal ice zone and earlier retreat elsewhere. Spatial patterns in < Q;., > differ and
thus cannot explain the deviations from linear predictions of retreat date. For instance, most
of the later than predicted retreat correspond to regions of increased warming during the melt
season, which could not have caused such deviation. Hence, deviations from predicted retreat

by the linear TR relation cannot be attributed to the spatial variability of < Q;ce >.

Next, we turn to RH and HA relationships. We compare deviations from linear predic-
tions (Figures 5b and 5c) to mean mixed-layer temperature tendencies over the heating
(< 0,T" >; Figure 5e) and cooling (< d,T~ >; Figure 5f) periods, which approximate< Qj,, >
and < Q,,, >, respectively. The reasons and implications of this approximation are given in

section 2.3.2. We find larger (smaller) than predicted maximum mixed layer heat content
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Figure I1.5: Deviations from linear relationships, as displayed in Figure 4 for N1_For, and their relation
to selected heat fluxes. Differences from linear predictions of a, retreat dates (d,), b, maximum mixed
layer heat content (M LH;,4,) and ¢, advance dates (dg); d, heat flux required to melt ice (< Qjce >)
and total mixed layer temperature tendency over e, the heating (< 8, T* >) and f, the cooling period
(< 0; T~ >) of the open water season. Deviations are derived as the difference between the actual values,
as displayed in Figures 3b, f, j, n, and the predicted values by the linear models of Figure 4b, g, k. The
black contours mark the 0-deviation for differences from linear d, inaand d, MLH,,,, inb and e, d,; in
d and f. White patches indicate regions out of the seasonal ice zone.

correspond to larger (smaller) than average < d;T" >. Similarly, later (earlier) than predicted
advance date correspond to largest (smallest) < 8,7~ >. This indicates that deviations from
predicted maximum mixed layer heat content and advance dates strongly correspond to the

spatial variability of < Qy,;, > and < Qj,, >.

To specify the origin of the spatial variability in < Q,,;, > and < Q;,; >, we examine, in
Figure 6, the relative contributions of oceanic heat inputs and surface forcing to < 4,T* >
and < 0;T~ > using mixed layer temperature budget diagnostics described in section 2.3.2.

We find that during the heating period, vertical surface heating and bottom oceanic cooling
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comparably contribute to < 0;T" > in regions of both larger and smaller than predicted
maximum mixed layer heat content (Figure 6a). The contribution of horizontal heat fluxes is,
by comparison, negligible. In contrast, during the cooling period, we find that surface forcing
largely dominates < 0,7~ > anomalies in regions of both earlier and later than predicted sea
ice advance (Figure 6b). This suggests that surface heat fluxes variations dominate the spatial
variability in < Qupr > while both surface and bottom heat fluxes contribute to the spatial

variability in < Qy,; >.

Therefore, the deviations the linear RH relationship arise from the variable balance be-
tween vertical surface warming and bottom cooling, while deviations from the linear HA
relationship are mostly caused by variability in surface cooling. Contrastingly, deviations from
the TR relationship cannot be caused by the sole spatial variability of heat fluxes during the

melt season, which may suggest a strong impact of sea ice dynamics on the timing of sea ice

retreat.
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Figure I1.6: Heat flux contributions to the total mixed layer temperature tendency over the open water
season in N1_For. Ratio of heat flux contribution to the total mixed layer temperature tendency over a,
the heating period (< 8;T* >) and b, the cooling period (< 3, T~ >) of the open water season. Relative
contributions are given as unitless ratios evaluated in regions of negative and positive deviations from
linear predictions of maximum mixed layer heat content (M LH},4,) and advance dates (d,), as displayed
in Figures 5b and c. A map of the bottom heat fluxes contribution during the cooling period is displayed
inc.

4.2 On therole of sea ice dynamics

In this section, we explore how sea ice drift processes affect the TR and HA relationships in the

N1 _For simulation.

We first assess the realism of simulated ice concentration budget terms before sea ice re-
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treat and advance. Using the same approach as in Chapter I (see section 2.4), we integrated
the thermodynamic (Th) and dynamic (Dy) contributions to the sea ice concentration budget

during both melting (Figure 7) and cooling (Figure 8) periods.
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Figure I1.7: Sea ice concentration budget terms leading to sea ice retreat. The dynamic (Dy,,, a, d)
and thermodynamic (T hg;, b, €) contribution to the total sea ice concentration tendency over the melt
season, as well as their absolute ratio (|Dyg4,/Thg,|, ¢, f). White patches indicate regions out of the
seasonal ice zone. a, b and c are based on N1_For outputs whereas d, e and f are observation-based (see
section 2.4).

In the model, we find that prior to sea ice retreat, ice export and melting occur in most
of the seasonal ice zone (Th < 0 and Dy < 0; Figures 7a, b), aligning with observations (Figures
7d, e). However, substantial disparities in the spatial patterns of Th, Dy and their ratio are also
apparent when comparing model outputs and observations. First, the model lacks a marked
zone, near the winter ice edge, where ice import (Dy > 0; Figure 7a) occurs as in observations
(Figure 7d). Instead, in the model, small zones of positive Dy appear to flow into the overall
negative Dy. This could be caused by issues with the representation of sea ice dynamics, which
is common among sea-ice models (Hutter et al., 2022) and supported by a mean-state velocity
in N1_For differing from observations (Figure 2d). Second, these import zones correspond to

local maxima in the contribution of melting (T'h < 0; Figure 7b). These maxima are not present
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Figure I1.8: Sea ice concentration budget terms leading to sea ice advance. The dynamic (Dy,,, a,
d) and thermodynamic (T h;,4, b, €) contribution to the total sea ice concentration tendency over the
open water season (a-c) or the 30 days following the date of advance (d-g), as well as their absolute ratio
(IDyaal! Thagal, ¢, £). White patches indicate regions out of the seasonal ice zone. a, b and c are based on
N1_For outputs whereas d, e and f are observation-based (see section 2.4).

in observations (Figure 7e), suggesting that the contribution of melting may be overestimated
by the model. The thin-ice bias exhibited by the N1_For simulation (Figures 3a, b), especially in
the Weddell Sea, could explain this discrepancy, as ice area removal caused by melting increases
with decreasing thickness in models (Massonnet et al., 2018). Ultimately, differences in the
spatial distributions of Dy and Th result in distinct model-observation relative contributions
of sea ice dynamics and thermodynamics to ice removal (|Dy/ T h|; Figures 7c, f). In the model,
melting dominates ice removal (|[Dy/Th| < 1) in about 50% of the seasonal ice zone while
export dominates in the other half (|[Dy/Th| > 1). By contrast, in observations, melting only

dominates in small regions near the coast, representing less 7% of the seasonal ice zone area.

Prior to ice advance, patterns are closer to observations (Figure 8). We identify the same
two sea ice advance regimes as highlighted by Himmich et al. (2023). In the inner seasonal ice
zone, sea ice is exported northward (Dy < 0; Figure 8a) and freezing dominates the sea ice con-
centration increase (Th > 0 and |Dy/Th| < 1; Figures 8b, c). By contrast, in a large outer band
reaching the winter ice edge, and referred to as the outer zone, ice import (Dy > 0) and melting

occur (Th < 0) with dynamics dominating the ice concentration increase (|[Dy/Th| > 1).
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However, the size of the outer zone (Figures 8a, c) is larger in the model than in observations
(Figure 8d, f). The difference in the definitions of observational- and model-based sea ice
concentration diagnostics (see section 2.4) could contribute to this disparity. Alternatively,
faster-than-observed ice drift or biases in ocean stratification properties (Figure 2a, b) could

also be a plausible contributor of the larger-than-observed outer zone.

Our findings thus indicate that the simulation better replicates the sea ice concentration
budget leading to sea ice advance than the one leading to sea ice retreat. They also suggest that
differences with observations may be caused by issues with the representation of a number of

ice-ocean processes.

Next, we examine how the date of ice retreat (advance) is modified when removing ice
drift processes, for similar initial September sea ice thickness, using N1_NoDy_Sep (maximum
mixed layer heat content, using N1_NoDy_Feb) as in the reference N1_For simulation. In
both N1_NoDy experiments, the size of the seasonal ice zone is significantly reduced, due to a
larger extent in summer and smaller extent in winter (Figures 9a, b). This can be understood
in light of the previous sea ice concentration budget analyses (see Figures 7, 8). During the
melt season, the absence of ice export prevents dynamical ice removal, allowing more sea
ice to persist into summer. During the advance season, no ice transport induces a decrease
in the winter extent by preventing sea ice advance through ice import where freezing is not

thermodynamically sustainable.

Alterations in sea ice seasonality are larger during the retreat season (N1_NoDy_Sep),
than during the advance season (N1_NoDy_Feb) (Figure 9), consistently with the findings of
Goosse et al. (2023). We attribute this to the fact that advance is largely set by thermodynamic
processes (Figure 8c), which is common among the experiment and the control, whereas
retreat is influenced by sea ice dynamics (Figure 7c), which differs among them. In particular,
during the retreat season, sea ice extent decreases more slowly in N1_NoDy_Sep than in the
control simulation (Figures 9a). Consequently, dates of retreat are delayed by 19 days, on
average (Figure 9c¢). The TR relationship is also modified in N1_NoDy_Sep, compared to
N1_For, showing stronger linearity, yet with a large remaining scatter (R? = 0.5 vs. R? = 0.32;
Figure 4). This scatter, in contrast to N1_For (see Figure 5d), is explained by < Q;c >, with
later (earlier) than predicted retreat corresponding to decreased (increased) < Qj.. > (Figure
10a). Turning to the advance season, we find that the dates of advance are only delayed by 4
days on average (Figure 9d). The HA relationship is also unaltered in N1_NoDy_Feb (Figure
4n) compared to N1_For (Figure 4j), likely due to unchanged spatial distributions of < Q,,, >

among these two simulations (Figures 5f and 10b).
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Figure I1.9: Impact of turning off ice drift on the sea ice seasonal cycle. Seasonal cycles of sea ice
extent (SIE) in a, N1_NoDy_Sep and b, N1_NoDy_Feb experiments; anomalies of c, retreat date in
N1_NoDy_Sep and d, advance date in N1_NoDy_Feb relative to N1_For. White patches in ¢ and d in-
dicate regions out of the seasonal ice zone.

In summary, the HA relationship is weakly affected by sea ice dynamics. In contrast, sea

ice drift processes significantly weaken the TR relationship, increasing deviations from linear-

ity. Nonetheless, heat fluxes seem to be a significant contributor to these deviations, given that

in the absence of sea ice dynamics, the persisting large scatter around the linear TR relationship

is overall explained by the spatial variability in < Q;ce >.
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Figure I1.10: Impact of deactivating ice drift on relevant heat fluxes. a, Required heat flux to melt the
ice (< Qjce >) in N1_NoDy_Sep and b, total mixed layer temperature tendency over the cooling period
(< 0T~ >) of the open water season N1_NoDy_Feb. Black contours mark the 0-contour of deviations
from linear predictions of retreat dates (a) and advance dates (b). Deviations are derived as the difference
between the actual values and the predicted values by the linear models of Figure 9. White patches
indicate regions out of the seasonal ice zone.

5 Discussion

This study assesses the representation of TRHA (Thickness-Retreat-Heat content-Advance)
relationships in NEMO, and explores the processes shaping them. We analyse various sim-
ulations with varying atmospheric coupling strategy, model resolution and tuning protocol.
We find close-to-linear TRHA relationships in all simulations. These relationships seem
influenced by the simulated ice-ocean processes (e.g. sea ice dynamics, ocean thermohaline
structure). However, they also seem influenced by model configuration and protocol issues,
including differences in climatological averaging. The linearity persists in the absence of sea
ice dynamics, supporting theoretical (section 2.1) and observational (Chapter I) evidence of
a thermodynamic origin. Air-sea-ice heat fluxes largely affect each of these relationships,
explaining the deviations from linearity. In contrast, sea ice dynamics affect these relationships
only during the melt season. We next discuss the insights these findings provide on reality and

on the model.

The model appears to be sufficiently realistic to improve our understanding of real-world
drivers of sea ice seasonality. Indeed, the consistent linearity of TRHA relationships across
various configurations suggest that the model captures the key thermodynamic constraints on
sea ice retreat and advance. In addition, several findings on heat fluxes and sea ice dynamics
seem consistent with observations. On the role of sea ice dynamics, the weak influence of ice

transport processes on the date of advance corroborates the finding of Himmich et al. (2023),
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indicating that ice dynamics only affect advance in the outermost band of the sea ice zone.
On the role of heat fluxes, we find that deviations from the HA relationship are mainly caused
by surface heat fluxes, while deviations in the RH relationship arise from both surface and
bottom heat fluxes into the mixed layer. The variable contribution of heat fluxes at both the
surface and the base of the mixed layer during the open water season aligns with observa-
tional estimates of seasonal heat entrainment from the subsurface by Pellichero et al. (2017).
Consequently, our simulations can offer valuable insights into how sea ice dynamics and
heat fluxes may impact observational TRHA relationships. Notably, our findings support the
theoretical arguments (see Methods) indicating that deviations from linear relationships are
mainly caused by the spatial variability in heat fluxes. During the open water season, when the
effects of sea ice dynamics are weak, these deviations may inform on the spatial variability air-

sea heat fluxes over the seasonal ice zone, which lack reliable measurements (Swart et al., 2019).

Our analysis also highlights that sea ice seasonality is influenced by several model config-
uration choices, that we could not fully disentangle with the simulations we had at hand. First,
TRHA relationships are sensitive to model tuning, resolution and also possibly to atmospheric
representation (coupled or forced, forcing field used). However, the relative importance of each
of these configuration choices differs according to the retained criteria (slope or determination
coefficient). Second, the model presents some biases that may affect our conclusions. In
particular, the biases in the simulated thermohaline structure could affect the contribution
of bottom heat fluxes to the mixed layer heat budget. These issues might explain the low
contribution of entrainment to the mixed layer heat budget in the outer seasonal ice zone
during cooling (Figure 6c), which contradicts previous suggestions of significant oceanic heat
supply likely occurring there (Himmich et al., 2023; Su, 2017). Also, we find that some dynamic
and thermodynamic sea ice processes may not be optimally represented during the melt
season. Indeed, simulated sea ice is faster and thinner than observed. This could explain the
weaker linearity of the TR relationship compared to the other relationships and the disparities

in patterns of ice concentration budget between the model and observations.

Several methodological and protocol-related caveats were identified in section 2, possibly
limiting the strength of our conclusions. These mainly arise from the simulations being
selected opportunistically and not specifically designed for our purposes. To address these
caveats, additional work will be undertaken before attempting to publish this chapter. This
includes an investigation into the reasons behind the sensitivity of RH and HA relationships
to the reference temperature used to compute the mixed layer heat content (Figure 1). We
also plan to rerun our simulations considering a few protocol adjustments to better align
with observations. Interannual forcing is more appropriate for a sensible comparison to

observations, as the latter is based on a climatological averaging of yearly data. In addition,
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modifying the current on-line mixed layer budget diagnostics in terms of mixed layer heat

content instead of temperature could add precision to the evaluation of heat flux contributions.

Another stream of work could be to use the TRHA framework to evaluate the representa-
tion of key drivers of sea ice seasonality in any ocean model. It could also be used to highlight
changes in model realism when testing the improvement brought by new model developments.
This framework, therefore, holds the potential to reduce uncertainties surrounding Antarctic
sea ice in global climate models (Beadling et al., 2020; Casagrande et al., 2023; Roach et al.,
2020).
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CHAPTER

I11

Recent Changes in Antarctic Sea Ice

Seasonality

In chapters I and II, we highlight robust drivers of mean-state Antarctic sea ice seasonality
using climatological observations and model simulations. These drivers include a strong
thermodynamic control by the seasonal maximum mixed layer heat content and the sea ice
thickness at melt onset on the dates of sea ice advance and retreat, respectively. However,
this control is likely weakened by variability in air-ice-sea heat fluxes and sea ice transport,
as indicated by model simulations presented in Chapter II. Furthermore, in Chapter I, we
found that thermodynamics explain, to a certain extent, interannual anomalies in the dates
of advance and retreat. However, these links are weaker than in the mean state. This weaker
association could be attributed to potential measurement errors or to a stronger influence of

ice transport and air-sea-ice heat fluxes on interannual variability compared to mean state.

Here, I focus on the large recent changes in Antarctic sea ice following 2016, culminating
in 2023. The choice of 2016 is motivated by a shift identified in Antarctic sea ice around this
particular year (Purich 2023; Parkinson 2019). Indeed, after a gradual increase over 1979-2016,
Antarctic sea ice extent has abruptly shifted towards lower coverage, over 2016-2023 (see Figure
2 of General Introduction). This reduction has been attributed to changes in atmospheric
circulation (e.g. Meehl et al., 2019; Schroeter et al., 2023; Turner et al., 2022) and to oceanic
warming (Meehl et al,, 2019; Purich & Doddridge, 2023; Zhang et al., 2022), with no clear
consensus. Large changes in the sea ice seasonal cycle are therefore expected after 2016,
but remain undocumented. Long-term changes in sea ice retreat and advance dates have
been documented until 2013, and attributed to changes in Southern Ocean winds and to the
ice-albedo feedback (Holland et al., 2017; Simpkins et al., 2013; Stammerjohn et al., 2012, 2008).

However, these previous documentations require an update by including the most recent years.

In this final chapter, in revision in JGR Oceans, we study the post-2016 changes in sea ice
seasonality and their drivers, based on the analytical framework from Chapter I. This frame-
work could provide useful insights to explain these changes. Analyzing anomalies in retreat

and advance dates, sea ice thickness and sea surface temperature following 2016, we explore
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potential links between them to assess the role of the thermodynamic constraints highlighted
in chapters I and II. We also conduct a sea ice concentration budget analysis to assess the
role of sea ice transport. We ultimately discuss new insights into the mechanisms causing the

recent Antarctic sea ice shift.
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Thermodynamics Drive Changes in the Antarctic Sea Ice

Seasonal Cycle Following 2016

Kenza Himmich, Martin Vancoppenolle, Sharon Stammerjohn, Marion Bocquet, Gurvan

Madec, Jean-Baptiste Sallée, Sara Fleury

Antarctic sea ice extent has been persistently low since late 2016, possibly owing to
changes in atmospheric and oceanic conditions. However, the relative contributions of the
ocean, the atmosphere and the underlying mechanisms by which they have affected sea
ice remain uncertain. To investigate possible causes for this sea-ice decrease, we establish
a seasonal timeline of sea ice changes following 2016, using remote sensing observations.
Anomalies in the timing of sea ice retreat and advance are examined along with their spatial
and interannual relations with various indicators of seasonal sea ice and oceanic changes.
They include anomalies in winter ice thickness, spring ice removal rate due to ice melt and
transport, and summer sea surface temperature. We find that the ice season has shortened
at an unprecedented rate and magnitude, due to earlier retreat and later advance. We
attribute this shortening to a winter ice thinning, in line with the ice-albedo feedback, with
ice transport playing a more minor role. Reduced ice thickness has accelerated spring ice
area removal as thinner sea ice requires less time to melt. The consequent earlier sea ice
retreat has in turn increased ocean solar heat uptake in summer, ultimately delaying sea ice
advance. We speculate that the observed winter sea ice thinning is consistent with previous

evidence of subsurface warming of the Southern Ocean.

Key Points:

» The Antarctic sea ice season duration has undergone an unprecedented shortening since
2016;

* The changes include thinner ice, faster melt, earlier retreat, larger ocean heat uptake, later

advance, in line with ice-albedo feedback;

* The near-circumpolar ice thinning is consistent with a possible increase in sensible heat

supply by the ocean.
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1 Introduction

Antarctic sea ice has been subject to puzzling changes since the start of remote sensing obser-
vations. Over more than three decades, there was a striking contrast between the substantial
decrease in Arctic sea ice (Cavalieri & Parkinson, 2012) and the overall weak but clear increase
in Antarctic sea ice (Comiso, 2017; Parkinson & Cavalieri, 2012). In late 2016, however, Antarctic
sea ice extent underwent an abrupt decline, sustained in the following years by several record
lows (Parkinson, 2019; Raphael & Handcock, 2022).

The initial decrease in late 2016 has been mainly attributed to atmospheric processes.
Anomalous winds produced by tropical teleconnections (Meehl et al,, 2019) and a negative
phase of the Southern Annular Mode (SAM; Schlosser et al., 2018; Turner et al., 2017) have
warmed the surface ocean (Meehl et al., 2019) and limited the northward expansion of sea ice
(Stuecker et al., 2017; Turner et al., 2017). By contrast, the sustained low sea ice state following
2016 has been attributed to both oceanic and atmospheric changes. Atmospheric changes
include strengthened southward winds (Schroeter et al., 2023) and increased storm frequency
(Turner et al., 2022). However, simulations using a coupled climate model suggest that the sole
contribution of the atmosphere is insufficient to explain observed sea ice changes (Zhang et
al., 2022). Instead, several studies point to a warming of the Southern Ocean subsurface as
a key potential cause of the low sea ice state (Meehl et al., 2019; Purich & Doddridge, 2023;
Zhang et al., 2022). Notably, the post-2016 shift in the seasonal persistence of sea ice anomalies
(Purich & Doddridge, 2023), which is linked to the vertical structure of oceanic properties
(Holland et al., 2013; Libera et al., 2022), suggests that recent subsurface ocean and sea ice
changes could be connected. Subsurface warming has been identified as a long-term response
to a phase of negative Interdecadal Pacific Oscillation (IPO) and positive SAM, with resulting
Ekman suction of warm subsurface waters (Ferreira et al., 2015; Kostov et al., 2017; Meehl et al.,
2016). Northward sea ice transport induced by a positive SAM may have also contributed to
this warming by increasing stratification and reducing subsurface ventilation (Haumann et al.,
2020). Yet, how changes in atmospheric and oceanic conditions have affected sea ice remain
unclear. Moreover, further evidence is required to establish the predominant role of subsurface

warming over atmospheric processes in driving the recent sea ice changes.

Next to ice extent, useful markers of sea ice changes include the dates of advance and re-
treat, which represent two key transitions in the seasonal cycle of sea ice. Sea ice advance
or retreat dates respectively mark the start and end of the sea ice season, defined as the first
day in the year when sea ice concentration exceeds or falls below 15% (Massom et al., 2008;
Stammerjohn et al., 2008). These two metrics allow for spatial analysis across the entire

seasonal ice zone, and highlight which regions are changing, and which are not.
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Changes in the timing of sea ice retreat and advance can be respectively traced back to
prior ice thickness (Smith et al., 2020) and mixed layer heat content(Himmich et al., 2023).
On the grid-point scale, a reduction in ice thickness implies a larger prevalence of thin ice
that is removed more efficiently upon melting (Holland et al., 2006), and thus retreats earlier.
Thinner ice promotes solar radiation uptake, basal melting (Maykut & McPhee, 1995; Maykut
& Perovich, 1987; Vivier et al., 2016) and accelerates sea ice concentration decreases. Also,
earlier retreat increases solar radiation uptake (Perovich et al., 2007) and the mixed layer heat
content during the open water season, delaying sea ice advance (Himmich et al., 2023; Holland
et al.,, 2017; Stammerjohn et al., 2012). Both processes are linked to ice-albedo feedbacks. Ice
transport also contributes to changes in sea ice seasonality by modifying sea ice concentration
(Holland et al., 2017; Holland & Kwok, 2012) or, more indirectly, by increasing the open water
fraction and triggering the ice-albedo feedback (Holland et al., 2017; Massom et al., 2008;
Stammerjohn et al., 2008). Examining changes in sea ice seasonality alongside changes in ice
thickness, ocean heat content and ice concentration budget can therefore provide valuable
insights into the drivers of the sea ice shift following 2016. However, changes in sea ice
seasonality have only been documented until 2012, with large regional trends towards later
retreat and earlier advance in the Amundsen and Bellingshausen Seas and, earlier retreat and
later advance in the Ross Sea (e.g. Simpkins et al., 2013). Possible shifts in sea ice seasonality

following 2016 have yet to be investigated.

In this study, we evaluate the changes in sea ice seasonality following 2016, based on
passive microwave sea ice concentration records. We analyze possible drivers of these changes
using satellite observations of sea ice thickness, sea surface temperature and ice concentration
budget diagnostics, including ice-albedo feedback processes and ice transport. Finally, we
discuss whether those changes point to the atmosphere or the ocean as the key driver of the

recent sea-ice shift.

2 Data

This study is based on satellite observations of sea ice concentration, drift, thickness and sea
surface temperature. We use daily passive microwave sea ice concentration over 1979-2022
(Lavergne et al.,, 2019) and sea ice drift over 1991-2020 (Lavergne & Down, 2023) from the
EUMETSAT Ocean and Sea Ice Satellite Application Facility (OSI SAF), with respective resolu-
tions of 25 and 75 km. Fields of sea ice drift are retrieved using different methods according
to the season. In winter, from April to September, ice drift is retrieved using a maximum cross
correlation algorithm applied to brightness temperature from a number of sensors (SSM/],
SSMIS, AMSR-E and AMSR2). In summer, from November to February, a free-drift model based
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on the ERA5 wind fields is used (Hersbach et al., 2020). In October and March, the fields are

derived from both model and satellite-based outputs.

For sea ice thickness, we utilized altimetry-based ice thickness retrievals from 1994 to
2022, as provided by Bocquet (2023). This dataset integrates year-round 12.5 km gridded radar
freeboard time series from ERS-1, ERS-2, Envisat, and CryoSat-2 missions. Different missions
are inter-calibrated, leveraging mission overlap. Ku-band radar echoes are corrected for the
varying speed of light in snow (Mallett et al., 2020) and converted to radar freeboards following
the methodology outlined by Laxon et al. (2003). The density of ice (875-920 kg/m3) and
snow (320-350 kg/m3) includes specified seasonal variations(Kurtz & Markus, 2012; Maksym
& Markus, 2008). Snow depth is taken from a climatology of radiometer-based estimation
developed for SI-CCI (Paul et al., 2021). Finally the ice thickness is deduced from the radar
freeboard and the snow using the equilibrium equation of the snow covered ice in the sea
water. The resulting ice thickness dataset was evaluated against the ASPeCt dataset (Worby et
al., 2008), AWI moorings in the Weddell Sea (Behrendt et al., 2013), and Operation Ice Bridge

(Kurtz et al., 2013), resulting in reasonable agreement despite potential biases.

Finally, we use a daily satellite product of sea surface temperature available over 1982-
2022, based on thermal infra-red radiance measurements, and taken from the global L4
(gap-free, gridded) European Space Agency (ESA) SST Climate Change Initiative (CCI) analysis
with a resolution of 0.05 ° (Merchant et al., 2019). All data are either interpolated on the
OSI-SAF Equal-Area Scalable Earth 2 (EASE2) 25 km or 75 km grid.

3 Materials and Methods

3.1 Seaice concentration budget

To unravel the thermodynamic and dynamic nature of the processes contributing to the recent
sea ice changes, we use a sea ice concentration budget decomposition based on the governing

equation for sea ice concentration (C; e.g. Holland & Kwok, 2012):

0SIC .
a7 =V.(u SIC) +residual, (II1.1)
V.(uC) =u.VC+ CV.u, (II1.2)

where u is the sea ice drift field. The dynamic term (V.(u SIC)) represents advection (u.VC)
and divergence (CV.u) of sea ice caused by ice drift whereas the residual term includes both

thermodynamic processes (melting / freezing) and mechanical redistribution (ridging/rafting).
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We apply the exact methodology of Holland and Kimura (2016) on OSI SAF sea ice con-
centration and drift data to compute the dynamic and residual contributions to the budget.
Sea ice concentration fields are interpolated on the 75-km grid of ice drift. A 7x7 cell square-
window smoothing filter is then applied to the ice drift fields in order to avoid noise in the
dynamic term. The time derivative in ice concentration is calculated as a central difference in
time of sea ice concentration fields at a daily frequency. Advection and divergence terms are
calculated as central differences in space then averaged over 3-days periods to synchronize

with time derivatives.

3.2 Diagnostics of sea ice and sea surface changes

In this study, we consider that each year starts and ends in September, during the ice sea-
son. For example, 1980 starts on September 15th 1979 and ends in September 14th 1980.
To diagnose the changes in sea ice seasonality, we derived the dates of sea ice retreat and
advance from the OSI-SAF sea ice concentration, on which we applied a 15-day temporal
filter to avoid retaining any date reflecting short events (Lebrun et al., 2019). The date of
retreat is defined as the first day filtered sea ice concentration drops below 15% while the
date of advance is the first day filtered sea ice concentration exceeds 15%, similar to previous
studies (Lebrun et al., 2019; Parkinson, 1994; Simpkins et al., 2013; Stammerjohn et al., 2012).
To ensure retreat dates and subsequent advance dates of the same yearly seasonal cycle
are retained, we looked for advance (retreat) dates starting on a month where no sea ice
advance (retreat) occurs, on average over 1980-2022. We selected January 1st of the current
year as the start date for advance, and May 1st of the previous year for retreat, since most of
advance and retreat dates occurs after those dates. Ultimately, for each year, only the dates be-

tween September 15th of the previous year and September 14th of the current year are retained.

To diagnose possible changes during the ice and open water seasons, we respectively use
mean September sea ice thickness, representing the end-of-winter thickness, and seasonal
maxima of sea surface temperature. Each yearly sea surface temperature maximum was
selected between the retreat date and the following advance date of the corresponding year.
To investigate the changes in spring ice removal processes possibly leading to changes in the

retreat dates, we define the spring (over October, November and December) sea ice removal

rate (IRR) as:
oC
IRR = - f —
OND Ot

The IRR filters the positive derivatives to ensure focus on removal processes. Using the sea ice

dat. (I11.3)
<0

concentration budget decomposition, we also calculate the dynamic and residual contribu-
tions to the IRR for each year over 1992-2020. Climatological fields of IRR and contributions

show that the dynamic term is positive in the inner sea ice zone due to ice export out of that
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inner zone and negative in the outer sea ice zone due to ice import into that outer zone.
This dynamic contribution is, however, small compared to the residual, which dominates the
removal rate over all the seasonal ice zone (see Supplementary Figure 1). Based on these con-
siderations, positive (negative) anomalies in IRR can be interpreted as an increase (decrease)
in ice removal. Positive (negative) anomalies in dynamic contribution would suggest increased
(decreased) ice export in the inner pack and decreased (increased) ice import in the outer pack.
Interpreting the sign of anomalies in residuals is not as straightforward because it accounts for

both melt and mechanical redistribution processes.

For any statistical calculations conducted in this study involving the previously mentioned
diagnostics, a missing value is assigned where the number of years with undefined retreat or
advance dates (corresponding to year-round ice-free or ice-covered grid points) is less than
one third of the total number of years in the considered period, following Lebrun et al. (2019).
This procedure ensures that meaningful and consistent averages, trends or correlations are

obtained.

4 Unprecedented shortening of the sea ice season following 2016

We examine the changes in ice season duration and ice retreat and advance date over 1980-

2022 (Figure 1), based on mean anomalies over the seasonal ice zone (see Figure 2).

Over 1980-2016, the sea ice season duration exhibits a clear increase of 3.6 days per decade
(Figure 1a; Table 1) due to trends towards 1 day later retreat and 2.6 days earlier advance per
decade (Figures 1b and c). Over 2016-2017, however, an abrupt shortening occurs, followed
by large negative anomalies maintaining the ice season duration at low values until 2022
(Figures la-c). As a result of this reversal in behavior after 2016, the ice duration trend over
1980-2022 is small and not statistically significant (Table 1). The weakening of circumpolar
trends results from regional pattern changes, evident when comparing regional trends over
1980-2022 and 1980-2016 (see Supplementary Figure 2). The largest regional trends towards
a longer ice season prior to 2017, located in the Ross and Weddell Seas, have weakened over
1980-2022. Additionally, significant trends towards a shorter ice season have emerged in the
Bellingshausen Sea and the Indian sector over 1980-2022. Spatial patterns of ice season length
anomalies following 2016 align consistently with the evolution of regional trends (Figures 2a-c).
Based on the 6-year averaged anomalies over 2017-2022, we find that the ice season shortening
is overall circumpolar, but largest in the Ross, Bellingshausen, Weddell and Indian sectors. On
average over the seasonal ice zone, the ice season is 8.9 days shorter in 2017-2022 compared to

1980-2016, due to 3.7 days earlier retreat and 5.2 days later advance.
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Figure II1.1: Time series of selected sea ice and ocean diagnostics. Grey solid lines show yearly anoma-
lies averaged over the seasonal ice zone in a, ice season duration, b, retreat dates, ¢, advance dates, ind,
September sea ice thickness (SIT) and e, maximum sea surface temperature (SST). Black lines with col-
ored dots show 6-year moving averages such that the last point represents the 2017-2022 mean anoma-
lies depicted in Figure 2. Anomalies are relative to 1980-2016 in a, b and ¢, to 1983-2016 in d and to
1994-2016 in e. Red dots mark positive values whereas blue dots mark negative values. Stippled grey
lines mark the 2017 yearly anomalies. The grey areas delimit the mean +/- the standard deviation of
6-year moving averages over the whole time series.

We next assess the magnitude and rate of the recent ice season shortening. We find that
the mean anomalies in ice season length, retreat and advance dates for 2017-2022 with respect
to 1980-2016 (Figures 1a-c) are larger than any previous 6-year mean anomalies. Specifically,
the 2017-2022 anomaly in ice season duration is the lowest on record, being 2 days shorter than
the previous shortest ice season anomaly (2016-2021) and exceeding three times the standard
deviation (Figures 1a). The 2017-2022 anomaly is also record breaking for both retreat and
advance dates by approximately 1 day (Figures 1b, c). This indicates that the earlier retreat,
later advance and consequent shorter sea ice season following 2016 are unprecedented. The
interannual changes in sea ice seasonality are also unusually rapid when comparing 7-year

periods ending after 2017, exceeding the standard deviation in mean rates of change (Figures
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Table III.1: Long-term trends in selected sea ice and ocean diagnostics. Trends are defined as
the linear least square fit slopes for the yearly anomalies, averaged over the seasonal ice zone,
over time periods ending either in 2016 or in 2022. Time periods are chosen according to un-
derlying data availability and are indicated in the first column of the table. Slopes standard
errors are given as uncertainties. Bold numbers indicate statistically significant trends at the
95% level.

Trends ending in 2016 Trends ending in 2022

Ice season duration (days/dec.)

1980-2022 36 +/-1.0 06410
i{g;ge_e;to(;ezite (days/dec.) 1.0 +/- 0.5 02+/-05
?ggg_r;coez;late (days/dec.) 2.6 +/- 0.6 0.8+/-06
?ggf;r(l)t;(;r SIT (cm/dec.) 1.84/-18 6.0 +/- 2.0
ll\/ézyélr;l(l)lznzl SST (°C/dec.) -0.15 +/- 0.04 _0.06 +/- 0.04

3a-c). The fastest 7-year changes in retreat and advance dates over the entire time series occur
over the 2013-2019 and 2014-2020 periods, respectively (i.e., ending in 2019 and 2020, as shown

in Figures 3b, c), reaching respectively more than 3 times and 2 times the standard deviation.

Due to a near-circumpolar shortening following 2016, the evolution of sea ice season du-
ration over 1980-2022 closely parallels the changes observed in ice extent, with a long-term
increase followed by an unprecedentedly large and rapid decrease in 2017, as shown by
Parkinson (2019).

5 Drivers of the recent sea ice season shortening

5.1 Shorter ice season: response to ice thinning?

We hypothesize that the recent ice season shortening might be tied to changes in ice thickness
and upper ocean heat content. Accordingly, in this section, we examine the changes in the
September sea ice thickness over 1994-2022 and in the seasonal maximum of sea surface
temperature, used as a proxy of the summer mixed layer heat content (Himmich et al., 2023),
over 1983-2022.

Similar to retreat and advance dates, September ice thickness and maximum sea surface
temperature have undergone an unprecedented shift since 2016. This finding is based on
mean anomalies over the seasonal ice zone (Figures 1d, e). Over 1994-2016, sea ice thickness

anomalies exhibit no statistically significant trend, while over the 6-year thickness time series

96



Thermodynamics Drive Changes in the Antarctic Sea Ice Seasonal Cycle Following 2016

(a) Retreat date (b) Ice season duration (c) Advance date

— I T T T F
-27-18-9 0 9 18 27
days
(d) September SIT (e) Maximum SST
— ‘I T T T — — I T T T —
-0.9-0.6-0.30.0 0.3 0.6 0.9 -0.9-0.6-0.3 Oé) 0.3 0.6 0.9
m o

Figure I11.2: Mean anomalies in selected sea ice and ocean diagnostics over 2017-2022. a, Ice season
duration, b, retreat dates, ¢, advance dates, d, September sea ice thickness (SIT), e, maximum sea surface
temperature (SST). Anomalies are relative to 1980-2016 in a, b and ¢, to 1983-2016 in d and to 1994-2016
in e. White patches indicate regions out of the seasonal ice zone.

ending in 2022, a statistically significant trend emerges, showing at decrease of 6 cm per
decade. A shift is also observed for sea surface temperature in 2016. Over 1983-2016, maximum
sea surface temperature anomalies exhibit a statistically significant trend toward colder sea
surface temperatures by 0.15°C per decade. However, over 1983-2022, the trend becomes
almost nil (Table 1). This shift in long-term trends stems from widespread thinner sea ice and
warmer sea surface following 2016 (Figure 2d, e), occurring at an unprecedented magnitude
and rate. Notably, the average anomaly over 2017-2022 is the lowest on record for thickness
and the second highest on record for temperature, among 6-year average anomalies (Figures
1d, e). Moreover, the top 3 7-year periods with fastest sea ice thinning and sea surface warming
end after 2017 (Figures 3d, e).

The coinciding earlier retreat, later advance, thinner sea ice and warmer sea surface tem-
peratures suggest that these variables could be linked and driven by a common underlying

mechanism. That the post-2016 ice thinning and sea surface warming (Figures 2d, e) occur
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Figure I11.3: Rate of seven-year changes in selected sea ice and ocean diagnostics. Rates are calculated
as least-square slopes over 7 years of mean anomalies over the seasonal ice zone in a, Ice season duration,
b, retreat date, ¢, advance date d, September sea ice thickness (SIT), and e, maximum of sea surface
temperature (SST). Blue dots mark negative values whereas red dots mark positive values. The grey areas
delimit the mean +/- the standard deviation over the whole time series.

mainly where the changes in retreat and advance date are the largest (see Supplementary Fig-
ure 3) further supports this hypothesis. Remarkably, we find that 74% of seasonal ice zone grid
points with earlier retreat spatially correspond to thinner September sea ice. Earlier retreat due
to thinning reflects either a thermodynamic response, with increased melt rate, or a dynamic
response, with increased sensitivity to transport, as suggested by Holland et al. (2006). This
point will be further investigated in the next section. In addition, we find that 85% of the grid
points with higher maximum sea surface temperature also show an early retreat. In turn, 92%
of grid points with later advance have a higher sea surface temperature. The correspondence

between earlier retreat, warmer sea surface temperature and later advance is consistent with
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ice-albedo feedback processes during the open water season (Himmich et al., 2023; Holland et
al., 2017; Stammerjohn et al., 2012): earlier retreat increases solar heat uptake into the mixed
layer; the extra heat needs more time to be released, which delays sea ice advance. Accordingly,

77% of the grid points with later sea ice advance also have earlier ice retreat.
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Figure II1.4: Interannual relationships between selected sea ice and ocean diagnostics, over 1994-
2022. Detrended anomalies of a, retreat dates (d,) versus September sea ice thickness (SITsep), b,
advance dates (d,) versus d;, ¢, maximum sea surface temperature (SST,,ax) versus d;, d, d, versus
SSTmax- Blue tones indicate ice season relations whereas red tones indicate open water season, as il-
lustrated in Figure 5. 2017-2022 anomalies are marked in dark colours. A Least Square linear regression
was performed for each plot; the corresponding regression line (significant at 99%), and corresponding
coefficients of determination (R?) are shown. The 1994-2022 period was selected to ensure consistency
of the analysis, as all relevant diagnostics are available over this timeframe.

Yearly anomalies follow a consistent sequence of processes: low winter thickness results
in early retreat, increased summer ocean heat content, and late advance. For instance, in
2016/17, the anomalously low September sea ice thickness comes first in order, followed by
the earlier retreat, warmer maximum sea surface temperature and ultimately, later advance
(Figure 1). Correlations between 1994-2022 time series of mean detrended anomalies averaged

over the seasonal ice zone support this analysis, with this specific period selected due to
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the availability of relevant diagnostics. We observe a statistically significant link (R? = 0.49,
p < 0.01) between the mean September sea ice thickness and the subsequent mean retreat
date (Figure 4a). This relationship indicates that for each centimeter of ice thinning, the retreat
occurs 0.28 days earlier. We also observe a statistically significant link between retreat and
subsequent advance date anomalies (R?> = 0.74, p < 0.01), indicating a delay in advance of
1.3 day per day of early retreat (Figure 4b). The link between anomalies in retreat date and
subsequent maximum sea surface temperature appears relatively strong (R?> = 0.47, p < 0.01;
Figure 4c), when compared with the link between maximum sea surface temperature and
subsequent advance date (R?>= 0.14, p < 0.01; Figure 4d). We argue this reflects the importance
of accounting for mixed layer depth to accurately evaluate the mixed layer heat content when
the ocean is cooling down during open water season (Himmich et al., 2023). The maximum
sea surface temperature is potentially a better proxy of the mixed layer heat content during
the warming period, due to shallower mixed layers, explaining why the temperature is more

strongly linked to retreat dates than to advance dates.

Relationships computed over 1994-2022 Relationships computed over 1980-2022
74% 77%
""""""" 049 e 0.74
......... Thinner Faster Earlier Warmer Later |
September SIT Melting Retreat Maximum SST Advance
0.69 0.84 0.47 0.14
74% 69% 85% 92%
86% | 0.93
Increased
IRR
Type of relationships:
51% | 0.05 Spatial correspondence
Increased Interannual correlation
Export
Relationships computed over 1992-2020 Relationships computed over 1983-2022

Figure II1.5: Schematic of the thermodynamic response of sea ice and sea surface to the ice thickness
reduction following 2016. Colored lines represent ice-albedo feedback processes occurring within the
sea-ice season (blue) versus open water season (red). Grey lines represent the dynamic and thermody-
namic contributions to the IRR. Red numbers refer to the coefficient of determination of interannual
correlations between the considered variables, as shown in Figures 4 and 7. Percentages quantify the
spatial correspondence between specified variable changes following 2016, based on mean anomalies
(see Figures 2, 6 and Supplementary Figure 3). The time period considered for each spatial relationship,
which depends on underlying data availability, is specified on the schematic.

Based on these spatial and interannual linkages (see Figure 5), we surmise that the decrease
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in the September ice thickness has contributed to the earlier sea ice retreat following 2016.
This has, in turn, lead to a warming of the upper ocean and delayed sea ice advance through
the ice-ocean feedback. However, whether the ice thinning is a result of thermodynamic or

dynamic changes remains to be established.

5.2 Earlier retreat: a dynamic or thermodynamic response of ice thinning?

To unravel the thermodynamic or dynamic nature of the relationship between ice thinning
and early retreat, we examine melt season processes based on a sea ice concentration budget
derived from passive-microwave concentration and drift. We evaluate the average sea ice area
removal rate (IRR) over spring (October, November, December) as well as the dynamic and
residual contributions to the IRR, over 1992-2020. The dynamic contribution to the IRR is
mostly due to the northward export of sea ice (see Supplementary Figure 1) whereas residuals
include both melting and, also, to some extent, mechanical redistribution through ridging and
rafting (Holland & Kimura, 2016).

We find that the post-2016 shift is also seen in the spring ice removal processes. Mean
IRR anomalies decrease to lower than average values over 1992-2016, then undergo an un-
precedentedly rapid rise (see Supplementary Figure 4) starting in the spring before the early ice
retreat of 2017 (Figure 6a). Anomalies in the residual contribution to the IRR evolve similarly
(Figure 6¢) and account for 93% of the interannual variance in total IRR (Figure 7a). Conversely,
anomalies in the dynamic contribution show comparatively small variations (Figure 6e) and

only explain 5% of the variance in total IRR (Figure 7b).

Residuals thus appear to be the major contributor to the recent increase in IRR compared
to sea ice export. This is also highlighted by similar spatial patterns of mean anomalies over
2017-2020 in IRR and residual contribution (Figure 6b and d). Notably, 86% of the seasonal ice
zone grid points with increased IRR correspond to increased residual contribution. By contrast,
substantial discrepancies are observed between the spatial mean anomalies of the IRR and
of the dynamic contribution (Figure 6b and f). Furthermore, the absence of ice thickening
in spring (see Supplementary Figure 5) in regions of increased residual contribution (Figure
6d) suggests that ridging and rafting weakly contribute to the IRR, and that thermodynamics
must dominate the increase. Hence, the recent IRR increase is likely caused by a more rapid

melt-back.

We next investigate how the recent changes in residual IRR would relate to changes in
September sea ice thickness and retreat date. We find that 74% of grid points showing an

increase in residual IRR (Figure 6d) correspond to thinner sea ice (Figure 2d). Additionally, 69%
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Figure II1.6: Changes in the spring sea ice removal rate (IRR) and its contributions over 1992-2020.
Grey solid lines show yearly anomalies averaged over the seasonal ice zone in a, total IRR, c, residual
IRR, e, dynamic IRR (grey lines). Black lines in a, ¢ and e show 4-year moving averages such that the last
point represent the 2017-2020 mean anomalies depicted in b, for total IRR, d, for residual IRR and f, for
dynamic IRR. Anomalies are relative to the 1992-2016 average. Red dots mark positive values whereas
blue dots mark negative values. Stippled grey lines mark the 2017 yearly anomalies. The grey areas
delimit the mean +/- the standard deviation of 4-year moving averages over the whole time series.

of grid points with early retreat (Supplementary Figure 3) correspond to increased residual
contribution (Figure 6d). The same links are also evident at interannual time scales. Mean
detrended anomalies in September sea ice thickness over the seasonal ice zone sectors explain
69% of the interannual variance in residual IRR in the following spring (Figure 7c). In turn,

mean detrended anomalies in residual IRR explain 84% of the variance in the following retreat
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dates (Figure 7d). Spatial and interannual linkages between thinner sea ice, increased residual
IRR due to sea ice melt and earlier retreat (see Figure 5) are therefore compatible with a
thermodynamic response to sea ice thinning (Holland et al., 2006). Idealized simulations of the
sea ice melt period shown in Appendix A feature similar links and highlight that the ice-albedo

feedback processes contribute to such response.
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Figure II1.7: Interannual relationships between the spring sea ice removal rate (IRR) and relevant sea
ice diagnostics, over 1992-2020. Detrended anomalies of a, total ice removal rate (IRR) versus residual
IRR, b, total IRR versus dynamic IRR, ¢, residual IRR versus September sea ice thickness (SITsep) b,
retreat dates (d,) versus residual IRR. The 2017-2020 anomalies are marked in dark colors. A Least Square
linear regression was performed for each plot; the corresponding regression line (significant at 99%), and
corresponding determination coefficient (R?) are shown. The 1992-2020 period was selected to ensure
consistency of the analysis, as all relevant diagnostics are available over this timeframe.

6 Discussion and conclusion

The sea ice season duration has undergone an unprecedented shortening since 2016 due to ear-
lier ice retreat and later advance. These anomalies in the timing of sea ice retreat and advance

are strongly linked to anomalies in winter sea ice thickness, summer sea surface temperature
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and spring ice removal rate related to sea ice melt (Figure 5). The correspondence between
thickness and other markers of sea ice and sea surface changes is particularly remarkable
considering the large uncertainties associated with satellite observations of sea ice thickness
(Kurtz & Markus, 2012). Our findings indicate that the ice season shortening following 2016
is consistent with an ice thinning and the seasonal progression of thermodynamic processes
inherent to the ice-albedo feedback (in the sense of Holland et al. (2006)), in response to an
initial ice thinning. According to our analysis, sea ice transport plays a comparatively minor
role, consistent with previous studies highlighting that sea ice changes are primarily driven by

thermodynamics (Guo et al., 2023; Kimura et al., 2023).

However, some local exceptions are also visible, where ice-albedo feedback processes do
not explain the changes in sea ice seasonality following 2016. First, in the northwest Weddell
Sea off the eastern Antarctic Peninsula, we find that the mostly earlier retreat (Figure 2b)
spatially corresponds to thicker sea ice (Figure 2d) and decreased ice removal rate (Figure 6b).
In this region, winter sea ice is thicker but less concentrated, possibly due to increased sea
ice divergence (see Supplementary Figure 5). We therefore hypothesize that during spring,
the thicker ice might get removed more slowly, and still retreat earlier due to the lower con-
centration at the start of the melt season. Another possible cause is that there would be a
regional high bias in the satellite ice thickness retrieval. Indeed, model and altimetry-based
thickness retrievals are particularly inconsistent in that region (Liao et al., 2022). Addition-

ally, in situ sources (Worby et al., 2008), albeit sparse, do not feature a thickness maximum there.

Second, in the Amundsen Sea and in portions of the eastern Ross Sea and along the East
Antarctic coastal regions, a lengthening of the sea ice season is observed (Figures 1b, c). In
the Amundsen and eastern Ross Seas, this lengthening mainly corresponds to a later retreat,
possibly driven by southerly wind anomalies pushing sea ice (Schroeter et al., 2023) or by
increased thickness (Figure 2d), but not necessarily to an earlier advance. There, changes are
more likely to be driven by sea ice advection than by thermodynamic processes, as suggested
by Kimura et al. (2023), which might explain this spatial mismatch. Off East Antarctica, landfast
ice and polynya dynamics may contribute to the sea ice season lengthening. Therefore, for
some specific regions, sea ice transport might dominate over ice-albedo feedback processes in

driving the changes in sea ice seasonality following 2016.

We next discuss potential atmospheric and oceanic changes contributing to the reduc-
tion in sea ice thickness. Enhanced southward winds as evidenced by previous studies (e.g.
Nihashi & Ohshima, 2015)could increase ice divergence, thereby favoring the presence of thin
newly formed ice. However, in regions of thinner sea ice (Figure 2c), the apparent increase

in winter import of ice area suggests otherwise (see Supplementary 5). It is therefore more
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likely that the reduced ice thickness results from less growth, which can be due to changes in
heat exchanges with the atmosphere and the ocean. Intensified northerly winds may increase
warm air intrusions over the Southern Ocean (Schlosser et al., 2018), potentially altering the
conductive flux through sea ice and reducing growth. However, increased intrusions of warm
air would involve the action of several modes of atmospheric variability (e.g. Clem & Fogt,
2015)), which would result in regional reductions in ice thickness rather than in the observed
almost circumpolar thinning. By contrast, a near-circumpolar warming of the subsurface
ocean, as documented by several studies (Meehl et al., 2019; Purich & Doddridge, 2023; Zhang

et al., 2022), could produce the observed reduction in ice thickness.

Warmer subsurface waters could potentially be entrained into the surface layer during
winter, when the mixed layer reaches sufficient depth, limiting sea ice growth (Gordon, 1981;
Martinson & Iannuzzi, 1998; Saenz et al., 2023; Wilson et al., 2019). Hence, a warmer subsurface
ocean serves as a plausible driver of the observed reduction in sea ice thickness, more so than
atmospheric changes. Nonetheless, ice-atmosphere feedbacks might amplify the effect of an
ocean heat input. Thinner winter sea ice has a lower insulating power, enabling the warm
underlying ocean to increase the surface air temperature, in turn leading to further sea ice
thinning (Burt et al., 2016).

The cause for the subsurface warming, likely initiated around 2011 (Meehl et al.,, 2019;
Purich & Doddridge, 2023), reaching the surface only after 2016 remains unclear. Models sug-
gest that the persistently warm subsurface may have destabilized the mixed layer, inducing the
entrainment of these warm waters into the surface (Zhang et al., 2022). However, observational
evidence of this destabilization is still lacking. Ultimately, mapping hydrographic changes in
the seasonal ice zone, which is beyond the scope of this work, would be required to evaluate
the spatial extent of this subsurface warming and better constrain the role of the ocean in

driving the recent changes in Antarctic sea ice.
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Appendix A: Are the links between observations during the melt period

consistent with theory?

What do the links between observed maximum thickness, removal rate and retreat date tell us
about the underlying processes? Are they consistent with what we know of the Antarctic sea ice

melting process?

To address this, we performed idealized model simulations of the spring sea ice decay
and diagnose the same relationships as from observations. Our model encapsulates physics
of sea ice melting in the Antarctic, in particular the effect of the ice-albedo feedback (IAF) on
basal melting. The IAF is here viewed in the sense of Holland et al. (2006) and describes how
solar radiation uptake amplifies a small change in ice concentration by promoting basal melt
of thin ice, further reducing ice coverage.

Model description

We consider a given ice-covered region of the ocean (e.g., a satellite pixel), characterized by ice
concentration A(t) and mean thickness h(t), and a surface ocean layer of constant thickness
h,, = 20 m (Figure 8). External heat inputs to the surface ocean-sea ice system are net solar
radiation uptake and sensible ocean heat flux. The surface ocean layer temperature is fixed

at the freezing point, so that any heat absorbed in the surface layer is converted into basal melt.

Qu

Figure I11.8: Schematic view of the melting process as viewed in the model.

Net solar radiation uptake in the ocean surface layer (W/m?) results from the balance of
incident, absorbed and transmitted solar radiation, assuming absorption of most solar ra-
diation in a thin surface layer and exponential attenuation with depth (Lengaigne et al.,
2007):

Qsw = Qb (1 —ay) - [1— (1= R)-exp(—khy)l. (I11.4)
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in is the incident solar radiation (W/m?), a, = 0.06 is the ocean albedo, R = 0.58 is the
fraction of solar radiation absorbed in a small (=10 cm) surface layer and x = 1/23 m™1 is the

bulk solar attenuation coefficient.

Ice thickness h decreases due to a prescribed sensible heat flux Q, and net solar radia-
tion uptake in the surface layer:
dh 1-A
—pLE :Qw+pl-st' T , (I11.5)
where p = 917 kg/m?3 is the ice density and L=335000 J/kg is the latent heat of fusion. The
(1 - A)/ A factor reflects heat conservation: solar radiation penetrates through the open water

fraction (1 — A) and is attributed over the ice-covered fraction A of the grid cell.

The ice concentration loss rate depends on the subgrid scale ice thickness distribution,
and is in particular controlled by the melt rate of thin ice (Holland et al., 2006). Here we assume
that the ice thickness is homogeneously distributed between zero and twice the mean. In this
context, a decrease in mean thickness implies a loss of thin ice, and the ice concentration
decreases as follows:

dA A dh

—=pro— (111.6)
We also introduce two parameters p; and py ([0, 1]) that tune solar radiation uptake and the

loss of concentration per unit ice thickness.

This approach was introduced in large-scale sea ice models by Fichefet and Maqueda (1997)
and Hikkinen and Mellor (1990) and is known to provide a sensible first-order emulation of

the ice thickness distribution.

Simulation protocol

We run three ensembles of 150-day sea ice melting simulations, starting with maximum
thickness h;, 4 and initial ice concentration A,,,, = 0.99. The sensible heat flux Q,, is assumed
constant, with a representative value of 30 W/ m?2. Solar radiation linearly increases from 50
to 250 W/m? from day 1 to day 150, which is representative of the Antarctic sea ice zone from

September to December (Vancoppenolle et al., 2011).
We run ensembles of simulations with varying h,,,, from 0.5 to 2.5 m. Three ensembles

are run. In the control ensemble, both shortwave enhancement and ice concentration loss are

active (p; = p2» = 1). They are switched off separately in the two other ensembles.
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The simulations feature a rapid ice concentration and thickness loss, and achieve com-
plete ice decay within a few weeks. From each simulation, we diagnose the average removal

fdA

rate as the mean o over the whole simulation period, and the retreat date as the last day of

simulation with A > 15%.

A few insights from simulations

Figure 9 shows the simulations outputs. We find that, first, simulated relationship between
d, and hy 4y is linear, whereas the relationship between IRR and the two other variables is

non-linear. The relationships are not largely responding to sensible oceanic heat flux.
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Figure II1.9: Model (lines) versus observed (symbols) relationships between #%;,,4x; IRR and d,. The CTL
model ensemble (black) has all processes included as described above. The red ensemble assumes SW
absorption is fixed at initial value (p; = 0, corresponding to A = 0.99). The blue ensemble assumes con-
centration does not decrease upon thickness decrease (p2 = 0). The green ensemble has 20% larger
ocean sensible heat flux. The last five years of observations are highlighted in red.

Second, relationships between observed anomalies (same data as in Figure 4 and 7) and
the control ensemble (black) are compatible. Indeed, we get roughly linear relationships
over the observed range of variations and slopes are compatible with observations. However,
observations differ from the model in two ways. There is spread in the observations, which
reflects the presence of non-ideal, non-thermodynamic drivers. Additionally, the retreat date

is less sensitive to removal rate in observations than in model.

Third, the IAF is key to establish the relationships between h,,,y, IRR and d,, sensitivity
ensembles show. Indeed, with no loss of concentration upon basal melt (blue), the removal
rate does not vary. Also, with prescribed solar absorption efficiency (red), the IRR vs /4%
relationship is preserved and the latter is set by concentration loss rate (see equation 5). Retreat

occurs later, but the rate of change in retreat date per unit of thickness or IRR is large.
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Conclusions

The observed behavior with linearly co-evolving h;,4y, IRR and d;, are compatible with a ther-
modynamic response to sea ice thinning. The ice albedo feedback seems a key driver of the
observed changes. In particular, observed changes in IRR are characteristic of the ice-albedo-
feedback as conceptualized by Holland et al. (2006), connecting solar radiation absorption

through open water, basal melt of thin ice and concentration loss.
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Supplementary Figures

Figure S1 shows the mean state of this ice removal rate and its contributions. Figure S2 com-
pares the trends in ice season duration over 1980-2016 and 1980-2022. Figure S3 investigates
the sensitivity of mean anomalies in retreat and advance dates according to various relevant av-
eraging time periods. Figure S4 shows the rate of changes in ice removal rate and its contribu-
tions. Figure S5 shows the changes in spring and winter ice thickness, winter ice concentration

and winter ice divergence.
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Figure II1.10: Climatological spring sea ice removal rate (a; IRR) and its residual (b) and dynamic (c)
contributions over 1992-2020.
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Figure II1.11: Trends in the sea ice season duration over 1980-2016 (a) and 1980-2022 (b). Trends are

calculated using a linear Least-Square method. The black contour delimits where trends are statistically
significant to the 95% level. White patches indicate regions out of the seasonal ice zone.
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Figure II1.12: Mean anomalies in retreat (a, b, c) and advance (d, e, f) dates calculated over relevant time
periods. Each period is chosen according to the availability of the data used to determine diagnostics of
ice thickness (1994-2022), sea surface temperature (1983-2022) and ice removal rate (1992-2020). Mean
anomalies are defined as the difference between the 2017-2020 and the 1992-2016 averages in a and d;
between the 2017-2022 and the 1994-2016 averages in b and e; between the 2017-2022 and the 1983-2016
averages in ¢ and f. White patches indicate regions out of the seasonal ice zone.
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Figure II1.13: Seven-year least-square slopes of mean anomalies over the seasonal ice zone in a, total ice
removal rate (IRR), b, residual ice removal rate, c, dynamic ice removal rate. Slopes are obtained using
a linear Least-Square regression. Blue dots mark negative values whereas red dots mark positive values.
The grey areas delimit the mean +/- the standard deviation over the whole time series.
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Figure III.14: Mean anomalies over 2017-2022 of a, spring sea ice thickness averaged over October,
November and December (SITonp), b, winter sea ice thickness (SIT;4s) and c, winter sea ice concentra-
tion (SICjas), averaged over July, August and September. Due to ice drift data availability, mean anoma-
lies in the contribution of divergence to the sea ice concentration budget over July, August and Septem-
ber in d, are averaged over 2017-2020. Anomalies are referenced 1994-2016 for sea ice concentration and
thickness, and over 1992-2016 for divergence for the same reason.
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1 Conclusion

Antarctic sea ice is of major climatic importance, yet large uncertainties persist regarding
its past and future responses to rising atmospheric CO2 levels. One key to reducing these
uncertainties lies in improving our understanding of Antarctic sea ice processes. To this aim,
the present thesis explores fundamental processes shaping the Antarctic sea ice seasonal cycle,

with a particular focus on two key seasonal transitions: sea ice retreat and advance.

Three questions motivated this thesis. Here, I revisit these questions, summarize how
this thesis contributes to answering them, and present the research perspectives they have

raised.
What drives the timing of Antarctic sea ice advance and retreat in the mean state?

In chapters I and II, we progressed understanding of the role of the state of the ice-ocean
system (ice thickness and ocean heat content), air-ice-sea heat fluxes and sea ice transport
in setting the dates of sea ice advance and retreat, in the mean state. Using a simplified
thermodynamic model, along with observational (Chapter I) and model analyses (Chapter II),
we were able to generalize at the local scale findings previously obtained at the scale of the ice
pack (e.g. Eayrs et al., 2019; Goosse et al., 2023; Roach et al., 2022). Figure 1 summarizes some

our key findings.

We showed that thermodynamics exert the strongest control on sea ice advance and re-
treat. This control leads to linear relationships between spatial distributions of ice thickness at
melt onset, retreat date, maximum mixed layer heat content and advance date, indicating that
where sea ice is thinner, retreat is earlier, mixed layer heat content is larger and sea ice advance,
later. These linear relationships were predicted by a simple thermodynamic ice-ocean model,
and strongly hold in climatological observations and model simulations, albeit with a large

scatter. We could attribute the scatter around linearity to effects of heat fluxes and sea ice
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Figure I11.15: A schematic of the main drivers of Antarctic sea ice retreat and advance. Drivers include:
(i) thermodynamic constraints (dotted lines) exerted by the ice thickness at the melt onset (%,,,) on the
date of retreat (d,), and by the seasonal maximum of mixed layer heat content (M LH,;,4,) on the date of
advance (d,); (ii) variable net heat gains (red arrows) and losses (blue arrows) by the surface, and oceanic
heat inputs to the mixed layer (round arrows); (iii) sea ice transport (grey arrow) and consequent opening
or ice edge advance and consequence hastening or delay effects of advance and retreat. The mixed layer
is depicted in light blue while the underlying deep ocean is in darker blue. The black solid curve shows
the seasonal evolution of mixed layer heat content.

dynamics.

On heat fluxes, our thermodynamic model indicated their spatial variability as the pri-
mary source of dispersion around linear relationships. Consistently, model simulations
revealed that deviations from linear predictions in advance date are mainly explained by the
spatial variability in the ocean heat losses during the ice-free period. Deviations from linear
retreat date predictions have slightly contrasting causes. They are partly explained by spatial

variability in the heat gain required to melt the ice and also by sea ice transport processes.

Sea ice dynamics hasten or delay retreat and advance depending on the direction of the
ice flow at the ice edge. This control of dynamics can even overcome that of thermodynamics,
but this only occurs in regions of limited size. We were able to locate these regions using an
observational sea ice concentration budget. In a narrow outer band near the winter ice edge,
advance results from drifting ice imported into warmer waters rather than from sea water
freezing. In polynya regions near the coast, ice export prevails over thermodynamics in setting

the date of retreat.
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Several caveats may limit the scope of these conclusions. First, our model-based approach
include issues with biases in the model mean state and inconsistencies in the simulation
protocol. To strengthen our model-based conclusions, we will adjust our protocol choices
and rerun some simulations in the near future. Additional caveats relate to low temporal
frequency of climatological mixed layer properties (available monthly) and observational
errors, particularly in sea ice thickness and the concentration budget near the ice edge. While
the exact impact of these observational limitations is difficult to assess, the consistency of our

main findings across models and observations suggests they do not affect our conclusions.

What insights can retreat and advance dates provide regarding the representation of

seasonal Antarctic sea ice processes in ice-ocean models?

In Chapter II, we tested a process-based framework allowing to evaluate the drivers of
sea ice retreat and advance in the NEMO ice-ocean model. Based on the key analyses con-
ducted in Chapter I, this framework specifically (i) delineates the relative contributions of sea
ice transport and thermodynamics to retreat and advance, and (ii) measures the strength of

thermodynamic constraints on their timing.

We showed that drivers of sea ice advance and retreat are reasonably well represented by
different NEMO simulations, regardless of configurations and despite errors in the mean state.
Similar to observations, the model indicates a prevailing role of sea ice thermodynamics over
dynamics in setting dates of retreat and advance. Furthermore, the model reproduces the
linear relationships between spatial distributions of sea ice advance (retreat) date and seasonal

maximum of mixed layer heat content (ice thickness at the melt onset).

Our evaluation framework also revealed substantial differences between simulations and
observations, and proved insightful on their origin. Discrepancies are the largest during the
melt season, likely reflecting model deficiencies regarding sea ice thermodynamics (ice is too
thin) and dynamics (differing transport patterns from observations). During the open water
season, issues with the simulated thermohaline structure, which controls ocean heat inputs
into the mixed layer, likely contribute to model-observations differences. Ultimately, inter-
model differences also probably depend on model resolution, tuning, and coupling strategy

with the atmosphere, highlighting their importance for representing seasonal sea ice processes.

What are the recent changes in the timing of Antarctic sea ice retreat and advance, and

their drivers?

After more than thirty years of an observed slow increase, the Antarctic sea ice extent has
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experienced an abrupt decline since 2016 (Parkinson, 2019), the causes of which remain
ambiguous (e.g. Meehl et al., 2019; Purich & Doddridge, 2023; Schroeter et al., 2023). In
Chapter III, we showed that this shift coincides with an unprecedented and near-circumpolar

shortening of the sea ice season duration, due to earlier retreat and later advance.

Drivers are essentially thermodynamic, according to our analysis. We were able to link
the sea ice season shortening to thinner ice in winter, faster melting in spring and warmer
upper ocean in summer. We showed that these seasonal changes are consistent with ice-albedo
feedback processes, triggered by an initial ice thinning in winter. Based on their circumpolar
footprint, we ultimately argued that these changes may be driven by an increase in sensible
heat supply by the ocean, in line with previous evidence of ocean subsurface warming (Meehl
et al., 2019; Purich & Doddridge, 2023; Zhang et al., 2022).

Generalizing our analysis of ice-albedo feedbacks to anomalies over the entire satellite
data period (chapters I and III), we showed that ice-albedo feedback processes also explain,
to a certain extent, interannual variability in retreat and advance dates. However, a significant
portion of the interannual variance remains unexplained, raising unanswered questions on its
origin. Does this remaining variance reflect an increased importance of unexplored processes
(heat flux variability and sea ice transport) at the interannual timescale compared to the mean
state? Does it also reflect observational limitations to our analysis? Limitations include large
sea ice thickness errors (Bocquet, 2023), and approximating the mixed layer heat content with
temperature due to the lack of interannual in situ measurements. We plan to conduct addi-
tional analyses in the near-future to investigate how unexplored processes and observational

limitations affect our analysis of interannual variability in advance and retreat dates.
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2 Perspectives

Beyond near-future perspectives to strengthen ongoing studies, I outline, here, three promising

long-term research prospects that have emerged from my work.

First, we highlighted robust and strong thermodynamic constraints on Antarctic seasonal
sea ice. Are they an inherent characteristic of Antarctic sea ice or do they also hold in the Arctic?
Are they consistent in the past? In the future? To address these questions, one could assess
the strength of the thickness-retreat and mixed layer heat content-advance relationships in the
Arctic using satellite records. One could also explore them in future climate projections from
Coupled Model Intercomparison Project (CMIP) scenario simulations. One could finally look
into the past and use paleoclimate proxies (Crosta et al., 2022) or reconstructions (Dalaiden et
al., 2023; Fogt et al., 2022). Such analyses could provide additional constraints on the past and

future sea ice variability.

Second, we developed a framework allowing to simply and systematically evaluate key
seasonal sea ice processes in ice-ocean models. This framework was only tested on one
model but could be generalized to CMIP models for a multi-model assessment. CMIP models
share a common protocol and give access to all variables required by our framework, which
could facilitate such an analysis. This exercise, if successful could give good insights on the
representation of Antarctic sea ice seasonality in climate models, which is supposedly not
adequate (Casagrande et al., 2023; Roach et al., 2020).

Third, we retraced the seasonal timeline of sea ice and sea surface changes associated
with the low sea ice extent anomalies following 2016. Our findings pointed to an increase in
winter heat supply by the ocean, due to subsurface warming, as a likely cause of the observed
ice thickness reduction. However, the link between oceanic heat input and ice thinning
remains hypothetical. As a final perspective for this thesis, I propose diagnosing and mapping
seasonal stratification changes following 2016, using in situ measurements. Cross-analyzing
the resulting maps with those of key markers of seasonal sea ice changes could help better

constrain the causes behind the recent Antarctic sea ice changes.
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