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M. Jean-Luc GENNISSON Directeur de recherche, CNRS Président de Jury
Mme Isabelle QUIDU Mâıtresse de conférences, ENSTA Bretagne Rapporteure
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Abstract
Osteoporosis is a disease characterized by a decrease in bone mass and an increase

in bone porosity. It weakens bones and can lead to fragility fractures. Worldwide,
1/3 of women over the age of 50 and 1/5 of men aged over 50 will experience an
osteoporosis fracture, resulting in more than 8.9 million fractures each year. These
fractures can be prevented if detected and treated early enough. Several techniques
have been developed to assess bone quality, with ultrasound emerging as a cheap,
portable, and safe option that provides informations on the mechanical strength
of bone. Ultrasound imaging of the cortex of long bones enables the assessment
of cortical thickness and ultrasonic wave speeds. However, challenges arise with
increased cortical porosity in osteoporotic bone, making difficult the detection of the
inner surface of the cortex (endosteum) and limiting image quality. In osteoporotic
bone, cortical pores are heterogeneously distributed, with large pores more prevalent
at the inner interface, creating a porosity gradient. The objective of this work was to
improve our understanding of factors influencing image quality (porosity, pore size,
pore distribution, etc.) and to propose an original image reconstruction technique
to improve image quality. To achieve this, synthetic and experimental ultrasound
datasets were used. Our results demonstrate the ability to estimate cortical thickness
and ultrasound wave speed from ultrasound imaging for homogeneous cortical bone.
However, for degraded bones, increased cortical porosity and vascular pore size
create strong speckle that obscures the visibility of the endosteal interface. A novel
model-based beamforming algorithm tailored to the physics of specular reflection
and refraction was proposed to improve the visibility of the endosteal interface.
Application of this algorithm to both ex vivo and in vivo datasets revealed enhanced
visibility compared to traditional Delay-and-Sum (DAS) beamforming. Overall,
this thesis demonstrated that ultrasound imaging can be used to estimate cortical
thickness and wave speed in bones with low to moderate porosities typically below
12% and moderate microstructure heterogeneity with pores typically smaller than
250 µm. The precision with which the radial and axial wave speeds are assessed
is less than 3%. This is sufficient to identify individuals with low cortical bone
mechanical quality at risk of osteoporotic fracture. Furthermore, accounting for the
physics of specular reflection, intracortical images with enhanced interface visibility
can be obtained.

Keywords
Ultrasound imaging, Cortical bone, beamforming, delay-and-sum, specular beam-

forming, refraction, specular reflection,

i





Résumé
L’ostéoporose est une maladie caractérisée par une diminution de la masse os-

seuse et une augmentation de la porosité des os. Elle affaiblit l’os et peut entrâıner
des fractures de fragilité. Dans le monde, 1/3 des femmes de plus de 50 ans et
1/5 des hommes de plus de 50 ans subiront une fracture due à l’ostéoporose, ce qui
représente plus de 8,9 millions de fractures chaque année. Ces fractures peuvent
être évitées si elles sont détectées et traitées suffisamment tôt. Plusieurs techniques
ont été mises au point pour évaluer la qualité de l’os, l’échographie apparaissant
comme une option bon marché, portable et sûre qui fournit des informations sur la
résistance mécanique de l’os. L’imagerie ultrasonore du cortex des os longs permet
d’évaluer l’épaisseur corticale et la vitesse des ondes ultrasonores. Cependant, des
défis se posent avec l’augmentation de la porosité dans l’os ostéoporotique, rendant
difficile la détection de la surface interne du cortex (endoste) et détériorant ainsi
la qualité de l’image. Dans l’os ostéoporotique, les pores corticaux sont répartis de
manière hétérogène, les grands pores étant plus fréquents à l’interface interne, ce qui
crée un gradient de porosité. L’objectif de ce travail de thèse était d’améliorer notre
compréhension des facteurs déterminants la qualité de l’image (porosité, taille des
pores, distribution des pores, etc.) et de proposer une technique originale de recon-
struction d’image pouvant améliorer la qualité de l’image. Pour ce faire, des données
échographiques synthétiques et expérimentales ont été utilisés. Nos résultats mon-
trent qu’avec l’imagerie par échographie, il est possible d’estimer l’épaisseur corti-
cale et la vitesse ultrasonore pour un os cortical homogène. Cependant, pour des
os dégradés, l’augmentation de la porosité corticale et de la taille des pores créent
du speckle qui détériore la visibilité de l’interface endostéale. Un nouvel algorithme
de beamforming basé sur un modèle adapté à la physique de la réflexion et de la
réfraction spéculaires a été proposé pour améliorer la visibilité de l’interface en-
dostéale. L’application de cet algorithme à la fois aux données ex vivo et in vivo a
montré une meilleure visibilité de l’endoste par rapport à l’algorithme traditionnel
de delay-and-sum (DAS). Dans l’ensemble, cette thèse a démontré que l’imagerie par
ultrasons peut être utilisée pour estimer l’épaisseur corticale et la vitesse des ondes
dans des os présentant des porosités faibles à modérées, généralement inférieures à 12
%, et une hétérogénéité modérée de la microstructure, avec des pores généralement
inférieurs à 250 µm. La précision avec laquelle les vitesses ultrasonores radiales et
axiales sont évaluées est inférieure à 3 %. Cette précision est suffisante pour identi-
fier les individus dont la qualité mécanique de l’os cortical est faible et qui présentent
un risque de fracture ostéoporotique. En outre, en tenant compte de la physique de
la réflexion spéculaire, il est possible d’obtenir des images intracorticales avec une
meilleure visibilité de l’interface.
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thèse.
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Enfin, je souhaite exprimer ma gratitude à ma très grande famille (Doukoure, Diallo, Camara, Dia,
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poursuivre mes objectifs avec détermination et persévérance.
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Je n’oublie pas Ngoné Mu Sell Mi et Nabou Baye Zale. Vous avez fait un pot gravé dans les
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Conférence: Congress of the European Society of Biomechanics, Porto, Portugal,
June 2022, (oral)

5. The influence of cortical microstructure on ultrasound images of the bone cortex: a

numerical study

Amadou S. DIA, Guillaume RENAUD, Quentin GRIMAL
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1.1 Medical context

Bone mechanical structure. At the macroscopic scale, two types of bone tissue
exist: dense cortical bone and spongy trabecular bone (Figure 1.1). Cortical bone
constitutes the majority of the human skeleton’s mass, accounting for approximately
80%. It is primarily found in the shafts (diaphyses) of long bones, where it forms a
compact tube surrounding the bone marrow cavity (medullary cavity). Additionally,
the outer shell of other bone types is made of cortical bone tissue, such as short and
flat bones, or the skull. Cortical bone has low porosity, typically lower than 15%
[1]. Trabecular bone, on the other hand, is highly porous, with porosity larger than
70%. It is primarily found in short and flat bones, such as the vertebrae, and at the
extremities of long bones (Figure 1.1)

Below the millimeter scale, cortical bone can be seen as a composite material
made of two main components. Firstly, there is a dense mineralized matrix consisting
of hydroxyapatite crystals and collagen fibers. This matrix provides the bone with
its strength and rigidity, contributing to its overall mechanical properties. Secondly,
within this matrix, there is a network of interconnected cavities. These cavities, or
pores, contain vessels and nerves (see Figure 1.2). The mineralized collagen fibers
and the Haversian canals (cylindrical pores roughly 100 µm in diameter) are nearly
parallel to the long bone axis (see Figure 1.2), resulting in elastic anisotropy at the
milimeter scale and above [3].

Cortical bone remodeling and bone loss. Remodeling of the mineralized ma-
trix plays a vital role in maintaining the mechanical and metabolic functions of
bones. This process involves replacing old bone tissue with new one, with approxi-
mately 5 to 10% of the skeleton undergoing remodeling annually during adulthood.
Each remodeling cycle begins with a bone resorption phase followed by a formation
phase. Functional remodeling units (or basic multicellular units BMUs), typically
around 100 µm in size, operate independently in terms of location and activation.
Osteoclasts in the BMU are responsible for destroying and removing bone tissue
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Figure 1.1: Illustration of the structure of both types of bone tissue in a femur:
trabecular bone (top) is highly porous and present at the extremities and cortical
bone (bottom) is the central part of long bones. Reproduced from Granke [2].

2.4 mm

Periosteal surface (PS)

Endosteal surface (ES)

Transverse view

Axial view

Figure 1.2: Microstructure of human cortical bone in transverse (1-2) and axial
plane (1,3). Cortical bone is composed of a dense mineralized matrix and a network
of interconnected cavities (pores). Images obtained at the human femoral mid-shaft
from microcomputed tomography with a voxel size of 8.8 µm.

during the resorption phase, creating a resorption cavitity observed as large pores
(diameter larger than about 80 microns) in post-mortem bone cross-sections. These
holes are then partially filled by new bone tissue synthetized by osteoblasts during
the formation phase.

Until approximately the age of 35, there exists a balance between bone formation
and resorption, resulting in low cortical porosity (<5%). At this age, the peak
bone mass is achieved and maintained until the age of approcimately 50. However,
beyond this age, bone resorption begins to outpace formation, leading to bone loss
[4]. Cortical bone which is the primary focus of this thesis, undergoes significant
changes during this process.

Remodeling enlarges canals, causing adjacent ones to merge and creating larger
pores (Figure 1.3). Resorption is more pronounced at the internal bone surface
(endosteal surface), resulting in reduced thickness, increased cortical porosity, and
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changes in endosteal structure: the initially smooth bone surface becomes rougher.

2 mm

2 mm

Figure 1.3: Illustration of the increase of pore size in cortical bone. In a healthy
bone, the size of the pores is homogeneous in the cortex (left) but for degraded
bones the adjacent pores merge to create large pores more present in the endosteal
surface (right). Images are obtained from microcomputed tomography with a voxel
size of 8.8 µm (see Chapter 4).

Osteoporosis. Osteoporosis is a systemic disease of the skeleton which essentially
magnifies this natural bone aging process [5]. Factors like poor nutrition, sedentary
lifestyles, or underlying health issues can exacerbate bone loss. In women, bone
density decline accelerates post-menopause due to estrogen level drops [6]. Typically,
women lose about 0.5% of bone mass annually from their thirties, with a faster loss
of 2% to 5% per year in the initial 5 to 10 years post-menopause [7] and a part of
this loss of bone is loss of cortical bone through reduction of cortical thickness and
increase of cortical porosity.

The primary clinical consequence of osteoporosis is bone fractures. Globally, one
in three women over the age of 50 and one in five men aged over 50 will experi-
ence osteoporosis fractures, contributing to more than 8.9 million fractures annually
worldwide. The economic and human impact of these fractures is significant. For in-
stance, in 2019, approximately 22% of European women aged over 50 were estimated
to have osteoporosis, resulting in a cost of around 30 billion euros 1. Additionally,
osteoporosis is an asymptomatic disease, meaning that there are no apparent symp-
toms until a fracture occurs. Individuals who suffer from fractures are also at an
increased risk of developing other illnesses, leading to higher mortality rates.

To tackle these economic and human costs, reliable prediction of fracture risk is
essential for the diagnosis of osteoporosis and to initiate therapy.

Bone densitometry. The current gold standard technique for diagnosing osteo-
porosis and predicting fracture risk is dual-energy X-ray absorptiometry (DXA).
It measures bone mineral density (BMD) by transmitting low-dose X-rays through
bones. The T-score quantifies the deviation between this measured BMD and the
average BMD observed in young adults (aged 30 to 40 years), expressed in number of
standard deviations. If the T-score is less than -2.5, meaning the measured density
is more than 2.5 standard deviations below the reference of the population, then
the patient is diagnosed with osteoporosis. DXA provides precise measurements of
BMD at various skeletal sites, typically the hip and spine. However, studies have
revealed that BMD alone cannot reliably identify all individuals at risk of fracture
[5]. For instance, research has shown that a significant proportion of non-vertebral
fractures occur in individuals with normal BMD. This highlights the limitation of
BMD in assessing bone strength, as it primarily reflects bone quantity rather than
mechanical quality. Bone quality, which encompasses factors beyond BMD such as
microstructure, bone matrix constituents, and tissue mechanical properties, plays

1https://www.osteoporosis.foundation/facts-statistics/key-statistic-for-europe



1.2. ROLE OF CORTICAL POROSITY AND CORTICAL THICKNESS
IN BONE STRENGTH 6

a crucial role in determining bone strength and fracture risk. Furthermore, DXA,
being a 2D (projection) imaging technique, it only measures the combined loss of
cortical and trabecular bone.

Recent advancements have introduced a 3D X-ray imaging technique known as
High-resolution peripheral computed tomography (HR-pQCT), which stands as the
most advanced imaging method currently available. With a physical resolution of
approximately 100 µm, HR-pQCT enables quantitative analysis of both cortical
and trabecular bone, providing estimates of bone density, microarchitecture, and
geometry. It allows for the measurement of cortical thickness and, to some extent,
cortical porosity (large pores only) at the distal radius and tibia. However, due to
its high cost and the use of ionizing radiation, HR-pQCT is unlikely to become a
clinical diagnostic tool for osteoporosis, thus remaining primarily confined to clinical
research.

1.2 Role of cortical porosity and cortical thick-

ness in bone strength

As cortical bone primarily bears the load and contributes to bone strength, the cor-
tical thickness correlates with both mechanical strength. For instance, a study has
demonstrated a correlation (r = 0.88) between cortical bone thickness and fracture
load at the distal radius [8].

Cortical porosity is also an important determinant of bone mechanical quality
and is recognized as a biomarker of fracture risk [9, 10, 11, 12]. Various studies
have reported correlations between porosity and elastic moduli. Granke et al. [13]
and Cai et al. [14] reported R2 values (Pearson’s linear coefficient of determination)
ranging from 0.70 to 0.84 between all stiffness coefficients and cortical porosity.
They demonstrated that the Haversian porosity is the primary factor determining
the elasticity of cortical bone at the millimeter scale. Furthermore, cortical porosity
has been observed in vivo with HR-pQCT to rise with age [1], as well as with the
advancement of osteoporosis [15]. Studies have shown correlations between cortical
porosity and the occurrence of vertebral and non-vertebral fractures [16, 17].

Moreover, increased porosity can lead to the trabecularization of the internal
(endosteal) surface of cortical bone and thinning of the cortex, which further dimin-
ishes bone strength and exposes it to an increased risk of osteoporotic fractures [18].
Consequently, cortical porosity, along with cortical thickness, plays a major role in
determining bone mechanical strength.

Therefore, there is a pressing need to develop alternative diagnostic approaches to
DXA capable of providing a comprehensive assessment of bone strength. Specifically,
one objective is to assess porosity and thickness of cortical bone.

1.3 QUS for the characterisation of cortical bone

An alternative to X-ray techniques, proposed for about more than 30 years, involves
the use of quantitative ultrasound techniques (QUS), which have the advantage
of being non-ionizing and less costly. Ultrasound (mechanical waves) is intrinsi-
cally sensitive to the mechanical properties that contribute to the overall strength
of bone. In cortical bone, variations in ultrasonic properties (speed of sound, at-
tenuation) within and between individuals primarily stem from differences in bone
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micro-architecture, in particular the porosity. Also, because ultrasound waves are
strongly reflected at interfaces between bone and soft tissues, wave propagation can
be leveraged to measure cortical thickness.

1.3.1 US wave speeds reflect the strength and porosity of
cortical bone

Due to the limitations in resolution, QUS can not directly evaluate cortical porosity.
Wavelength is typically larger than 1 mm, hence, US probe apparent material prop-
erties. Indirect measurements of properties sensitive to changes in porosity are used.
Numerous studies have demonstrated a significant correlation between propagating
wave speed and cortical bone porosity [19, 20, 21, 22].

Furthermore, Peralta et al. have shown that wave speeds, measured in various
directions and polarizations (shear or longitudinal wave), reflect bone strength and
porosity [23]. Higher wave speeds typically indicate denser bone with lower porosity,
associated with greater strength and stiffness. Conversely, lower wave speeds often
correlate with increased porosity, reduced bone density, and compromised mechan-
ical strength.

Consequently, ultrasonic wave speeds may serve as indirect biomarkers for as-
sessing bone strength and understanding the structural characteristics of cortical
bone to help predict fracture risk [24].

1.3.2 Elastic anisotropy of cortical bone

In figure 1.1 and 1.4, the radial direction corresponds to direction 1, the circum-
ferential direction corresponds to direction 2, and the axial direction corresponds
to direction 3. Human cortical bone elasticity is often characterized by a model of
transverse isotropy [13, 25]. More precisely, cortical bone can be considered isotropic
(independent of direction) in the (1-2) plane perpendicular to the bone axis 3 (which
is the material symmetry axis), and anisotropic in other planes. In elastic materials,

1

2

3
Slice extaction 

   at 0.4 mm

Slice extaction 

   at 2 mm

Slice extaction 

   at 4.4 mm

10 % porosity

8 % porosity

9 % porosity

Figure 1.4: Binarized Synchroton Radiation microcomputed tomography (SR-µCT)
image of a cortical bone specimen of nominal dimensions 3 × 4 × 5 mm3 (original
voxel size 6.5 µm). Black: vascular pores; light gray: mineralized matrix. Axis 1
corresponds to radial direction, axis 2 to the circumferential direction and axis 3
to the axial direction. For illustration, 3 slices extracted from the 3D volume are
shown. 2D porosity values are given for each slice, illustrating the variable porosity
in a 3D volume.



1.3. QUS FOR THE CHARACTERISATION OF CORTICAL BONE 8

two types of ultrasonic waves propagate: compressional and shear waves. This thesis
focuses only on the propagation of compressional waves. For elastic materials, the
speed of sound is defined as the square root of the ratio of elasticity to mass density
ρ. Using Voigt notation, the elasticity law is expressed as σi = Cijεj with i, j = 1..3,
where σi and εj represent components of the stress and strain vectors, respectively,
and Cij is the stiffness matrix. The stiffness constants Cii correspond to compres-
sional loadings along different anatomical directions. Given that the (1-2) plane is
the plane of isotropy, C11 = C22. The longitudinal speed of sound in the radial and

axial directions are given respectively by V radial =
√

C11

ρ
and V axial =

√

C33

ρ
. The

reported anisotropy ratio C33/C11 of human cortical bone ex vivo , ranges between
1.3 and 2.5 [25, 12].

1.3.3 Developed QUS techniques for assessing cortical poros-
ity and cortical thickness

Developed QUS methods can be categorized into two types: pulse-echo and axial
transmission techniques [24].

Axial transmission. These methods exploit the fact that cortical bone acts as a
waveguide.

Most of the existing devices that exploit the principle of axial transmission for
measuring cortical bone properties measure the velocity of the First Arriving Sig-
nal (FAS). Among these devices are SoundScan (Myriad Ultrasound Systems Ltd.,
Israel), Omnisense (Sunlight Ultrasound Technologies Ltd., Rehovot, Israel), and
Sono (Oscare Medical Oy, Vantaa, Finland). Physically, the FAS is associated with
the head wave (lateral wave) and Lamb waves guided by the cortical thickness;
it correlates with a combination of material properties and cortical thickness (for
Lamb waves only). However, these devices provide only one ultrasound parameter,
which cannot be used as a proxy for a structural or material bone property. They
do not provide in real time the anatomy of the bone. For further details on these
devices and the axial transmission method, readers are encouraged to refer to [24],
particularly chapters 3, 4, and 5.

Another approach, BDAT (Azalée, Paris, France), uses the Bidirectional Axial
Transmission. From a multimode guided waves approach and a dedicated signal
processing, BDAT is capable of estimating both cortical thickness and an index of
cortical porosity [26, 27]. The device has undergone validation both in vivo and ex
vivo [28, 29, 30]. However, a major limitation of this device is the assumption that
bone behaves as a perfect waveguide (i.e. a plate made of homogeneous material and
with constant thickness), which is only the case for healthy or moderately altered
bones.

Pulse-echo methods. Some devices using the pulse-echo techniques use a single-
element focused transducer to send a short pulse and record the specular echoes from
external and internal bone interface. From the delay between the reflections, cortical
thickness is deduced. The device has undergone clinical validations and proof-of-
concept studies [31]. However, this technique has at least two principal limitations:
(i) the cortical thickness is not accurately measured since a fixed ultrasonic wave
speed of 3565 m/s is assumed for all individuals [32] and (ii) the alignment of the
transducer and the bone axis is not based on a real-time image of the cortex but
only on the raw received RF echoes.
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Limitations of current QUS techniques. While the methods mentioned above
give estimates of cortical thickness or relevant material properties for discriminat-
ing osteoporotic individuals, simultaneously retrieving multiple bone characteristics,
such as geometry (e.g., cortical thickness or cortical area) and material proper-
ties (e.g., ultrasonic wave speed or cortical porosity), poses a significant challenge.
BDAT, the only clinical device capable of providing a combined estimation of cor-
tical thickness and an index of cortical porosity assumes that bone behaves as a
perfect wave guide, which is not the case for many individuals in practice.

Furthermore, despite using advanced ultrasound physics, none of these clinical
devices are capable of producing an anatomical image of the cortex, as is typically
done in most ultrasound devices for soft tissues.

Emerging techniques. Recently, various approaches have been proposed for ob-
taining an ultrasound image of the cortex [33, 34, 35, 36, 37].

A tomography setup has been proposed to provide a quantitative image of corti-
cal bone in the transverse plane [38, 33]. From the image, an estimate of the cortical
thickness is provided. However, this method requires highly specialized ultrasound
equipment such a circular array and no in vivo data is available yet as far as we are
aware.

Another imaging method was developed using refraction-corrected multifocus
imaging to provide an estimate of the cortical thickness and the wave speed in the
radial direction of bone [37]. The method has been tested and validated ex vivo [39].
However, the method does not provide a real-time image of bone anatomy and is
limited to the transverse plane meaning that the anisotropy of the cortex can not
be evaluated.

The imaging approach initiated at the Laboratoire d’Imagerie Biomédicale (LIB,
Sorbonne Université, Paris) by Renaud et al. (2018) [35] provides real-time anatomi-
cal images of cortical bone in both the transverse (1-2) and longitudinal planes (2-3).
It enables the estimation of cortical thickness and material properties by measuring
wave speeds in all anatomical directions. This thesis focuses on exploring this ap-
proach which is briefly presented in the next section. An extensive description of
the technique can be found in [40].

1.4 Bone ultrasound imaging

1.4.1 General principle to obtain an image of the cortex

The primary reason conventional echographs fail to image the interior of cortical
bone is due to significant refraction [35]. Indeed the speed of sound in cortical bone
is notably higher, ranging from 2800 to 4200 m/s [13], compared to soft tissues,
which typically have speeds ranging from 1400 to 1700 m/s [41].

Therefore, the main assumption that a ray propagates in a straight line used for
soft-tissues imaging is not applicable to bone imaging. In this imaging approach,
the medium to be imaged is considered as composed of three distinct homogeneous
layers (silicone layer of the ultrasound probe, cutaneous tissue and cortical bone).
Refraction is accounted for at each boundary. The steps to obtain an image of the
cortex can be summarized as follows:

• First, an image of the cutaneous tissue is obtained using a delay-and-sum
(DAS) beamforming algorithm (see section 1.4.2).
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• Second, from the image of the cutaneous tissue, the boundary between the
cutaneous tissue and the cortical bone is segmented. The segmentation is
achieved by searching for the shortest path extending along the entire lat-
eral length of the image with maximal intensity, using Dijkstra’s algorithm.
Afterwards, the segmented interface is fitted to a parabola.

• Using this fitted parabola as the external boundary of the cortex, an image
of the cortex is obtained with the DAS beamforming algorithm accounting for
refraction between soft tissues and bone.

• Finally, from the image of the cortex, the boundary between cortical bone
and the marrow (medullary cavity) is segmented using a Dijkstra’s algorithm.
Note that the approach can be extended to image also the cortex opposite to
the medullary cavity.

After image reconstruction, two types of anatomical image are obtained de-
pending on the configuration: an image in the transverse plane (1-2) (Figure 1.5a
and 1.5c) and an image in the longitudinal plane (1-3) (Figure 1.5b and 1.5d).

(a) (b)

(c) (d)

Figure 1.5: Illustration of the two imaging configurations in vivo : a transverse
configuration (a) to obtain an in vivo image of cortical bone in the transverse plane
(c) and a longitudinal configuration (b) to obtain an in vivo image of cortical bone
in the longitudinal plane (d). Images are reproduced and adapted from [35, 42].

From these images and the segmented outer (periosteal) and inner (endosteal)
surface of the cortex, the cortical thickness is estimated (Figure 1.5d). In the trans-
verse plane (1-2), there exists only one longitudinal wave speed for all directions:
V radial. However, in the axial plane, the wave speed varies depending on the propa-
gation direction due to anisotropy. We denote V axial the wave speed in the direction
parallel to the axis. More details on the velocity model are given in Chapter 2.
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1.4.2 Principle of image reconstruction

A synthetic Aperture (SA) transmission technique [43] is used: each element of
the probe sequentially transmits an unfocused beam, and all elements of the probe
record the back-scattered echoes. A low-resolution image is reconstructed for each
transmit. Coherently combining the low-resolution images yields a high-resolution
image. The signals recorded by the elements are stored in the 3D matrix S(t, iR, iT )
where iT and iR are the emitting and receiving element numbers respectively.

Image reconstruction of each layer (lens, cutaneous tissues, bone cortex) is per-
formed using a delay-and-sum (DAS) beamforming algorithm. In DAS algorithms,
each image pixel represents a hypothetical scattering point within the medium.
Thus, the fundamental principle of all DAS-based methods involves delaying all re-
ceived signals originating from a specific point in the medium (corresponding to the
pixel to be reconstructed) based on their respective time-of-flight. These delayed
signals are then summed to generate an estimate of the reflectivity, corresponding
to the intensity I(P ) of pixel P . The intensity of an image pixel is thus given by:

I(P ) =

NT
∑

iT

NR
∑

iR

S (t = τT (iT, P ) + τR(iR, P ), iT, iR) , (1.1)

where τT and τR are the transmit and receive travel times of the wave.
τT and τR are determined by calculating the travel time along a transmit ray

path from the emitting element iT to the point of interest P and a receive ray path
from the point P to the receiving element iR (Figure 1.6). These ray paths are
computed using Snell’s law of refraction.

Figure 1.6: Illustration of the transmit ray path from transmit element iT to pixel
P and the receive ray path from pixel P to receive element iR for a medium with
four homogeneous layers: the silicone front layer of the probe, cutaneous tissue,
cortical bone, and the marrow. Refraction is considered at each boundary between
two layers.

To compute the travel time, the speed of sound in each medium must be known.
The wave speed and characteristics of the silicone layer of the probe are fixed.
However, the wave speeds in cutaneous tissues and cortical bone are individual-
specific. Therefore, before each reconstruction, these wave speeds are calculated
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using a model that considers bone anisotropy. More details on their determination
are given in Chapter 2. For real-time imaging, a fixed ’reasonable’ value of these
wave speed is sufficient to reconstruct the image. However, accurate determina-
tion of these individual-specific material properties are required to measure cortical
thickness.

1.5 Scope and Objectives of the Thesis

In 2020, before the start of this thesis, anatomical images of cortical bone were
only obtained for two healthy volunteers with the method presented above. Given
the variability in bone geometry and microstructure composition among individu-
als, data from two healthy individuals is insufficient to assess the potential of the
technique. Furthermore, the different factors that affect the quality of an ultrasound
image of the bone are unknown. Finally, the algorithm relies on the Delay-and-Sum
(DAS) beamforming to obtain cortex images; however, DAS is primarily optimized
for diffuse scattering, whereas reflections occurring at external and internal inter-
faces are more likely to be specular rather than diffuse.

The purpose of this thesis was to achieve three main objectives:

• Improve our understanding of the factors influencing the quality of bone ultra-
sound images, in particular the role of pores acting as scatterers and creating
speckle.

• Complement the validation of the technique to measure cortical thickness and
material properties of bones of healthy subjects but also bones of older indi-
viduals.

• Explore the added value of using image reconstruction techniques tailored to
the physics of wave propagation in bone, enhancing specular reflections at
bone interfaces to improve contrast.

For these purposes, we used synthetic data generated with a numerical wave
solver, ex vivo data and in vivo data.

1.6 Outline of the thesis

Chapter 2 presents the first in vivo assessment of wave speed precision in bone
tissues using ultrasound imaging, providing wave speed values in both radial and
axial directions of the human tibia, along with the anisotropy form parameter. The
study involved 11 healthy male individuals and contributes to the validation of the
technique to measure wave speed and its anisotropy for healthy subjects. This
chapter includes a detailed description of the estimation of the ultrasound wave
speed and its anisotropy.

Chapter 3 presents a published study [44] that quantifies the impact of mi-
crostructure on the contrast of bone ultrasound images. Through simulations of
ultrasound propagation in realistic cortical microstructures where the geometry of
the bone is controlled, the chapter investigates the influence of variables of mi-
crostructures such as porosity and pore size on ultrasound image quality.

Chapter 4 presents the first ex vivo ultrasound images of femur specimens from
elderly human donors. In this chapter, wave speed and cortical thickness are es-
timated and US images are compared to reference micro-computed tomography
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(µCT) images (high resolution). This chapter not only contributes to the validation
of cortical thickness estimation in transverse ultrasound images but also enhances
our understanding of the determinants of ultrasound image quality in specimens
exhibiting moderate to high cortical porosity. It further examines a relationship
between wave speed estimated from ultrasound images and cortical porosity.

In Chapter 5, we present an adapted specular beamforming algorithm initially
proposed to better image specular reflectors in soft tissue. The algorithm is adapted
to consider bone curvature and account for both wave refraction and specular re-
flection physics with the aim to enhance the contrast of bone surfaces and reduce
speckle from intracortical pores. In this chapter, the method is presented and tested
on simulated bone datasets designed to replicate cortical bone with varying mi-
crostructures.

Finally, in Chapter 6, we apply the specular beamforming algorithm discussed
earlier to both the in vivo (Chapter 2) and ex vivo (Chapter 4) datasets. Its perfor-
mance is compared with the DAS algorithm.
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2.1 Introduction

Bone exhibits anisotropic properties, enabling the extraction of independent mea-
sures indicating its mechanical characteristics. Previously, Renaud et al. introduced
the estimation of three parameters linked to elastic coefficients: wave speed in ax-
ial (V axial) and radial (V radial) directions, along with an anisotropy parameter (ξ).
Potentially, the combination of these different material properties may emphasize
different microstructural changes and provide a more complete analysis into alter-
ations in the mechanical quality and fragility of the cortex.

The ultrasonic wave speed of an osteoporotic bone differs from that of a healthy
bone. Peralta et al. (2021) reported that an increase in cortical porosity of 5%
(corresponding to a loss of 10% of strength) is associated with a decrease in bulk
wave speed of 100 m/s. This corresponds to a relative variation of around 3.3% of
mean radial wave speed and around 2.6% of mean axial wave speed [1]. Therefore,
for a QUS device to discriminate osteoporotic from healthy patients, it should have
a precision error smaller than 3%.

As highlighted in Chapter 1, most of the current clinical QUS devices including
BDAT, Omnisense, Soundscan and BDAT measure the ultrasonic wave speed in
the cortex of different skeletal sites [2]. The precision of these devices has under-
gone extensive validation and testing in both clinical and research settings. Other
quantitative ultrasound devices have been proposed to probe the wave speed in the
transverse direction [3]. However, all of these approaches only estimate the proper-
ties of the bone along one direction.

This study presents the first in vivo assessment of wave speed precision in bone
tissues using ultrasound imaging, providing wave speed values in both radial and
axial directions of the human tibia, along with the anisotropy form parameter.

In the next section, we introduce the subjects involved in the study and describe
the technique used for estimating the wave speed and its anisotropy parameter. In
section 3, we present the results of the estimated wave speed in the cutaneous tissues
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and the wave speed in cortical bone, and precision. Furthermore, we analyze the
differences in measured wave speed between two measurement locations. In section
4, we discuss the results.

2.2 Subjects & methods

2.2.1 Experimental protocol

Human subjects. This study was part of a study involving healthy subjects
aimed at measuring intra-osseous blood flow in the tibia using ultrasound similar
to [4]. The research included eleven healthy male participants aged between 24 and
31 years old, with an average age of 28. Prior to participation, informed written
consent was obtained from each participant for research purposes, in compliance
with the legal requirements outlined in the French Code of Public Health approved
by Ethics Committee and French Health Authorities (NO IDRCB: 2019-A02589-48,
ClinicalTrials ID: NCT04396288).

Ultrasound data acquisition. The measurements were conducted using a fully
programmable ultrasound system (Vantage, Verasonics Inc., Redmond, WA, USA).
The scanning protocol utilized a synthetic aperture technique [5, 6], where each
element in the ultrasound array was sequentially activated, followed by recording
the full array of received echo signals. A complete ultrasound acquisition generated
a total of 96×96 pulse-echo signals. A phased-array ultrasound transducer with 96
elements, operating at a central frequency of 2.5 MHz (P4-1 ATL/Philips, Bothell,
WA, USA; pitch 0.295 mm), was used by two trained operators. The emitted pulse
had a bandwidth of 80%.

Ultrasound acquisitions were performed perpendicular to the bone axis in trans-
verse planes (Figure 2.1a) and parallel to the bone axis in longitudinal planes (Fig-
ure 2.1b). An example of received RF signals by all elements for emitting elements
number 1 and 48 in the longitudinal plane is shown in Figure 2.2. The measurement
sites were located at the middle of the tibia (mid-diaphysis) and proximal one-third
of the tibia (proximal third). The length of the tibia was defined as the distance be-
tween the apex of the medial malleolus and the distal patellar apex. A pencil mark
was made at each measurement site by the operators. Acquisitions were repeated
five times at each site and for each measurement plane with repositioning, guided
by real-time visualization. The probe alignment was confirmed when the ultrasound
image presented bright external and internal interfaces.

2.2.2 Measurement of wave speed in cutaneous and bone
tissues

As discussed in the first chapter, the region of interest will be considered as a medium
with three homogeneous layers: the silicone front layer of the ultrasound probe, a
layer of cutaneous tissue, and a layer of cortical bone tissue. Image reconstruction
is performed sequentially for each layer. Following Renaud et al. 2018 [7], the
estimation of the wave speed parameters is performed sequentially for each layer.
The wave speed and thickness of the silicone layer for the P4-1 probe are 970 m/s
and 1.3 mm respectively [7]. In the cutaneous and bone layers, the wave speed are
estimated.
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Figure 2.1: Configuration for acquisition of ultrasound data. Panel (a): probe is
placed perpendicular to bone axis (transverse). Panel (b): probe is place along bone
axis (longitudinal).
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Figure 2.2: In vivo Received RF signals by all elements when element 1 is emitting
(left panel) and when element 48 is emitting (right panel) in a longitudinal config-
uration.

2.2.2.1 Estimation of wave speed using autofocus approach

The autofocus approach asserts that the best image quality in terms of sharpness and
intensity is achieved with the wave speed closest to the true wave speed. Following
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references [7, 8, 9], we use the mean image intensity µ as an intensity metric, and the
normalized variance Snv, and Brenner’s sharpness Sbr as sharpness metrics. They
are defined as follows:

µ =
1

Npx

∑

i,j

Ii,j, (2.1)

Snv =
1

µ

∑

i,j

(Ii,j − µ)2, (2.2)

Sbr =
∑

i,j

(Ii+2,j − Ii,j)
2 + (Ii,j+2 − Ii,j)

2, (2.3)

where Ii,j is the intensity of the reconstructed image at pixel (i, j) and Npx is the
total number of pixels. In the autofocus approach, these metrics are calculated for
several candidate wave speed values. The entire image of the layer is considered
when computing the metrics. The wave speed Vm that maximizes the sum of the
three normalized metrics with their max value is considered as an estimate of the
wave speed of the medium:

Vm = max
Vi

(

µ(Vi)

µmax
+

Snv(Vi)

Smax
nv

+
Sbr(Vi)

Smax
br

)

, (2.4)

where Vi denotes each wave speed candidate and terms µmax, Smax
nv and Smax

br are
the maximum values of each respective metric across all wave speed candidates.

2.2.2.2 Cutaneous tissues

wave speed. For the estimation of wave speed in cutaneous tissues, 21 wave speed
candidates ranging from 1400 to 1700 m/s are considered. Image reconstruction
of the cutaneous layer is conducted for each wave speed candidate, and the three
metrics are computed for each reconstructed image. Figure 2.3 illustrates an example
of autofocus in cutaneous tissues applied in vivo.

1200 m/s

Figure 2.3: Illustration of autofocus for a longitudinal acquisition in cutaneous tissue
on the specular reflection from the external bone interface

We denote V0 the optimal wave speed for cutaneous tissues.
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Segmentation of the external interface of the cortex. Using the wave speed
V0, the segmentation of the external interface of the cortex is performed using Di-
jkstra’s algorithm. The algorithm searches for the shortest path extending across
the whole lateral width of the ultrasound image that has the maximal intensity (see
Figure 2.4). For the purpose of refraction computations, the segmented interface is

(a) (b)

Figure 2.4: Illustration of fine segmentation of the external interface of the cortex
using Dijkstra’s algorithm. The line in cyan blue is the segmented interface and
corresponds to the shortest path that maximizes intensity. Panel (a): segmentation
in the transverse plane and panel (b): segmentation in the logitudinal plane

subsequently fitted to a parabola.

2.2.2.3 Bone cortex

wave speed anisotropy. As discussed in [10], the elastic anisotropy of cortical
bone is well-described by transverse isotropy [11, 12]. Renaud et al. suggested
in [7, 8, 10] to use a model of weak transverse isotropy introduced in seismology
by Leon Thomsen [13]. The equation that describes how the compressional group
velocity V varies with the angle (ϕ) relative to the normal of bone axis, taking into
account the anisotropy of cortical bone is given by:

V (ϕ) = V axial − (V axial − V radial)×
[

ξ sin2(ϕ) cos2(ϕ) + cos4(ϕ)
]

, (2.5)

where V axial is the propagating wave speed in the direction parallel to the bone axis
(axis 3 in Figure 1.1 and 1.4), V radial is the propagating wave speed in the direction
perpendicular to the bone axis (axis 1 in Figure 1.1 and 1.4) and ξ is an anisotropy
form parameter.

Wave speed in the axial direction, V axial. Due to the higher wave speed in
cortical bone compared to cutaneous tissues, a critical angle αc (given by Snell’s
law sin(αc) = V0

V axial ) is observed. At this critical angle, a head-wave propagates
at the external bone interface (see Figure 2.5). In the longitudinal plane, where
the propagation direction of the head-wave is parallel to the bone axis (ϕ = π

2
), the

head-wave travels at the wave speed V axial [14]. In this scenario, where flat interfaces
are assumed for the cortex, if the probe is oriented parallel to the bone axis, the
delay τh for receiver iR to record the head-wave emitted by element iT is given by:

τh(iT, iR) =
1

V0

z

cos(αc)
+

x− 2d tan(αc)

V axial
+

1

V0

z

cos(αc)
, (2.6)

where d is the distance between the probe and the external interface of the bone,
x is the distance between emitting iT and receiving iR elements. Developing the
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Figure 2.5: Schematic description of the propagation of a head-wave at the surface
of the bone cortex along the bone axis

relationship above and using the law of Snell, equation 2.6 becomes:

τh(iT, iR) =
1

V axial
x+ 2

d

V0V axial
cos(αc). (2.7)

This implies that the record-time of the head-wave by the receivers is a line of
slope 1

V axial and of intercept time 2 d
V0V axial cos(αc). The parameter d is obtained from

the segmented periosteal interface, making 1
V axial the only unknown parameter. By

calculating the similarity of the signals along the lines described by Equation 2.7 for
different values of the wave speed 1

V axial , a wave speed spectrum can be obtained.
Following previous works by [7] and [8], we use semblance as a metric of similarity.
It is defined as :

CiT =

∫
T
2

−
T
2

[
∑

iR S(t− τh(iT, iR), iR, iT )]2

∫
T
2

−
T
2

∑

iR S(t− τh(iT, iR), iR, iT )2
, (2.8)

where T is the time window, S is the matrix of 96× 96 recorded pulse-echo signals
from Synthetic Aperture acquisitions protocol. This metric quantifies the coherence
of the received signals along lines τh corresponding to different candidate values of
V axial for a specific emission. The wave speed that maximizes CiT is the estimated
wave speed.

If the probe is tilted of θ with respect to the the bone interface, Equations 2.6
and 2.7 yield an apparent wave speed that differs from the true wave speed. A
wave speed estimated when the first element is emitting (iT = 1) will give a wave
speed V axial

1 different from the one estimated when the last element of the probe is
emitting (iT = 96) V axial

96 . According to Telford [14], the true wave speed is given
by the relationship, as cited by Renaud et al. [8]:

V axial =
2V axial

1 V axial
96 cos(θ)

V axial
1 + V axial

96

. (2.9)

Figure 2.6 illustrates the estimation of V axial using maximum semblance of head-
wave.
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Figure 2.6: Illustration of estimation of V axial. In the top panel, the image of the
cutaneous tissue is given and the red line is the periosteal interface. The bottom
panel is the computation of Equation 2.8 when the first (blue line) and last element
(red line) of the probe is emitting

Wave speed in radial direction V radial. The radial direction is the plane of
isotropy. In the transverse configuration, the cortical layer is assumed to be homo-
geneous with a uniform wave speed V radial. The same autofocus principle presented
in section 2.2.2.1 is applied to determine V radial. Using the wave speed determined
for the cutaneous tissues V0 and the segmentation of the periosteal interface done
in the previous steps, refraction is accounted for at the probe-cutaneous tissue in-
terface and at the cutaneous-bone tissue interface. Wave speed candidates ranging
from 2500 to 3500 m/s [11, 15] with an increment of 25 m/s [16] are considered
(Figure 2.7). For each wave speed candidate, a refraction-corrected delay-and-sum
algorithm is utilized to reconstruct the image of the cortex, and the metrics defined
by Equations 2.1, 2.2, and 2.3 are computed. The wave speed that maximizes the
sum of the metrics is considered as the estimate of V radial.

Anisotropy form parameter ξ. In the longitudinal plane, the wave speed de-
pends on the direction of propagation of the incident ray. Therefore, Equation 2.5
must be used for image reconstruction. After determining V axial and V radial previ-
ously, the only remaining parameter for Equation 2.5 is the anisotropy form parame-
ter ξ. We once again apply the autofocus principle to search for the anisotropy form
parameter among 21 candidates ranging from 0.5 to 2.5 [11, 15]. This search aims
to maximize the sharpness metrics of the longitudinal image reconstructed using
Equation 2.5.

2.2.3 Statistical analysis

Comparison of wave speed groups at two anatomical sites, for 11 vol-
unteers. To compare wave speed across measurement locations (mid-diaphysis
and proximal third) or probe positions (longitudinal or transverse), we conducted
Kolmogorov-Smirnov tests at a significance level of 5% between two sets of mea-
sured wave speed. Each set comprised all estimated wave speed obtained from all
repetitions for all subjects within a specific measurement location and probe posi-
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Figure 2.7: Illustration of autofocus in the cortex in the transverse plane. The wave
speed V radial that maximizes specular reflection from the endosteal surface is 3222.3
m/s

tion, resulting in a total set of 55 (5×11) wave speed. The Kolmogorov-Smirnov
test evaluated if the wave speed originated from the same distribution. The test was
performed on all measured wave speeds for each location and each probe orientation.

To determine if the measured wave speed in the mid-diaphysis was significantly
higher (or lower) than that estimated in the proximal one-third diaphysis, we con-
ducted the non-parametric Wilcoxon signed-rank test between two sets of mean wave
speeds. Each set of mean wave speeds comprised the mean wave speed over the five
repetitions from all subjects within a specific measurement location. The Wilcoxon
signed-rank test evaluated whether the difference between the medians of samples
from the two sets was significant.

For both tests, a result of ”1” suggested a significant difference between the two
compared sets, while a result of ”0” implied no significant difference.

Additionally, for each view, if an estimated value (of wave speed or anisotropy
form parameter) was more than three standard deviations from the mean, it was
removed. Only one value of axial wave speed fell into this category across all the
data, and it was subsequently removed for the rest of the analysis.

Precision errors on wave speed estimation. We computed the absolute pre-
cision error σi [17] of each individual i by using the standard deviation over the five
repeated measurements of each variable:

σi =

√

√

√

√

1

Ni − 1

Ni
∑

j=1

(

ζi,j − ζ̄i
)2
, (2.10)

where ζ can be either V0, V
axial, V radial or ξ, Ni is the number of repetitions con-

sidered for subject i and ζ̄i =
1
Ni

∑Ni

j=1 ζi,j is the mean. The corresponding relative
precision (Coefficient of Variation CV )is given by

CVi =
σi

ζ̄i
× 100. (2.11)
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The absolute precision of the technique σ [17] is given by:

σ =

√

√

√

√

1

df

M
∑

i=1

Nj
∑

j=1

(

ζi,j − ζ̄i
)2
, (2.12)

where M is the total number of subjects M = 11 and df is the number of degree of
freedom

df =
M
∑

i=1

Ni − 1. (2.13)

The corresponding relative precision of the technique is given by

CV =
σ

ζ̄
× 100, (2.14)

where ζ̄ = 1
M

∑M

i=1 ζ̄i.
The confidence interval of the estimated precision is provided with a confidence

level of 95%, derived from the chi-square distribution using the total degrees of
freedom (df) as a parameter for the distribution.

2.3 Results

2.3.1 Estimated wave speed and bone anisotropy form pa-
rameters

Estimated wave speed in cutaneous tissues. Table 2.1 presents estimated
wave speeds in cutaneous tissues for different subjects and measurement locations
and Figure 2.8 visualizes the results. The subjects are identified by a number. For
each location, the table provides the wave speeds in meters per second (m/s) esti-
mated from acquisitions in the transverse and longitudinal planes for each subject.

In Table 2.2, the results of the Kolmogorov-Smirnov tests are presented.
Overall, the table suggests that estimated wave speed in cutaneous tissues from

the same probe orientation at different measurement sites (proximal third and mid-
diaphysis) can be combined for both the transverse and longitudinal views. This
indicates, as expected, that the wave speed estimated in cutaneous tissues does not
depend significantly on the measurement site. However, there might be a slight but
significant dependency on the propagating direction of the waves. In the rest of the
chapter we will not combine estimated wave speed in the cutaneous tissues.

Estimated axial and radial wave speed in bone tissues. Table 2.3 summa-
rizes the estimated wave speed in the radial (V radial) and axial (V axial) directions of
the bone. As predicted by Equation 2.5, values in the axial direction (corresponding
to ϕ = π

2
) are greater than values in the radial direction (corresponding to ϕ = 0) for

each subject. This difference in wave speed can exceed 800 m/s for some individuals,
highlighting the dependence of wave speed on the direction of propagation.

In Table 2.4, the results of Kolmogorov-Smirnov test for radial and axial wave
speed in bone tissues across different measurement locations are presented. The
results indicate that there are significant differences in the wave speed estimated
along the axial direction V axial between the mid-diaphysis and the proximal third
locations. However, wave speed estimated along the radial direction V radial does not
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Mid-diaphysis Third proximal
Transverse Longitudinal Transverse Longitudinal

Subject 1 1584 1590 1559 1548
Subject 2 1540 1512 1547 1553
Subject 3 1526 1519 1522 1495
Subject 4 1550 1548 1560 1570
Subject 5 1588 1607 1538 1548
Subject 6 1540 1532 1560 1542
Subject 7 1545 1519 1585 1506
Subject 8 1591 1581 1570 1538
Subject 9 1564 1547 1564 1517
Subject 10 1578 1534 1589 1578
Subject 11 1526 1511 1512 1490

MIN 1526 1511 1512 1490
MAX 1591 1607 1589 1578

Average 1558 1548 1554 1535

Table 2.1: Estimated wave speed V0 in m/s in cutaneous tissues for different mea-
surement locations and probe orientations. The minimum, maximum and average
values across the five repetitions are also provided
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Figure 2.8: Estimated wave speed V0 in cutaneous tissues of the different mea-
surement sites. Each subject corresponds to a number. Top: measurement in the
transverse plane. Bottom: measurement in the longitudinal plane
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Mid-transv Mid-longi Proxi-transv Proxi-longi

Mid-transv - - - -
Mid-longi 1 - - -

Proxi-transv 0 1 - -
Proxi-longi 1 0 1 -

Table 2.2: Null-hypothesis rejection analysis of wave speed in cutaneous tissues
comparisons across measurement locations using the Kolmogorov-Smirnov test at a
significance level of 5%

Mid-diaphysis Third proximal

V radial V axial
(

V axial

V radial

)2

ξ V radial V axial
(

V axial

V radial

)2

ξ

Subject 1 2941 3762 1.6 1.2 3057 3764 1.5 1.2
Subject 2 3220 3911 1.5 1.5 3178 4080 1.6 1.8
Subject 3 3275 3897 1.4 1.1 3121 3907 1.6 1.6
Subject 4 3234 3944 1.5 1.6 3115 4015 1.7 1.4
Subject 5 3033 3869 1.6 1.2 3154 3954 1.6 1.3
Subject 6 3190 3936 1.5 1.3 3232 4000 1.5 1.8
Subject 7 3246 3788 1.4 1.1 3118 3843 1.5 1.3
Subject 8 3180 3866 1.5 1.3 3225 3845 1.4 1.0
Subject 9 3360 3967 1.4 1.4 3319 3973 1.4 1.3
Subject 10 3149 3944 1.6 1.4 3244 3979 1.5 1.2
Subject 11 3172 4067 1.6 1.8 3258 3966 1.5 1.3

MIN 2941 3762 1.4 1.1 3057 3764 1.4 1.0
MAX 3360 4067 1.6 1.8 3319 4080 1.7 1.8

Average 3177 3906 1.5 1.4 3184 3936 1.5 1.4

Table 2.3: Mean radial and axial wave speed (V radial and V axial expressed in m/s)
and anisotropy form parameter ξ across the repetitions in bone tissues for different

measurement locations. The anisotropy ratio
(

V axial

V radial

)2

is also provided.

Transverse (V radial) Longitudinal (V axial)
Mid diaphysis Proximal-third Mid diaphysis Proximal-third

Mid diaphysis - 0 - 1
Proximal third 0 - 1 -

Table 2.4: Null-hypothesis rejection analysis of radial and axial wave speed compar-
isons across measurement locations using the Kolmogorov-Smirnov test at a signifi-
cance level of 5%

show significant differences between these two locations. This implies that radial
wave speed from the two measurement sites can be combined, while axial wave speed
cannot. This disparity may arise from differences in the precision of the estimated
wave speed. Specifically, it suggests that the estimation of radial wave speed is
less precise than that of axial wave speed. Consequently, for the remainder of the
analysis, wave speed estimates from different sites are not combined.

In figure 2.9, the estimated radial and axial wave speed of each subject are shown.



2.3. RESULTS 31

No particularity is remarked. At the 5% significance level, the results of the Wilcoxon
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Figure 2.9: Estimated propagating wave speed in bone tissues

signed rank test is 0 for both the transverse and the longitudinal configuration
indicating that the median of estimated wave speeds in the mid-diaphysis and the
proximal one-third diaphysis do not significantly differ. This suggests that we can
not conclude that wave speed measured in the mid-diaphysis is significantly greater
(or lower) than wave speed estimated on proximal one-third diaphysis.

Estimated anisotropy form parameter in bone tissues ξ. In Table 2.3, the
estimated anisotropy form parameter ξ for each subject and measurement location
is presented. The results show variability in the anisotropy form parameter across
subjects and measurement locations, with values ranging from 1 to 1.8 (Figure 2.10).
These values are in concordance with those found by Renaud et al. [7] for the tibia
bone of two healthy subjects, which were 1.4± 0.2 and 1.1± 0.2. We also computed

the square root of the ratio between axial and radial wave speed
(

V axial

V radial

)2

and

found values ranging from 1.4 to 1.7. This ratio corresponds to the anisotropy
ratio between longitudinal coefficients of stiffness in the axial and radial directions
C33/C11. These values are comparable to those reported at the tibia diaphysis ex
vivo , which range from 1.3 to 2.5 [15], with values smaller than 1.8 corresponding
to high-density (low porosity) bone. This is consistent with the relatively young age
of our volunteers since younger individuals are supposed to have denser bones.
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Figure 2.10: Estimated anisotropy form parameter ξ in cortical bone tissues for
different subject at the two measurements locations.

2.3.2 Precision on the estimation of wave speed and bone
anisotropy form parameter

Subject-specific precision in cutaneous tissues. Figure 2.11 and Table 2.5
present the relative precision CVi of wave speed measurements in cutaneous tissues
for each subject i at two different measurement locations (mid-diaphysis and proxi-
mal third) and for two probe orientations (transverse and longitudinal). The preci-
sion values are computed using Equation 2.11 where σi is given by Equation 2.10.

The precision values range from 0.1% to 1.4% across all measurements, indicating
variability in measurement repeatability across subjects. On average, the precision
ranges from 0.5% to 0.7%, suggesting relatively consistent repeatability across the
dataset.

Mid-diaphysis Proximal third
Transverse Longitudinal Transverse Longitudinal

MIN 0.2 0.1 0.2 0.2
MAX 1.1 0.9 1.4 1.2

Average 0.5 0.5 0.6 0.7

Table 2.5: Minimum, maximum and average subject-specific relative precision CVi

of wave speed in cutaneous tissues expressed in %.

Subject-specific precision in cortical bone. Precision on radial and axial wave
speed are shown in Figure 2.12 and Table 2.6. Precisions are higher than those esti-
mated for cutaneous tissues. The table and the figure reveal variability in precision
across probe orientations. On average, the precision of wave speed in the radial
direction is twice higher than that in the axial direction. This is confirmed by the
Wilcoxon test. It indicates that the median of the precisions estimated in the trans-
verse plane is significantly higher than those estimated in the longitudinal direction
for both the middle and the proximal third of the diaphysis.
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Figure 2.11: Subject-specific relative precision CVi of wave speed V0 in cutaneous
tissues

Mid-diaphysis Proximal third
Transverse Longitudinal Transverse Longitudinal

MIN 0.5 0.2 0.3 0.1
MAX 4.1 2.3 3.6 1.7

Average 2.1 0.9 1.5 0.8

Table 2.6: Minimum, maximum and average subject-specific relative precision CVi

(in %) of wave speed in bone tissues

Table 2.7 and figure 2.13 present the relative precision CVi of the bone anisotropy
form parameter ξ. The precision values exhibit variability across subjects and mea-
surement locations, ranging from 5.1% to 18.1% at the mid-diaphysis and from 2.2%
to 20.4% at the proximal third.

Precision of the technique. The absolute (in m/s) and relative precision (in %)
of the technique is obtained from Equation 2.12 and 2.14 respectively by combining
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Figure 2.12: Precision on the estimation of radial and axial wave speed V radial and
V axial.

Figure 2.13: Subject-specific relative precision CVi on the estimation of bone
anisotropy form parameter ξ

the measurements for all subjects.

Table 2.8 present summaries of wave speed and anisotropy precision with 95%
confidence intervals denoted as [L U], where L represents the lower bound and U
represents the upper bound of the interval.
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Mid-diaphysis Proximal third
Transverse Longitudinal Transverse Longitudinal

MIN - 5.1 - 2.2
MAX - 18.1 - 20.4

Average - 10.7 - 11.9

Table 2.7: Minimum, maximum and average subject-specific precision CVi of bone
anisotropy form parameter ξ expressed in %.

Mid-diaphysis Proximal third

V radial [m/s] 75 ([62.1 94.7]) 52 ([43.4 66.2])
[%] 2.4 ([2 3]) 1.6 ([1.4 2.1])

V axial [m/s] 39 ([32.6 49.7]) 34 ([27.9 42.9])
[%] 1 ([0.8 1.3]) 0.86 ([0.7 1.1])

ξ
[unitless] 0.15 ([0.1 0.2]) 0.18 ([0.1 0.2])

[%] 11 ([9.3 14.2]) 13 ([10.5 16.3])

Table 2.8: Summary of absolute precision σ and relative precision CV on the esti-
mation of wave speed and anisotropy form parameter with 95% confidence intervals

2.4 Discussion

In this in vivo study, we report the radial and axial wave speeds and anisotropy
form parameter of cortical bone in the tibia of 11 healthy volunteers using bone
ultrasound imaging with a phased array probe operating at a center frequency of
2.5 MHz. To our knowledge, this is the first study using this technique involving a
significant number of subjects that reports bulk wave speeds in both cutaneous and
cortical bone tissues at the diaphysis of the tibia. The main originality of this study
lies in its reporting of precision measures for ultrasonic wave speed in both the axial
and radial directions of the tibia.

Wave speed in the axial and radial direction. The values of V radial range
from 2941 to 3359 m/s for the mid-diaphysis and from 3057 to 3319 m/s for the
one-third diaphysis. Renaud et al. [7] reported comparable values of radial wave
speed, measuring 3240 and 3270 m/s on the tibia of two healthy subjects using a
similar technique, which involved five measurements with repositioning. It is worth
noting that ultrasonic radial wave speed in cortical bone has not been extensively
studied in vivo. The values found in this study align with ex vivo studies. Except
for subject 1 (which had a low radial wave speed), all of the subjects had radial
wave speed greater than 3100 m/s. According to previous ex vivo studies, wave
speeds larger than 3100 m/s correspond to low to moderate porosities (lower than
11%) [18, 1]. This aligns well with the age of the subjects, who were all young and
assumed healthy.

In this study, thanks to imaging, we know the location of the external interface
(segmentation of the periosteal interface) of the cortex and the wave speed in cuta-
neous tissues (V0 estimated from autofocus). Therefore, the estimated value V axial

corresponds to the headwave velocity hence the axial bulk wave velocity. However,
currently available clinical QUS devices provide the velocity of the first arriving
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signal (FAS). This velocity is the speed of sound of a guided wave, which depends
not only on the bulk wave velocity V axial but also on cortical bone thickness. The
FAS velocity is representative of bulk longitudinal wave velocity for a thick bone
([19]) but for cortical thickness comparable to the wavelength, the FAS velocity de-
creases with thickness. However, these are the only reported values of in vivo axial
wave speeds. We found values of V axial ranging from 3762 to 4067 m/s for the mid-
diaphysis and from 3764 to 4080 m/s for the proximal one-third diaphysis. These
values are comparable with reported FAS velocities. Knapp et al. [20] reported
values of 3943 ± 101.12 at the mid-diaphysis of the tibia for a subgroup involving
42 young healthy subjects in a similar age range (20-29). Similar results were also
reported by [21] at the midshaft tibia of 3929±143 in a subgroup of 109 subjects in
age range of 20-29. Values from this present study appear to be higher than those
reported by Schneider et al. [22], which ranged between 3838 and 3965 m/s for 15
subjects. One possible explanation for this discrepancy could be the difference in the
age range of the participants between the two studies. In this study, the age range
is 24-32, whereas in Schneider et al., the age range is 37-65. Age is known to be a
significant factor affecting bone properties, including bone density and stiffness. It
is plausible that the younger age range in this study may contribute to higher wave
speed values, as bone properties tend to change with age. Additionally, Schneider et
al. measured the FAS wave speed which is the wave speed of the first arrival signal
which is not the head-wave when the cortex is too thin.

Even though all subjects were young, wave speed seems to increase with age (see
Figure 2.14). The Spearman correlation coefficients indicate a positive correlation
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Figure 2.14: Estimated propagating wave speed in bone tissues as a function of age

between age and both radial and axial wave speed at both the middle and proximal
one-third diaphysis. Specifically, the correlation coefficient between radial wave
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speed and the age of subjects is 0.49 with a p-value of 0.019, while for axial wave
speed, the correlation coefficient is 0.44 with a p-value of 0.041. These results suggest
that as age increases, there is a tendency for wave speed to increase as well. These
findings are consistent with previous studies. Drake et al. [21] reported that the peak
FAS wave speed estimated with the Omnisense device tends to increase with age
until the age of 40, with maximum mean values of 3928 m/s and a plateau between
ages 32 and 44. Similar results were obtained at the radius by Talmant et al. [23].
However, it is important to note that the relatively small number of subjects in this
study limits the generalizability of the findings. Further research with a broader age
range, particularly including older individuals with osteoporosis, would be necessary
to draw conclusions about age-related changes specifically related to osteoporosis.

Precision of wave speed in the axial direction. Most literature studies are
based on measuring the time of flight of the first arriving signal (FAS) using devices
operating at frequencies generally lower than 1.5 MHz. This wave speed does not
always correspond to that of the head-wave, especially if the cortex is too thin
compared to the propagating wavelength. In this study, we are operating at a
center frequency of 2.5 MHz, which ensures that the wavelength is sufficiently short
to accurately capture the head-wave propagation in bone tissue. Besides, thanks to
imaging, the position of the periosteal interface and the wave speed in cutaneous
tissues are determined priorly, making the probing of the head-wave more reliable.

The precision reported in this study aligns well with findings from the literature.
We achieved precisions of 0.86% at the mid-diaphysis and 1% at the proximal third
of the tibia using ultrasound imaging at a center frequency of 2.5 MHz. Previous
studies, such as [22, 23, 21, 20, 24, 25], have reported precision for FAS velocity
ranging between 0.4% and 1.7% at various skeletal sites including the tibia.

For instance, Schneider et al. [22], operating at a center frequency of 500 kHz,
reported a precision of 25.8 m/s (0.7%) for the FAS velocity at the proximal one-
third tibia of 15 patients with an average age of 51 ± 14 years. Similarly, Talmant
et al. [23] reported precision error of 0.4% and 0.5% (15 and 20 m/s) at the radius
with a center frequency of 1 MHz.

Drake et al. [21] reported a precision of 0.46% with a 95% confidence interval of
[0.36, 0.56] when operating at a center frequency of 1.25 MHz at the mid-diaphysis
of the tibia in 15 young healthy subjects with 3 repetitions.

Despite these differences in technology, methodology, and sometimes the region
of interest, the precision of axial wave speed measurements achieved in this study
remains comparable, with a maximum precision of 1.3% at a 95% confidence level,
with nearly the same degree of freedom (df = 53 in this study compared to df ranging
on average between 40 and 60 in the literature). This suggests the robustness and
reliability of the ultrasound imaging approach employed in this study for assessing
wave speed in the axial direction of bone. Our hypothesis is that the visual feedback
obtained in real time is essential to ensure reliability of the repositioning.

Precision of wave speed in the radial direction. When analyzing the con-
fidence intervals in Table 2.8, we observe that wave speed measurements in bone
tissues exhibit less good precision in the transverse plane compared to the longitu-
dinal plane. Few in vivo studies have estimated radial wave speed in cortical bone
[7, 8, 26]. To our knowledge, this is the first in vivo study to report the precision of
ultrasonic wave speed in the radial direction of the tibia.

The higher precision value observed in radial wave speed measurements could be
attributed to several factors. Firstly, the estimation of axial wave speed V axial relies
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on maximizing the semblance of the raw received RF signals based on the equation of
the receive time of flight of the head-wave (Equation 2.6). In contrast, the estimation
of the radial wave speed V radial is based on maximizing quality metrics computed
on the reconstructed image of the bone cortex. Hence, the estimation of radial wave
speed is sensitive to the beamforming process, which includes the reconstruction of
the image.

Secondly, the propagation of the head-wave, which travels along the bone surface,
may be less affected by pore scattering compared to the radial wave speed. The radial
wave speed is sensitive to the heterogeneity of the cortex and also depends on the
rugosity of the endosteal interface. This could contribute to the enhanced precision
observed in radial measurements, as the head-wave encounters fewer obstacles or
variations in the bone microstructure.

Finally, in the transverse configuration, there is a supplementary difficulty to
find the plane of isotropy.

Precision of anisotropy form parameter ξ. It is noteworthy that the estimated
precisions for the anisotropy form parameter are much higher than those for the axial
and radial wave speed. This discrepancy might be attributed to the fact that the
estimation of ξ is the last step and it utilizes the estimated values of both V radial

and V axial (see Equation 2.5). This can potentially propagate measurement errors,
leading to worse precision.

2.5 Perspectives

Based on the upper bound of the 95% confidence interval given in Table 2.8 for wave
speed estimation using ultrasound imaging, we can conclude the following:

• For cutaneous tissues of the tibia, the autofocus approach can estimate the
propagating wave speed with a precision of less than 1% of the mean wave
speed (95% confidence level).

• For cortical bone, ultrasound imaging can estimate the propagating wave speed
in both the radial and axial directions with good precision. Specifically, the
precision is less than 3% of the mean wave speed for the radial direction and
less than 1.3% for the axial direction (95% confidence level).

• Furthermore, the bone anisotropy form parameter can be estimated with a
precision of less than 16% of the mean value (95% confidence level).

What does this precision represent for bone health. Peralta et al. [1]
reported that an increase in cortical porosity of 5% is associated to a decrease
in bulk radial wave speed of 100 m/s. This corresponds to a relative variation of
around 3.3% of mean radial wave speed and around 2.6% of mean axial wave speed.
Furthermore, Clinical studies have reported that the mean FAS wave speed at the
cortex of the radius for non-fractured individuals is higher than those of fractured
individuals by 150-200 m/s [24, 27]. This corresponds to a relative variation of
around 5% of mean FAS wave speed. Furthermore, during adulthood (from 40 to
80 year old), the FAS wave speed declines on average by 186 m/s corresponding to
5% [21].

Therefore, the precision values found in this study suggest that ultrasound imag-
ing can provide robustness in monitoring changes in bone mechanical quality and in
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discriminating osteoporotic bone from healthy bone. However, the responsiveness
of the method to changes between osteoporotic and normal patients has not been
studied yet. In this regard, a natural progression of this study is to extend it to a
clinical context.

Expected precision for osteoporotic bones. This study was conducted on
young and healthy volunteers. The precision values reported here might differ for
osteoporotic bones. In osteoporotic bones, the cortex can become thinner, and
a gradient of porosity toward the internal surface may be observed, potentially
affecting the estimation of V radial. Consequently, the precision of V radial is expected
to worsen. The same holds for ξ.

On the other hand, the estimation of V axial is expected to be less affected by
changes in bone microstructure. The head-wave, which is used to determine V axial,
primarily travels along the longitudinal axis of the bone and is less influenced by
variations in cortical thickness or porosity. Therefore, while there may be some im-
pact on the precision of V radial in osteoporotic bones, it is likely to be less pronounced
compared to V axial.
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Peyrin, and Pascal Laugier. Change in porosity is the major determinant of
the variation of cortical bone elasticity at the millimeter scale in aged women.
Bone, 49(5):1020–1026, November 2011.



BIBLIOGRAPHY 41

[12] Quentin Grimal, Kay Raum, Alf Gerisch, and Pascal Laugier. A determination
of the minimum sizes of representative volume elements for the prediction of
cortical bone elastic properties. Biomechanics and Modeling in Mechanobiology,
10(6):925–937, December 2011.

[13] Leon Thomsen. Weak elastic anisotropy. GEOPHYSICS, 51(10):1954–1966,
October 1986. Publisher: Society of Exploration Geophysicists.

[14] W. M. Telford, L. P. Geldart, and R. E. Sheriff. Applied Geophysics. Cambridge
University Press, October 1990. Google-Books-ID: oRP5fZYjhXMC.

[15] Simon Bernard, Joannes Schneider, Peter Varga, Pascal Laugier, Kay Raum,
and Quentin Grimal. Elasticity–density and viscoelasticity–density relation-
ships at the tibia mid-diaphysis assessed from resonant ultrasound spectroscopy
measurements. Biomechanics and Modeling in Mechanobiology, 15(1):97–109,
February 2016.

[16] C. T. M. Eneh, M. K. H. Malo, J. P. Karjalainen, J. Liukkonen, J. Töyräs, and
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This chapter is adapted from a research article by A. S. DIA, G. Renaud, A.
Hejazi, Q. GRIMAL published under the title The influence of intracortical
microstructure on contrast in ultrasound images of the cortex of long bones: A 2D
simulation study in the journal Ultrasonics (127:106831) in 2022.

Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . 46

3.2.1 Models of bone cortex and soft tissues . . . . . . . . . . . 46

3.2.2 Pores statistics . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2.3 Simulation of the ultrasound imaging sequence . . . . . . 49

3.2.4 Cortical bone wave speed estimation . . . . . . . . . . . . 49

3.2.5 Image reconstruction with a refraction-corrected delay-
and-sum algorithm . . . . . . . . . . . . . . . . . . . . . . 50

3.2.6 Endosteal interface visibility quantification . . . . . . . . 50

3.2.7 Data Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.1 Wave speed in cortical bone models . . . . . . . . . . . . 51

3.3.2 Descriptive statistics . . . . . . . . . . . . . . . . . . . . . 52

3.3.3 Influence of microstructure on image contrasts . . . . . . 52

3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.4.1 Impact of the intra-cortical microstructure on image con-
trast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.4.2 Possible physical origins of contrast loss . . . . . . . . . . 57

3.4.3 Design of the numerical study: motivations and advantages 57

3.4.4 Limitations of the study . . . . . . . . . . . . . . . . . . . 58

3.4.5 Conclusion and perspectives . . . . . . . . . . . . . . . . . 58

3.1 Introduction

Bone fragility associated with osteoporosis and the resulting increased risk of frac-
ture is an important medical threat as nine million fragility fractures occur annually
worldwide [1]. The prediction of fracture risk is based on clinical factors and, often,
areal bone mineral density (aBMD) measured with dual energy X-ray absorptiom-
etry (DXA). However, many individuals who are at high risk of fracture are not
identified with aBMD assessed with DXA [2, 3]. Quantitative ultrasound (QUS)
methods to characterize trabecular and cortical bone have been developed in the
past three decades to overcome the limitations of DXA and provide a non ionizing,
portable, and affordable diagnostic tool for osteoporosis [4, 5].

While ultrasound imaging can accurately image the outer surface of bones [6],
current clinical ultrasound scanners fail to reveal their inner structure. Only recently,
with adapted image reconstruction methods and research ultrasound scanners, it was
shown that the cortex can be imaged in vivo [7, 8]. These methods have only been
applied on a limited number of individuals and the measurement of the cortical
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thickness, a key parameter for fracture risk assessment [9, 10], was only shown to
be feasible in young healthy adult volunteers [7].

Bone loss occurring as part of the natural ageing process and accelerated in os-
teoporosis is associated with a degradation of cortical bone microstructure: unbal-
anced intracortical remodeling leaves cavities only partially filled with newly formed
bone tissue and so-called giant pores due to the clustering of the remodeled cavities
[11][12]. Porosity increases with age, e.g., in females from about 5% at 30 years old
to 15% at 80 years old [13]. This is associated with an increase in pore diameter [14].
At the diaphysis of long bones, most of the cortical porosity is formed by so-called
Haversian canals, which are roughly cylindrical and run nearly parallel to the bone
axis. Previous studies have shown that the median pore diameter can vary from 40
to 200 µm between individuals, for cortical bone tissue with porosity ranging from
1 to 21% [15, 16, 11, 17].

Ultrasound echo signals reflected at the inner surface of the cortex (endosteum)
are weak due to scattering by the microstructure and absorption in the viscoelas-
tic mineralized collagen extracellular matrix [18, 19]. The amplitude of the echoes
backscattered from the pores may be more important than that of echoes from
the endosteal interface. As a consequence, a major challenge for bone ultrasound
imaging is to image the endosteal interface despite strong attenuation and diffuse
scattering by the pores. In the degraded bones of osteoporotic subjects, character-
ized by a higher porosity and larger pores, stronger diffuse scattering by the pores is
expected compared to healthy individuals. For instance, in ultrasound images from
in vivo measurements of an ongoing study, shown in Figure 3.1 for illustration, the
endosteal interface is found to be more visible for a young volunteer (26 y.o) than
for an older one (61 y.o). Because little research on bone ultrasound imaging has
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Figure 3.1: Illustration of degraded endosteal interface visibility with age on two
subjects. Transverse ultrasound image of the tibia for two volunteers aged 26 (left)
and 61 (right) are shown. The bright continuous line is the periosteal interface
at a depth of about 4 mm which is perfectly visible for the two subjects. The
endosteal interface at a depth of about 8 mm is more visible in the younger subject.
Normalized gray scale dynamic range is given in dB. Images were obtained with
a probe operating with a center ultrasound frequency of 2.5 MHz with a method
similar to that described in [7]

been conducted until now, it is yet unknown to which extent it is possible to obtain
an ultrasound image of the endosteal interface of human cortical bone, in particular
in osteoporotic subjects.

The objective of this study was to quantify the influence of cortical bone mi-
crostructure on the identification of the endosteal interface in an ultrasound image
in order to estimate the range of porosity and other microstructure variables, such
as pore size, for which ultrasound imaging with a conventional beamformer would be
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feasible. Synthetic data from two-dimensional numerical simulations using a large
set of real cortical microstructures with porosity ranging from 2% to 24% were gen-
erated. Images were reconstructed using a delay-and-sum algorithm with optimized
f-number and correction of refraction at the bone-soft tissue interface. A similar al-
gorithm was previously used in vivo and enabled to determine the cortical thickness
of young healthy individuals [7].

3.2 Materials and Methods

3.2.1 Models of bone cortex and soft tissues

The two-dimensional (2D) models of bone cortex used for the simulations were
generated using synchrotron X-ray microcomputed tomography (SR-µCT) three-
dimensional images of human bone from a previous study [20]. Briefly, samples
were collected in the mid-diaphysis of the femur of 29 subjects (16 females and 13
males, age range: 50-95 years old). The femurs were provided by the Département
Universitaire d’Anatomie Rockefeller (Lyon, France) through the French program
on voluntary corpse donation to science. The tissue donors or their legal guardians
provided informed written consent to give their tissue for investigations, in accord
with legal clauses stated in the French Code of Public Health. For each femur,
two cuboids specimens of nominal size 3 × 4 × 5 mm3 were extracted, one in the
lateral and the other in the medial quadrant. Three specimens which contained
trabecularized cortex were discarded, resulting in a collection of 55 specimens for
this study. SR-µCT images of the specimens were obtained with isotropic voxel size
of 6.5 µm performed on the beamline ID19 at the European Synchrotron Radiation
Facility (ESRF, Grenoble, France). The image processing was described previously
in [21]. Briefly, the 3D volume of each specimen was cropped to a perfect rectangular
parallelepiped shape and slightly rotated so that the geometric coordinates coincide
with the material coordinates defined by the faces of the specimen. Thereafter, axis
3 was approximately along the direction of osteons (and diaphysis axis) and axes 1
and 2 were perpendicular to osteons. The images were then binarized by single level
thresholding to obtain two phases: pores and mineralized matrix with an output
voxel size of 10 µm, Figure 3.2.

For the 2D simulations, a set of 105 2D images were created by randomly picking
slices in the (1,2) plane from the 3D image stack (Figure 3.2) of the 55 specimens.
The 2D images were sorted so that their porosity (pore surface to total surface ratio)
was ranging from 2% to 24%. For the critical range of porosity (7 -15) % in which
strong variations of the image contrast are expected, we selected 5 times more slices
than for low (< 7%) and high (> 15%) porosities.

Each 2D image of microstructure was used to build a model for numerical sim-
ulations: a three-layer medium representing the configuration used for imaging the
diaphysis of a long bone with an ultrasound transducer oriented perpendicular to
the bone diaphysis (Figure 3.3). Since the original microstructure images were too
small (approximately 2.7 × 3.5 mm2) to perform a realistic simulation, the bone
layer was created by duplicating and mirroring the microstructure of the original
image in direction 2. A layer of soft tissue was placed above the cortical bone layer,
to mimic the tissues between the probe and bone and a layer of marrow was placed
below. The dimensions of the three-layer medium are given in Figure 3.3.

For the mineralized matrix of the cortical bone layer, the compressional and shear
wave speeds used in the simulation were 3496 m.s−1 and 1645 m.s−1 respectively.
These values were deduced from the elastic coefficients of the bone matrix [21] (see
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Figure 3.2: Binarized SR-µCT image of a cortical bone specimen of nominal dimen-
sions 3× 4× 5 mm3 (original voxel size 6.5 µm). Black: vascular pores; light gray:
mineralized matrix. Axis 1 corresponds to radial direction, axis 2 to the circumfer-
ential direction and axis 3 to the axial direction or diaphysis axis. For illustration,
3 slices extracted from the 3D volume, as used for 2D numerical simulations, are
shown. 2D porosity values are given for each slice, illustrating the variable porosity
in a 3D volume

Figure 3.3: Three-layers model used for simulations: cutaneous tissue (blue), corti-
cal bone tissue (yellow) and marrow tissue (bluish green) surrounded by Perfectly
Matched Layers (PML, in gray).

Appendix A for details of the mass density and wave speed estimation).

The material within the pores was assumed to be a fluid. The compressional
wave speed was 1610 m.s−1 for cutaneous tissue [22] and 1410 m.s−1 for marrow
[23]. Ultrasound attenuation in cortical bone is due to a combination of absorption
by dissipative mechanisms in particular in the mineralized matrix and scattering
by the pores [24]. Following the models of Yousefian et al. [18, 25], a frequency-
independent absorption within the bone matrix with an absorption coefficient of
19.0 dB/cm at 2.5 MHz was modeled.
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3.2.2 Pores statistics

The microstructure for each model was characterized by cortical porosity (Ct.Por),
cortical pore density (Ct.Po.Dn in pores/mm2) and the distribution of pore diam-
eters. These were calculated following the approach adopted by [26, 27]. Ct.Por
was obtained by taking the ratio of the number of pixels associated with pores to
the total number of pixels. Ct.Po.Dn was calculated as the number of pores divided
by the total bone area. The diameter of each pore was calculated as the diameter
of a disk of the same area. The distribution of pore diameters was characterized
by the median value (Ct.Po.Dm); the 1st (Dm.DC-1) and 9th (Dm.DC-9) deciles;
the average diameter of small pores (Sm.Po.Dm), i.e., of pore diameters smaller
than Dm.DC-1; the average diameter of large pores (Lg.Po.Dm), i.e., of pore di-
ameters larger than Dm.DC-9; the range of variation (Dm.Rng), i.e. the difference
between the maximum and the minimum pore diameter; and the inter-decile range
(Dm.IDRng).

In Figure 3.4 variations of Ct.Po.Dm and Ct.Po.Dn as a function of Ct.Por are
plotted for the collection of microstructures used for the simulations.

Average pore density

Figure 3.4: Pore statistics for each microstructure. Top: pore density (red circle)
as a function of porosity; the black dashed line is the mean value and the standard
deviation for the collection of microstructure is represented in blue. Bottom: stacked
customized boxplots of pore diameter for each microstructure. Bottom and top of
each box are respectively the first and last decile values, the circle in the middle
of each box is the median pore diameter, the vertical line below each box extends
from first decile to first quartile, the vertical line above each box extends from third
quartile to ninth decile. Points below and above lines are respectively the values of
diameters lower than the first decile and greater than the ninth decile
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3.2.3 Simulation of the ultrasound imaging sequence

We simulated the experimental configuration and acquisition sequence in [7] where
an ultrasound array is placed on the skin to image the radius or tibia in a transverse
plane, that is, in a plane perpendicular to the diaphysis (and also perpendicular
to the axis of the osteons). The simulated transducer mimicks the one used in the
experiment except for the number of transducers. It is a 6.9 mm array with 24
elements and a pitch of 0.3 mm (element size of 10 µm, i.e. one grid step). The
transducer is placed in the upper layer at a depth of 2 wavelengths to avoid border
effects, and centered horizontally (Figure 3.3).
An acquisition scheme for synthetic aperture imaging was simulated: each individual
element in the array successively transmitted a Gaussian-windowed tone burst with
a central frequency of 2.5 MHz (3dB bandwidth= 1.33 MHz, see Figure 3.5). For
each transmission, the backscattered signals were recorded by all the elements of
the array. Therefore, for each bone microstructure, 24× 24 backscattered synthetic
signals were recorded.
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Figure 3.5: Emitted tone burst in temporal domain (left) and in frequency domain
(right).

Elastic wave propagation in the three-layer medium was simulated with the Finite
Difference Time-Domain (FDTD) open-source code SimSonic [28, 29]. To avoid
reflections on the boundaries of the simulation domain, a Perfectly Matched Layer
(PML) boundary condition (3 mm thickness, approximately 5 wavelengths in soft
tissues) was set (Figure 3.3). The spatial grid size ∆x for the FDTD simulation
was equal to the microstructure image pixel size (10 µm). This leads to a mesh size
equivalent to 56 points per wavelength in marrow at the center frequency, which is
sufficient to model accurately the wave propagation with reasonably small numerical
dispersion [30]. The simulation time step was chosen with respect to the Courant–
Friedrichs–Lewy (CFL) stability conditions for 2D simulations. A constant value of
CFL = 0.99 was used for these simulations.

3.2.4 Cortical bone wave speed estimation

The ultrasound wave speed in the bone layer (Figure 3.3) must be known to per-
form the refraction corrected image reconstruction as proposed in [7]. It is a priori
unknown as it depends on the specific microstructure considered. Note that the
combination of the isotropic elastic properties for the bone matrix with the quasi-
random distribution of the pores in the plane (1, 2), leads to isotropic properties
in this plane at the scale of the wavelength, which is also the millimeter scale or
mesoscale [31]. Additional simulations were performed in order to estimate this
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wave speed. A plane wave at normal incidence was emitted by the array using the
signal shown in Figure 3.5. Virtual receivers were placed inside bone along 5 equally
spaced lines (spacing=0.5 mm) parallel to periosteal and endosteal interfaces. The
waveforms recorded on each line of receivers were coherently summed and the time-
of-flight was estimated from the first received signal peak. The wave speed in the
cortical bone is finally obtained by linear regression of time-of-flights measured at
the 5 different depths (see Figure B.1 in Appendix B). As an alternative method,
the wave speed could be obtained by finding within a range of values, the wave
speed that maximizes the focus quality at the endosteal interface as it was done in
in vivo [7].

3.2.5 Image reconstruction with a refraction-corrected delay-
and-sum algorithm

Delay-and-sum (DAS) algorithm with a constant f-number in receive throughout
the image is used for image reconstruction [32]. DAS was chosen as it is the most
extensively used beamforming algorithm, and also because it was used for the first
in vivo imaging of the bone cortex in [7]. A hanning window was applied to the
receiver sub-aperture. A preliminary study aimed to determine the optimal f-number
that maximizes the image contrast for the detection of the endosteal interface, the
optimal f-number was 1.9 (see Appendix C). This way, DAS is used at its highest
potentiality as described by [32]. The synthetic aperture sequence led to 24 low
resolution images which were coherently summed to get a high contrast image. The
delays used in the DAS algorithm account for refraction at all the interfaces. The
implementation described in [7] was used to calculate the delays: for each array
element and image pixel, Fermat’s principle is used to calculate the travel time
through the multi-layered medium. Only the contribution of longitudinal waves
were considered, i.e. the arrival times of wave contributions associated with the
shear waves were disregarded. The ultrasound longitudinal wave speed used for the
bone layer was different for each microstructure as explained in section 3.2.4.

3.2.6 Endosteal interface visibility quantification

To evaluate image quality, i.e., the visibility of interfaces, the relative interface
contrast (CEP ) and the endosteal interface contrast (CEI) were defined as follows:

CEP =
µE

µP

; CEI =
µE

µI

,

where µI , µE and µP are respectively the average image intensities in the center of
the cortex, at the endosteal and periosteal interfaces. The regions of interest (ROI)
used for the calculation of µI , µE and µP , are defined in Figure 3.6 where the red
box represents the inner bone ROI, the yellow and blue boxes represent respectively
the periosteal interface ROI and the endosteal interface ROI. Each ROI had a height
of 0.8 mm and a width of 6.5 mm.

Because the amplitude of the reflection at the periosteal interface is only slightly
influenced by the porosity, CEP variations reflect the variations of the absolute
visibility of the endosteal interface. CEI evaluates how well the endosteal interface
can be distinguished from the speckle inside the bone. On decibel scale, a positive
value of CEI means that endosteal interface is clearly visible while a negative value
means that the endosteal interface is poorly visible.



3.3. RESULTS 51

Periosteum region

Cortical bone

region

Endosteum

region

Figure 3.6: A typical reconstructed image for the simulation configuration shown in
Figure 3.3. The yellow, red and blue ROIs were used to evaluate periosteum, inner
bone, and endosteum contrasts, respectively

3.2.7 Data Analysis

A correlation analysis was conducted to identify the microstructure parameters de-
fined in 3.2.2 of most important influence on endosteal interface visibility metrics
(CEI and CEP ). Normality of the distribution of the variables was evaluated using
the Shapiro-Wilk test and we found that most of the variables were not normally
distributed. Therefore, Spearman rank coefficients were used.

Correlations were considered statistically significant for p < 0.05. Statistical
analyses were made using the Matlab 2018b Statistics Toolbox (Mathworks Inc.,
Natick, MA, USA). The patterns of variation of CEI and CEP with the three most
important microstructure parameters were investigated. The purpose was to assess
the range of values of the microstructure parameters, in particular porosity, for
which the endosteal interface is visible.

Finally, the collection of images from all microstructure are analyzed and char-
acteristic images to best illustrate the effect of the microstructure parameters on
the appearance of the endosteal surface in the images were selected.

3.3 Results

3.3.1 Wave speed in cortical bone models

Figure 3.7 shows the wave speed in cortical bone estimated for each microstructure
as a function of Ct.Por . Wave speed varied from about 2900 to 3400 m.s−1 as
cortical porosity decreased from 24 to 2 %, that is a variation of wave speed of
about 16%.

For comparison, experimental values that were deduced from experimental elas-
tic coefficients obtained by Cai et al. [33] on the same collection of bone specimens
(see in Appendix B the details on experimental wave speed determination) are also
shown. Linear regression models between wave speed and Ct.Por for both experi-
mental (V exp

1 = 3404.5 − 23.83 × Ct.Por , RMSE = 61.9 m.s−1) and synthetic
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Figure 3.7: Simulated (red circles) and experimental (blue diamonds) wave speed
against porosity (Ct.Por)

data (V sim
1 = 3406.5 − 23.73 × Ct.Por , RMSE = 37.8 m.s−1) had very close

parameters and were in accordance with literature [34].

3.3.2 Descriptive statistics

The values of microstructural properties, wave speed in cortical bone and interface
visibility metrics are summarized in Table 3.1

Median QT-1 QT-3 MIN MAX

Ct.Por [µm] 11.19 8.57 13.83 2.00 24.00
Ct.Po.Dm. [µm] 67.70 57.26 84.81 39.09 119.95

Ct.Po.Dn. [pores/mm2] 13.51 12.27 15.27 9.38 19.40
Dm.DC-1 [µm] 25.23 22.57 31.92 15.96 52.93
Dm.DC-9 [µm] 155.98 133.51 186.05 73.99 271.05
Lg.Po.Dm [µm] 213.01 186.06 238.79 97.95 337.39
Sm.Po.Dm [µm] 18.20 15.27 22.53 11.28 38.42

Dm.Rng [µm] 323.45 273.90 392.15 129.65 736.69
Dm.IDRng [µm] 132.62 106.56 154.74 54.04 229.13

V sim
1 [m.s−1] 3137.13 3050.90 3210.75 2870.30 3411.42
CEI [dB] 0.86 −0.59 3.33 −8.31 18.57
CEP [dB] −6.81 −8.15 −5.20 −11.35 −1.89

Table 3.1: The median, minimum value (MIN), maximum value (MAX), first (QT-
1) and last (QT-3) quartile of the visibility metrics (CEI , CEP ), the wave speed in
cortical bone and the pore microstructural variables (defined in section 3.2.2)

3.3.3 Influence of microstructure on image contrasts

Spearman rank correlation coefficients between image quality metrics (CEI , CEP )
and pore characteristics are given in Table 3.2. Ct.Po.Dn was not significantly corre-
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Pore characteristics CEI CEP

Lg.Po.Dm −0.712 −0.672

Ct.Por −0.662 −0.632

Dm.IDRng −0.652 −0.612

Dm.DC-9 −0.622 −0.592

Dm.Rng −0.522 −0.482

Ct.Po.Dm −0.502 −0.482

Dm.DC-1 −0.331 −0.291

Sm.Po.Dm −0.271 −0.231

Ct.Po.Dn 0.08n.s 0.11n.s

Table 3.2: Spearman correlation coefficient rs between image quality metrics and
microstructural properties. CEI : endosteal-interface contrast, CEP : relative inter-
face contrast . n.s: not significant p > 0.05, 1 : 0.001 < p < 0.05 , 2 : p < 0.001

lated to the interface metrics, therefore it was discarded for the rest of the analysis.
Negative correlations were found for the rest of the variables. Among all vari-
ables, the strongest correlation coefficients were for Lg.Po.Dm, Ct.Por, Dm.IDRng,
and Dm.DC-9 (rs from −0.61 to −0.71, p < 0.001). Correlation for Dm.Rng and
Ct.Po.Dm were moderate (rs from −0.48 to −0.52, p < 0.001). Smaller correlations
for Dm.DC-1 and Sm.Po.Dm (rs from −0.23 to −0.33, 0.001 < p < 0.05) were
found.

In figure 3.8, the variations of averaged pixel intensity in the three ROIs, CEI

and CEP are shown for all microstructures as function of Lg.Po.Dm, Ct.Por, and
Dm.IDRng which were found to be the most important variables (Table 3.2). Each
point corresponds to a specific microstructure. First, we observe the relatively small
variations of the periosteum mean intensity (blue curve) with respect to microstruc-
ture parameters. As a consequence, CEP essentially evaluates endosteal interface
contrast. As expected, this value is always negative because the endosteal surface
is less visible than the periosteal surface.

Second, endosteal interface mean intensity (red curve) decreases while that of
the internal bone speckle intensity (orange curve) increases for increasing values of
microstructure parameters reflecting the degradation of bone microstructure. CEI ,
which is by construction our metric best reflecting the visibility of the interface,
varies between about -5 dB and 15 dB. Negative values correspond to speckle in-
tensity inside bone larger than endosteal interface intensity. For small ”large pore”
size (Lg.Po.Dm < 200 µm), low cortical porosity (Ct.Por <10%) and weak pore size
dispersion (Dm.IDRng < 100 µm), CEI is positive for most of the microstructures
while it is negative for large ”large pore” size (Lg.Po.Dm > 250 µm), high cortical
porosity (Ct.Por > 15%) and strong pore size dispersion (Dm.IDRng > 170 µm).
For intermediate values, CEI hovers around 0 dB.

The reconstructed images for all microstructures are provided in the supplemen-
tary material. In the following, a set of representative images are presented. Fig-
ure 3.9 shows a selection of images for different porosity values. Lg.Po.Dm and CEI

are given for each image. The periosteal interface is clearly visible as a bright zone
centered at 2 mm-depth. The endosteal interface at 4.7 mm-depth is more or less
visible depending on the microstructure. With increasing porosity, speckle intensity
inside bone increases and endosteal interface visibility fades. On these images, for
porosities of 2, 5, and 8% the endosteal interface stands out from inner cortical
bone speckle and CEI values are positive. For porosities of 13, 16 and 20 %, speckle
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Figure 3.8: Average pixel intensity for the three ROIs (top), bone-endosteum con-
trast CEI (middle) and interface contrast CEP (bottom). The evolution of these
variables for ”large pores” size (Lg.Po.Dm), porosity (Ct.Por), and pore diameter
dispersion (Dm.IDRng) are shown.

intensity inside the bone becomes dominant, the endosteal interface can hardly be
distinguished, and CEI values are negative.

As Lg.Po.Dm was found to be relatively strongly correlated to the image contrast,
Figure 3.10 shows reconstructed images for microstructures with a similar porosity
around 10.5% (±1%), and with increasing Lg.Po.Dm spanning the range 183 −
272 µm. For these microstructures, CEI values decreased from 5.63 dB to −3.25 dB.
Endosteal interface is visible for images on the first row whilst it is not for the images
on the second row. As an example, figure 3.10 shows that the endosteal interface is
perfectly detectable (CEI = 5.63 dB) for 11.19 % porosity and Lg.Po.Dm= 183.3 µm
and not visible (CEI = −3.25 dB) for 10.09 % porosity and Lg.Po.Dm= 239.3 µm,
illustrating a strong influence of the diameter of large pores on the image contrasts.

3.4 Discussion

3.4.1 Impact of the intra-cortical microstructure on image
contrast

In this study, the effect of cortical bone microstructure on the quality of ultrasound
images of the cortex is investigated. The contrast should be sufficient to allow the
identification of the endosteal interface in order to assess cortical thickness, an im-
portant biomarker of bone health [5, 35]. Numerical simulations with a collection of
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Figure 3.9: Reconstructed ultrasound images from simulated data for six microstruc-
tures for increasing porosties. 1st row (from left to right): 2, 5 and 8 % porosity, 2nd

row: 13, 16 and 20% porosity. Lg.Po.Dm and CEI are given for each image. The
black dotted lines represent the true positions of the periosteal and endosteal inter-
faces. Each image is reconstructed using DAS with an optimized receive f-number of
1.9. The intensity is log-compressed and displayed with a dynamic range of 60 dB.
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Figure 3.10: Reconstructed ultrasound images from simulated data for six mi-
crostructures with nearly equal porosity (around 10.5%) but increasing ”large pore”
size (Lg.Po.Dm). Ct.Por and CEI are given for each image. The black dotted lines
represent the true positions of the periosteal and endosteal interfaces. Each image is
reconstructed using DAS with an optimized receive f-number of 1.9. The intensity
is log-compressed and displayed with a dynamic range of 60 dB.

105 high-resolution images of microstructure (porosity ranging from 2 to 24%) were
used in order to cover the diversity of porosity, pore size and pore distribution met
in human cortical bone. Indeed, with ageing and osteoporosis, cortical bone porosity
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and pore size increases. This degradation of the microstructure is challenging for
ultrasound imaging.

The simulation framework was validated based on the excellent agreement found
between experimental wave speed values and those recovered from numerical sim-
ulations (Figure 3.7 and Appendix B). Image reconstruction was performed using
the state-of-the-art delay-and-sum image reconstruction with optimized receive f-
number, correction of refraction at the soft tissue-bone interface and sample-specific
wavespeed. A signal processing approach similar to the one adopted by [7] for in
vivo imaging of the cortex of young adults were employed.

It is found that as Ct.Por increases, speckle intensity inside the bone cortex in-
creases whereas the intensity of the signal from the endosteal interface decreases
(Figure 3.8 and Figure 3.9). We found a reduction of approximately 18 dB in
endosteal visibility metric (CEI) from the denser bones to the most degraded mi-
crostructures. Interestingly, the presence of large pores (quantified by Lg.Po.Dm
and Dm.DC-9) and the width of the distribution of pore size (Dm.IDRng) had a
strong effect on image contrast (see Table 3.2). For similar porosities, a microstruc-
ture with larger ”large pores” will be associated to lower visibility of the endosteal
interface (Figure 3.10). This means that the sole augmentation of cortical porosity
is not enough to explain the contrast deterioration (see figure 3.11 for illustration).
Overall, the endosteal interface was visible (CEI > 0 dB) for microstructures with

Figure 3.11: Scatter plot of endosteal interface contrast (CEI) as a function of
cortical porosity (Ct.Por) and diameter of large pore (Lg.Po.Dm). Size and color of
each circle are proportional to the value of CEI

moderate porosity (Ct.Por∼< 10%), small ”large pore” size (Lg.Po.Dm < 200 µm),
and weak pore size dispersion (Dm.IDRng < 100 µm). Endosteal interface was not
visible (CEI < 0 dB) for big ”large pore” size (Lg.Po.Dm > 250 µm), high cortical
porosity (Ct.Por > 15%) and wide pore size dispersion (Dm.IDRng > 170 µm).
These threshold values of the microstructure parameters are specific to our study as
they are tied to the chosen central ultrasound frequency (2.5 MHz) used in vivo and
cortical thickness (2.7 mm). For higher frequencies, ultrasound waves would experi-
ence stronger scattering by pores and higher attenuation resulting in lower threshold
Ct.Por and Lg.Po.Dm values for a visible endosteum at the same depth.
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3.4.2 Possible physical origins of contrast loss

The failure to observe the endosteal interface for degraded microstructures may be
explained by several factors. The amplitude of the waves reflected at the endosteal
interface decreases with increasing porosity because the effective acoustic impedance
mismatch between bone and marrow is reduced. This can be quantified from the
theoretical reflection coefficient (calculated for the acoustic power) which drops by
25% (corresponding to −1.2 dB in an image, see Appendix D) in the porosity range
investigated. Therefore, the variations in the reflection coefficient cannot explain the
8 dB decrease in the intensity of the endosteal interface (Figure 3.8). Another factor
is the attenuation that varies from about 20 dB/cm to 60 dB/cm in the investigated
porosity range (see Appendix E). This corresponds to a decrease in the amplitude of
backscattered echoes of about 20 dB if a round trip distance through the thickness
of the cortex is considered. This value is larger than the observed 8 dB reduction
of the amplitude at the endosteal interface. Because the proposed contrast metrics
are calculated in the 0.8 mm-high regions of interest depicted in Figure 3.6, it is
likely that our approach cannot accurately track further decrease in the amplitude
of the specular reflection at the endosteal interface as the porosity increases. Indeed,
because half the region of interest of the endosteal interface encompasses cortical
bone, the amplitude at the endosteal interface shown in Figure 3.8 contains both
specular reflection at the endosteal interface and diffuse scattering by the pores
near the endosteal interface. The main reason for the loss of endosteal contrast
could be the increase in the scattering strength from the inner microstructure of
the cortex as porosity increases. For a porosity larger than 15 %, the amplitude of
echo signals generated by the inner microstructure overcomes the amplitude of echo
signals reflected at the endosteal interface. As a consequence, the endosteal interface
is no longer visible. As shown in Figure 3.8, the speckle amplitude inside the cortex
increases by about 10 dB (excluding extreme values) as the porosity increases. The
product ka where k is the wavenumber at central frequency and for a wave speed of
3200 m/s, and a is the radius of the pores in the range 25 to 300 µm, varies from 0.12
to 1.5. Based on simulations similar to those of this study (but with monodisperse
circular pores), Iori et al [36] found an increase of the backscatter intensity of about
5 dB as ka increased from 0.1 to 1, for ka between 1 and 1.5 a small decrease of about
2 dB was observed. This increase of pore backscatter intensity with ka supports the
idea that the presence of large pores is the main cause of the loss of contrast at the
endosteal interface.

3.4.3 Design of the numerical study: motivations and ad-
vantages

Our aim was to quantitatively assess the relationships between the bone microstruc-
ture and image contrast. This study was conducted with numerical simulation for
several reasons. Firstly, this allowed us to investigate a large range of realistic
microstructure types. This would not be possible in an in vivo study due to the
limitations in X-ray imaging resolution in vivo , nor in an ex vivo study for which
the number of samples and the control of their variability is an issue. One strength
of the present study is to use high resolution images of human cortical bone obtained
with SR-µCT, which reveal the realistic details of the microstructure of human cor-
tical bone. Second, simulations of the imaging process are free of electronic noise
and other experimental artifacts, resulting in a best-case imaging scenario. Finally,
a plate-like cortical thickness with parallel interfaces was designed as the simplest
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imaging configuration to isolate the effect of varying microstructure from those of
varying thickness and interface curvature or interface tilt. Interface curvature and
tilt can be accounted for with the refraction corrected image reconstruction algo-
rithm used here [7].

3.4.4 Limitations of the study

The original microstructure images obtained with SR-µCT were relatively small
(2.7 × 3.5 mm2). Other high resolution imaging modalities could have been used
to generate the model, such as scanning acoustic microscopy [37]. The advantage
of using SR-µCT images was the high resolution (voxel size of 6.5 µm) and high
contrast providing an accurate picture of the pores. Although the vast majority
of simulations of ultrasound propagation in cortical bone has been conducted in
2D configurations in the plane transverse to osteons [8, 26], the validity of this
configuration has not been investigated in detail. Haversian canals are not infinite
cylinders as hypothesized here but their average length is in the range of 2-4 mm
[38]. Volkmann canals, which run nearly perpendicular to Haversian canals, con-
tribute to a part of the porosity and are not modeled in 2D configurations. Another
three-dimensional feature not considered here is the spatial resolution in the ele-
vation dimension of the probe which is finite and results in a summation of the
backscattered signals over the height of the elements of the probe array. In corti-
cal bone, attenuation due to pore scattering and absorption within the bone solid
matrix both contribute to the total attenuation coefficient. In these simulations, a
frequency-independent absorption within the bone matrix is modeled with an ab-
sorption coefficient of 19.0 dB/cm at 2.5 MHz following Yousefian et al. [18], [25].
This value leads to a total attenuation slightly higher than the values reported by
Grimal et al [39] from ex vivo measurements of attenuation in human cortical bone
specimens. They reported an attenuation of about 50 dB/cm at 4 MHz for speci-
mens with a porosity around 10% while in the present simulation study we found
an attenuation of 40 dB/cm at 2.5 MHz for the same porosity (see Appendix E).
Some simulations were also conducted without absorption within the bone matrix
(results not shown) and the results were found to be similar. Accordingly, we believe
that the conclusions of this study are not sensitive to the choice of the absorption
coefficient in the matrix. Finally, the heterogeneity of the distribution pore sizes
was not fully considered. Specifically, a gradient of pore sizes through the cortex
was only present in a few microstructure images, and the roughness of the endosteal
interface due to the presence of large pores across the interface (trabecularization)
[40] was not considered. The impact on image quality of this heterogeneity should
be investigated in a separate study.

3.4.5 Conclusion and perspectives

The simulation results presented in this article suggest that the cortical thickness of
individuals with low and moderate porosity can be successfully imaged at 2.5 MHz.
This is in line with the in vivo results of Renaud et al. [7] on two young sub-
jects for which the endosteal interface could be clearly identified at the radius and
tibia. In contrast, our results suggest that imaging the cortical bone of some elderly
subjects or osteoporotic subjects with a degraded microstructure (porosity larger
than 10%, presence of large pores) [14] would be challenging. Specifically, we have
found that the presence of large pores is detrimental to image quality. Such large
pores are characteristic of degraded bone and were associated with weak femoral
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strength ex vivo [35] and with fracture risk [41]. This may appear to be a major
obstacle to bone imaging for some individuals with a high risk of fracture. A cen-
tral frequency of 2.5 MHz like in in vivo measurements [7] is used. With a lower
frequency, scattering and absorption may be reduced, however the spatial resolution
in the ultrasound image may be not sufficient to clearly distinguish the endosteal
interface from the periosteal and measure the cortical thickness. In this study we
have used an optimally-implemented delay-and-sum image reconstruction algorithm,
and demonstrated the limits of this approach. Advanced signal processing and im-
age reconstruction could be considered to overcome this limitation, including data
adaptive beamforming, specular beamforming, inverse problem and machine learn-
ing approaches [42, 43, 44, 45].
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C. Glüer, Kay Raum, and Pascal Laugier. Modeling of Femoral Neck Cortical
Bone for the Numerical Simulation of Ultrasound Propagation. Ultrasound in
Medicine & Biology, 40(5):1015–1026, May 2014.

[38] D. M. L. Cooper, C. E. Kawalilak, K. Harrison, B. D. Johnston, and J. D.
Johnston. Cortical Bone Porosity: What Is It, Why Is It Important, and How
Can We Detect It? Current Osteoporosis Reports, 14(5):187–198, October 2016.

[39] Quentin Grimal, Maryline Talmant, and Guillaume Renaud. Measurement of
ultrasonic anisotropic attenuation of P-wave in millimetric-sized human cortical
bone samples [abstract]. International Symposium on Ultrasonic Characterisa-
tion of Bone, page 1, June 2019, Villa-Clythia, Fréjus, France.
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4.1 Introduction

Objectives of this study. In the previous chapter we studied the influence of
cortical bone microstructure variables such as porosity and distribution of the pores,
on the contrast of the endosteum in ultrasound images . However, this study was
based on 2D simulation data with some limitations: small bone dimensions, small
ultrasound probe and known speed-of-sound. Here, we performed ex vivo imaging of
specimens from elderly human donors and compared US images to reference micro-
computed tomography (µCT) images (high resolution). The objectives are to: (i)
validate the estimation of cortical thickness in transverse ultrasound images of ex
vivo human samples; (ii) investigate the determinants of ultrasound image quality in
ex vivo human samples with moderate to high porosity; (iii) explore the relationship
between wave speed estimated using the autofocus method and cortical porosity.

Only few ex vivo validation of QUS techniques have been performed in the past
[1, 2, 3, 4, 5]. They are an essential step to validate the technique without some
limitations of in vivotesting. In particular, in ex vivoexperiments, the geometry of
the microstructure of the specimens is known thanks to high-resolution microCT.
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Limited testing of imaging techniques. Nguyen et al. [6] used refraction-
corrected multifocus imaging and evaluated their method on bone phantoms and
bovine tibia samples. Additionally, it was tested on only one human tibia [1], and
the estimated cortical thickness was validated using high-resolution peripheral quan-
titative computed tomography (HR-pQCT).

In the technique developed by Renaud et al. [7], cortical thickness is measured
based on the segmentation of ultrasound images obtained with refraction-corrected
synthetic focus imaging, while the speed of sound and elastic anisotropy are deter-
mined using an autofocus approach. These measurements were validated in vivo at
the tibia and radius in only two healthy volunteers by comparing ultrasound im-
ages and cortical thickness with high-resolution peripheral quantitative computed
tomography (HR-pQCT).

4.2 Materials & methods

4.2.1 Sample extraction and preparation

Cortical bone samples were obtained from five human femoral shafts, selected from
a dataset of ten femurs from female subjects aged between 66 and 98 years. This
dataset was acquired from the Human Ethics Committee of the Centre du don des
Corps at the University Paris Descartes (Paris, France), part of the French program
for voluntary corpse donation for scientific research. Informed written consent was
obtained from tissue donors or their legal guardians for research purposes, in accor-
dance with the legal provisions outlined in the French Code of Public Health. This
dataset was previously used in a study by Granke et al. (2011) [8].

The fresh bone material was carefully preserved by placing it in plastic bags,
followed by freezing and storage at -20°C. Subsequently, most of the soft tissues
were removed from the samples. For each femur, a half-cylinder of approximately 7
cm in length was then extracted along the femoral axis at the diaphysis, as shown
in Figure 4.1. Unfortunately, during dissection of a femur, a lead projectile was
discovered embedded inside. The lead projectile exhibited a cuboid shape, measuring
approximately 1 cm on each side. The femur containing the lead is depicted in
Figure 4.2.

Following extraction, the 5 bone samples underwent fixation using the alcoholic
formalin-free fixative F13 [9] for a duration of 48 hours, as shown in Figure 4.3.
F13 [9], a commonly used fixative in histology and medical diagnostics, consists
of ethanol, methanol, polyethylene glycol, and water. Subsequent to fixation, the
samples were immersed in distilled water for 6 hours in an ultrasonic bath to remove
all remaining soft tissues. Despite the cleaning process, a portion of the lead residue
remained on the sample and also diffused onto the other samples, as shown in panel
(b) of Figure 4.3.

4.2.2 Experimental setup and ultrasound imaging

4.2.2.1 Degasing of the samples

We implemented a homemade degassing technique. Before ultrasound acquisitions,
we implemented a protocol to eliminate any air present inside the bone microstruc-
ture, which could potentially interfere with the ultrasound reconstruction algorithm.
The configuration is illustrated in Figure 4.4.
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SAMPLE EXTRACTED HERE

Figure 4.1: Extraction of half-cylinder bone samples from femoral shafts for analysis.
Each sample, approximately 7 cm in length, was extracted along the femoral axis
at the mid-diaphysis.

Figure 4.2: Lead-containing cuboid discovered within the femur during sample ex-
traction. The cuboid-shaped lead measures approximately 1 cm on each side.

The cortical bone sample, a water bath, and a vibrating surface are placed within
a vacuum bell connected to a pump. Magnets are employed to suspend the sample
over the water bath, while the vibrating surface is brought into contact with the
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(a) (b)

Figure 4.3: Cleaning process of bone samples after fixation using the alcoholic
formalin-free fixative F13. Panel (a) shows the samples during cleaning, while panel
(b) illustrates the samples after cleaning, with some lead residue visible on the sam-
ples.

Vibrating 

surface

Magnets

Bone Sample

Water bath

Figure 4.4: The homemade degassing setup implemented before ultrasound acquisi-
tions to eliminate air from within the bone microstructure.

suspended sample.
For each sample, we applied a two-step process: an air removal phase followed by
a water-filling phase. The air removal phase consists of three cycles, each involving
active pumping with vibrations at 10 Hz followed by passive pumping with vibrations
at 10 Hz. This process is aimed at evacuating air from the sample. Subsequently,
during the water-filling phase, the sample is submerged in the water bath, and active
pumping is conducted for 1 hour.
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4.2.2.2 Ultrasound acquisitions

After degassing, the samples were immersed in water and scanned using a fully
programmable ultrasound system (Vantage, Verasonics Inc., Redmond, WA, USA).
The scanning scheme used a synthetic aperture protocol ([10, 11]) in which each
element in the array was activated sequentially, followed by a full array recording of
the received echo signals. A phased array ultrasound transducer with 96 elements
operating at the central frequency of 2.5 MHz (P4-1 ATL/Philips, Bothell, WA,
USA; pitch 0.295 mm) was used. The emitted pulse had a -6dB relative frequency
bandwidth of 80%. A complete ultrasound acquisition resulted in a total of 96×96
pulse-echo signals.

The sample is approximately 7 cm long, while the elevation of the probe is around
1.5 cm. Therefore, the sample is divided into 4 equal subvolumes. The subdivision
of the samples is illustrated in Figure 4.5.

Figure 4.5: Subdivision of the samples into four subvolumes for ultrasound acquisi-
tions. Each subvolume has a length of around 13 mm.

The sample will remain immersed during ultrasound acquisitions, and water will
serve as a substitute for soft tissues. Ultrasound recordings were obtained for each
subvolume of every sample, with the set-up illustrated in Figure 4.6. The probe
was positioned in front of the sample and at the middle of each measurement zone,
slightly submerged in water. Acquisitions were repeated 10 times with repositioning,
guided by real-time visualization to accurately adjust the images. The objective of
the repetitions was to obtain several acquisitions with various probe positions to
select the one with the best probe alignment. When the probe is perfectly aligned
with the sample, both the periosteal and endosteal interfaces are correctly visualized
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in the ultrasound image. However, when the probe is not perfectly aligned, the
periosteal interface appears doubled, showing two external interfaces.

(a) (b)

Figure 4.6: Experimental setup for ultrasound acquisitions, with the probe posi-
tioned in front of the sample, slightly submerged in water (panel (a)). Acquisitions
were repeated 10 times with repositioning for each measurement site using the ro-
tating support and the translating device in panel (b).

4.2.2.3 Sample-specific speed of sound estimation for ultrasound imag-
ing

The medium consists of two layers with distinct acoustical properties: a first layer of
water simulating soft tissue and a layer of cortical bone. To reconstruct the image of
this medium accurately, the ultrasound wave speed in each layer must be determined.
In the first layer, the wave speed was estimated using the head wave propagating
at the interface between the probe and water [12]. The estimated speed of sound
ranged between 1480 and 1492 m/s. The water temperature was measured before
acquiring each sample, ranging between 19 and 20 ° C. These estimated wave speed
values correspond to the speed of sound in distilled water at these temperatures [13].

Regarding bone, the propagation speed in the cortex depends on the microstruc-
ture, particularly on the cortical porosity [8]. As observed in Tables 4.1 and 4.2 (on
page 77), the samples exhibit highly heterogeneous porosity values, ranging from
5 to 17%. Therefore, sample-specific speed of sound was determined using an aut-
ofocus approach. This approach, described in detail in Chapter 2, was previously
used by [7, 12] for determining the speed of sound model inside the cortical bone.
In essence, the approach consists in searching for the ultrasound wave speed value
that yields the best-reconstructed image in terms of image sharpness, global energy,
and normalized variance of pixel intensities. This selected velocity serves as the
best estimation of the true speed of sound [14]. In accordance with [8] and [15], the
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algorithm was provided with a list of speeds ranging from 2500 to 3500 m/s, with a
step of 25 m/s.

4.2.2.4 Ultrasound image reconstruction

The image reconstruction technique employed in this study follows the principles
outlined in Chapter 1. In summary, the Delay-and-Sum (DAS) algorithm with a
constant f-number in receive and constant receive angle was used [16]. DAS was
chosen due to its widespread use in beamforming algorithms, and was previously
used for the first in vivo image of the bone cortex [7]. A Hanning window was applied
to the receiver sub-aperture, and the receive f-number was set to 1.9 and the receive
angle was 0. The synthetic aperture sequence resulted in 96 low-resolution images
(resulting from 96 successive single-element transmissions), which were coherently
summed to generate a high-contrast image.

The delays incorporated into the DAS algorithm account for refraction at all
interfaces. The delay calculation followed the implementation described in [7], where
the Fermat principle is used to calculate the travel time through the multilayered
medium for each element of the array and image pixel. It is important to note that
only the contribution of longitudinal waves was considered and the arrival times
associated with shear waves were ignored. Furthermore, the ultrasound longitudinal
wave speed used for the bone layer was determined for each measurement zone of
each sample and each repetition as explained above.

4.2.2.5 Segmentation of the bone interfaces

The segmentation of the periosteal and endosteal interfaces of the cortex is per-
formed using Dijkstra’s algorithm. For the periosteal interface, the algorithm searches
for the shortest path extending across the entire lateral width of the ultrasound im-
age that has the maximal intensity (see Figure 2.4). For the endosteal interface, the
algorithm reduces the lateral width of the search area since the endosteal interface
is less extended than the periosteal interface.

4.2.3 Imaging and microstructure analysis with X-ray micro-
Computed Tomography

4.2.3.1 Imaging

Due to the unfortunate presence of lead in the samples, the micro-CT images were
difficult to reconstruct, as the lead altered the pixel dynamics, making some im-
ages unusable. Consequently, the scans were performed a second time with ad-
justed parameters. The specimens were scanned using micro-computed tomography
(micro-CT) in air done at IMOSAT (Université Paris descartes). We used a desk-
top micro-CT system (Skyscan 1176; SkyScan-Brücker, Kontich, Belgium) equipped
with a scintillator coupled to a CCD Princeton camera with a pixel size of 12.53
µm and a depth of 16 bits. Scanning was performed at the maximum potential of
90 kV and 278 µA. The scanning trajectory used for micro-CT data acquisition was
circular, with an angular rotation step of 0.3° and a total angular rotation of 197.10°.
The total duration of the acquisition of the X-ray data ranged from 5 hours and 43
minutes to 6 hours and 12 minutes for different samples, with variations attributed
to the use of different subvolumes for each bone sample.

Before analysis, we defined a Volume of Interest (VOI) in the 3D images of
each measurement zone of each sample for (i) faster processing and (ii) better cor-
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respondence with the dimensions of the ultrasonic probe (aperture and elevation)
(Figure 4.7). First, we selected a subvolume. The delineation of the subvolumes,
along with their corresponding indexes, is shown on a sample in the left part of
Figure 4.7 and in Figure 4.5.

TRANSVERSE VIEW

TRANSVERSE ROI

Figure 4.7: Illustration of the Volume of Interest (VOI) selection process. Each
numbered region corresponds to a subvolume for ultrasound acquisitions (left part).
Within each subvolume, a VOI of length 20 mm is selected (right part).

Within each subvolume, we then selected a rectangular cuboid with dimensions
D×20×13 mm3. D corresponds to the radial depth of interest of the sample and is
chosen to include the internal surface of the sample. The value of D ranged between
8 and 10 mm, depending on the diameter of the sample.

Three-dimensional images with a voxel size of 8.79 µm were reconstructed using a
Feldkamp filtered back-projection algorithm provided with the manufacturer’s recon-
struction software NRecon (NRecon; SkyScan-Brücker, Kontich, Belgium) version
1.7.4.6. For each sample, appropriate beam hardening and ring artifact corrections
were applied. Figure 4.10 displays a 2D image from each subvolume of each cortical
bone sample in the transverse plane (x-y plane).

I would like to thank Christine Chappard for taking the time to help me with
the micro-CT (scanning and reconstruction) of large bone samples.

4.2.3.2 Microstructure analysis

All the steps of microstructure analysis are summarized in Figure 4.8.
3D micro-CT image analysis was performed on each Volume of Interest (VOI)

using CTAn software (CTAn; SkyScan-Brücker, Kontich, Belgium). In some sam-
ples, trabecularization was observed, resulting in the presence of two distinct zones:
a cortical zone and a trabecular zone (see Figure 4.10). As this study focuses specif-
ically on the cortical aspect of the bone, a preliminary treatment was necessary to
eliminate the trabeculae and isolated bone regions. This involved employing kernel
filtering (either Kuwahara or Uniform kernels with a radius of 2) and morphological
operations to close all pores with diameters below a threshold value, thus generat-
ing a mask that excludes the trabecular regions. The specific kernel and parameters
used varied across samples due to the high variability of the samples. Figure 4.9
presents a cross-section of a sample with trabeculae presence, illustrating the origi-
nal image, the mask, and the binarized image. The pre-processed 3D reconstructed
sub-volumes were binarized using the Otsu method.
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Microstructure analysis (CTAn)
- Binarization using Otsu on pre-processed images

- Morphometry 3D analysis on binarized images

Pre-processing (CTAn)

- Low pass Filtering (Kuwahara or Uniform kernels)

- Binarization using Otsu

- Closing of pores to generate masks

- Use masks to filter trabeculae on raw images

           Input

Stack of  raw images

Output: Stack of pre-processed images

Input: Stack of pre-processed images

Outputs: Stack of binarized images 

and microstructure parameters such as

porosity and pore diameter distribution

Reference cortical thickness (MATLAB)
- Closing of all pores

- Averaging the stack of images

- Cortical thickess estimation on the average image

Input: Stack of binarized images 

Output: Reference cortical thickness 

Figure 4.8: Summary of all the steps involved in the microstructure analysis and
the determination of the reference cortical thickness.

(a) (b) (c)

Figure 4.9: Cross-section of a bone sample illustrating the original micro-CT image
(a), the generated mask excluding trabecular regions (b), and the resulting binarized
image after trabecular removal (c).
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Subvolume 1 Subvolume 2 Subvolume 3 Subvolume 4

Sample 1

Sample 2

Sample 3

Sample 4

Sample 5

Figure 4.10: Reference X-ray images of all samples. An example slice is shown for each subvolume.
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The binarized sub-volumes in 3D were used to extract pore characteristics through
the advanced cortical 3D analysis method within the CTAn software. Subsequently,
the cortical 3D porosity (Ct.Por), representing the percentage of pore volume over
the total sub-sample volume, was deduced.

The microstructure was also characterized by cortical pore density (Ct.Po.Dn in
pores/mm3), and the distribution of pore diameters. Ct.Po.Dn was calculated as
the number of pores divided by the total sub-sample volume. For the distribution of
pore diameters, the analysis was performed in 2D space: in each cross-sectional slice
(e.g., each slice of the xy plane) of a 3D binarized sub-volume, the diameter of each
pore was calculated as the diameter of a disk with the same area using matlab. All
pore diameters of all slices of a sub-volume were stacked together to obtain the pore
distribution. From this point, the characterization of pore diameter distribution is
the same as in the previous study [15] and in Chapter 3. The distribution of pore
diameters was characterized by the median value (Ct.Po.Dm), the 1st (Dm.DC-1)
and 9th deciles, the average diameter of small pores (Sm.Po.Dm) (all pores with a
diameter smaller than Dm.DC-1), the average diameter of large pores (Lg.Po.Dm)
(all pores with a diameter greater than Dm.DC-9), the range of variation (Dm.Rng),
i.e., the difference between the maximum and minimum pore diameter, and the inter-
decile range (Dm.IDRng). On page 77, all pore parameters of each sub-volume are
summarized in Table 4.1 for lower porosity samples (e.g., samples 1, 2, and 3), and
on Table 4.2 for higher porosity samples (e.g., samples 4 and 5).

4.2.4 Reference cortical thickness determination from micro-
CT images

MEDIAN INTERFACE

     OF THE ROI

Endosteal

interface

Periosteal

interface

Figure 4.11: Illustration of the estimation of the cortical thickness. From the seg-
mented periosteal and endosteal interface, a median interface is deduced. Cortical
thickness is the ratio between the surface of the region-of-interest (the gray box)
and the length of the median interface.

To estimate a reference cortical thickness for one measurement zone, the stack
of binarized micro-CT images (depending on the sample a stack contains between
1365 and 1719 images) is processed by closing all pores in the stack. The resulting
images are then averaged to produce a single 2D image. In Figure 4.12, panel (a)
displays the average images of the first subvolume of each sample, illustrating the
effect of averaging along the z-axis. To mitigate this effect, the average images are
binarized (panel b of Figure 4.12). After binarization using Otsu method, contours
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Sample 1

Property Subv. 1 Subv. 2 Subv. 3 Subv. 4

Ct.Por(%) 4.96 6.45 6.15 6.42
Ct.Po.Dn (mm−3) 10.72 11.66 12.44 14.36
Ct.Po.Dm (µm) 56.14 57.01 55.26 51.57
Dm.DC-1 (µm) 24.31 26.26 26.26 24.31
Dm.DC-9 (µm) 115.31 127.09 119.91 111.40
Lg.Po.Dm (µm) 154.54 174.79 164.75 156.12
Sm.Po.Dm (µm) 23.07 23.88 23.89 23.11
Dm.Rng (µm) 1034.62 761.25 620.43 2994.06

Dm.IDRng (µm) 91.00 100.83 93.66 87.09

Sample 2

Subv. 1 Subv. 2 Subv. 3 Subv. 4

5.6 12.35 10.93 7.03
10.77 11.90 14.26 17.14
57.01 53.44 53.44 49.62
26.26 26.26 26.26 24.31
160.64 154.70 140.35 134.25
267.60 265.35 226.77 223.85
24.08 24.03 24.06 23.15
2125.09 2079.84 1729.88 2385.07
134.38 128.44 114.09 109.94

Sample 3

Subv. 1 Subv. 2 Subv. 3 Subv. 4

11.54 12.35 10.93 7.03
10.77 11.90 14.26 17.14
57.01 53.44 53.44 49.62
26.26 26.26 26.26 24.31
160.64 154.70 140.35 134.25
267.60 265.35 226.77 223.85
24.08 24.03 24.06 23.15
2125.09 2079.84 1729.88 2385.07
134.38 128.44 114.09 109.94

Table 4.1: Pore statitics for samples 1, 2 and 3.

Sample 4

Property Subv. 1 Subv. 2 Subv. 3 Subv. 4

Ct.Por (%) 12.16 14.43 16.53 15.96
Ct.Po.Dn (mm−3) 8.02 7.09 6.75 7.88
Ct.Po.Dm (µm) 49.62 58.71 65.08 63.55
Dm.DC-1 (µm) 24.31 24.31 24.31 24.31
Dm.DC-9 (µm) 189.86 209.82 225.21 218.10
Lg.Po.Dm (µm) 333.57 382.79 422.71 382.85
Sm.Po.Dm (µm) 23.12 23.11 23.12 23.13
Dm.Rng (µm) 1698.95 1868.26 2415.22 1865.79

Dm.IDRng (µm) 165.55 185.51 200.90 193.80

Sample 5

Subv. 1 Subv. 2 Subv. 3 Subv. 4

16.63 16.40 16.45 16.41
12.47 13.03 12.81 13.09
48.62 49.62 52.51 52.51
24.31 24.31 24.31 24.31
181.64 186.72 190.64 189.60
307.04 302.44 303.39 299.81
23.14 23.15 23.15 23.14
1919.21 1771.11 1835.63 1653.48
157.33 162.41 166.33 165.29

Table 4.2: Pore statitics for samples 4 and 5.
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are detected, and the periosteal and endosteal lines are deduced (panel (b) of Fig-
ure 4.12). These interfaces are approximated by parabolas. The median interface
between the two segmented lines is then calculated (depicted by the blue dashed
line in panel (b) of Figure 4.12).

The reference mean cortical thickness (Ct.Th) of the subvolume is the ratio
between the bone surface and the length of the median interface (Figure 4.11. The

(a) (b)

Figure 4.12: Binarized average mask with interface delineation : the upper red line
corresponds to the segmented periosteal interface, the lower red line corresponds to
the segmented endosteal interface and the blue dashed-line is the median between
the periosteum and the parabolic fit of the endosteum.

ground truth cortical thickness estimated from micro-CT images of all subvolumes
are summarized in Table 4.3.

We estimate the cortical thickness in ultrasound image using the same procedure.

4.2.5 Alignment of ultrasound and X-ray images for com-
parative analysis

To facilitate a qualitative and visual comparison between ultrasound and X-ray im-
ages, we superimposed the X-ray images onto the ultrasound counterparts. Since
the ultrasound images were not necessarily aligned with the X-ray images, a rota-
tional adjustment was performed on the ultrasound images. This adjustment aimed
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Subvolume
Estimated Cortical thickness (mm) from µ-CT images
Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Zone 1 2.69 6.29 4.36 3.86 2.23
Zone 2 2.89 6.29 4.50 3.82 2.25
Zone 3 2.69 6.29 4.65 3.97 2.41
Zone 4 2.54 6.29 4.67 3.62 2.25

Table 4.3: Estimated reference cortical thickness (Ct.Th) on each subvolume for all
samples.

to achieve optimal alignment by aligning the raw segmented periosteal interfaces of
the ultrasound images with the raw segmented periosteal interface from the X-ray
reference image. To accomplish this, I determined the optimal rotation and trans-
lation matrices that minimize the least square errors [17] between the segmented
periosteal interface from the X-ray images and the segmented periosteal interface
from the ultrasound image. Subsequently, I applied this rotation and translation to
the segmented periosteal interface from the ultrasound image.

4.3 Results & discussion

4.3.1 Descriptive statistics

4.3.2 Estimation of wave speed

wave speed results. The estimated wave speed of all samples are reported in
Table 4.4. The results are summarized by the median and the range (MAX-MIN)
of the wave speed across the ten repetitions.

Site Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Zone 1 3299.1(188.5) 3335.2(213.5) 3207(218.9) 3160.3(224.8) 3021.7(151.8)
Zone 2 3230.7(144.3) 3372(197.0) 3159.4(127.4) 3236.6(596.4) 3198.8(173.8)
Zone 3 3249.9(203.4) 3373.9(233.4) 3141.6(193.9) 3196.6(396.6) 3099.2(195.8)
Zone 4 3344.9(235.9) 3280.1(185.0) 3208.3(151.2) 3330.2(558.9) 3218.1(167.4)

Average 3281.2 3340.3 3179.1 3230.9 3134.4

Table 4.4: A summary of the estimated wave speed (median(range)) in m/s using
ultrasound for each measurement site of all samples over the repetitions. The average
wave speed of the sample is provided in the last row.

Across all samples, there is variation in the estimated median wave speeds, rang-
ing from approximately 3021.7 m/s to 3344.9 m/s. Sample 5 exhibits the lowest
median wave speed, while sample 2 has the highest. Additionally, the range of
wave speed values varies across samples, indicating differing degrees of variability
in wave speed estimation. Overall, these results highlight the heterogeneity in wave
speed within and across the studied bone samples. For sample 4, the range of wave
speed values (224.8 m/s to 558.9 m/s) indicates significant fluctuations in wave
speed estimates over the repetitions, highlighting the variability or complexity of
this particular sample. This is further illustrated in Table 4.5, where the varia-
tions in wave speed estimation across repetitions for each measurement site of each
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sample are presented. Relative Range (RR), calculated as the ratio of the range of
variation over ten repetitions (range) to the median wave speed (median) expressed
as a percentage, is used to quantify the variability. For all samples except sample

Site Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Zone 1 5.7 6.4 6.8 7.1 5.0
Zone 2 4.5 5.8 4.0 18.4 5.4
Zone 3 6.3 6.9 6.2 12.4 6.3
Zone 4 7.1 5.6 4.7 16.8 5.2

Table 4.5: Relative range (RR in %) of estimated wave speed across repetitions.

4, the variation in wave speed is less than 10%. However, sample 4 exhibits high
relative ranges (RR), ranging from 7.1% to 16.8%. This sample is the most hetero-
geneous, characterized by numerous large pores (refer to Table 4.2). Consequently,
the autofocus method fails to provide an accurate estimate of the speed of sound
in the cortex. Therefore, sample 4 will be excluded from further analysis. For the
remaining samples, the maximum deviation from the median is 7.1%.

Note that these relative range variations are not comparable to the precision
values reported in Chapter 2. In this current chapter, we conducted repositioning
by slightly adjusting the lateral position of the probe without aiming to replicate
the same measurement. The objective was to obtain multiple acquisitions and then
select the one corresponding to the most optimal probe position.

Figure 4.13 presents the wave speed estimates for all measurement sites across
all samples except sample 4. Error bars, defined by the interquartile range across
repetitions, provide insight into the variability of the estimates.

Relationship between wave speed and porosity. Figure 4.14 illustrates the
wave speed estimates for all measurement sites across all samples, plotted relative
to sample porosity. Based on the measured wave speed, samples can be categorized
into three porosity classes. Samples 1 and 2 exhibit high wave speed values (> 3200
m/s) and can be considered as low porosity samples. Sample 3 is classified as a
middle porosity sample, while sample 5 is categorized as a high porosity sample.

Additionally, the figure includes the radial wave speed derived in another study
from Resonant Ultrasound Spectroscopy (RUS) [18] for comparison (depicted by
black diamond points and a black line). RUS provides direct measurements of
elastic coefficients and operates at frequencies around 100-600 kHz, whereas in this
study, we operate at 2.5 MHz. Additionally, the cortical porosity during the RUS
study was obtained using SR-microCT images with a voxel size of 6.5 µm. Despite
these differences, we observe in Figure 4.14 that the dependency of wave speed
with porosity observed in this study closely matches that observed during RUS
measurements. The observed variation in wave speed ranges from approximately
3000 to 3400 m/s as cortical porosity decreases from 17 to 5%. This represents a
variation in ultrasound wave speed of about 12.5%.

4.3.3 Ultrasound images

Comparative analysis of X-ray and ultrasound images. In Figure 4.15, only
one representative ultrasound image for samples 1, 2, 3, and 5 are shown. We chose
the image that has the best periosteal alignment with the X-ray image. For the
images of each zone of each sample, please refer to Appendix G. The first row
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Figure 4.13: Wave speed estimates for all measurement sites across all samples
except sample 4, with error bars representing the interquartile range over repetitions.

(panels (a), (d), (g) and (j)) displays the ground truth X-ray image, and the second
row (panels (b), (e), (h), (k)) shows the ultrasound image. For each ultrasound
image, the raw segmentation of the periosteal and endosteal interfaces of the cortex
are displayed. In all ultrasound images, the detected periosteal interfaces are very
bright. However, the brightness of the internal interface depends on the sample.
The brightness of the endosteal interface of samples 1 and 2, which are low porosity
samples, is higher than that of sample 3. For sample 5, which had the highest overall
porosity, the brightness of the endosteal interface is very low. In the X-ray images
(panels (a), (d), (g) and (j) of Figure 4.15), it can also be observed that samples 1
and 2 have a small number of large pores, while sample 3 has some large pores near
the endosteal interface. Sample 5 is thinner than other samples and has a greater
number of large pores near the endosteal interface. It is noteworthy that, despite
the large thickness and complex geometry of sample 2, the endosteal interface is
correctly visualized with high brightness in the ultrasound image. The last column
is the superimposition of ultrasound and site-matched X-ray images. The images
were combined using Inkscape software (Inkscape project, Inkscape version 0.92.5
1).

Impact of Sample Heterogeneity. Samples 1 and 2 (panel (c) and (f)) are
homogeneous and exhibit a close match in bone geometry, with ultrasound images
closely resembling high-resolution micro-CT images. This close resemblance ensures
accurate cortical thickness estimation. For sample 3 (panel (i)), both the shape and
position of the periosteal surface are correctly estimated in the ultrasound image.

1https://www.inkscape.org
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Figure 4.14: Wave speed estimates for all measurement sites across all samples,
plotted relative to sample porosity. The plot includes the radial wave speed derived
from Resonant Ultrasound Spectroscopy (RUS) [18] for comparison.

However, the endosteal surface is not correctly positioned, likely due to the sample’s
composition, which includes a dense part followed by a very porous part (panel
(g)). Sample 5 (panel (l)) demonstrates a discrepancy in estimating the shape of
the second interface, attributed to inaccurate wave speed estimation due to sample
heterogeneity and difficulties in segmenting the interface caused by the presence of
large pores. It is worth noting that the complex geometry and large thickness of
sample 2 are correctly estimated, while the simple geometry and small thickness
of sample 5 are not accurately estimated. This discrepancy is likely due to the
homogeneity of sample 2.

Precision of periosteal surface segmentation. In the ultrasound image, the
estimation of cortical thickness relies mostly on accurately estimating the wave speed
and precisely segmenting the endosteal interface. In fact, the periosteal interface is
correctly segmented in comparison to the reference x-ray segmentation. Table 4.6
provides details on the error of the segmented periosteum curve using ultrasound
images compared to the reference segmented curve obtained with micro-CT images.
It presents the minimum and maximum Root Mean Square Error (RMSE) over the
ten repetitions. Across all samples, the error is smaller than 0.3 mm, corresponding
to half a wavelength in water at 2.5 MHz (600 µm). Some ultrasound images achieve
errors smaller than 100 µm.

4.3.4 Estimation of cortical thickness

In Figure 4.16, the measured cortical thickness using ultrasound at each measure-
ment site for samples 1, 2, 3, and 5 is reported, with the corresponding cortical
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Figure 4.15: Comparison of X-ray and ultrasound images for representative samples.
The first column displays X-ray images showing ground truth, the second column
shows ultrasound images displaying raw segmentation of periosteal and endosteal
interfaces, and the last column presents the superimposition of ultrasound and X-
ray images. Brightness of interfaces varies with sample porosity.

thickness in the X-ray images (considered as ground truth). For sample 1 (indicated
by the red right-pointing arrow), the estimated cortical thickness with ultrasound
closely aligns with those measured by X-ray. Sample 2 (indicated by the blue left-
pointing arrow) exhibits the greatest thickness, with the estimated cortical thickness
around 6 mm, slightly exceeding the ground truth values. However, for sample 3
(indicated by the green up-pointing arrow), ultrasound tends to underestimate the
cortical thickness, with values between 0.8 and 1.5 mm below the cortical thick-
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RMSE [MIN MAX] (mm)

Measurement Sites Sample 1 Sample 2 Sample 3 Sample 5

ZONE 1 [0.10 0.17] [0.07 0.14] [0.07 0.25] [0.14 0.24]
ZONE 2 [0.16 0.26] [0.12 0.19] [0.10 0.19] [0.19 0.28]
ZONE 3 [0.09 0.24] [0.07 0.14] [0.07 0.18] [0.14 0.31]
ZONE 4 [0.18 0.24] [0.12 0.19] [0.07 0.25] [0.05 0.17]

Table 4.6: Error analysis of periosteum segmentation in ultrasound imaging relative
to X-ray images across various measurement sites and samples. The table displays
the minimum and maximum Root Mean Square Error (RMSE) values, denoted as
[MIN MAX], for each zone and sample.
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Figure 4.16: Estimated cortical thickness using ultrasound imaging (empty symbols)
for each sample and each measurement site compared to reference cortical thickness
estimated from X-ray images (filled symbols).

ness estimated in x-ray images. A similar, albeit less pronounced, underestimation
is observed for sample 5 (indicated by the magenta down-pointing arrow). This
discrepancy could be attributed to the presence of numerous large pores near the
endosteal surface in samples 3 and 5, leading to non-uniform true wave speed dis-
tributions potentially rendering the endosteal surface unreachable. The combined
factors of small thickness (less than 2 mm) and high heterogeneity in sample 5 could
also contribute to the underestimation of the wave speed.

Results of cortical thickness estimation (Figure 4.16) suggest that ultrasound
underestimates the cortical thickness determined in X-ray images of samples 3 and
5. However, it is essential to consider that when the endosteal surface becomes
trabecularized, the estimated cortical thickness in the X-ray image may no longer be
reliable. This is because obtaining a unique segmentation of the endosteal interface
becomes challenging.
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4.4 Summary & conclusion

This study represents the first attempt to estimate cortical thickness and radial wave
speed on ex vivo human samples using ultrasound imaging. Ultrasound acquisitions
were repeated 10 times with probe repositioning to search for the optimal probe
alignment. An autofocus algorithm maximizing sharpness and intensity metrics was
used to estimate radial wave speed. For a highly heterogeneous sample, the radial
wave speed could not be properly estimated over the repetitions. The reconstructed
images were used to segment external and internal surfaces of the cortex, from which
an estimation of cortical thickness was provided. Estimated radial wave speed were
compared to porosity and literature and cortical thickness were compared to values
obtained with high-resolution x-ray images. The estimation of the periosteal surface
was precise.

We performed ultrasound imaging of ex vivo human femurs that we compared
to x-ray micro-CT images with a voxel size of 8.8 µm. The accuracy of bone ge-
ometry estimation was, for the first time, examined through the superimposition of
ultrasound and X-ray images for various bone samples. The results suggest that
ultrasound imaging of the human cortical can be used to successfully estimate the
cortical thickness and the propagating wave speed of homogeneous bone cortex at
a central frequency of 2.5 MHz. However, challenges arise for highly heterogeneous
samples, where both wave speed estimation and segmentation become difficult. To
address such cases, the utilization of a wave speed model that can describe a spatial
gradient in wave speed from the periosteum to the endosteum and exploration of
more bone geometry adapted reconstruction techniques are needed.

In the next chapter we will present a beamforming algorithm that enhances the
visibility of specular interfaces.
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5.1 Introduction

In medical ultrasound imaging, DELAY-AND-SUM (DAS) [1] is the most widely
used beamformer for image reconstruction. Beamformers based on DAS assume a
homogeneous medium composed only of point scatterers (small compared to the
wavelength). For a diffusive point scatterer, the signal is backscattered uniformly
in all directions. Therefore, maximum backscattered amplitude is recorded by the
nearest element of the transducer array, because of diffraction loss (see Figure 5.1a).
In a typically DAS implementation, the receive sub-aperture is chosen according to
element directivity: it is independent of data.

DAS beamforming can yield good image quality for a nearly planar specular
interface (much wider than wavelength) and nearly parallel to the surface of the
ultrasound probe. However, when the interface is not parallel to the probe surface,
maximum backscattered amplitude is not recorded by the nearest element of the
probe array. The tilting angle of the interface determines the main direction of the
reflected wavefront (Snell-Descartes’ law). (see Figure 5.1b).

At 2.5 MHz (frequency previously used for in vivo measurements [2, 3]), there
exists both specular and diffuse reflection of ultrasound inside cortical bone. In
fact, on the external (periosteal) and internal (endosteal) surfaces of the cortex, the
large impedance ratio between soft tissue and cortical bone tissue leads to specular
reflection and cortical pores act as scatterers smaller than the wavelength. Therefore
we expect a significant effect of specular reflection in bone ultrasound images.
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Figure 5.1: Illustration of the optimal receive sub-aperture for the reconstruction of
pixel P . In (a) maximum backscattered amplitude is recorded by the nearest element
of the transducer array. In (a) most of the back-scattered energy is concentrated to
receivers around the lateral position of the scatterer. In (b), maximum backscattered
amplitude is not recorded by the nearest element of the probe array.

As discussed in previous chapters, achieving a high-quality image of the cortex is
crucial for clear visualization of the periosteal and endosteal surfaces. Specifically,
Chapter 3 highlighted that during DAS beamforming, diffuse signals from the mi-
crostructure create speckle that may obscure the specular signal from the endosteal
surface of the bone. An adaptive reconstruction technique could enhance signals
from both the external and internal surfaces of cortical bone. We hypothesize that
an optimal image reconstruction of bone cortex interfaces could be obtained with
an adaptive receive sub-aperture determined based on the properties of specular
reflection.

In this chapter, we present the principle of a beamforming algorithm tailored to
the physics of specular reflection and refraction, with the specific goal of improving
the visibility of the external and internal interfaces of the bone cortex, for instance
to measure the cortical thickness.

In recent years, various approaches have been proposed for extracting specular
information in medical ultrasound imaging. In 2008, Vogt et al [4] suggested us-
ing a single element transducer and exploiting the laws and properties of specular
reflections, to reconstruct parametric images. Ultrasound data are acquired from
different angular tilt and lateral positions of the transducer. The parametric images
contain first-order statistics such as mean, standard deviation, maximum, and min-
imum of the envelope of received echo signals across all emission-reception events of
specular reflections. By analyzing the parametric images, specular reflection could
be effectively differentiated from diffuse scattering. Similarly, Bandaru et al [5]
proposed using an array transducer to enhance reflections from specular interfaces.
Instead of using the average, as in DAS methods, they took the standard deviation
of received backscattered signals across the receive aperture. The orientation of the
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specular interface was estimated based on the peak echo amplitude. This method
was developed for conventional focusing in transmit.

In a preliminary study, Nagaoka et al [6] suggested the use of a data-independent
apodization weight to highlight both diffuse scattering from small heterogeneities
and specular reflection from flat interfaces.

Rodriguez-Molares et al [7] proposed a physical model-based technique of em-
phasizing specular reflection for needle tracking using a synthetic aperture sequence.
Their technique, based on the source-image principle, involves developing a specu-
lar reflection model. They compared this model with the coherent compounding of
received signals that follow Snell’s law to obtain a matched filter maximizing the
signal-to-noise ratio (SNR) of signals reflected by planar interfaces. This technique
suppresses speckle and enhances the visualization of specular interfaces, such as an
inserted needle.

More recently, Malamal et al [8] proposed an innovative approach involving the
radon transform and plane wave imaging to identify the receiver index that maxi-
mizes the back-scattered energy from a specular interface. Then, a receive apodiza-
tion window, centered around this optimized receiver index, is selected during Delay-
and-Sum (DAS) beamforming. The same group [9] proposed to provide a real-time
visual feedback mechanism for operators. They introduced a color-coded image con-
taining a vectorized estimation of the reflection directivity within a defined region
of interest. This allows the operator to reorient the probe or adjust the transmis-
sion sequence to align parallel to the surface of the reflector. Employing a plane
wave imaging sequence, they applied this method to synthetic and experimental
data for needle tracking and external bone surface imaging, effectively distinguish-
ing fractured and smoothed regions of the periosteal surface of a bone. However,
like conventional DAS algorithms, all these methods assume a homogeneous medium
and a straight ray-path propagation hypothesis.

In this chapter, we implement specular beamforming according to [7] adapted to
bone imaging. To emphasize the reflection of the external and internal surfaces of
the bone, we propose to consider the physics of reflection and refraction.

The rest of the chapter is organized as follows. In section 5.2 we will explain the
specular reflection principle for a flat interface in a homogeneous medium. In the
next section 5.3, we will explain the principle of the method developed during the
thesis for a multilayer medium with curved interfaces. Section 5.4 is the application
of the developed method to synthetic ultrasound data and in section 5.5 we discuss
the method and conclude. The method is used to process experimental data in
Chapter 6.

5.2 Specular beamforming for homogeneous me-

dia

In this section we describe the principle of specular beamforming and the physics
behind this principle as it is described by Rodriguez-Molares et al. [7].

5.2.1 Geometrical considerations

We will assume in the rest of the chapter that we are using a single element trans-
mission technique with iT designating the index of the transmitting element and iR
the index of the receiving element. The signals recorded by the elements are stored
in the 3D-matrix S. The dimensions of this matrix are [N ×NR ×NT ] where N is
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the number of time samples, NR is the number of receiving elements and NT is the
number of transmissions.

Let us consider a medium to be imaged containing a θ-oriented plane reflector
passing through the pixel P≡ (xP , zP ). The equation of this reflector is given by:

(Ds) : z = − tan(θ)(x− xP ) + zP (5.1)

An ultrasound probe is placed on the surface of the medium (at depth z=0). Suppose
an ultrasound ray (T) originating from element iT ≡ (xt, zt) of the probe, incident on
point P of the interface and (R) is the reflected ray from P to receiving element iR ≡
(xr, zr). According to the law of specular reflection, the reflected ray corresponding
to a specular reflection (Rs) is symmetric to the incident ray iT from the normal
interface. We note αs the angle between the incident ray and the normal to the
specular interface passing through P . Therefore, the angle between (Rs) and the
normal of the specular interface is −αs (see Panel 5.2b).

iR

For this (t,r) couple

(T) (R)

iT

P

x
z

Mid-angle

(T)

(a)

iR

For this (t,r) couple

iT

P

x
z

Mid-angle

(T)

(b)

Figure 5.2: Geometric illustration of specular reflection in a homogeneous medium
with a θ-tilted reflector. The ultrasound ray from iT (T) hits the reflector at P .
Element iR is recording all backscattered signals from the medium. In panel (a)
elements iT and iR are chosen to satisfy laws of specular reflection. In panel (b)
chosen receiving element iR does not satisfy specular reflection.

We define αt as the angle between the incident ray (T) and the normal of the
probe and αr the angle between the reflected ultrasound ray travelling from point
P to element iR (R) and the normal of the probe. If we choose (iT, iR) satisfying
physical laws of specular reflection as in Figure 5.2b, we can write:

αs = αt − θ

−αs = αr − θ,
(5.2)

yielding
αr + αt − 2θ = 0. (5.3)

Angular values αr and αt can be obtained from positions of iT , iR, and P using
following trigonometric relationships (Figure 5.2):

(iR, iT ) →֒ (αr, αt)

αr(P ) = arctan

(

xP − xr

zP − zr

)

; αt(P ) = arctan

(

xP − xt

zP − zt

)

(5.4)
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For the rest of the chapter, the dependency of αt and αr to P is omitted but the
reader must bear in mind that αr and αt depend on the pixel as given in equa-
tion (5.4).
Let us identify β as the transmit-receive mid-angle (β = αr+αt

2
). Then, equation (5.3)

is equivalent to:

β − θ = 0. (5.5)

This means that when the transmit-receive mid-angle at point P equals the specular
orientation θ of the object passing through P , the received back-scattered energy
maximizes the specular energy reflected by the object. Therefore, we see as expected
that the choice of the transmit-receiver pair that maximizes the back-scattered en-
ergy of a specular reflector depends on the specular orientation. If the pair (iT, iR)
does not satisfy the equation (5.5), then the transmit-receive mid-angle is different
from θ (depicted in Figure 5.2a).

The above relationship creates a signature specific to specular reflections. Rodriguez-
Molares et al.[7] illustrated this signature with theoretical developments using the
above equations and the image source principle. Following their work, in the next
section, we will illustrate this signature in a set of simulations made with the MUST
toolbox [10].

5.2.2 The specular signature

We simulated a linear array of 128 elements with a spacing of 300 µm. A synthetic
transmit aperture sequence (SA) [11, 12] is simulated as acquisition scheme: each
of the 128 elements of the probe emits a Gaussian-windowed tone burst with a
central frequency of 2.5 MHz and all the elements of the probe record the back-
scattered signals. This gives 128×128 back-scattered RF signals. We used 4 different
configurations for the simulations. In all configurations, a fluid medium is considered
with speed of sound V0 = 1540 m/s.

• In the first configuration, we simulated a single diffuse point scatterer at po-
sition (0,20) mm in a homogeneous medium to illustrate diffuse reflection
(Figure 5.3a).

• In the second configuration, we generated a pseudo random distribution of
scatterers such that the mean distance between a scatterer and its nearest
neighbor is approximately half of the wavelength at 2.5 MHz (300 µm). This
configuration simulates speckle noise (Figure 5.3b).

• In the third configuration, a plane reflector tilted by θ = 10◦ passes through
the pixel at coordinates (0,20) mm (Figure 5.3c).

• In the last configuration (see panel 5.3d), we generated a pseudo random
distribution of scatterers as in the second configuration and added a plane
reflector tilted by θ = 10◦ passing through the pixel at coordinates (0,20) mm
(as in the third configuration).

Specular signature of specular objects. The delay corresponding to a wave-
front emitted by the element iT of the probe to the scatterer P of coordinates
(xP , zP ) recorded by the probe at element iR is given by:

τiT,iR(P ) =
1

V0

(

√

(xP − xt)2 + (zP − zt)2 +
√

(xP − xr)2 + (zP − zr)2
)

, (5.6)
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the first square root term of the equation is the incident travel time and the second
term is the reflection travel time. τiT,iR(P ) is called in the literature the two-way
travel time.

Recorded signals from each focal point of the medium (corresponding to a pixel
in the reconstructed image) can be written as a matrix S of RF signals consisting
of 128 rows and 128 columns where each element of the matrix represents the back-
scattered signal from pixel P recorded by element iR of the probe when the element
iT is emitting S(τiT,iR(P ), iR, iT ). In Figure 5.3, we show the matrix of delayed
signals for a focal point at (0,20) mm for each configuration.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5.3: Illustration of received signal from a pixel located at depth (0,20)mm (red
triangle in the top row images) for all different configuration. The top row images
(panels (a), (b), (c) and (d)) are the simulation configuration and the bottom row
images (panels (e), (f), (g) and (h)) are the corresponding delayed received signals
with respect to receive and transmit angle. Panel (a): an homogeneous medium
containing a single point-scatterer located at (0,20) mm. Panel (b): a medium where
numerous point scatterers are randomly distributed such that the mean distance
between two scatterers is 300 µm. Panel (c): a homogeneous medium containing
a specular interface with orientation θ = 10◦ passing through (0, 20) mm. Panel
(d): a homogeneous medium containing numerous point scatterers as in (b) and a
specular interface as in (c). The red lines in panels (g) and (h) are the plot of the
specular reflection equation 5.3 for θ = 10◦.

For the first configuration (panel (a) of Figure 5.3), we see that the corresponding
delayed signals (panel (e)) are uniformly distributed across all couples of elements.
The radial decay of the signal’s intensity from the center of the matrix (αr = 0, αt =
0) is due to the directivity of the simulated receiving elements and the diffraction
loss of the propagation of a spherical wave as expected.

In the second configuration (panel (b) of Figure 5.3), the map of delayed signals
at the focal point shows some randomness. This is principally due to the scattering
of randomly located scatterers. This is what we refer as speckle noise.

We can see in the two last configurations that the corresponding received signals
(panels 5.3g and 5.3h) present strong amplitude and similarity for couples satisfying
equation (5.3) (e.g. in the direction αr = −αt + 2× θ corresponding to the red line
in the panels). This is what we refer as specular signature. Specular beamforming
consists of extracting this specular information out of speckle noise.



5.2. SPECULAR BEAMFORMING FOR HOMOGENEOUS MEDIA 95

The results obtained in this simulation are the same as those of [7].

The specular transform. When performing DAS beamforming, an estimation of
the reflectivity of pixel P is given by averaging delayed received signals. Classically,
to mitigate off-axis signals and account for element directivity, an apodization win-
dow is chosen by setting a fixed transmit and receive f-number. Fixing the f-number
is, in principle, equivalent to fixing the angular receive and transmit aperture [1].
The relationship between f-number (f#) and angular aperture ∆α is given by:

f# =
1

2 tan
(

∆α

2

) . (5.7)

For illustration, we choose here a receive and transmit f-number of 1 which cor-
responds to a fix receive aperture of ±22◦. Therefore, the pixel value in a DAS
image with these parameters is the average of delayed signals inside a square box
centered around 0◦ and of width ∆α = 44◦. A diffuse point scatterer isotropically
reflects the incident energy. We can see in Figure 5.4, where a blue box represents
the averaging region, that most of the back-scattered energy is concentrated inside
the blue box. Hence, the average of signals inside the box is a good estimate of the
point reflectivity.

Figure 5.4: Delayed received signals from a diffuse point scatterer. The blue box
centered around (αt = αr = 0) is the region of interest that DAS beamforming uses
to average the signal to estimate the reflectivity of the pixel. This box represents a
f-number of 1

For the case of a specular reflector, the back-scattered energy is no longer concen-
trated around the lateral position of the pixel, therefore the energy is not confined
around a receive and transmit angle of 0◦. Depending on the orientation of the
specular interface, the box will only include part of the back-scattered energy along
with destructive interferences. We illustrate this in Figure 5.5 for a specular ob-
ject with different orientations θ: 0, 10 and 20 ◦. For the interface parallel to the
probe surface (see panel 5.5a), the averaging region includes an important part of
the specular reflection but also an important part of speckle noise. Although we are
adding both constructive and destructive interference, averaging inside the blue box
gives a good estimate of the specular reflection due to the fact that specular signal
is much stronger than speckle noise. Hence, a DAS image gives good estimate of
flat interfaces. However, with increasing absolute specular orientation, the part of
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specular reflection will decrease (see panels 5.5b and 5.5c) and speckle contribution
will increase. If the orientation of the specular object is greater than the maximum
mid-angle of the transmit-receive aperture (blue box), then DAS will not detect the
specular reflection. Therefore, DAS will fail to give a fair estimate of the reflectivity
of pixel belonging to specular tilted objects.

(a) (b) (c)

Figure 5.5: Delayed received signals from a point lying on a specular interface with
different orientations. Panel (a): θ = 0◦, panel (b): θ = 10◦, and panel (c): θ = 20◦.
The blue box centered around (αt = 0, αr = 0) is the region of interest that DAS
beamforming uses to average the signal to estimate the reflectivity of the pixel. This
box represents a f-number of 1.

To overcome this poor estimation of tilted specular reflector, Rodriguez-Molares
et al [7] proposed to transform the matrix of delayed signals into a so-called specular
domain. The principle arises from Equation (5.5) which says that all transmitter-
receiver pairs that share the same mid-angle β will maximize the back-scattered
energy from a specular interface of orientation β. Therefore, signals of transceiver
pairs associated with a common mid-angle (β) are summed to give a single signal.
This means summing along each anti-diagonal of the matrix of delayed signals.
Doing so, specular reflections add up constructively and diffuse scattering interferes
randomly. The specular transform is a 1D signal that represents the contribution of
all specular orientation:

f(β;P ) =

NT
∑

iT=1

S(τiT,iR(P ), αr, αt)|αr+αt
2

=β
(5.8)

This way of summing signals of transmit-receiver pairs that correspond to the
same transmit-receive mid-angle has been used previously in compute ultrasound
tomography in echo mode using Common Mid-Angle appellation by [13] to accu-
rately predict the distribution of the phase of the received signals and provide an
estimate of the speed-of-sound map of the medium.

Note that in this notation and in the rest of the chapter, we changed variables
of S from (τ, iR, iT ) to (τ, αr, αt).

Figure 5.6 shows the specular transform of received signals in configurations of
panels 5.3b and 5.3d.

In a purely diffuse scattering regime, the specular transform presents randomness
(see panel 5.6c). In the presence of a θ-oriented interface, the specular transform
is maximum when the mid-angle β = θ and has a specific shape (see panel 5.6i
and 5.6f). The red line in panels 5.6e and 5.6h corresponds to equation (5.3)
and the red line in panels 5.6f and 5.6i corresponds to equation (5.5) where the
orientation of the specular object θ equals 10◦.
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Figure 5.6: Illustration of the specular transform for a pixel located at (0,20)mm in
different configurations. The first row correspond to the pure speckle configuration,
the second row corresponds to pure specular interface with orientation 10◦ and the
last row correspond to a configuration of specular interface surrounded with multiple
point scatterers.

The specular transform contains information on: (i) the presence of a specular
reflector (specularity) and (ii) the orientation of the reflector (specular orientation).
Specularity can be obtained by observing the shape of the specular transform. For
example, if the shape of the received signal is random as in Figure 5.6c we can
deduce that the reflector is not specular. On the other hand, if the shape is similar
to the specular transform of a specular reflector we can deduce that the reflector is
a specular object. The transmit-receive mid-angle β that maximizes the specular
energy is the specular orientation θ. For example this mid-angle is around 10◦ in
panel 5.6i.

If we derive a model of a specular transform parting from the known emitted
signal, we can formulate the estimation of the specularity as a situation where we
have to maximize the energy of a known signal (specular reflection) drown into
unwanted random signal (speckle noise).
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Figure 5.7: Comparison of specular and diffuse travel time for a point lying on a
tilted planar interface. Panel (a) is the simulation configuration and the red triangle
corresponds to the point for which travel times are computed. In panel (b), the
computed specular travel time is plotted as a red dashed-line and the diffuse ray
travel time is plotted in plain blue line. To compute these values the transmitting
element is also the receiving element (iT=iR).

5.2.3 Model of specular transform

In Figure 5.7, we show the specular and the diffuse travel time for a point belonging
to a specular interface (the red pixel in panel 5.7a). We suppose that the transmit-
ting element is the receiving elements (iT=iR). The red dashed line corresponds to
the two-way travel time of the specular reflection at point P=(0,20) mm and the
blue plain curve corresponds to the two-way travel time if we consider the pixel as a
point scatterer (this correspond to the diffuse travel time given by equation 5.6). We
can see that for a point scatterer, the shortest arrival time is recorded at the center
of the probe (the blue plain curve is symmetrical and minimal around transducer
elements 64 and 65). However, if we suppose a specular travel time with specular
orientation θ = 20◦, the first arrival of the specular wavefront is recorded at the el-
ement closer to the specular interface (element 128 of the probe). Equal travel time
is obtained for a point scatterer and a specular interface for element number 40. At
this element, the transmit-receive mid-angle β equals the specular orientation θ.

Thus, our problem can be formulated as follows: we want to derive a model that
gives the signal contribution from an orientation β (that corresponds to the transmit-
receive mid-angle ) knowing that the specular object has an actual orientation of θ.

A θ−oriented plane interface passes through P (xP , zP ) as in figure 5.2. Signal
emitted by the element iT is a Gaussian tone burst shown in the Figure 5.8 and
denoted e(t). When reaching the interface (Ds), the signal is reflected then recorded
by element iR. Since the reflection at (Ds) is specular, there exists a unique point
Q ≡ (xQ, zQ) belonging to the interface, such that the pairs of transmit and receive
angles at point Q (αt(Q), αr(Q)) given by the equation (5.4) will satisfy the law of
specular reflection (equation (5.3)). This point Q is called the mirror point of the
couple (iT, iR) (see Figure 5.9).
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Figure 5.8: Emitted waveform e(t) by elements of the probe.
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Figure 5.9: Geometric representation of specular reflection. Signal is emitted by iT
and received by element iR. A θ-oriented interface is passing through pixel P . The
corresponding mirror Point of this interface is Q and at this point αr(Q) + αt(Q)−
2θ = 0. Ray path that follows Snell-Descartes law is in blue plain line whereas ray
path is plotted in black dashed line.

We introduce the two way specular travel time as the time it takes to record
with element iR, a wavefront emitted by the element iT and reflected by a specular
interface passing through P . This specular travel time is equivalent to the diffuse
two-way travel time (equation (5.6)) applied to the mirror point Q: τiT,iR(Q) (blue
solid ray path in Figure 5.9). In ray theory, the first specular reflection will be
recorded at this time. The ray travel time to point P is given by τiT,iR(P ) (black
dashed ray path in Figure 5.9). Hence, the specular contribution at point P is given
by the value of the shifted echo: e(τiT,iR(P )− τiT,iR(Q)).

According to Snell’s law of reflection, the transmit-receive mid-angle of the pair
(iT, iR) at the mirror point Q equals the specular orientation θ. Therefore all pairs
of (iT, iR) that share the same mid-angle θ will also share the same mirror point Q.
Therefore, to take into account the multiplicity of the transmission, we can derive
a model of specular signal at point P as:

h(β;P, θ) =

NT
∑

iT=1

NR
∑

r=1

e (τiT,iR(P )− τiT,iR(Q)) , (5.9)

in this notation Q means mirror point and depends on the position of the trans-
mitting iT and receiving iR elements. This dependency is voluntary omitted for
simplicity of notation.

Authors of [7] derived a model of specular transform for a homogeneous medium
based on the image source principle. In this chapter the principle of mirror point
is used to explain the development of the model but it is strictly equivalent to the
image source principle.
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Determination of the mirror point Q. We know that the mirror point Q
belongs to the interface (Ds) and it also satisfies equation (5.3). This gives:

{

zQ = − tan(θ)(xQ − xP ) + zP
αr(Q) = 2θ − αt(Q)

Using the trigonometric relationship of equation (5.4), we solve this system of
two equations to find (xQ, zQ):

xQ(iT, iR) =
b(1− a2)(xr + xt) + 2a(xrxt − b2)

(a2 + 1)[2b+ a(xr + xt)]
,

zQ(iT, iR) = axQ(iT, iR) + b,

(5.10)

with a = − tan(θ) and b = zP + xP tan(θ).

This analytical determination of the mirror point will allow us to get specular
travel time from equation (5.6) and thus compute the specular model given by the
expression in (5.9) for any specular orientation.

In figure 5.10, the specular model h is shown for different values of specular
orientation θ: -20, -10, 0, 10 and 20 degrees.
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Figure 5.10: Models h(β;P ) of specular signal computed with equation (5.9). The
model is shown for 5 different specular orientations: from -20 to +20◦.

The maximum amplitude of the specular model is highest when the assumed
specular interface is parallel to the probe (θ = 0◦) and decreases as |θ| increases.
The slight asymmetry observed, depending on the sign of the specular orientation,
is a result of the reduction in the number of transmitter-receiver pairs as the angle
moves away from 0 degrees.

We observed in Figure 5.3 that delayed received signals exhibit symmetry con-
cerning the Snell-Descartes equation (5.3). Specifically, for all pairs sharing the
same mid-angle β, identical specular reflections are recorded. Since our focus is
solely on the shape of the specular signal, we can derive a simplified model h0(β;P )
by considering only one transmit-receiver pair for each β. We can limit our consid-
eration along the axis αr = αt, corresponding to the diagonal of delayed signals in
Figure 5.3:

h0(β;P, θ) =

NT
∑

iT=1

e (τiT,iT (P )− τiT,iT (Q)) . (5.11)

In figure 5.11, the simplified specular model h0 is shown for different values of
specular orientation θ: -20, -10, 0, 10 and 20 degrees.
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Figure 5.11: Models of specular signal computed with equation (5.11). The model
is shown for 5 different specular orientations: from -20 to +20◦

The expected signal maintains the same shape and reaches its maximum at the
specular orientation θ. Notably, the simplified model remains invariant with respect
to θ. Therefore, the specular model of a θ-oriented interface h0(β;P, θ), can be
approximated by the specular model of a flat interface h0(β;P, 0) translated by θ.

In the presence of a specular reflection, the known shape will be embedded
in unwanted speckle. The objective is now to maximize the ratio of specular to
unwanted speckle energy.

5.2.4 Model-based characterization of the specular reflec-
tion

Following Rodriguez-Molares et al., we define the specularity of a pixel as the prob-
ability that a specular interface exists at this pixel. To estimate the specularity
of P , we calculate the normalized correlation between the model of specular signal
h0(β;P, θ = 0) and the specular transform of the received signals f(β;P ).

χ(θ;P ) =

∫

β
f(β;P ) · h0(β − θ;P, 0)dβ

√

∫

β
f(β;P )2dβ ·

∫

β
h0(β;P, 0)2dβ

(5.12)

Normalizing the cross-correlation by the maximum correlation of a perfect match
will give values between 0 and 1. A value close to 1 means that the two signals are
nearly the same and a value close to 0 means the two signals are very different.

In Figure 5.12, we plot the normalized cross-correlation χ(θ;P ) for a pixel P when
there is a specular reflector surrounded by numerous point scatterers (first column
of the figure) and for a case where there is only speckle noise (second column of the
figure).

We observe that even in the presence of speckle noise, the signal received from
a specular interface is highly correlated with the specular model of a flat interface:
we obtain a maximal value close to 1 (0.9) for θ = 20◦ (panel 5.12d). However when
there is only speckle noise, the specular signal is poorly correlated to the specular
model of a flat interface (panel 5.12e). Hence, one can deduce from these correlation
results, an estimate of the specularity Ψ of a pixel as the maximum of the normalized
cross-correlation χ(θ;P ).

Ψ(P ) = max(∥χ(θ;P )∥). (5.13)
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Figure 5.12: Illustration of correlation between a model of specular transform
h0(β;P ; θ = 0) (panel (a)) and received specular transform f(β;P ). The first col-
umn (panels (b) and (d)) corresponds to a configuration of a specular interface
surrounded by numerous point scatterers and second (panels (c) and (e)) corre-
sponds to a configuration of randomly distributed point scatterers.

The angle that maximises this correlation gives an estimate of the orientation
Θ̃(P ) of the specular interface passing through P :

Θ̃(P ) = argmax
θ

(∥χ(θ;P )∥). (5.14)

Finally, we obtain a specularity map Ψ which is an estimation of the specularity of
objects inside the imaging medium and a map of orientation Θ̃ which is an estimation
of the orientation of the specular objects. In figure 5.13 we show the specularity maps
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and the corresponding specular orientation of each pixel of a medium containing
an interface with orientation θ = 20◦ surrounded by randomly distributed diffuse
scatterers.
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Figure 5.13: Characterization of specularity of a medium containing a specular
interface with orientation θ = 10◦ drown into randomly distributed point scatter-
ers. Panel (a) shows the medium configuration, panel (b) is the map of estimated
specularity obtained equation 5.13 and panel (c) is the map of estimated specular
orientation computed with equation 5.14 for pixels that have a specularity above
0.5.

Panel b of Figure 5.13 is the specularity map and panel (c) is the estimation of
specular orientation for pixels with specularity greater than 0.5. We can see that the
specularity is maximal and close to 1 at the object location (panel 5.13b) and low
at other locations. The estimation of orientation of pixels having a good specularity
(greater than 0.5) gives value close to 20◦ (see Figure 5.13c).

5.2.5 Image reconstruction

Beamforming with delay-and-sum algorithm When beamforming with
DAS, a common practice is to use a fixed receive angle. Let us denote the corre-
sponding lateral receive aperture ∆r. Lateral aperture will depend on depth of the
pixel. The relationship between lateral aperture and pixel’s depth is obtained with
f-number f# definition [1]:

f# =
zP

∆r(P )

The delays used to produce a low-resolution image are obtained from equa-
tion 5.6.

When a wavefront hits a diffuse point scatterer, it is isotropically radiated in
all directions. Hence, the DAS consists of performing, for each transmission, a
weighted sum over the delayed received signal. The window used here is a hann
window centered on the lateral position of the pixel and its size is fixed by the
receive f-number. Equation 5.15 gives the signal (d(iT ;P )) obtained at focal point
P with transmitting element number iT :

d(iT ;P ) =

NR
∑

iR=1

w(iR;P ) · S(τiT,iR(P ), iR, iT ), (5.15)

where w(iR;P ) denotes the apodisation window used for pixel P (combination of
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f-number and hann window centered at lateral pixel coordinates).

w(iR;P ) =

{

cos2(π(xr−xP )
∆r

), if |xr − xP | ≤ ∆r(P )

0, if |xr − xP | > ∆r(P )

This transformation applied to all pixels leads to 96 (number of transmissions) low
resolution images which are coherently summed to get one high resolution image. A
DAS image is then obtained with :

IDAS(P ) =

NT
∑

iT=1

w(iT ;P ) · d(iT ;P ). (5.16)

Beamforming with specular algorithm The specular beamformed image
is a weighted sum of specular-transformed signals f(β;P ). A hann window centered
around the estimated specular orientation Θ̃l is used. Value of the specularity of
the pixel P is used to enhance specular structures and remove speckle, thus, the
intensity of the specular beamformed signal denoted ISP is given by:

ISP (P ) = Ψ(P ) ·

βmax
∑

β=βmin

w(β; Θ̃l(P )) · f(β;P ), (5.17)

where w(β; Θ̃l(P )) denotes the apodisation window used for pixel P (a hann window
centered around Θ̃l(P )):

w(β; Θ̃l(P )) =

{

cos2(β − Θ̃l(P )), if |β − Θ̃l(P )| ≤ η π
2

0, if |β − Θ̃l(P )| > η π
2

, (5.18)

here, η is introduced as the specular tolerance, ranging from 0 to 1. When η = 0, only
the specular reflection from the orientation Θ̃l is taken into account. As η increases,
more specular signals with decreasing weights are considered and summed.

d(iT ;P ) and f(β;P ) contain all the scattering information of the pixel but in
different basis. The argument of the DAS output, iT and P , are respectively the
position of the emitting element (xt, 0) and the position of the pixel P (xP , zP ). The
depth of the pixel is used to fix the receive aperture. The lateral position of the pixel
fixes the value of the apodisation window. If the receiver and the pixel have same
or close lateral position, the weight is close to 1 and when receiver’s lateral position
gets further away from the lateral position of the pixel, the smaller is its weight.
Hence, the DAS operation can be seen as gathering information according to the
lateral distance between receiving element iR and pixel P . The specular transform
f(β;P ) gathers information according to the angular shift between the probe surface
and a specular structure passing through P . Therefore, the main difference between
these two algorithms lies in the summation basis and the apodization window used.
They become equivalent when a rectangular window is used for both algorithms, a
null f-number (full receive aperture) is used for DAS and a 100% specular tolerance
(η = 1) is used for specular beamforming.

In Figure 5.14, we compare the images obtained using DAS Beamforming and
specular beamforming for a medium containing a 20◦-tilted specular object sur-
rounded by numerous point scatterers. Visually, the specular object is better visu-
alized in the specular beamformed image, and the speckle is significantly reduced
compared to the DAS image.
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Figure 5.14: Comparison DAS beamforming (left panel) and specular beamform-
ing (right panel). DAS beamforming (Equation 5.16) is performed with a receive
f-number of 0.7 and specular beamforming (Equation 5.17) is performed with a tol-
erance angle η = 0.1.

5.3 Refraction-corrected specular beamforming for

multi-layered media

All of the development above supposed a homogeneous medium in which ultrasound
rays are straight lines. However we saw in previous chapters that the impedance
of bone-tissue is at least twice higher than that of soft tissues. Therefore, the
hypothesis of straight ray path is not a good approximation for the case of bone.
In this section, we will illustrate refraction and specular reflection for a two-layers
medium. We give a generalized model-based characterization of curved specular
interfaces. In the scope of this chapter, we neglect lens of the probe.

5.3.1 Geometrical considerations

Refraction. We suppose a medium with two layers: a layer of cutaneous tissue
on top of a layer of bone tissue. The interface between the two layers can be

Bone

Speed: V2

Soft tissue

Speed: V1

t

X
Z

r

P

Figure 5.15: Illustration of refraction at the external interface of cortical bone.

approximated by a parabola with parameters a0, a1, a2 :

(De) : z = a0 + a1x+ a2x
2, (5.19)

where x and z are along the axes defined in Figure 5.15, V1 and V2 are the propagating
wave speed inside cutaneous tissue and cortical bone respectively. We define αt
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(respectively αr) as the angle of the incident ray parting (respectively the reflected
ray) from element iT (respectively received at element iR) of the probe and γt
(respectively γr) as the angle of the ray arriving at (respectively parting from) point
P inside cortical bone (see Figure 5.15).

We define incident point J as the point of the interface through which the incident
ray passes and incident point K as the point of the interface through which the
reflected ray passes. Using these points above angles are given by:















αt = arctan(xJ−xt

zJ−zt
)

γt = arctan(xP−xJ

zP−zJ
)

αr = arctan(xK−xr

zK−zr
)

γr = arctan(xP−xK

zP−zK
)

(5.20)

According to Snell-Descartes law of refraction for the transmitted ray from iT
to P :

sin(αt(P ) + arctan(2a2xJ + a1))

V1

=
sin(γt(P ) + arctan(2a2xJ + a1))

V2

. (5.21)

The reflected ray from P to iR follows the same laws:

sin(αr(P ) + arctan(2a2xK + a1))

V1

=
sin(γr(P ) + arctan(2a2xK + a1))

V2

, (5.22)

where the arctan terms are the local orientations of the external interface at points
J and K.

Let us denote σiT,iR(P) as the two-way travel time that considers refraction
between layers. Hence, we obtain the relationship:

σiT,iR(P ) =

√

(xJ − xt)2 + (zJ − zt)2 +
√

(xK − xr)2 + (zK − zr)2

V1

+
√

(xP − xJ)2 + (zP − zJ)2 +
√

(xP − xK)2 + (zP − zK)2

V2

.

(5.23)

Point J depends on both emitting element iT and focal point P , point K depends
on both receiving element iR and focal point P . After angular transformation
using equation (5.20), J and K can be obtained by finding the points that satisfy
equations (5.21) and (5.22) respectively. If the external interface is planar, analytic
developments give solutions for point J and K. However, if the external interface is
not planar, solving these equations is not trivial. Solutions are found using numerical
methods. We used MATLAB 2023a and its non-linear zero finding algorithm fzero
Copyright 1984-2021 The MathWorks, Inc.

Specular reflection. Suppose that we have a curved reflector (Di) inside the
cortex as in Figure 5.16. The reflector can be approximated by a parabola with
parameters b0, b1 and b2:

(Di) : z = b0 + b1x+ b2x
2 (5.24)

We can apply the laws of specular reflection to a point P belonging to this
interface. We can derive an equation similar to equation 5.3. This yields the same
law:

γt + γr − 2θl = 0, (5.25)

where θl is the local orientation of the interface passing through focal point P and
its value is given by − arctan(2b2xP + b1).
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Figure 5.16: Illustration of specular reflection inside cortical bone.

5.3.2 The specular signature in presence of refraction

We consider a two-layer medium with the inclusion of different reflectors as in sec-
tion 5.2 in the second layer. (see Figure 5.17 panel (a) to (d)).

We performed simulations with SimSonic software ([14]). A synthetic aperture
imaging sequence with an array transducer (central frequency 2.5 MHz and a 3 dB
bandwidth of 80%) of 128 elements of size 245 µm and with a spatial period (pitch)
of 300 µm was simulated. The first layer is a homogeneous fluid medium with water
speed of sound V1=1540 m/s and the second layer is a homogeneous elastic medium
with longitudinal wave speed of sound V2 = 3500 m/s mimicking bone matrix. The
simulated probe is immersed inside the first layer and the interface between two
layers is at 10 mm depth from the probe surface. For this configuration 4 scenarios
were considered:

• a scenario to illustrate diffuse scattering, a diffuse point scatterer is centered
and placed at 20 mm depth, (Panel 5.17a)

• a scenario to illustrate pure speckle noise, numerous point scatterers are ran-
domly placed in the second layer, (Panel 5.17b)

• a scenario to illustrate pure specular scattering, a specular object with an
orientation θ = 10◦ is placed at 20 mm depth, (Panel 5.17c)

• a scenario to illustrate specular scattering drown into speckle noise, a specular
object with an orientation θ = 10◦ is placed at 20 mm depth and is surrounded
by numerous point scatterers randomly distributed, (Panel 5.17d)

Recorded signals from a focal point P = (0, 20) mm for each configuration are
shown in Figure 5.17 from panel (e) to panel (h). The same signature are observed
as for an homogeneous medium (Figure 5.3). Signature of diffuse point scatterer in
panel e is less marked in this case. In fact, the wavelength inside second layer is
1.4 mm instead of 0.6 mm giving a point scatterer more smaller compared to the
wavelength. Therefore, the diffusion strength is smaller. Due to this small size of
the scatterer, some numerical artifacts appear as we can see in the diagonal of the
image in figure 5.17e.

In panels e to h of Figure 5.17, we observe in the upper left and lower right
corners of the image the unwanted reflections from the external interface at 10 mm.
These are the signals that follow an equivalent propagation path but do not originate
from the wanted direction. These are contribution of secondary lobes and they can
be eliminated with an appropriate f-number.
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Figure 5.17: Delayed received signals from a pixel located at depth (0,20)mm inside
the second layer (red triangle in the top row images) for all different configurations.
The first layer is water with speed of sound of 1540 m/s and the second layer is
bone matrix with speed of sound 3500 m/s. The top row images (panels (a), (b),
(c) and (d)) are the simulation configuration as in Figure 5.3 and the bottom row
images (panels (e), (f), (g) and (h)) are the corresponding delayed received signals
with respect to receive and transmit angle at the pixel. The red lines in panels (e)
and (h) are the plot of the specular reflection equation 5.25 for θ = 10◦.

Apart from these artifacts and noise, we obtain the same specular patterns as in
section 5.2.

The specular transform. From the above results, specular signature does not
change when refraction is considered appropriately. We can therefore use the spec-
ular transform by considering the receive and transmit angle at the pixel (γt, γr).
Hence, the same transformation as in equation 5.8 translates the received signals in
the specular domain through :

f(β;P ) =

NT
∑

iT=1

S(σiT,iR(P ), γr, γt)| γr+γt
2

=β
(5.26)

Figure 5.18 shows the specular transform of received signal for the configurations
with pure speckle noise and for specular reflection with speckle noise.

As expected, specular transform exhibits the specular signature and the same
shapes as in Figure 5.6. After transformation, speckle noise is random (panel (b))
and specular reflection exhibits a certain shape specific to specular reflector (panel
(d)). Remark that the specular transform of panel 5.18d is wider than the specular
transform of panel 5.6i. In fact, the full angular width at half maximum is around
7◦ for Figure 5.6g and around 15◦ for Figure 5.18d which corresponds to an increase
of a factor of 2. This is due to the fact that the wavelength inside second layer
(1.4 mm) is around twice higher than the wavelength inside water (600 µm).
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Figure 5.18: Illustration of the specular transform for a pixel located at (0,20)mm.
First column: delayed received signals and last column corresponds to specular
transforms. First row: pure speckle configuration (panels (a) and (b)), the second
row: a specular interface surrounded by numerous point scatterers (panels (c) and
(d)).

5.3.3 Model of specular transform

We derive a model of specular transform for a two-layered medium. Same principle
as in section 5.2.3 is applied in the second layer but the travel time must consider
refraction.

The reflector inside the second layer (Di) is a parabola given by equation (5.24)
(Figure 5.16). The parameter b2 determines the curvature of the reflector. A positive
value means a convex reflector and a negative value means a concave reflector. For
the scope of this study, we will ignore concave reflectors and suppose that b2 is always
positive. If b2 = 0, then we have a planar reflector with orientation − arctan(b1). For
non-null values of b2, the curvature of the reflector increases with b2. For this reason,
b2 is called the parameter of curvature and b1 the parameter of local orientation.

When reaching the interface between the layers (De), part of the incident ray is
reflected and another part is refracted inside bone cortex. At the reach of the specu-
lar reflector, the refracted ray is reflected and element iR records the back scattered
signal after another refraction (black dashed ray path in figure 5.19). Therefore,
there exists a unique point Q ≡ (xQ, zQ) belonging to interface Di such that the
transmit and receive angles at point Q will satisfy the law of specular reflection and
specular refraction given in equations (5.22), (5.21) and (5.25) (blue plain ray path
in figure 5.19). This point noted Q is the mirror point (Figure 5.19).

Hence, the specular travel time that considers refraction is given to delay equa-
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Figure 5.19: Geometrical illustration of specular reflection at the internal interface
of the bone.

tion 5.23 applied to point Q: σiT,iR(Q). Recording of specular reflection will start
at this time. The ray travel time is given by σiT,iR(P ). In the same manner as in
section 5.2, the specular contribution at point P is the shifted echo e(σiT,iR(P ) −
σiT,iR(Q)) and the model can thus be obtained by applying equation 5.9. Note
that the travel time now also depends on the parameters of the external interface
(a0, a1, a2).

Determination of the mirror point Q. Applying the laws of specular reflection
and refraction, we know that the coordinates of mirror point Q depends on the
parameters of the external interface De, on the coordinates of the transmitting and
receiving elements and it also belongs to the reflector Di. Mathematically, this
means:



















zQ = b0 + b1xQ + b2x
2
Q

γr(Q) = −2 arctan(2b2xQ + b1)− γt(Q)
sin(αt(P )+arctan(2a2xJ+a1))

V1
= sin(γt(P )+arctan(2a2xJ+a1))

V2
sin(αr(P )+arctan(2a2xK+a1))

V1
= sin(γr(P )+arctan(2a2xK+a1))

V2
,

(5.27)

where J and K are the incidents point of the incident and reflected wave re-
spectively. Using the trigonometric relationship in equation 5.20, we can replace
angles and solve the system 5.27. For the case of a single homogeneous medium
and a planar reflector, analytical development of the coordinates of a mirror point
could be found. In this present case of a multi-layer medium with curved specular
interfaces, analytical developments are difficult to obtain. Hence, we use numerical
computation to obtain xQ and zQ. We solved the non-linear system 5.27 using MAT-
LAB 2023a and its non-linear zero finding algorithm fzero (Copyright 1984-2021 The
MathWorks, Inc).

In figure 5.20, we plot the specular model obtained after computation of mirror
points for 5 different local orientations ranging from -20 to +20◦ and fixed curvature
parameter b2 (b2 = 10 m−1). As expected, this model is similar to the model obtained
for a planar interface in Figure 5.10.

In Figure 5.21, the local orientation of the specular interface is fixed to 10◦, and
specular models are plotted for 4 different curvatures of the reflector: b2 = 0 m−1,
b2 = 20 m−1, b2 = 40 m−1 and b2 = 60 m−1.

We observe that the spread of the specular model increases with curvature, but



5.3. REFRACTION-CORRECTED SPECULAR BEAMFORMING FOR
MULTI-LAYERED MEDIA 111

-40 -20 0 20 40

Transmit-receive Mid-Angle (- [deg])

-50

0

50

100

E
x
a
c
t

sp
e
c
u
la

r
m

o
d
e
l
h

[A
.U

.]

Specular model for di,erent local orientations 3l

3l = !20/

3l = !10/

3l = 0/

3l = 10/

3l = 20/

Figure 5.20: Specular model for a specular interface inside the cortex with fixed
curvature (b2 = 30 mm−1) and varying local orientations θl. Parabolic parameters
of the external interface are: a0 = 10 mm, a1 = 0, a2 = 30mm−1.
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Figure 5.21: Specular model for a specular interface inside the cortex with fixed
local orientation (θl = 10◦ corresponding to b1 = −0.17) and varying curvatures
b2. Parabolic parameters of the external interface are: a0 = 10 mm, a1 = 0, a2 =
30 mm−1.

the center remains the same. Therefore, the curvature parameter b2 alters the shape
of the model. Similarly to the approach taken in section 5.2.3, we can derive an
exact h and simplified h0 specular model for a curved reflector with curvature b2
and orientation b1 passing through point P :

h(β;P, b1, b2) =

NT
∑

iT=1

NR
∑

iR=1

e(σiT,iR(P )− σiT,iR(Q)). (5.28)

h0(β;P, b1, b2) =

NT
∑

iT=1

e(σiT,iT (P )− σiT,iT (Q)). (5.29)

In Figure 5.22 and 5.23, the simplified specular models corresponding to exact
specular models depicted in Figure 5.20 and 5.21, respectively, are plotted. The
parameter b1 only shifts the simplified model but does not change its shape and
b2 changes the shape of the model. Hence, h0 is invariant to b1. We can then
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Figure 5.22: Simplified specular model for a specular interface inside the cortex
with fixed curvature (b2 = 30 mm−1) and varying local orientations θl. Parabolic
parameters of the external interface are: a0 = 10 mm, a1 = 0, a2 = 30mm−1
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Figure 5.23: Simplified specular model for a specular interface inside the cortex with
fixed local orientation (θl = 10◦) and varying curvatures b2. Parabolic parameters
of the external interface are: a0 = 10 mm, a1 = 0, a2 = 30 mm−1.

implement the matched filter by using the normalized cross-correlation between the
model h0(β;P, b1 = 0, b2) and f(β;P ).

χ(θl;P, b2) =

∫

β
f(β;P ) · h0(β;P, 0, b2)dβ

√

∫

β
f(β;P )2dβ ·

∫

β
h0(β;P, 0, b2)2dβ

. (5.30)

We deduce the specularity by taking the maximum correlation :

Ψ(P ) = max(∥χ(θl;P, b2)∥). (5.31)

This maximum corresponds to a local orientation θ̃l and a curvature b̃2 given by :

[b̃2, Θ̃l](P ) = argmax
b2,θl

(∥χ(θl;P, b2)∥). (5.32)

Estimate of the orientation parameter b̃1 can be deduced from the relationship
tan θ̃l = −(2b̃2xP + b̃1).
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Similarly, one can generalize this procedure for a medium where the number of
layers is above 2 and for other interfaces governed by higher degree polynomial. We
then can get for any pixel, specular transform and a specular model that consid-
ers refraction. This allows to proceed to the model-based characterization of all
reflections of the medium.

5.4 The impact of pore scattering on the contrast

of specular images: a 2D simulation study

In sections 5.2 and 5.3, we explained how the laws of specular reflection and re-
fraction can be utilized to classify and characterize reflections in a medium. These
methods provide information on the specularity of the reflection and the orienta-
tion of the interface. While we illustrated the method with simulations of simple
configurations where the specular interface is a needle-like object inserted into a
homogeneous medium, these simulations are not representative of ultrasound imag-
ing of cortical bone. In ultrasound imaging of cortical bone using delay-and-sum
beamforming, pore scattering is known to be detrimental to image quality [15].

In this section, we investigate the influence of pore scattering on the contrast of
specular images of the endosteal surface. We generate datasets that simulate various
levels of diffuse scattering in a multi-layered media (Figure 5.24a). We explore both
planar and curved geometries of bone surfaces. To simplify the study and emphasize
the impact of pore size, we assume that all pores in each microstructure have the
same diameter.

The technique outlined in section 5.3 is employed for the generated datasets, and
the resulting images are compared with DAS images.

5.4.1 Materials & methods

Simulation of the ultrasound imaging sequence. We employed an elastic
slab model to simulate the bone layer, incorporating randomly distributed pores
with fixed diameters. Three pore diameters (10, 30, and 50 µm) were considered,
each with three porosity levels (6%, 10%, and 14%) representing low, medium, and
high porosity for human cortical bone, respectively. For each diameter-porosity com-
bination, microstructures were generated with both flat and curved bone interface
geometries (Figure 5.24b).

The bone layer was enveloped by a soft tissue-mimicking layer. For the soft tissue
mimicking layers, a compressional wave speed of 1540 m/s was employed. Regarding
the mineralized matrix within the cortical bone-mimicking layer, the compressional
and shear wave speeds used in the simulations were 3500 m/s and 1800 m/s, re-
spectively. The material within the pores was assumed to be the same as that in
the soft tissue layer. We utilized the SimSonic open software [14] to generate ultra-
sound signals. To prevent reflections at the boundaries of the simulation domain, a
Perfectly Matched Layer (PML) boundary condition was used.

Within the cortical bone mimicking layer, we modeled frequency-independent
absorption within the bone matrix, with an absorption coefficient of 19.0 dB/cm
at 2.5 MHz. The simulations were conducted with a grid size of 10 µm, and the
corresponding time step was determined to maintain a constant value of CFL=0.99.

We simulated the same probe as used in experimental measurements, consisting
of a linear array with 96 elements and a pitch of 300 µm. A synthetic transmit
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MIMMICK OF CUTANEOUS TISSUE

TRANSDUCER ARRAY 

OF 96 ELEMENTS

PITCH = 0.3 mm

(a)

TRANSDUCER ARRAY 

OF 96 ELEMENTS

PITCH = 0.3 mm

MIMMICK OF CUTANEOUS TISSUE

(b)

Figure 5.24: Three-layers model used for simulations: two layers mimicking cuta-
neous tissue (blue) and one layer mimicking cortical bone tissue (yellow).Different
geometries were generated: flat interfaces (left) and curved interfaces (right). The
simulated probe is a linear array of 96 elements with a pitch of 300 µm.

aperture sequence was simulated. Each of the 96 elements emitted a Gaussian-
windowed tone burst with a central frequency of 2.5 MHz (3dB bandwidth=1.33
MHz, Figure 5.25), and all the elements recorded the back-scattered signals. This
resulted in a 96×96 matrix of back-scattered RF signals S.
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Figure 5.25: Emitted tone burst in temporal domain (left) and in frequency domain
(right).Gaussian-windowed tone burst with a central frequency of 2.5 MHz and a 3
dB bandwidth of 1.33 MHz.

DAS Beamforming. DAS algorithm is used with a constant receive f-number of
0.5. This corresponds to a constant angular aperture at the transducer’s elements
of 45 degrees. Equation 5.16 is used for reconstruction.

Specular Beamforming. The specular algorithm produces three outputs: (1) a
specularity map Ψ that is the probability to find a specular structure at each pixel,
(2) an orientation map Θ̃l that is an estimate of the most likely orientation of the
specular structure and (3) an image that highlights specular structures and reduces
speckle which we refer as specular beamformed image. Equation 5.17 is used with
a tolerance angle η of 0.10 for planar interfaces and 0.25 for curved interfaces.

Speed of sound estimation. To perform beamforming, it is crucial to calculate
travel times, which, in turn, requires knowledge of the speed of sound. While the
propagating wave speed inside soft tissues is well-known, the porous nature of the
cortical bone layer leads to variations in speed due to changes in porosity. Thus,
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each layer is reconstructed sequentially using a specific sound speed for each mi-
crostructure.

We employ the autofocus principle, as outlined in Chapter 2, which suggests that
among images generated with different velocity values, the optimal image in terms
of brightness and sharpness is obtained when the velocity is closest to the velocity of
the medium [2]. By utilizing various brightness and sharpness metrics, as detailed
in Chapter 2, we determine the propagating wave speed in the cortical bone layer.
In figure 5.26, the estimated speed values are reported for all configuration. In panel
(a) we plot the speed values for configurations with flat bone surfaces and in panel
(b) the values for configurations with curved bone surfaces.
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Figure 5.26: Speed of sound values in cortical bone obtained with autofocus ap-
proach for each cortical porosity and each individual pore size. Panel (a): flat bone
interfaces. Panel (c): curved bone interfaces.

As expected, the wave speed values in cortical layer were found to decrease with
respect to porosity. We also can remark that for a fixed porosity speed of sound
slightly changes with pore size.

Endosteal interface visibility quantification. To evaluate the visibility of en-
dosteal surface, we define the endosteal interface contrast (CEI) as follows:

CEI =
µE

µI

, (5.33)

where µI and µE are respectively the average image intensities in the center of the
cortex and at the endosteal interface. It is the same metric as the one defined in
Chapter 3 but adapted to these geometries. The regions of interest (ROI) used for
the computation of µI and µE all had a lateral extent from −5 to +5 mm. They
are defined in Figure 5.27, where: the red box is the endosteal interface ROI, it has
a height of one wavelength inside the bone layer and the yellow box is the inner
cortex ROI, it extends from 1 mm after periosteal interface region to 1 mm before
endosteal region.

CEI evaluates how well the endosteal interface can be distinguished from the
speckle inside the bone. On decibel scale, a positive value of CEI means that en-
dosteal interface is clearly visible while a negative value means that the endosteal
interface is poorly visible.

5.4.2 Results

5.4.2.1 Parametric results on the presences of specular structures

Planar interfaces. Figures 5.28 display the maps of specularity Ψ and local orien-
tation θ̃l for configurations with planar bone interfaces and individual pore diameter
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Endosteum regionCortical region

Figure 5.27: Region of interest to quantify endosteal interface visibility. Recon-
structed images for a simulation configuration with flat interfaces (left) and configu-
ration with curved interfaces (right). The yellow and red ROIs are used to evaluate
inner bone cortex and endosteum contrasts, respectively

of 10 (panels (a)-(f)), 30 (panels (g)-(l)) and 50 µm (panels (m)-(r)). The configura-
tions corresponding to same microstructures but with curved interfaces are displayed
in Figure 5.29. In each subfigure, the panels of the top row corresponds to spec-
ularity map Ψ and panel of the bottom row corresponds to local orientation map
θ̃l.

We observe in panels (a)-(f) of Figure 5.28 probability values close to 1 (between
0.92 and 0.99) at depth around 5 mm and 9 mm. The apparent thickness of the
first interface is higher than that of the second interface due to larger wavelength
inside bone. The specularity of the endosteal interface slightly changes with porosity.
Inside the cortex, lower specularity values are found (values are lower than 0.4). This
yields a good contrast between interfaces and the cortex: CEI = 11 dB. Specular
orientation found for relevant pixels (with specularity ≥ 0.5, panel (d), e and f)
correspond to flat interfaces.

In (g)-(l) of Figure 5.28 where individual pore diameter is 30 µm probability
values at depth of bone interfaces are also close to 1 but lower than values found
for configuration with pore diameter of 10 µm. Inside the cortex, some pixels have
high specularity (values are greater than 0.5). This yields a lower contrast between
interfaces and the endosteal surface: CEI = 6 dB. Specular orientation found for
pixels of the interface correspond to flat interfaces but orientation for pixel inside
the cortex are random.

For pore diameter of 50 µm ((m)-(r) of Figure 5.28), specularity of the internal
interface decreases and number of ”specular pixels” inside the cortex increases. Ori-
entation of bone interface is accurately estimated and specular orientations inside
the cortex are random. Visually, we observe a more pronounced decrease of the
specularity of the endosteal interface with cortical porosity.

Curved interfaces. Similar results are obtained for specularity of curved inter-
faces. In Figure 5.29, specularity of pixels on the interfaces are very high (≥0.9).
The specularity map shows probability values ranging from 0.85 to 0.99 on the first
bone interface. These values are nearly the same on the whole lateral extent of the
interface from (e.g. for x varying from -10 to 10 mm). The corresponding specular
orientation are ranging from -30 to 30 degrees. They correspond to the orientation
of the local tangent at each point on the periosteal surface. The same variations are
observed on the endosteal surface but with a lower lateral extent (from -7 mm to
7 mm). The narrower spread is due to the impossibility to retrieve backscattered
echoes from some locations of the endosteal surface due to the high curvature of the
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Figure 5.28: Specularity maps Ψ and corresponding thresholded orientation maps Θ̃l

for pixel with specularity greater than 0.5 for simulation configuration with flat bone
interfaces. The diameter of the pores is 10 µm (panels (a) to (f)), 30 µm (panels
(g) to (i)) and 50 µm (panels (m) to (r)). Cortical porosity: 6% (first column),
10% (second column) and 14% (last column). In each map of specularity CEI is
calculated.

interface increased by the refraction. This caused lower probability values. The cor-
responding specular orientations also range from -30 to 30 degrees. The estimated
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Figure 5.29: Specularity maps Ψ and corresponding thresholded orientation maps Θ̃l

for pixel with specularity greater than 0.5 for simulation configuration with curved
bone interfaces. The diameter of the pores is 10 µm (panels (a) to (f)), 30 µm
(panels (g) to (i)) and 50 µm (panels (m) to (r)). Cortical porosity: 6% (first
column), 10% (second column) and 14% (last column). In each map of specularity
CEI is calculated

probability at the endosteal surface decreases slightly with porosity.
Within the cortical bone, probability values are low but higher than those found
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for flat interfaces (at some spots values approaches 0.5). Specularity within corti-
cal bone increases with porosity and at 10 and 14% porosity some bright spot are
observed inside bone cortex. However, the extent of these particular spots does
not allow us to highlight a specular structure. Furthermore, the randomness of the
corresponding estimated specular orientation tell us that these values are strong
speckle contributions. These values are consistent with the simulation configura-
tion. Visibility of the endosteal surface is good: CEI = 7 dB but lower than the
corresponding configuration with flat interface. We can also remark that specularity
of pixels below the internal interface are lower than specularity of pixels inside the
cortex.

Specularity of the internal interface decreases with pore diameter. Specularity
of pixels inside the cortex increases with pore diameter and for microstructure with
pore diameter of 50 µm, we obtain low CEI values : CEI = 2 dB for porosities of 6
and 10 % and CEI = 1 dB for porosity of 14% (panels (m)-(r) Figure 5.29).

5.4.2.2 Specular images compared to DAS image

Planar interfaces. Figure 5.30 shows the reconstructed images for all simulated
configurations with flat interfaces. The images reconstructed with DAS beamform-
ing are compared to the images reconstructed with specular beamforming. CEI is
given for each image. Qualitatively, we can see that with increasing porosity and
individual pore diameter, speckle intensity inside bone increases and approaches the
intensity of the endosteal interface.

For pore diameters of 10 µm (panels (a)-(c) of Figure 5.30), the endosteal in-
terface is well distinguished from the inner bone cortex. For both beamforming
algorithms, the periosteal and endosteal interfaces are clearly visible as bright zones
centered respectively at 5 and 9 mm-depth as expected. CEI values are ranging
from 20.5 to 23.6 dB for DAS image and from 31.1 to 35.7 dB for specular images.
CEI values of specular images are always greater than those of DAS images. Spec-
ular beamforming improved the visibility of the endosteal interface by 10 dB. The
texture of the interfaces is smoother in specular images and the speckle inside the
cortex is lower.

For pore diameters of 30 µm (panels (d)-(f) of Figure 5.30), the endosteal inter-
face is distinguished from the inner bone cortex. For both beamforming algorithms,
the periosteal and endosteal interfaces are visible but the intensity of the speckle
has increased. CEI values are ranging from 10.6 to 12.3 dB for DAS images and
from 16.5 to 18.7 dB for specular images. Here again, CEI values of specular images
are always greater than those of DAS images. Specular beamforming improved the
visibility of the endosteal interface by 6 dB. In specular images, the texture of the
interfaces is smoother and the speckle inside the cortex is lower.

For pore diameters of 50 µm (panels (g)-(i) of Figure 5.30), the endosteal in-
terface is hardly distinguished from the inner bone cortex. For both beamforming
algorithms, the periosteal interfaces are clearly visible but the intensity of the speckle
increased and the endosteal interface vanished. For 6 and 10 % porosity, the inter-
faces are better defined in specular image but for 14% porosity, both DAS and
specular images fail to reveal the endosteal surface. CEI values are ranging from 3.2
to 5.8 dB for DAS images and from 5.1 to 9.5 dB for specular images.

Curved interfaces. Figures 5.31 shows the reconstructed images for configura-
tions with curved interfaces.

For pore diameter of 10 µm (panels (a)-(c) of Figure 5.31), for both beamforming



5.4. THE IMPACT OF PORE SCATTERING ON THE CONTRAST OF
SPECULAR IMAGES: A 2D SIMULATION STUDY 120

6% 10% 14%

10 µm

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 23:6 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]
Specular Beamforming,

CEI = 35:7 dB

-40

-20

0
(dB)

(a)

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 21:6 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 32:1 dB

-40

-20

0
(dB)

(b)

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 20:5 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 31:1 dB

-40

-20

0
(dB)

(c)

30 µm

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 12:3 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 18:7 dB

-40

-20

0
(dB)

(d)

-10 -5 0 5

5

10

D
e
p
th

[m
m

]
DAS Beamforming,

CEI = 10:9 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 16:9 dB

-40

-20

0
(dB)

(e)

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 10:6 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10
D

e
p
th

[m
m

]

Specular Beamforming,
CEI = 16:5 dB

-40

-20

0
(dB)

(f)

50 µm

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 5:8 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 9:5 dB

-40

-20

0
(dB)

(g)

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 4:5 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 9:0 dB

-40

-20

0
(dB)

(h)

-10 -5 0 5

5

10

D
e
p
th

[m
m

]

DAS Beamforming,
CEI = 3:2 dB

-40

-20

0
(dB)

-10 -5 0 5

Lateral Position [mm]

5

10

D
e
p
th

[m
m

]

Specular Beamforming,
CEI = 5:1 dB

-40

-20

0
(dB)

(i)

Figure 5.30: Reconstructed ultrasound images for simulated configurations with
planar interfaces. Reconstruction was performed using a Delay-and-Sum (DAS)
beamformer (top row images: panels a-c) and a specular beamformer (bottom row:
panels d-f). The microstructure’s pore diameter is 10 µm. Panels a and d correspond
to a cortical porosity of 6%, panels b and e correspond to a cortical porosity of 10%,
and panels c and f correspond to a cortical porosity of 14%. Each DAS image
is reconstructed using an optimized receive f-number of 0.5. The intensity is log-
compressed and displayed with a dynamic range of 40 dB.

algorithms, the periosteal and endosteal interfaces are clearly visible. With this
geometry, due to the smaller transmitted energy of ultrasound at the periosteal
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interface (critical angle), CEI values are smaller than for flat interfaces: ranging
20-23 dB for DAS images and ranging 26-29 dB for specular images. Endosteal
visibility metric is increased by 6 dB. For specular images, speckle within the cortex
is very low compared to DAS images.

For individual pore diameter of 30 µm (panels (d)-(f) of Figure 5.31), for both
beamforming algorithms, the periosteal and endosteal interfaces are visible. CEI

values are ranging from 8.8 to 11.6 dB for DAS images and from 11.8 to 15.6 dB for
specular images. Specular beamforming increased endosteal visibility metric by 3-4
dB.

For individual pore diameter of 50 µm (panels (g)-(i) of Figure 5.31), CEI values
are ranging from 2.7 to 5 dB for DAS images and from 1.9 to 5 dB for specular
images. For cortical porosity of 6 and 10%, specular beamforming gives same CEI

as DAS beamforming. However, we can see from panel (g) of Figure 5.31 that the
endosteum is qualitatively more visible in the specular image than in the DAS image.
At 14%, CEI of DAS image (2.7 dB) is better than CEI of specular image (2.3 dB).
However, we can not say visually that DAS image is better than specular image.
This is due to the fact that at 10 and 14% porosity, the level of noise is very high
and speckle inside cortex is considered as specular reflections. This is consistent
with the results on the specularity of the reflections in Figure 5.29.

5.4.3 Summary and discussion

Quantitative results regarding the endosteal interface visibility are summarized in
Figure 5.32. For a constant porosity, CEI values obtained from DAS images and
specular images are plotted against the individual pore diameter of the simulation
medium. In both beamforming algorithms, CEI shows a decreasing trend with
increasing pore diameter as expected from results of Chapter 3.

In the case of planar bone interfaces, specular beamforming consistently improves
the CEI contrast compared to DAS beamforming (panel 5.32a). For a pore diameter
of 10 µm, there is an approximate 10 dB increase in contrast for all porosities.
However, as the pore diameter increases, this enhancement diminishes, reaching
nearly 3 dB at 50 µm. This diminishing trend is attributed to the correlation between
speckle noise and the specular model. With a larger pore diameter, more speckle
noise is considered as specular reflection (as observed in the increased specularity
from panels (a)-(f) to panels (m)-(r) of Figure 5.30). Consequently, the speckle in
specular images intensifies, resulting in a reduction in CEI .
When bone interfaces are curved (panel 5.32b), the contrast improvement is smaller.
For a pore diameter of 10 µm, there is an approximately 6 dB increase across all
porosities and no increase for a pore diameter of 50 µm. This is attributed to a
curved external interface reducing transmitted power and a curved internal interface
decreasing power recorded by the probe.

We introduced the parameter η in Equation 5.17 and 5.18 as the specular toler-
ance and experimented with various values. As illustrated in figure 5.33, when η is
too close to zero, it results in high noise levels, leading to poor interface contrast.
Conversely, if η is too close to 1, the specular signal from the true specular orien-
tation Θl interferes destructively with off-axis signals, resembling a Delay-and-Sum
(DAS) image. Therefore, choosing an appropriate tolerance is crucial. The optimal
values determined for η were 0.1 for planar bone surfaces and 0.25 for curved bone
surfaces. The higher value for curved geometry is due to the wider spread of the
specular transform of a curved reflector compared to that of a planar reflector.

Maps of specularity (Ψ) and specular orientation (Θ̃l) provide valuable infor-
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Figure 5.31: Reconstructed ultrasound images for simulated configurations with
curved interfaces. Reconstructions were performed using a Delay-and-Sum (DAS)
beamformer (top row images: panels a-c) and a specular beamformer (bottom row:
panels d-f). The microstructure’s pore diameter is 10 µm. Panels a and d correspond
to a cortical porosity of 6%, panels b and e correspond to a cortical porosity of 10%,
and panels c and f correspond to a cortical porosity of 14%. Each DAS image
is reconstructed using an optimized receive f-number of 0.5. The intensity is log-
compressed and displayed with a dynamic range of 40 dB

mation into the nature of reflectors within the medium, offering information about
their physical parameters. These maps are useful for detecting and characterizing
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Figure 5.32: Comparison of endosteal interface visibility (CEI) obtained with Delay-
and-Sum (DAS) beamforming and specular beamforming. The metrics are plotted
for each porosity considering individual pore size. Panel (a) illustrates the compari-
son for planar interfaces, while panel (b) shows the comparison for curved interfaces.
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Figure 5.33: Demonstration of the impact of the parameter η on reconstructed ul-
trasound images. Three panels display images reconstructed with different η values:
η = 0 in panel (a), η = 0.25 in panel (b), and η = 0.5 in panel (c). Each image
corresponds to a pore size of 30 µm, with a cortical porosity of 6%.

specular structures. However, it is crucial to acknowledge that the resulting images
may not be directly comparable to anatomical images, primarily due to the high
specularity of non-specular structures (Ψ ranges from 0.2 to 0.5). Therefore, the
use of Isp provides a more natural ultrasound image at which signal-to-noise ratio
is optimum.

In this simulation study, we simplified the representation of the bone layer by
assuming homogeneity with pores having a single pore size. However, in reality,
cortical microstructure is more complex, consisting of pores with various sizes. The
objective of this chapter was to explore the influence of different pore sizes on spec-
ular imaging, considering diameters ranging from 10 to 50 µm. It is worth noting
that for larger pore diameters, the cumulative scattering by all pores becomes exces-
sive, posing challenges in obtaining clear ultrasound images of the cortex. For the
application of specular beamforming to more realistic bone datasets, we turn to the
next chapter, where the method is applied to ex vivo and in vivo bone ultrasound
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data.

5.5 Conclusion

In this chapter, we presented a beamforming algorithm grounded in the principles of
reflection and refraction to enhance specular structures. Previous works illustrated
that incorporating the physics of specular reflection in beamforming improves the
visibility of planar specular objects within a homogeneous medium. The original-
ity of this present work was to address curved specular objects in a multi-layer
heterogeneous medium, taking into account refraction. The goal was to decrease
intra-cortical speckle noise and enhance specular reflections from the bone-soft tis-
sues interfaces.

The algorithm was implemented and tested on simulated bone datasets designed
to replicate cortical bone with varying microstructures. We introduced a metric,
denoted as CEI , to quantify the visibility of the endosteal interface. Comparative
analyses were conducted between the specular images generated using our algorithm
and those obtained through DAS imaging. Notably, specular images exhibited en-
hanced visibility for microstructures characterized by pore diameters smaller than
50 µm.
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6.1 Introduction

In chapter 5, we introduced specular beamforming for a multi-layer medium and
tested its performance on synthetic dataset designed to replicate cortical speckle
with varying microstructures. We demonstrated that the algorithm compared to
DAS yields better endosteal interface visibility for microstructures characterized by
pore diameters smaller than 50 µm.

The objective of this present chapter is to evaluate the efficacy of specular beam-
forming in improving the visualization of bone geometry using both ex vivo and in
vivo data. In the ex vivo datasets, we have reference high resolution X-ray images
and the geometry is fully known. The in vivo data were obtained under conditions
closely resembling those encountered in clinical settings. The images obtained with
the specular algorithm are compared to DAS algorithm.

6.2 Materials & methods

6.2.1 Data acquisitions

6.2.1.1 Ex vivo data

We used ex vivo data described in Chapter 4. Briefly, cortical bone samples were
extracted from five human femoral shafts selected from a dataset comprising ten
femurs obtained from female subjects aged between 66 and 98 years. The samples
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were immersed in water and scanned using a fully programmable ultrasound system
(Vantage, Verasonics Inc., Redmond, WA, USA). The scanning scheme employed a
synthetic aperture protocol ([1, 2]) in which each element in the array was sequen-
tially activated, followed by a full array recording of the received echo signals. A
phased-array ultrasound transducer with 96 elements operating at the central fre-
quency of 2.5 MHz (P4-1 ATL/Philips, Bothell, WA, USA; pitch 0.295 mm) was
used. The emitted pulse had a -3dB bandwidth of 1.33 MHz. A complete ultrasound
acquisition resulted in a total of 96×96 pulse-echo signals.

The samples are approximately 7 cm long, while the elevation of the probe is
around 1.5 cm. Therefore, the sample is divided into 4 equal subvolumes along
bone axis. Ultrasound recordings were obtained for a subvolume of every sample,
with the setup illustrated in Figure 6.1. The probe was positioned in front of the
sample, slightly submerged in water. Acquisitions were repeated 10 times with
repositioning, guided by real-time visualization to adjust the images accurately.
Sample 4 from Chapter 4 was excluded from this study due to its high heterogeneity,
posing challenges in estimating ultrasonic wave speed.

Figure 6.1: Experimental setup for ultrasound data acquisitions ex vivo , with the
probe positioned in front of the sample, slightly submerged in water

6.2.1.2 In vivo data

We used in vivo data presented in Chapter 2. Briefly, the study involved 11 healthy
male participants aged between 24 and 31 years. Informed written consent was
obtained from each participant for research purposes in compliance with the legal
requirements of the French Code of Public Health. Data was acquired from the
middle of the tibia (mid-diaphysis) and the one-third proximal tibia (proximal third).
The length of the tibia was considered as the distance between the apex of the medial
malleolus and the distal patellar apex.

The same ultrasound system and phased array used in the ex vivo study were
employed for the in vivo measurements. The scanning scheme also used a syn-
thetic aperture. Acquisitions were repeated at each site five times with reposition-
ing, guided by real-time visualization to ensure accurate adjustment of the images
(Fig(ure 6.2). This resulted in 20 ultrasound acquisitions per subject. In this Chap-
ter, we choose the ultrasound image corresponding to the first ultrasound acquisition
obtained at the proximal-third tibia.
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Figure 6.2: Configuration for acquisition of ultrasound data in vivo. Probe is placed
perpendicular to bone axis (transverse)

6.2.2 Ultrasound image reconstruction

The image reconstruction technique employed in this study follows the principles
outlined in Chapters 1, 2 and 5.

Speed of sound estimation. For in vivo data, the wave speeds in cutaneous
tissues and in cortical bone estimated using an autofocus approach and reported
in Chapter 2 are used. For ex vivo data, the wave speed in cutaneous tissues was
estimated using the head wave propagating at the interface between the probe and
water. The wave speed in cortical bone was estimated using autofocus, as described
and reported in Chapter 4.

Beamforming with delay-and-sum algorithm. The DAS algorithm is used
with a constant receive f-number of 0.5. This value was chosen after testing several
f-numbers ranging from 0.1 to 2, with 0.5 providing the best image quality.

Beamforming with specular algorithm. For both in vivo and ex vivo data, the
specular algorithm as detailed in Chapter 5 is used with an exact model h (obtained
with Equation 5.28) and the approximation of planar specular interfaces.

For simulations in Chapter 5 a value of specular tolerance η = 0.25 was optimal.
However, in this study, we determined that a specular tolerance η of 0.5 yielded
optimal results for both ex vivo and in vivo. Lower values of η led to images with high
levels of noise and noticeable discontinuities, while higher values did not significantly
improve image quality. The effect of specular tolerance (η) on beamforming is
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illustrated in Figure 6.3, where different values of η as introduced in Equation 5.18
are compared.
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Figure 6.3: Illustration of the effect of specular tolerance (η) on beamforming. Top
rows: ex vivo , bottom rows: in vivo. From left to right: η = 0, η = 0.1, η = 0.5

6.2.3 Endosteal interface visibility quantification

To evaluate the visibility of the endosteal surface, we use the endosteal interface
contrast (CEI) defined in Chapters 3 and 5, given by:

CEI =
µE

µI

, (6.1)

where µI and µE are the average image intensities in the center of the cortex and at
the endosteal interface, respectively. The regions of interest (ROIs) used to quantify
these contrasts are depicted in Figure 6.4.

Figure 6.4: Region of interest to quantify endosteal interface visibility. Recon-
structed image from in vivo data. The yellow and red ROIs are used to evaluate
inner bone cortex and endosteum contrasts, respectively

It is important to note that the values of CEI for both specular beamforming
(BF) and Delay-And-Sum (DAS) images are computed from the segmentation of
the external and internal interfaces performed on the ultrasound image produced by
the DAS algorithm.
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6.3 Results

6.3.1 Ex vivo

Figures 6.5, 6.6, 6.7, and 6.8 display the images obtained using Delay-and-Sum
beamforming (DAS BF) and Specular beamforming (Specular BF) for each sub-
volume of samples 1, 2, 3, and 5, respectively. Each figure includes the following
components for each subvolume:

• an example slice obtained with X-ray micro-CT

• an ultrasound image obtained with DAS beamforming

• an ultrasound image obtained with Specular BF

• a map of specularity

• a map of specular orientation for pixels with specularity greater than 0.4.

Table 6.1 provides a summary of the endosteal visibility metric (CEI) computed
for each sample and each subvolume, expressed in decibels (dB).

Sample Beamformer Subvol. 1 Subvol. 2 Subvol. 3 Subvol. 4 Mean(SD)

Sample 1
DAS BF 7.2 11.6 8.1 8.8 8.9(1.9)

Specular BF 14.8 13.5 9.6 10.2 12.0(2.5)
Csp

EI − Cdas
EI 7.6 1.9 1.5 1.4 3.1(3.0)

Sample 2
DAS BF 5.9 3.9 3.3 4.6 4.4(1.1)

Specular BF 10.2 6.4 7.5 7.6 7.9(1.6)
Csp

EI − Cdas
EI 4.3 2.5 4.2 3.0 3.5(0.9)

Sample 3
DAS BF -0.7 -1.4 -1.1 -1.5 -1.2(0.4)

Specular BF -0.8 -1.0 1.4 0.4 -0.0(1.1)
Csp

EI − Cdas
EI -0.1 0.4 2.5 1.5 1.1(1.2)

Sample 5
DAS BF - - - - -

Specular BF - - - - -
Csp

EI − Cdas
EI - - - - -

Table 6.1: Summary of endosteal visibility metric CEI computed for each sample
and each subvolume expressed in dB

For sample 1 (Figure 6.5), the endosteal interface is well observed for all subvol-
umes with DAS beamforming (CEI ranging from 7.2 to 11.6 dB). Specular beam-
forming significantly increases the visibility of the endosteal interface, with CEI rang-
ing from 10.2 to 14.8 dB across the subvolumes. This corresponds to an increase
ranging from 1.4 to 7.6 dB. Compared to DAS images, in specular beamforming
images, the intra-cortical speckle is reduced, and the intensity of the endosteal in-
terface is improved. Specularity maps display high specularities at the periosteal
and endosteal interfaces (CEI is 6 dB) and low specularities inside the cortex. The
local orientation of the interface is retrieved with the map of specular orientations.

For sample 2 (Figure 6.6), the endosteal interface is also well observed for all
subvolumes with DAS beamforming (CEI ranging from 3.3 to 5.9 dB). Specular
beamforming significantly increases the visibility of the endosteal interface, with
CEI ranging from 6.4 to 10.2 dB across the subvolumes. This corresponds to an
increase ranging from 2.5 to 4.3 dB. Even for subvolumes with high porosities (sub-
volumes 2 and 3), the intra-cortical speckle is reduced in specular beamforming
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Subvolume 1 Subvolume 2 Subvolume 3 Subvolume 4

Porosity 4.96 % 6.45 % 6.15 % 6.42 %
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Figure 6.5: Comparison of ultrasound imaging techniques for each subvolume of
sample 1. Each column corresponds to a subvolume, and each row from top to
bottom displays the 3D porosity of the subvolume, the X-ray micro-CT slice, the
ultrasound image obtained with Delay-and-Sum beamforming (DAS BF), the ultra-
sound image obtained with Specular beamforming (Specular BF), the specularity
map (Ψ), and the orientation map for pixels with specularity greater than 0.4

images. In specularity maps, the intensity of the endosteal interface is highest for
subvolumes with lower porosities (subvolumes 1 and 4) and moderate for higher
porosities subvolumes. The local orientation of the interface is retrieved with the
map of specular orientations.

For high porosity samples (sample 3 and 5), the endosteal interface does not
exhibit significantly higher visibility than the intra-cortical speckle. For sample 3
(Figure 6.7) and subvolume 1, small negative CEI values are found for both DAS
and specular beamformed images. This means that the endosteal interface can
be barely distinguished from the cortical speckle. Specular beamforming increases
the intensity of the endosteal interface by approximately 0.4 to 2.5 dB for remaining
subvolumes compared to DAS beamforming. The specularity maps exhibit moderate
specularity values at the endosteal interface and inside the cortex.

For the most porous and most heterogeneous sample (sample 5), both DAS
and specular BF fail to reveal the endosteal interface of the cortex. The image of
the cortex is too thin, and the cortical thickness is less than the bone wavelength
(Figure 6.8). Therefore, it is not possible to compute the metric of endosteal interface
visibility (CEI). However, we can observe in the reconstructed ultrasound images
that the global speckle is highly reduced with specular BF compared to DAS BF.
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Subvolume 1 Subvolume 2 Subvolume 3 Subvolume 4

Porosity 5.6 % 12.35 % 10.93 % 7.03 %
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Figure 6.6: Same caption of Figure 6.5 applied to sample 2

The specularity map shows high specularities only at the periosteal interface and
low specularities elsewhere.

Summary of the results. For all samples, the intra-cortical speckle is reduced
with specular beamforming. The brightness of the endosteal interface of homoge-
neous samples (samples 1, 2 and 3) is increased with specular beamforming.

Exact model vs simplified model. In Chapter 5, we introduced specular beam-
forming with two different models of specular transform: an exact model h (obtained
with Equation 5.28) and a simplified model h0 (obtained with Equation 5.29). In
Figure 6.9, a comparison between the images obtained with the two models is shown.
Although the images obtained with the exact model yield less noise and better spec-
ular interface determination, the image obtained with the simplified model provides
a good and comparable quality image. This suggests that the simplified model may
offer a practical alternative in scenarios where computational efficiency or simplicity
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Subvolume 1 Subvolume 2 Subvolume 3 Subvolume 4

Porosity 11.54 % 12.35 % 10.93 % 7.03 %
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Figure 6.7: Same caption of Figure 6.5 applied to sample 3

is prioritized without sacrificing image quality significantly.

6.3.2 In vivo

In Figure 6.10, a comparison between DAS beamforming and Specular beamform-
ing for in vivo data is presented. The reconstructed ultrasound images obtained
with each beamforming algorithm are displayed for subjects 1 to 10 for only one
representative measure per subject. DAS beamforming consistently yields images
with good quality and good visibility of the endosteal interface across all subjects.
However, within and after the cortex, there remains a significant presence of intra-
cortical speckle.

On the other hand, Specular beamforming maintains good visibility of the en-
dosteal interface while effectively reducing intra-cortical speckle compared to DAS
beamforming. Over the 10 subjects, the DAS algorithm yields a mean and standard
deviation (CEI) of 10.1 dB (±3.9), while the Specular BF algorithm results in 13.0
dB (±5.3). This corresponds to an average increase of 3 dB.

Furthermore, an important effect of specular beamforming in the in vivo data,
not always visible in the ex vivo images, is the reduction in speckle from the
medullary cavity (after the endosteal interface) as well. This reduction in speckle
both before and after the endosteal surface, while preserving a bright endosteal sur-
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Subvolume 1 Subvolume 2 Subvolume 3 Subvolume 4

Porosity 16.63 % 16.40 % 16.45 % 16.41 %
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Figure 6.8: Same caption of Figure 6.5 applied to sample 5
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Figure 6.9: Comparison of images obtained using the simplified model (top row) and
the exact model (bottom row) of specular transform. From left to right: Specular-
only image, Specularity map, and Orientation map
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Figure 6.10: Comparison of DAS beamforming and specular beamforming for in vivo ultrasound imaging. Ultrasound images for subjects 1 to 10
are shown, with the blue dashed line representing the parabolic fit of the periosteal interface segmentation.
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Figure 6.11: Comparison of in vivo images obtained using the simplified model (top
row) and the exact model (bottom row) of specular transform. From left to right:
Specular-only image, Specularity map, and Orientation map

face, enhances the overall contrast and image quality. However, it is worth noting
that this improvement is not reflected in CEI .

Despite the visual improvement observed with Specular beamforming, the metric
of interface visibility (CEI) may not accurately quantify this enhancement. There is
significant variability in the degree of enhancement in CEI observed from one subject
to another, ranging from very high (e.g., 13 dB for subject 9) to very low (e.g. less
than 1 dB for subjects 4, 7, and 8), despite the visually improved images obtained
with Specular beamforming for these subjects. This suggests that CEI might not
be the most suitable metric for assessing the endosteal visibility, and alternative
metrics may need to be considered to better evaluate the performance of Specular
beamforming in in vivo ultrasound imaging.

Figure 6.12 presents the specularity (Ψ) and the local orientation maps (Θ̃l) of
pixels with specularities greater than 0.4 for all subjects. For each subject, the top
row displays the specularity maps, while the bottom row shows the corresponding
local orientation maps.

The specularity of the periosteal interface appears consistently high across all
subjects, with values exceeding 0.7, indicating robust specular reflections at this
interface. Moderately high specularity values, exceeding 0.5, are observed at the
endosteal interface, suggesting a notable specular reflection but to a lesser extent
than the periosteal interface. Within the cortex, pixels with moderate specularity
(greater than 0.5) are present but lack significant connectivity, implying that these
areas may not represent genuine specular structures within the cortex.

The estimated local orientations align well with the observed geometry in the
ultrasound images, indicating consistency between the specularity maps and the
underlying bone structure.

In summary, the analysis of specularity combined with local orientation maps
tells us that the bright interfaces present in the ultrasound images correspond to
specular interface.

Exact model vs simplified model. In Figure 6.11, we show the images obtained
with exact model compared to those obtained with simplified model. Beamformed
images are of comparable quality but the specularity of the exact model is better.
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Figure 6.12: Specularities and corresponding specular orientation of in vivo ultrasound data. Images are shown for subject 1 to 10.
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6.4 Conclusion & Discussion

In this chapter, we investigated the efficacy of considering the endosteal surface
as a specular interface in enhancing its visibility in the ultrasound images. We
applied specular beamforming to both ex vivo and in vivo human cortical bone. The
images obtained are compared to those obtained using the beamforming method of
Delay-And-Sum. A visibility metric for the interface was provided to quantify the
improvements achieved.

Specular beamforming consistently enhances the visibility of the endosteal inter-
face compared to DAS beamforming, as observed in both ex vivo and in vivo exper-
iments. This enhancement is evidenced by higher endosteal visibility metric (CEI)
values obtained with specular beamforming. Notably, specular BF images exhibit
significantly reduced speckle surrounding the endosteal interface while maintaining
a bright interface, resulting in clearer images of bone geometry. The reduction of
speckle from the marrow (medullary cavity) is particularly pronounced in the in
vivo ultrasound images compared to the ex vivo images.

Despite improvements in image quality with specular beamforming, CEI may
not accurately quantify these improvements. CEI does not consider the reduction
of the speckle in the medullary cavity and in some in vivo cases, despite visual
improvements in images obtained with specular beamforming, CEI values may be
lower.

Model curvature. In this chapter, we assumed planar specular interfaces in the
computation of the model of specular transform. While this assumption simplifies
the computational process, it becomes evident from the micro-CT images that the
curvature of the samples is significant. As discussed in Chapter 5, this results in an
underestimation of the specularity of the interface and inaccuracies in the specular
orientation estimation. Therefore, although the assumption of a planar specular
interface may be appropriate for certain applications where curvature effects are
minimal or negligible, it is essential to acknowledge its limitations in this chapter.

Perspectives. Overall, the application of specular beamforming demonstrates
promise for enhancing the quality of ultrasound imaging in bone tissue, offering
improved visualization of endosteal interface and potentially aiding in improving
the estimation of cortical thickness. However, further research is needed to optimize
parameters, refine models, and develop more sensitive metrics to fully harness the
benefits of specular beamforming in bone ultrasound imaging.

A combined analysis of specularity and local orientation maps can offer more
information into the characteristics of the endosteal interface. By leveraging both
outputs, it becomes possible to derive a novel quantity that assesses the roughness
of the endosteal interface. This approach may provide a more comprehensive under-
standing of the interface’s properties and enhance our ability to characterize bone
microstructure accurately.

The wave speeds used for computing delays are obtained through an autofocus
approach using a DAS algorithm applied by Renaud et al. to bone (see Chapter 2).
However, employing this autofocus approach with a specular algorithm may lead to a
more suitable and accurate estimation of the propagating wave speed. Additionally,
the segmentation of periosteal and endosteal interfaces currently utilizes Dijkstra’s
algorithm on the DAS image. Considering the specific characteristics of specular
beamforming, applying Dijkstra’s algorithm directly to the specular BF image or to
the specularity map may offer improved segmentation results.
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The in vivo feasibility of real-time specular beamforming requires code optimiza-
tion. Obtaining a DAS image is approximately 100 timesfaster than obtaining an
specular BF with the exact model. The majority of the time for specular beamform-
ing is dedicated to computing the specular model. Simplifying this model could lead
to faster computation without significantly compromising image quality. Currently,
the specular BF algorithm is fully implemented using MATLAB 2023.

The scope of this chapter is limited to analyzing the radial direction of bone
(transverse) for both in vivo and ex vivo data. While it could be extended to
include the longitudinal configuration, caution must be taken as the axial direction
corresponds to the direction of the pores, potentially leading to specular structures
inside the cortex.
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Chapter 7

Conclusion
The global objective of this work was to test, further validate and improve intra-

cortical bone ultrasound imaging, specifically for bones showing signs of osteoporosis.
The achievement of this objective breaks down into three main points:

• Improve our understanding of the factors influencing the quality of bone ultra-
sound images, in particular the role of pores acting as scatterers and creating
speckle.

• Complement the validation of the technique to measure material properties of
bones of healthy subjects but also bones of older individuals.

• Explore the added value of using image reconstruction techniques tailored to
the physics of wave propagation in bone, in particular specular reflections to
improve contrast.

In Chapter 2, we introduced the estimation of the axial and radial wave speed
(V axial and V radial) along with an anisotropy form parameter (ξ) of cortical bone
using ultrasound imaging at the tibia of 11 healthy male volunteers. A model of weak
transverse isotropy of the cortex was assumed, and the precision of the estimation is
reported. Results show that ultrasound imaging can estimate the propagating wave
speed with a precision error of a few percent for both the radial and axial directions
of the bone.

In Chapter 3, through 2D numerical simulations, we studied the factors influenc-
ing the quality of bone ultrasound images. We used realistic cortical microstructure
obtained from high-resolution Synchroton Radiation microcomputed tomography
of the cortex of human femurs to simulate ultrasound wave propagation in the ra-
dial direction. The results suggested that with the increase of pore scattering, the
speckle of the image increases, and at a certain level, the endosteal surface disap-
pears from the images. Hence, high cortical porosity (typically larger than 10%)
and the presence of large cortical pores are detrimental to image quality.

These findings were confirmed with an ex vivo study (Chapter 4). The same
algorithm introduced in Chapter 2 was used to estimate V radial and the cortical
thickness. The ultrasound images were superimposed to reference x-ray micro-CT
images. We found that the estimation of ultrasound wave speed, the reconstruc-
tion of the endosteal interface and the cortical thickness was successful for bones
with homogeneous pore size distribution across the cortex. For degraded bone with
prevalent large pores at the endosteal interface, these measurements were not accu-
rate.

With this understanding gained from Chapter 3 and 4, we proposed to consider
the endosteal interface as a specular reflector and to replace refraction-corrected DAS
beamforming by a refraction-corrected specular beamforming. This algorithm is
presented and detailed in Chapter 5 and tested on simulated bone datasets designed
to replicate cortical bone with varying microstructures.

It is then applied to ex vivo and in vivo datasets in Chapter 6. A compara-
tive analysis between the refraction-corrected DAS beamforming and the refraction-
corrected specular beamforming showed that specular beamforming enhances the
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brightness of the endosteal interface while significantly reducing the speckle inside
bone and surrounding the endosteum.

In conclusion, this thesis confirmed that ultrasound imaging can be used to
estimate cortical thickness and wave speed. The precision with which the radial
and axial wave speeds are assessed seems sufficient to identify individuals with low
cortical bone mechanical quality at risk of osteoporotic fracture. Our results suggest
that the method can discriminate individuals with low, moderate and high porosity.
This estimation should be extended to a clinical context to discriminate between
osteoporotic and healthy patients. Furthermore, when incorporating the physics of
specular reflection to the technique, it is possible to increase the quality of ultrasound
images of the bone. This can help in (i) facilitating the measurement of cortical
thickness in porous bones and (ii) improving the positioning of the probe during real-
time acquisitions. Finally, this new algorithm gives information on the specularity of
bone interfaces. As a perspective, we could use the full potentiality of this specularity
for the derivation of a new measure that evaluates the roughness of the endosteal
interface, thus giving a new marker of bone mechanical quality.

Despite these encouraging results, there is room for improvement. The limitation
of the ex vivo study is the fact that it is limited to the transverse plane which is
the plane of isotropy. A more complete ex vivo study should consider both the
transverse and longitudinal planes for the estimation of cortical thickness and wave
speed and the exploitation of the anisotropy of the bone.

Currently, the technique uses a probe with a linear array of transducers with an
elevation of around 1.5 cm, and the received ultrasound data are averaged along the
elevation. However, the contribution of the diffusion of pores is not the same across
the elevation of the probe and bone surfaces might not be in the plane of elevation.
Therefore, the use of a matrix array of transducers would benefit bone ultrasound
imaging.

In this thesis, we only provided the measure of compressional wave speed and
images produced are obtained with the compressional wave speed. However, bone
being a solid material, both shear and compressional waves propagate. Exploring the
wave speed of both compressional and shear wave could improve the classification
of porous bones. Additionally, applying specular beamforming to mode-converted
shear waves could yield different images that may offer a better bone image quality.



Appendix A

Estimating the bone matrix char-
acteristics

The material properties of the bone matrix tissue used for the numerical simu-
lations of the propagation of elastic waves were derived from experimental data as
described below.

Mass density. The bone matrix mass density (ρm) was deduced from measure-
ments of the apparent mass density (ρ) and cortical porosity (Ct.Por) of 55 cortical
bone specimens from elderly donors [1] (the microstructures used in the present
study came from the same samples). A linear regression between ρ and Ct.Por is
determined:

ρ = ρm − 13.1× Ct.Por

where ρm is the intercept for a null porosity. The correlation between ρ and Ct.Por
was strong: Adj-R2 = 84.5 %, p= 2.43 10−23, RMSE = 22.1 kg.m−3. Finally, a value
of 1996 kg.m−3 was found for ρm. Figure A.1 shows the values of ρ as a function of
cortical porosity along with the linear fit.
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Figure A.1: Cortical bone apparent mass density (ρ) of the 55 human bone specimens
of this study obtained by [1]. A regression linear model is fitted (red line).

Shear and compressional wave-speeds. Compressionnal and shear wave speeds
in the bone matrix are deduced from ρm and experimental values of the matrix elas-
tic coefficients Cm

ij (using Voigt notation, with i, j = 1, 2, 3) provided by Cai et
al.[1] for the same bone specimens. For this study, V m

1 and V m
12 were used, they are

respectively the velocities of longitudinal and compressional waves propagating in
bone matrix in the plane perpendicular to the bone axis and with in-plane particle
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motion. They are determined using:

V m
1 =

√

Cm
11

ρm
, and V m

12 =

√

Cm
66

ρm
.

Cai et al. [1] reported Cm
11 = 24.5 GPa and Cm

66 = 5.4 GPa, from which values of
3496 m.s−1 and 1645 m.s−1 were deduced for V m

1 and V m
12 respectively.



Appendix B

Experimental ultrasonic velocity es-
timation for different cortical porosi-
ties

Cai et al [2] measured the stiffness tensor (Cij), apparent mass density (ρ), and
vascular porosity of cortical bone specimens from elderly donors. The compressional

wave-speed for each specimen was calculated as
√

C11

ρ
, where C11 is the specimen-

specific elastic coefficient corresponding to longitudinal deformation in the plane of
isotropy. The obtained values of wave-speed in direction 1 (any direction normal to
the symmetry axis of the microstructure) as a function of the intra-cortical porosity
are shown in Figure 3.7 in blue diamonds. The red circles in Figure 3.7 represent
the values of wave-speed estimated from this study using the method described in
section 3.2.4 and the configuration of Figure B.1.

Figure B.1: Configuration model used for estimation of wave-speed in cortical bone.
Virtual receivers are placed inside bone along 5 equally spaced (spacing=0.5 mm)
lines (red dotted line inside cortical bone layer)
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Appendix C

Determination of the optimal re-
ceive f-number for endosteal detec-
tion

In order to use the DAS algorithm optimally, the receive f-number was optimized
as explained by Perrot et al. [3]. The interface visibility is evaluated for 25 different
f-number values ranging from 0.2 to 2.6. The f-number was constant throughout
the image, resulting in a different number of elements used for each point of the
image. For a f-number greater than 2.6, less than 3 elements are used for the
reconstruction of the endosteal interface, therefore the f-number was studied for
values lower than 2.6. For a configuration without cortical pores (Ct.Por=0%), CEP

(defined in section 3.2.6) increases with f-number and reaches its maximum for a
f-number close to 1.9 (increase of 8 dB). This is illustrated in Figure C.1.
Globally, the f-number that maximizes CEP is close to 1.9. This value of f-number

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6

-9

-8

-7

-6

-5

-4

-3

-2

24 24 24 20 16 14 12 10 9 8 8 7 7

Figure C.1: Endosteum–Periosteum contrast for different values of f-number for a
configuration without microstructure (i.e. porosity= 0%). The number of active
elements is also given

corresponds to a receive aperture of 2.35 mm equivalent to 9 active elements for a
focusing depth of 4.7 mm (i.e at the endosteal interface). For CEI , the increase of
contrast is smaller (increase of 3 dB), but the tendency is the same as for CEP for
almost all configurations. The f-number that maximizes CEI is also close to 1.9.
The metrics decrease for large f-number values.
Figure C.2 is an example plot of endosteal interface visibility against f-number for
a configuration with a cortical porosity of 5.5%.

148



149

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6

-13

-12

-11

-10

-9

-8

-7

-6

-5

4.5

5

5.5

6

6.5

7

7.5

Figure C.2: Quantitative assessment of endosteal interface visibility as a function
of the f-number, for a microstructure with a porosity of 5.5% porosity. The blue
solid curve is relative interface contrast (CEP ) and the red dashed curve is endosteal
interface contrast (CEI)



Appendix D

Power reflection coefficient at the
endosteal surface

The amplitude of the specular reflection is important to interpret the appearance
of the interfaces in the images of this study. Therefore the power reflection coefficient
at the endosteal surface were calculated for different microstructure. As porosity
increases, the speed of sound in cortical bone decreases leading to a drop of the power
reflection coefficient at endosteal interface (Rend). The theoretical power reflection
coefficient of plane waves is:

Rend =

(

Zmarrow − Zbone

Zmarrow + Zbone

)2

,

where Zmarrow and Zbone are the impedances of marrow and bone. In Figure D.1,
reports Rend as a function of cortical porosity. In the porosity range 2-24 %, Rend

decreases by 25 % of its value at 2 % porosity.

5 10 15 20

0.32

0.34

0.36

0.38

0.4

0.42

Theoretical power reflection coefficient at endosteum

Figure D.1: Plane wave power reflection coefficient at the endosteal interface for
each cortical microstructure

150



Appendix E

Attenuation coefficient
Estimation of the ultrasonic attenuation coefficient with numerical sim-
ulations. The attenuation value is important to interpret the ultrasound images
of cortical bone obtained in this study. Therefore an analysis were conducted to
document the variation of attenuation for our samples. Beside absorption inside the
bone matrix, scattering due to pores contributes to the total amount of attenuation.
To estimate the total attenuation coefficient in cortical bone additional simulation
mimicking the substitution method commonly used for the experimental character-
ization of attenuation [4] were performed. For each model (i.e. each microstructure,
see Figure 3.3), a plane wave at normal incidence is emitted by the transducer array
and recorded after propagation through the layer of cortical bone by a line of virtual
receivers positioned slightly below and parallel to the endosteal interface. To ob-
tain a reference signal, the bone tissue is replaced with soft tissue. The attenuation
coefficient in cortical bone was derived from the ratio of the magnitude spectrum
of the signal received after propagation through bone (|S(f)|) to the magnitude
spectrum of the reference signal (|S0(f)|). Losses due to transmission through the
two interfaces of the cortical bone layer were taken into account using the values
of the plane wave transmission coefficients Tp (through the periosteal interface) and
Te (through the endosteal interface) calculated from the estimated compressional
wave-speed (V1) and apparent mass density (ρ). The attenuation coefficient αdB in
cortical bone expressed in dB/cm is obtained from:

αdB(f) =
20

ln(10)

1

Ct.Th
ln

(

|S0(f)|TpTe

|S(f)|

)

, where Ct.Th is the thickness of the cortical bone layer in cm (0.27 cm).
Two sets of simulation were performed: with and without absorption in the bone

matrix. Absorption in the bone matrix was set to 19.05 dB/cm as explained in Ma-
terials and Methods. Figure E.1 shows the obtained attenuation coefficient values
as a function of porosity.

Relationship with microstructure. The difference between attenuation coeffi-
cients for simulations with and without bone matrix absorption is close to 19 dB/cm
as expected. In fact, in this study, the maximum normalized frequency calculated as
the product of sample wavenumber(k) and sample median pore diameter (Ct.Po.Dm)
is 0.66 (moderate scattering regime), therefore, total attenuation is expected to be a
linear summation of the bone matrix absorption and attenuation due to scattering
[5].

Scattering attenuation coefficient is highly influenced by cortical microstructure.
In the porosity range (2-24 %), attenuation coefficient increased by 40 dB/cm (Fig-
ure E.1). Spearman rank correlation coefficient between attenuation and microstruc-
ture variables were evaluated. There was strong positive correlation coefficient (rs)
for large pore size (rs = 0.92), porosity (rs = 0.89 ) and 9th decile of diameters
(rs = 0.83) (see Table E.1). These statistics suggest that scattering magnitude
increases with pore size and is dominated by scattering caused by large pores.
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Figure E.1: Ultrasonic attenuation coefficient at 2.5 MHz in cortical bone as a
function of porosity for simulations with absorption in bone matrix (blue upward
pointing triangles) and simulations without absorption (red downward pointing tri-
angles). The difference between these two data sets is also shown as yellow crosses

Lg.Po.DmCt.Por Dm.DC-9Dm.IDRngCt.Po.DmDm.RngDm.DC-1 Sm.Po.DmCt.Po.Dn

Attenuation coefficient 0.922 0.892 0.832 0.822 0.702 0.671 0.542 0.462 −0.21n.s

Table E.1: Spearman correlation coefficient rs between attenuation coefficient and
microstructure properties (see 3.2.2 for the definition of variables). n.s: not signifi-
cant p > 0.05, 1 : 0.001 < p < 0.05 , 2 : p < 0.001



Appendix F

Large pore influence on the visibil-
ity of the endosteal interface

Figure F.1 illustrates pore size effect on the visibility of the endosteal inter-
face. The SR-µCT images of microstructures correspond to the reconstructed im-
ages of Figure 3.10. In the leftmost image, the microstructure does not contain
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Figure F.1: Binarized SR-µCT image of microstructure with similar porosities (top)
but increasing large pore size and their corresponding reconstructed ultrasound im-
ages (down)

pores with large diameter (Lg.Po.Dm=183.3 µm) and the endosteal interface is
clearly visible (CEI = 5.63 dB) while in the two following images some large pores
(Lg.Po.Dm=272.6 µm and Lg.Po.Dm=239.3 µm) are observed and the endosteal
interface is not visible (CEI = −3.25 dB for both).
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Appendix G

All ultrasound images ex vivo
In this appendix, ultrasound images of each measurement zone for each sample

are presented, along with a representative slice of an X-ray image for each sample.
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Figure G.1: Ultrasound images of each measurement zone of Sample 1.
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Figure G.2: Ultrasound images of each measurement zone of Sample 2.
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Figure G.3: Ultrasound images of each measurement zone of Sample 3.
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Figure G.4: Ultrasound images of each measurement zone of Sample 5.
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