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Abstract

In the last years, hydrogen-rich materials have proven their tremendous potential
as high-temperature superconductors, showing critical temperatures over 200 K for
various systems. Although the microscopic theory describing the properties of these
conventional superconductors is well-known, computing their critical temperature is
a computationally expensive task, limiting its use in the prediction of new promis-
ing compounds. Moreover, the chemical features that characterize high-temperature
hydrogen-based superconductors are not yet fully understood, further impeding the
rational design of those materials. In this thesis, we analyze the real-space prop-
erties of hydrogen-based systems with the aim of finding the fingerprints of high-
temperature superconductivity. This is mainly done through the study of the electron
localization function (ELF), both in a one-dimensional model of a hydrogen-chain
and in real hydrides. The networking value of the hydrides, a topological descriptor
of the ELF in the crystal lattice, shows to correlate with the critical temperature, Tc.
An explanation for this is found in the model, where a superconducting ELF is de-
fined, showing a similar topology to that of the ELF in the normal state. This justifies
the use of the normal state properties to infer those of the superconducting state. We
make practical use of the observed correlation and present TcESTIME, a program for
the fast estimation of the networking value, ϕ, and thus of Tc. That correlation can
be improved by considering other descriptors. We introduce the molecularity index,
ϕ∗, that represents the degree of molecularity of the hydrogens in the system, and
allows to filter the most promising hydrides, where H2 molecular units are not com-
mon. This is further supported by the study of dimerization in the one-dimensional
chain, where it is observed that molecularity hinders superconductivity as a result of
the tendency of the normal state to become an insulator. In this way, the combination
of ϕ and ϕ∗ give us a good overall description of the superconducting hydrides, and
permit to anticipate some of its properties. Finally, spatial fluctuations of the poten-
tial as a result of the lattice vibrations are studied. Preliminary results indicate some
trends among the magnitude of the fluctuations around the hydrogen positions, and
a thorough topological analysis of the spatial functions shows promise as a means of
understanding the effect of chemical precompression in those systems.





Résumé

Ces dernières années, les matériaux riches en hydrogène ont démontré leur potentiel
en tant que supraconducteurs à haute température, affichant des températures cri-
tiques supérieures à 200 K pour divers systèmes. Bien que la théorie microscopique
décrivant les propriétés de ces supraconducteurs conventionnels soit bien connue,
le calcul de leur température critique est une tâche informatiquement coûteuse, ce
qui limite son utilisation dans la prédiction de nouveaux composés prometteurs. De
plus, les traits chimiques qui caractérisent les supraconducteurs à haute température
à base d’hydrogène ne sont pas encore totalement comprises, ce qui entrave encore
plus la conception rationnelle de ces matériaux. Dans cette thèse, nous analysons
les propriétés dans l’espace réel des systèmes à base d’hydrogène dans le but de
trouver les empreintes de la supraconductivité à haute température. Cela se fait prin-
cipalement par l’étude de la fonction de localisation électronique (ELF), à la fois
dans un modèle unidimensionnel d’une chaı̂ne d’hydrogène et dans des hydrures
réels. La valeur de réseau des hydrures, un descripteur topologique de l’ELF dans
le réseau cristallin, montre une corrélation avec la température critique, Tc. Une
explication est trouvée dans le modèle, où une ELF supraconductrice est définie,
montrant une topologie similaire à celle de l’ELF dans l’état normal. Cela justifie
l’utilisation des propriétés de l’état normal pour déduire celles de l’état supracon-
ducteur. On fait un usage pratique de la corrélation observée et présente TcESTIME,
un programme pour l’estimation rapide de la valeur du réseau, ϕ, et donc de Tc.
Cette corrélation peut être améliorée en prenant en compte d’autres descripteurs. On
introduit l’indice de molécularité, ϕ∗, qui représente le degré de molécularité des hy-
drogènes dans le système et permet de filtrer les hydrures les plus prometteurs, où
les unités moléculaires H2 ne sont pas courantes. L’étude de la dimérisation dans la
chaı̂ne unidimensionnelle confirme cette hypothèse, en montrant que la molécularité
entrave la supraconductivité en raison de la tendance de l’état normal à devenir un
isolant. Ainsi, la combinaison de ϕ et ϕ∗ nous donne une bonne description globale
des hydrures supraconducteurs, et permet d’anticiper certaines de leurs propriétés.
Enfin, les fluctuations spatiales du potentiel résultant des vibrations du réseau sont
étudiées. Les résultats préliminaires indiquent quelques tendances dans l’ampleur
des fluctuations autour des positions de l’hydrogène, et une analyse topologique ap-
profondie des fonctions spatiales semble prometteuse pour comprendre l’effet de la
précompression chimique dans ces systèmes.
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1

Introduction

The phenomenon of superconductivity was first observed by Kamerlingh Onnes in
1911, when he noticed that the electrical resistivity of mercury at low temperatures
abruptly dropped to zero, becoming a perfect conductor [1]. Later on, more materials
showing these features were observed, and their characterization led scientists to no-
tice another fundamental property of the superconductors: the magnetic field in their
interior is always null, even when exposed to an external field. This phenomenon
is called the Meissner effect, and it was first described in 1933 [2]. In other words,
besides of being perfect conductors, superconductors are also perfect diamagnets
[3, 4, 5]. These features make them great candidates for a plethora of technological
applications. To name a few, these materials can be exploited for energy storage and
transport [6, 7, 8], for strong magnetic levitation [9, 10], for applications on medical
imaging [11, 12], and for their use in quantum computers [13, 14], among others.

Unfortunately, in the more than a hundred years since the discovery of supercon-
ductors, the scientific community has realized that actually exploiting those proper-
ties is quite a difficult task, as the superconducting phase usually appears under very
low critical temperatures, Tc. In fact, the first superconductors that were discovered,
consisting on metallic phases of single-element materials, have critical temperatures
of only a few Kelvin. For example, at ambient pressure, bulk aluminum has a criti-
cal temperature of 1.18 K [15], and for mercury this quantity barely rises to 4.15 K
[1, 16].

Many years were necessary for the scientific community to produce a micro-
scopic theory that would properly account for the phenomenon of superconductivity.
In 1957, Bardeen, Cooper and Schrieffer finally published a theory that successfully
predicted the critical temperature of many superconductors [17], also describing the
drop of resistance and the Meissner effect in those materials, earning them the Nobel
prize in 1972. Moreover, the theory reproduces the so-called isotope effect, which
consists of a dependence of the critical temperature on the mass of the atom con-
forming the material, M, when it is replaced by its isotope, that had experimentally
demonstrated to scale as Tc ∝ M−1/2 [18]. Bardeen-Cooper-Schrieffer (BCS) theory
is based on the assumption that electrons around the Fermi energy couple into what
are now known as Cooper pairs. The formation of those bound states of electron



2 1 Introduction

pairs stabilizes the system, and opens up a gap in the energy spectrum. Based on
the dependence of Tc on the ionic mass, BCS theory assumes that the origin of the
effective attraction between the electrons near the Fermi energy is phonon-mediated,
but does not delve into a detailed description of that interaction.

Following this same assumption, the later advent of the Migdal-Eliashberg for-
malism meant an extension to the theory of BCS, where the electron-phonon interac-
tion was treated explicitly [19, 20, 21]. With this, a wider range of superconducting
materials had their critical temperatures properly predicted. These superconductors
were categorized as conventional or phonon-mediated. It is this formalism, along
with the modern implementation of computational tools that permit to properly de-
scribe the electron-phonon spectra from first principles, that allow us nowadays to
theoretically characterize conventional superconductors.

In 1972, when those computational tools were not yet available, an upper limit
for the critical temperature of conventional superconductors, of barely 25 K, was pro-
posed by Cohen and Anderson [22]. Seven years later, the record holder was Nb3Ge
with a Tc of 23K, still below the so-called maximum Tc [23]. For a long time, no
conventional superconductor was able to overcome that barrier, discouraging the re-
search done on those materials and shifting the focus towards unconventional super-
conductors, i.e. those that could not be explained by BCS theory.

Fig. 1.1: Timeline of superconductors observed between 1900 and 2015, and their
critical temperatures, separated by type: conventional superconductors are depicted
in green circles, the cuprates are represented by blue diamonds, and the rest of
the data correspond to other different types of unconventional superconductors.
By PJRay - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/
index.php?curid=46193149.

https://commons.wikimedia.org/w/index.php?curid=46193149
https://commons.wikimedia.org/w/index.php?curid=46193149
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A particular set of unconventional superconductors, the cuprates, had the record
of highest Tc’s for many years. Their name comes from the common pattern in the
crystal structure of such materials, consisting on layers of CuO2. For a long time
they were also referred to as high-temperature superconductors, owing to the sud-
den jump that was made within a few years in the field, where critical temperatures
above 100 K were obtained for a few cuprates, as it can be seen in the timeline of
Figure 1.1. The record within the cuprates is of 133 K for HgBaCaCuO at ambient
conditions [24], rising to 164 K at high pressures [25]. This is well above the boiling
point of nitrogen, at 77 K, which makes them very convenient from an experimental
viewpoint. However, the drawback of this set of superconductors is that we do not
actually understand the mechanism that enables the superconducting transitions, thus
impeding the possibility of prediction by theoretical means, and slowing down the
evolution of the field.

In the early 2000’s, the experimental observation of MgB2 with a Tc of 39 K
proved Cohen and Anderson’s hypothesis wrong [26], and the interest of the scien-
tific community on conventional superconductors was reborn. Although the super-
conducting phase presented itself at much lower temperatures than in cuprates, the
simplicity of this compound compared to those high-temperature superconductors
was undoubtedly enticing. The fact that Tc in conventional superconductors had been
increased by a material composed by very light atoms did not come as a surprise, as
it was known that the presence of light elements should enhance the electron-phonon
coupling, and thus favor the transition. Indeed, as early as 1968, Ashcroft had pro-
posed that metallic hydrogen, the lightest of elements, would become a supercon-
ductor at a very high temperature [27]. Testing this proved problematic, as hydrogen
is found in gas phase at ambient conditions, and synthesizing it in a metallic phase
requires to increase pressure enormously, to a predicted value of 400 GPa [28]. Such
a pressure is even larger than that found at the center of our planet [29], and it is
very difficult to achieve experimentally. Ashcroft himself postulated in 2004 that
this difficulty could be overcome by alloying hydrogen with other elements, which
would act as chemical precompressors, i.e. they would aid in the stabilization of the
hydrogen-based crystal at lower pressures [30].

The scene changed abruptly in 2015 when Drozdov and coworkers successfully
synthesized a superconducting sulfur hydride, likely to correspond to a stechiometry
H3S, with Tc = 203 K at high pressures [31], opening up a new era of hydrogen-
rich superconductors. This was succeeded by the even higher temperature of 250 K
for which superconductivity was observed in LaH10 just a few years later [32]. This
trend of near room-temperature superconducting hydrides prevailed, and up to now
it has been observed in ThH10 at 161 K [33], YH9 at 243 K [34], and YH6 at 224
K [35], among others; all of them at very high pressures of 175 GPa, 201 GPa, and
166 GPa, respectively. Observations of room-temperature in hydrides have also been
claimed twice, and then retracted: first for a C-S-H compound [36], and then for a
nitrogen-doped lutetium hydride [37].

A particularity of this era of high-temperature hydrogen-based superconductors
research is that experimental breakthroughs have been accompanied by numerous
theoretical predictions, that have helped in guiding those findings. This has been
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possible thanks to the accurate predictions of Tc from first principles that are avail-
able today, accompanied by an ever-growing community performing crystal structure
predictions [38, 39, 40, 41, 42], with the aid of complex algorithms that have been
implemented for that purpose [43, 44, 45, 46]. The noticeable presence of hydrogen-
based superconductors in the scientific literature is evidenced in the more than five
thousand publications in the topic that appeared in the 2010-2020 period [16].

A feature of hydrogen-rich compounds that is worth mentioning, and that has an
important effect on the crystal structure prediction of hydrides and on the estimation
of their phonon spectra, is the quantum fluctuations suffered by the hydrogen due to
its light mass. It has been shown that a harmonic approximation does not properly
describe the dynamic behavior of the hydrogen nuclei, and that an anharmonic treat-
ment of the systems is necessary. This is the case of LaH10, for which a quantum
description is required to stabilize the experimentally observed structure [47].

The clear drawback to hydrogen-rich type of superconductors is the need to
achieve such extreme pressures, usually well above 100 GPa. Just as hydrogen-rich
binary compounds proved that adding other atoms to a hydrogen lattice allows to
diminish the pressure for which the material is stable, the search for superconductors
at ambient conditions has now shifted towards hydrogen-rich ternaries. The hope is
that the new, much vaster space of ternaries will allow to further reduce the pressure.
However, although having a huge search space means having more possibilities, it
also means that it is much more difficult to explore extensively. In this way, theoreti-
cal predictions become even more important in guiding experimental research.

Although the theoretical tools to predict Tc have evolved enormously through
the years, they are still a bottleneck in the prediction of new structures. In fact, to
compute this value one must optimize the structure and get its energy and phonon
spectra, and then proceed to get the electron-phonon coupling properties. For a sys-
tem like LaH10, this can take up to ∼ 30000 CPU hours. If the stoichiometry of a
compound is not known, one must do this for several compositions and candidate
structures, further increasing the computational cost.

In this way, it seems interesting to study hydrogen-rich systems from another
perspective, to get new insights on their properties that could help narrow down the
search space. A path that has not been fully explored yet is the employment of quan-
tum chemistry tools to study these compounds. In fact, the microscopic theory of
conventional superconductivity is described entirely in terms of quantities defined in
momentum space. Studying them in real-space should bring in a brand new perspec-
tive. In particular, learning about the spatial behavior of the electrons seems interest-
ing as it should unveil the chemistry that enables and enhances superconductivity in
hydrides. Hopefully, the newly-gained intuition should help in the faster prediction
of future promising high-Tc superconductors.

Another reason to study the real-space properties of hydrogen-based supercon-
ductors is because, being under such extreme pressures, the way that elements in-
teract within those structures will be different from their behaviors at ambient con-
ditions. Certainly, it is well known that pressure can induce phase transitions that
alter the conducting properties of a system. An example of this is given in Figure 1.2
[48], where pressure induces a transition from a metallic to an insulating phase in
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a sodium crystal [49]. This is visualized by the changes of the electron localization
function in the compound, that is rather flat for the metallic state, whereas it shows
clear electron localization sites in interstitial sites for the insulating state.

Fig. 1.2: From left to right: Electron localization function (ELF) of low pressure
phase of Na-cI16, intermediate-pressure phase of Na-oP8, and higher pressure phase
Na-hP4. Higher values of the ELF are depicted in red, and lower ones in blue.
Adapted with permission from ref. [48].

In summary, the synthesis and prediction of hydrogen-based superconductors
pose three major difficulties for scientists. The first one is that they are stable at
very high pressures; the second one, that there is currently no way of knowing sys-
tematically which system will be a good superconductor. Finally, their critical tem-
perature is very expensive to compute. In this thesis, our aim is to contribute in the
understanding of the properties that characterize a high-temperature hydrogen-based
superconductor. The approach will be that of Quantum Chemistry, and in particu-
lar of Quantum Chemical Topology (QCT). This formalism provides us with tools
to analyze the localization and delocalization of electrons in real-space, and thus
reveal their chemical structure. In the first part of this manuscript, some of the theo-
retical background needed for the development of this work will be presented. This
comprehends some general introduction of the quantum mechanics of many-electron
systems, as well as a look into the theory behind conventional superconductivity,
and the introduction of some of the concepts inherent to QCT that have been used
throughout this thesis, with particular emphasis on the Electron Localization Func-
tion (ELF). Part II introduces a one-dimensional model, where we define topological
descriptors on the superconducting state using concepts from Superconducting Den-
sity Functional Theory (SCDFT). Finally, Part III focuses on real systems, in which
we analyze some patterns of electronic localization that characterize hydrogen-based
superconductors, as well as a real-space study of the anharmonic fluctuations of the
effective potential in superconducting hydrides, with an outlook on assessing its ef-
fects on the electron-phonon coupling in those materials.





Part I

Theoretical background





2

The many-electron problem

Many of the properties of the matter that surrounds us are a consequence of the elec-
tronic structure of the materials that make it up. Hence, it becomes very important
to be able to solve the many-electron problem in quantum mechanics by finding the
electronic wavefunction, Ψ (r1, . . .rN), with N the number of electrons, with which
we can evaluate the expectation value of many of its properties. However, this prob-
lem is a complex one, and we will need to introduce a few approximations. In this
chapter, we will begin by presenting the Schrödinger equation in Section 2.1, and
the Born-Oppenheimer approximation in Section 2.2, where the degrees of freedom
of the nuclei and the electrons will be separated to simplify the problem. Then, the
basics of density functional theory will be layed out in Section 2.3. In Section 2.4 we
will introduce the concept of electron-phonon coupling, which describes the effect
of the vibration of the nuclei on the electronic structure. Finally, we will describe the
tight-binding approximation in Section 2.5, where we treat the electronic problem
with a model Hamiltonian.

2.1 The Schrödinger equation

In non-relativistic quantum mechanics, all of the properties of a given system can be
obtained by solving the Schrödinger equation. In its time-independent form, it reads

ĤΨi = EiΨi . (2.1)

Here, Ei is the energy of the i-th state of the system, Ψi its many-body wavefunction,
and Ĥ is the molecular Hamiltonian (in a.u.),

Ĥ = −
∑

i

1
2
∇2

ri
−

∑
A

1
2MA

∇2
RA
+

N∑
i=1

N∑
j>i

1∣∣∣ri− r j
∣∣∣ −∑

i,A

ZA

|RA− ri|
+

M∑
A=1

M∑
B=1

ZAZB

|RA−RB|
,

(2.2)

where N and M are the number of electrons and nuclei, respectively, ZA is the atomic
number of nucleus A, MA its mass, and the electronic and atomic coordinates are
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denoted by ri and RA, respectively. The first two terms of the Hamiltonian correspond
to the electron and nuclei kinetic contribution, T̂e and T̂n; the third term to electron-
electron repulsion, V̂ee; the fourth to electron-nuclei attraction, V̂ne; and the last one
to the repulsion between the nuclei, V̂nn.

We will generally be interested in finding the ground state of the system, Ψ0, that
has the lowest energy, E0. However, solving 2.2 becomes practically impossible, as
there are 3N +3M degrees of freedom. Therefore, it becomes necessary to introduce
some approximations in order to solve the Schödinger’s equation.

2.2 The Born-Oppenheimer approximation

The wavefunction Ψ (r,R) depends on all electronic and atomic coordinates, r = {ri}

and R = {RA}, but the difference in mass between electrons and nuclei, me ≪ MA
(me = 1 in a.u.), allows to separate the motions of the two. In fact, electrons will
move much faster, and we can consider them to interact instantly to changes in the
potential generated by the comparatively slow movement of the nuclei. Therefore, we
can write Ψ (r,R) =Φ(R)ψ(r;R), where Φ(R) describes the movement of the nuclei,
and ψ(r;R) is the electronic wavefunction, that depends on the atomic coordinates
only parametrically. The latter satisfies

Ĥeψi(r;R) = Ei(R)ψi(r;R) , (2.3)

with

Ĥe = T̂e+ V̂ee+ V̂ne . (2.4)

In this way, the structural parameters R only appear in the electron-nuclei interaction
term, which becomes an external potential acting on the electrons (the term V̂nn now
only adds a constant to the energy).

Once again, even after introducing this approximation, solving 2.3 can be quite
challenging. Plenty of other different approximations can be introduced to finally
find ψ(r;R), leading to a plethora of methods that quantum chemists and physicists
use nowadays to tackle the electronic many-body problem. Hartree-Fock (HF) and
Density Functional Theory (DFT), for example, approximate the electronic wave-
function with a Slater determinant, leading to a mean-field treatment of the electron-
electron repulsion. These methods are well-known and we will not describe them
thoroughly in these thesis other than a brief introduction to DFT. Great text book
references can be found in [50, 51, 52, 53].

2.3 Basics of Density Functional Theory

Density Functional Theory (DFT) dates back to 1964, when Hohenberg and Kohn
demonstrated two theorems that stated (i) that there is a one-to-one relationship be-
tween the external potential created by the nuclei, vext(r), and the electron density,
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ρ(r); and (ii) that the electronic energy, now written as the functional E[ρ(r)], follows
a variational principle with respect to the density [54]. The energy functional can be
separated as,

E[ρ(r)] = Te[ρ(r)]+Vee[ρ(r)]+Vne[ρ(r)], (2.5)

= F[ρ(r)]+
∫

vext(r)ρ(r)dr , (2.6)

where F[ρ(r)] is a universal functional that is not system-dependent and contains
the electronic kinetic energy and electron-electron interaction terms coming from the
Hamiltonian in equation (2.4), while the electron-nuclei interaction is captured in the
external potential vext(r). The analytical form of the universal functional not being
known, the DFT formalism was not widespread until Kohn and Sham introduced
a method in which a system of non-interacting electrons is used as reference [55].
The many-body wavefunction of such a system can be written exactly as a Slater
determinant,

Ψ (r1, . . . ,rN) =
1
√

N!

∣∣∣∣∣∣∣∣∣∣
ϕ1(r1) · · · ϕ1(rN)
...

. . .
...

ϕN(r1) · · · ϕN(rN)

∣∣∣∣∣∣∣∣∣∣ , (2.7)

where {ϕi} is a set of N one-electron wavefunctions, or orbitals. Therefore, the kinetic
energy of the Kohn-Sham (KS) system can be written directly as

Ts[{ϕi}] =
1
2

∫ ∑
i

|∇ϕi(r)|2 dr . (2.8)

In the same way, the density is also a functional of the orbitals, ρ(r) =
∑

i |ϕi(r)|2.
Another simplification is to consider the electron-electron interaction as the classical
Coulomb repulsion between averaged electron distributions,

VH[ρ(r)] =
∫ ∫

ρ(r)ρ(r′)
|r− r′|

drdr′ . (2.9)

In this way, the exact energy of the system can be rewritten as

E[{ϕi(r)}] = Ts[{ϕi(r)}]+VH[ρ(r)]+Exc[ρ(r)]+
∫

vext(r)ρ(r)dr , (2.10)

where Exc is the exchange-correlation energy, containing all the corrections to the
approximations made by introducing Ts and VH ,

Exc = T −Ts+Vee−VH . (2.11)

As to now, the expression for the energy in (2.10) is exact. However, because
the functional form of the exchange-correlation is not known, we need to do some



12 2 The many-electron problem

approximations. The first attempts in that direction used the formalism of the ho-
mogeneous electron gas, leading to a local-density approximation [55], and yield-
ing surprisingly good results in metals considering the simplicity of the model.
Further approximations to Exc include the gradient of the density, grouped under
the name of Generalized Gradient Approximation (GGA) (generalized-gradient ap-
prox.) functionals, which are very broadly used nowadays in solids state calculations
[56, 57, 58, 59]. A plethora of other more sophisticated and specialized functionals
are available nowadays, see ref. 60.

Once the level of theory (i.e. the Exc functional) is chosen, one must minimize the
energy in eq. (2.10) with respect to the orbitals. This leads to the Kohn-Sham (KS)
equations [

−
1
2
∇2+ vKS (r)

]
ϕi(r) = εiϕi(r) , (2.12)

describing the behavior of a single electron in the effective potential

vKS (r) = vext(r)+
δVH[ρ(r)]
δρ(r)

+
δExc[ρ(r)]
δρ(r)

. (2.13)

Because this potential depends on the density and therefore on the orbitals, the equa-
tions (2.12) must be solved self-consistently.

In a periodic system of lattice vector T, the KS potential must satisfy

vKS (r+T) = vKS (r) , (2.14)

and Bloch’s theorem states that the solutions to (2.12) must be of the form [61]

ϕnk(r) = eik·runk(r) , (2.15)

where the function unk has the periodicity of the lattice,

unk(r+T) = unk(r) . (2.16)

In this way, the KS orbitals have the following property

ϕnk(r+T) = eik·Tϕnk(r) . (2.17)

Notice that the index i of the KS equations have unfolded into the indices n and k.
The first one is the band index, and the second corresponds to the plane wave vector
of (2.15), and it is a vector in the reciprocal space of r. Imposing periodic boundary
conditions (Born-von Karman boundary conditions) on ϕnk(r) restricts the possible
values of k, that have a periodicity determined by a vector G such that eG·T = 1. Such
choice of boundary conditions allow us to write the wavefunction as

ϕnk =
1
√
Ω

∑
G

cnk+G ei(k+G)·r , (2.18)

with Ω the volume of the lattice and the sum being over all possible reciprocal space
vectors (in practice, this sum must be truncated, see ref. 53). This plane wave for-
mulation of DFT allows us to solve the electronic problem in a crystal lattice by
introducing equation (2.18) into (2.12), and solving self-consistently for the coeffi-
cients cnk+G.
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2.4 Electron-phonon coupling

The Born-Oppenheimer approximation allowed us to separate the equations for elec-
trons and nuclei, considering that the latter move so slow that the former feel the
effect in the potential instantly. However, the nuclei are in fact moving, vibrating
around their equilibrium positions. We will assume that these deviations are small,
and consider nuclei as harmonic oscillators. This is the simplest approximation that
we can make, and it turns out to work rather well for many situations. The quasi-
particles describing these harmonic vibrations are called phonons, and they can actu-
ally interact with the electrons. In this section, we will first introduce the formalism
to understand phonon modes in a solid, and then we will see how those couple to the
electronic wavefunctions.

2.4.1 Lattice dynamics and phonons

Once the electronic ground state of energy E0(r) has been found by solving eq. (2.3),
the potential energy to be considered is [62]

Ω(R) = Vii(R)+E0(R) . (2.19)

Here, we have included the ion-ion interaction potential, Vii, instead of the nucleus-
nucleus term of section 2.1, Vnn. In this way, we consider that electrons of the inner
core move along with the nuclei, screening the potential for the rest of the electrons.
The deviations of the position of atom A with respect to equilibrium, R0

A, is given by

RA = R0
A+uA . (2.20)

A Taylor expansion of Ω(R) around equilibrium to first order will yield terms
containing the derivative ∂Ω

∂RAα

∣∣∣∣u=0
, where α corresponds to a cartesian index. Those

terms actually correspond to the negative of the α component of the force acting over
ion A at the equilibrium position, which is zero by definition. In this way, the first
non-trivial order of the expansion is the square term, leading to

Ω(R) = Ω(R0)+
∑

AαBβ

Φαβ(A,B)uAα uBβ+ · · · , (2.21)

where we have introduced

Φαβ(A,B) =
∂2Ω

∂RAα∂RBβ

∣∣∣∣∣∣u=0
. (2.22)

We identify this second derivative of Ω as a three-dimensional analogue of a spring
constant. In fact, we can write the β component of the force acting on ion B due to
the displacement of ion A by uAα as

FBβ = −
∑
Aα

Φαβ(A,B)uAα . (2.23)
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In this way, the hessian of Ω describes a linear dependence of the force with respect
to the displacements. This is a characteristic of the harmonic approximation, which
we imposed when we truncated the expression in (2.21). Higher-order terms of the
expansion of Ω(R) are said to be anharmonic.

We hereby consider that the ions form a periodic lattice, and we shall therefore
use A= (lκ), with l the index of unit cell, and κ the index of the ion inside that cell. We
define the dynamical matrix as the Fourier transform of the force constant Φαβ(A,B),

Dκακ′β(q) =
1

√
MκMκ′

∑
l

Φαβ(lκ,0κ′)e−iq·
(
R0

lκ−R0
0κ′

)
. (2.24)

The eigenvectors and eigenvalues of this matrix correspond to the normal modes
ηκ(q j) and the square of their frequencies, ωq j, respectively. Here, j is the branch
index describing the different possible modes for a given momentum q,∑

κ′β

Dκακ′β(q)ηκ′β(q j) = ω2
q j ηκα(q j) . (2.25)

We can now write a Hamiltonian for the nuclei [63],

Ĥp = −
∑
lκα

ℏ

2Mκ

∂2

∂R2
lκα

+
1
2

∑
lκα

∑
l′κ′β

Φαβ(lκ, l′κ′)ulκα ul′κ′β+Ω(R0) (2.26)

where the ground state-energy Ω(R0) is a constant with respect to ionic displace-
ments. Rewriting the Hamiltonian in eq. (2.26) in second quantization can be useful,
as it can be diagonalized with respect to the ladder operators b̂q j and b̂†

−q j such that

ulκα =
1
√

Nl

∑
q j

eiq·Rlηκα(q j)

√
ℏ

2Mκωq j

(
b̂q j+ b̂†

−q j

)
, (2.27)

and

Plκα = i
1
√

Nl

∑
q j

eiq·Rlηκα(q j)

√
ℏMκωq j

2

(
b̂†
−q j− b̂q j

)
, (2.28)

where Nl is the number of unit cells, Rl the origin of the l-th unit cell, and Plκ the mo-
mentum operator of the ion of index (lκ), corresponding to the derivative of the ionic
kinetic energy of equation (2.26). With this, we obtain the diagonalized Hamiltonian

Ĥp =
∑
q j

ℏωq j

(
b̂†q jb̂q j+

1
2

)
. (2.29)

In this way, we can identify b̂†q j and b̂−q j as the creation an annihilation operators of
quasi-particles that represent the quanta of vibrations, which we call phonons. The
commutation rules of those operators are[

b̂q j, b̂
†

q′ j′
]
= δqq′δ j j′ ,

[
b̂q j, b̂q′ j′

]
=

[
b̂†q j, b̂

†

q′ j′
]
= 0 , (2.30)

i.e. phonons follow Bose-Einstein statistics.
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2.4.2 Electron-phonon coupling Hamiltonian

If we consider the ionic vibrations in the context of density functional theory (see
Section 2.3), and the KS potential of eq. (2.13) now depending explicitly on the
ionic coordinates {Rlκ}, its expansion to first order with respect to ionic displacements
would be

vKS (r, {Rlκ}) = vKS (r, {R0
lκ})+

∑
lκα

∂vKS (r, {Rlκ})
∂Rlκα

ulκα . (2.31)

Replacing the expression for ulκα in second quantization of equation (2.27) into
(2.31), we obtain

vKS (r, {Rlκ}) = vKS (r, {R0
lκ})+

1
√

Nl

∑
q j

eiq·r∆q jvKS
(
b̂q j+ b̂†

−q j

)
, (2.32)

where we have defined the lattice-periodic quantity

∆q jvKS =
∑
κα

√
ℏ

2Mκωq j
ηκα(q j)

∑
l

e−iq·(r−Rl) ∂vKS (r−Rl, {Rκ})
∂Rκα

, (2.33)

that is a measure of the fluctuation of the KS effective potential when the lattice has
been distorted by a phonon of wavevector q and branch index j.

Considering that the difference between the perturbed and the unperturbed KS
potentials is what coupled the electrons to the ionic vibrations, one finds the electron-
phonon coupling Hamiltonian in second quantization,

Ĥe−ph =
∑

nk,n′K′
⟨ϕnk|vKS (r, {Rlκ})− vKS (r, {R0

lκ}) |ϕn′k′⟩ ĉ
†

nkĉn′k′ , (2.34)

with |ϕnk⟩ the ket form of the Bloch functions of (2.15), and ĉ†nk, ĉnk the creation and
annihilation operators that diagonalize the KS all-electron Hamiltonian:

ĤKS
e =

∑
nk
εnkĉ†nkĉnk , (2.35)

with εnk the eigenvalues in eq. (2.12). In this sense, those operators represent the
creation and annihilation of non-interacting electrons in the KS framework, which
correspond to quasi-particles in the interacting picture.

Replacing equation (2.32) into (2.34), we obtain

Ĥe−ph =
1
√

Nl

∑
k,q

∑
mn j

gmn j(k,q) ĉ†mk+qĉnk
(
b̂q j+ b̂†

−q j

)
, (2.36)

where we have introduced the electron-phonon matrix element

gmn j(k,q) = ⟨umk+q|∆q jvKS |unk⟩uc , (2.37)
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where the integral is inside a single unit cell (hence the subscript uc). Notice that
only the periodic part of the Bloch functions survives, |unk⟩, as the exponentials can-
cel each other out. The electron-phonon Hamiltonian in equation (2.36) determines
the energy involved in the scattering of an electron from state n with momentum k
into a state m with momentum k+q by the absorption of a phonon of momentum
q (or emission of phonon of momentum −q). Then, gmn j(k,q) gives us the magni-
tude of that energy, dictating how important the electron-phonon term is inside the
Hamiltonian and giving us a measure of the strength of the coupling.

In order to compute gmn j(k,q), one must evaluate the derivative of the KS poten-
tial with respect to phonon-induced ionic displacements. There is more than one ap-
proach to do so, the simplest one being the frozen phonon method, where the deriva-
tives of the potential are performed numerically by evaluating

∂vKS

∂Rlκα

∣∣∣∣∣
R0

lκ

≈
vKS (r,R0

lκα+ ϵlκα(q j))− vKS (r,R0
lκα)

ϵlκα(q j)
, (2.38)

with ϵlκα(q j) a small displacement of the ionic coordinate Rlκα with respect to equi-
librium, which is characteristic of a given phonon of wavevector q and branch index
j. In this sense, it is necessary to already know the normal modes of the system, either
by infering them from the symmetry, which is only possible in very simple systems,
or by using other type of methods. Moreover, if this method is used, it is often neces-
sary to use a big supercell, in order to fully capture the effect of the fluctuations at all
ranges in the periodic lattice. Hence, the frozen phonon method, although very useful
considering its simplicity, can become very expensive, and more modern calculation
are done using Density Functional Perturbation Theory (DFPT), where it is possible
to do the integrals inside the unit cell [64, 65, 66].

Finally, it is worth mentioning that it is possible to compute the electron-phonon
matrix elements using localized orbitals instead of plane waves. These localized or-
bitals correspond to Wannier functions [63, 67],

wml(r) =
1
Nl

∑
nk

e−ik·(r−Rl)Unmkunk(r) , (2.39)

where Unmk is a unitary matrix that allows for band mixing, and wml(r) the spatial
representation of the m-th Wannier function in the l-th unit cell. Then, the matrix
element in spatial representation is

gmnκα(Rl,Rl′ ) =
〈
wm0(r)

∣∣∣∣∣∂vKS (r−Rl′ )
∂Rκα

∣∣∣∣∣wn0(r−Rl)
〉

sc
, (2.40)

where the subscript 0 indicates that the functions are in the unit cell at the origin, and
sc that the integral is taken over the entire supercell. The relationship between this
and the expression for gmn j(k,q) in equation (2.37) is

gmn j(k,q) =
∑
ll′

ei(k·Rl+q·Rl′ )
∑

m′n′κα

√
ℏ

2Mκωq j
Umm′k+qgm′n′κα(Rl,Rl′ )U

†

n′nkηκα(q j).

(2.41)
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Because in these thesis we are mainly interested in descriptors in real space that
can account for the superconducting properties of materials, the expression in (2.40)
is of special interest to us, as we shall see in Section 7.

2.4.3 SSCHA: beyond the harmonic approximation

Everything that we have reviewed so far about ionic vibrations has been done within
the harmonic approximation. However, the Born-Oppenheimer landscape, Ω(R), is
not a collection of harmonic potentials, even if it resembles it around the ionic
equilibrium positions. In some cases, the ionic behavior deviates considerably from
that description, for example when temperature-driven fluctuations are important, or
when very light atoms are present and their quantum nature begins to play a more im-
portant role. The latter is exactly the case of hydrogen-rich materials, for which it has
been shown that quantum fluctuations should be considered to properly describe their
crystal structure, which in turn will affect their predicted superconducting properties
[68, 69, 70]. One way of describing anharmonicity would be to include higher-order
terms in equation (2.21), but it would mean to assume that the deviations are small,
which is not necessarily the case for quantum fluctuations.

The Stochastic Self-Consistent Harmonic Approximation (SSCHA) allows to ac-
count for both thermodynamic and quantum anharmonic effects [71, 72, 73]. Its main
use is to optimize a crystal structure based on the principle that it must minimize the
free energy,

F [ρ̃] = E[ρ̃]−TS [ρ̃] , (2.42)

with respect to the (quantum) density matrix ρ̃. Here, T is the temperature, and S is
the entropy of the ions, that accounts for the disorder in the different microstates of
the ensemble. The energy E is

E[ρ̃] = ⟨Ti+Ω(R)⟩ρ̃ , (2.43)

where Ti is the kinetic energy of the ions. The trial densities,

ρ̃R,Φ(R) = ⟨R| ρ̃R,Φ |R⟩ , (2.44)

represent the probability of finding ions at the positions R. They will be constrained
to a Gaussian form, with centroids R, and mean squared displacements Φ.

The choice of a Gaussian probability distribution allows to write the problem as
that given by the harmonic Hamiltonian,

HR,Φ = Ti+
1
2

∑
ab

(Ra−Ra)Φab(Rb−Rb) , (2.45)

where the subindices a,b run over all ionic and Cartesian coordinates. Here, we iden-
tify Φ as an auxiliary force constant matrix. The physical meaning of that quantity,
however, is not that of the real force constants, and one must be careful not to pre-
tend to extract actual phonon frequencies from it. It is, however, quite convenient,
allowing to obtain Ti and S easily from the Gaussian distribution.
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In this way, once an initial guess for the SSCHA parameters, R and Φ, are made,
a trial function is constructed as

ρ̃R,Φ(R) =

√
det

(
Ψ−1

2π

)
exp

−1
2

∑
a,b

(R−Ra)Ψ−1
ab (R−Rb)

 . (2.46)

Here, we have used the displacement-displacement correlation matrix

Ψab = ⟨uaub⟩R,Φ =
1

√
MaMb

∑
µ

ℏ(2nµ+1)
2ωµ

ηa(µ)ηb(µ) , (2.47)

that depends on the eigenvalues and eigenvectors of ΦR,Φ, ωµ and η(µ), respectively;
and on the Bose-Einstein occupation numbers, nµ.

Having a trial ρ̃R,Φ(R), an ensemble of random configurations is obtained ac-
cording to the probability density. At this point, an ab initio code must be employed
to obtain all the energies and forces for each configuration. Then, the free energy
F [ρ̃R,Φ] of the ensemble and its derivatives with respect to the optimization param-
eters are performed. This allows to update R and Φ, and to start the process with a
new trial density, until convergence, giving the self-consistent part of the name to the
method. The stochasticity, on the other hand, comes from the fact that a Monte Carlo
method is used to evaluate the statistical averages in the computation of F [ρ̃R,Φ] and
its derivatives.

A great illustration of the method can be made by considering the anharmonic
one-dimensional energy surface of Fig. 2.1a, originally presented in ref. 73. There,
despite the fact the SSCHA density is constrained to being a Gaussian, deviating
from its exact shape, it very successfully predicts the position an energy of the aver-
age ionic position, greatly outperforming the harmonic approach.

The mechanism that we have laid out is the basic idea behind the SSCHA, al-
though it can become more complex if one wishes to perform optimizations at given
pressures, or take into account the electronic entropy, for example. Further, one can
obtain physical quantities, like the real force constant matrix, from the formalism of
the SSCHA. This allows to actually characterize the system and makes it a great tool
to include quantum-thermal fluctuations in a crystal structure optimization. We shall
not dig deeper into the generosities of the method in this thesis, but the interested
reader can refer to ref. 73 for more information.

2.5 The tight-binding model

Although the ideal would be to always approach the many-electron problem from
first principles, i.e. solving Schrödinger’s equation for the molecular Hamiltonian in
(2.2), it is sometimes desirable to have a simpler way of representing our systems.
This permits to reduce the variables and assess how their modification affects the
properties of the system. The tight-binding model allows to describe the electrons
in a crystal lattice considering that the electronic wavefunction is very similar to
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Fig. 2.1: a) The continuous line represents a one-dimensional anharmonic energy
surface. The exact solution for the average position and energy of an electron in such
a potential is marked by a black circle. The same quantities, as evaluated using the
harmonic approximation and the SSCHA are marked by a blue diamond and a red
star, respectively. b) The exact probability density, as well as its approximations are
displayed using the same color coding. Reprinted from Ref. [70].

the atomic wavefunctions in the proximity of the ions. In this way, the one-particle
Hamiltonian looks as follows [61, 74],

Ĥ = Ĥat +∆U , (2.48)

where Ĥat is the Hamiltonian of a single atom, satisfying

Ĥatχi(r) = ϵiχi(r) , (2.49)

with χi(r) the atomic orbitals and ϵi its corresponding energies. In this way, ∆U is
the deviation of Ĥ from the isolated atom picture, which we assume to be small and
to go to zero when r→ R. The Schrödinger’s equation for Ĥ is

Ĥϕnk = Enkϕnk . (2.50)

Here, ϕnk and Enk are the system’s orbitals and their energies, respectively; and they
are labelled by the band index n and a wave-vector k of the first Brillouin Zone (BZ).
Due to the periodicity of the crystal, the orbitals must follow Bloch’s theorem and
abide by eq. (2.17). This can be done by writing ϕnk in terms of the atomic orbitals.

In this thesis, we are interested in using the tight-binding model to describe a
one-dimensional hydrogen chain. This is a well-known model that is able to explain
the metal-to-insulator transition, and the phenomenon of Peierls distortion, where the
symmetry of a hydrogen chain is spontaneously broken towards a dimerized lattice
[75, 76].

In order to be able to distort the lattice later on, we will consider a unit cell con-
taining two atoms, as represented in Figure 2.2. We divide the lattice into sublatices
A and B, whose atoms have the same atomic wavefunction, χ(r), but centered at
different positions. Atoms in sublattice A are located at
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RA = la , l = 0,±1,±2 . . . (2.51)

and in sublattice B, atoms are centered at positions

RB = RAB+ la , l = 0,±1,±2 . . . (2.52)

We have dropped the vector notation because of the one-dimensionality of the sys-
tem. The distance a is the length of the unit cell, and RAB is the distance between two
A and B atoms inside the same cell.

Fig. 2.2: Tight-binding infinite chain formed by one-dimensional sublattices A and
B. The A nuclei are placed at multiple integers of the unit cell length, a, and the B
nuclei at a distance RAB to the right of A.

The orbitals satisfying Bloch’s theorem can be written as linear combination of
the atomic orbitals, that are used as a basis set,

φik(r) =
1
√

Nl

∑
Ri

eikRiχi(r−Ri) , (2.53)

with Nl the number of lattice sites, and Ri iterates over the position of the atom
i (RA = la or RB = RAB + la for l = 0,±1, . . . ) the lattice (one-dimensional) vector.
Then, the crystal wavefunctions are

ϕnk(r) =
∑

i

cn
ikφik(r) =

1
√

Nl

∑
i

cn
ik

∑
Ri

eikRiχi(r−Ri) , (2.54)

where the coefficients cn
ik must be chosen so that they satisfy∑

i

(
Hi j+δi jEnk

)
cn

jk = 0 , (2.55)

with Hi j = ⟨φik | Ĥ |φ jk⟩ the elements of the Hamiltonian in matrix form, H. This equa-
tion has a solution if

|H−EnkI| = 0 , (2.56)

with I the identity matrix. For a two-atom basis this means

Enk = E±(k) =
1
2

(HAA+HBB)±

√
1
4

(HAA−HBB)2+ |HAB|
2 . (2.57)
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The matrix element for i = j = A yields

HAA = ⟨φAk | Ĥ |φAk⟩ = ϵA+
∑
τ

eikτ
∫
χ∗(x)Ĥχ(x−τ)dx (2.58)

where ϵA is the eigenvalue from eq. (2.49) and τ is the distance between any two
A atoms. We will neglect any overlap between atoms centered at a distance τ ≥ a,
restricting the sums to first neighbors only. This leads to HAA = ϵA. In an analogue
manner, we arrive at HBB = ϵB. Because the atomic functions in both sublattices are
the same, we will actually have HAA = HBB = ϵ.

For the terms outside the diagonal we have

HAB =
∑
τ

eikτγ(|τ|) , (2.59)

where now τ represents the distance between atoms A and B, and we have defined
the hopping γ as a function of the distance,

γ(|τ|) =
∫
χ∗(x)Ĥχ(x−τ)dx . (2.60)

The value of this overlap integral is usually taken as a parameter, or evaluated empir-
ically. It is also possible to find empirical estimations for it that allow to scale it with
respect to distances in an approximate manner, to deal with deformations in crystal,
e.g. γ(|τ|) = Ae−α|τ|

2
/ |τ|2 used in silicon [74].

Taking only first neighbors in eq. (2.59), we can have τ = RAB or τ = RAB − a,
leading to two different hoppings,

v ≡ γ(|RAB|) , w ≡ γ(|RAB−a|) . (2.61)

Then, the matrix element becomes

HAB = veikRAB +weik(RAB−a) . (2.62)

Considering that HBA = H∗AB, we get an expression for the energies in (2.57):

E±(k) = ϵ ±
√

v2+w2+2vwcos(ka) . (2.63)

If the hopping parameters are the same, the model can represent an unperturbed
hydrogen chain. Changing them, i.e. letting v , w, can be used to model other types
of chains, namely those where we find alternating double bonds [77]. In this case,
we will use different hoppings to represent changes in the interatomic distances, in
order to evaluate how the energy of a hydrogen chain changes for different distances
RAB, leading to different hopping parameters v and w. Further, finding the coeffi-
cients using eq. (2.55) and writing the eigenfunctions ϕnk(r) allows us to analyze the
spatial properties of the electrons distribution, permitting us to compute quantities as
the electron density, kinetic energy density, electron localization function (see Sec-
tion 4.1), among others; for this simple model system, and to understand how they
change.
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Conventional superconductivity

Depending on the origin of their properties, we can identify two classes of supercon-
ductors: conventional and unconventional. The first category corresponds to materi-
als in which the vibrations of the lattice play an important role in the emergence of
the phenomenon of superconductivity. This is evidenced by the isotope effect, where
the critical temperature, Tc, changes with the magnitude of the mass of the ions, M,
as Tc ∝ M−1/2. Contrary to unconventional superconductors, we understand the mi-
croscopic mechanism that takes place in conventional ones, and we are able to predict
their properties with certain accuracy. The BCS theory was the first breakthrough in
this direction – proposing that superconductivity is enabled by the formation of pairs
of electrons that we call Cooper pairs – and we shall delve into in Section 3.1. Later
on, Migdal and Eliashberg developed a deeper and more accurate description of the
theory, but based on the same physical principles. Although we will not discuss their
theory thoroughly, we do present the most modern and accurate expressions to com-
pute the critical temperature stemming from it in Section 3.2. Then, in Section 3.3,
we present a spatial description of the Cooper pair; and in Section 3.4 we describe
the formalism of superconducting density functional theory, a variant of DFT (see
Section 2.3) specially crafted for superconducting materials, leading to an ab initio
description of the system.

3.1 Bardeen-Cooper-Schrieffer theory

In 1957, Bardeen, Cooper and Schrieffer published an article containing for the first
time a microscopic theory for the physics of conventional superconductors [17]. This
happened almost 50 years after the first observation of superconductivity, and the
long awaited theory was awarded the Nobel prize in 1972. This BCS theory, named
after the three authors, starts from a model Hamiltonian in which there is an effec-
tive attractive interaction between opposite-spin and opposite-momentum electrons.
This interaction enables the formation of Cooper pairs around the Fermi energy, a
bound state of two electrons which appears to be key for the superconducting transi-
tion. Although the origin of this effective interaction is not treated explicitly in BCS
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theory, it was known to come from the coupling between electronic and ionic de-
grees of freedom, as evidenced by the isotope effect. A simple explanation of this is
represented in the scheme in Figure 3.1, where vibration of the nuclei induce local
excesses of positive charges around an electron, resulting in an effective attractive
interaction between that and another electron.

Fig. 3.1: Simple representation of the origin of the effective attractive interaction
between opposite-momentum and spin electrons: the deformations of the ionic lattice
(red) induce a local positive charge around one of the electrons (blue), which attracts
the other electron to it.

The BCS effective Hamiltonian, in second quantization, is

ĤBCS =
∑
kσ
ξkc†kσckσ+

∑
kk′

Vkk′c
†

k↑c
†

−k↓ck′↑c−k′↓ , (3.1)

where c†kσ and ckσ are the creation and annihilation operators of a σ electron in state
k, ξk = ϵk − µ are the free-electron energies shifted by the chemical potential, and
Vkk′ an effective potential for the electron-electron interaction [78]. We will solve
this problem in a mean-field approach, making use of the approximation,

⟨c†k↑c
†

−k↓c−k′↓ck′↑⟩ ≈⟨c
†

k↑c
†

−k↓⟩c−k′↓ck′↑+ c†k↑c
†

−k↓ ⟨c−k′↓ck′↑⟩− ⟨c
†

k↑c
†

−k↓⟩ ⟨c−k′↓ck′↑⟩ .

(3.2)

For reasons that will become evident later on, we define the gap function as

∆k =
1
N

∑
k′

Vkk′ ⟨c−k′↓ck′↑⟩ . (3.3)
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We also introduce the Bogoliubov transformation

ck↑ = u∗kγk↑+ vkγ
†

−k↓ , (3.4)

c†
−k↓ = ukγ

†

−k↓− v∗kγk↑ , (3.5)

where the fermionic commutation relations of the electronic operators yield the con-
straint |uk|

2+ |vk|
2 = 1. Using these definitions in the model Hamiltonian of eq. (3.1),

we obtain that ĤBCS can be diagonalized by γ†kσ and γkσ when

|uk|
2 =

1
2

1+ ξk√
ξ2

k+
∣∣∣∆2

k

∣∣∣
 ; |vk|

2 =
1
2

1− ξk√
ξ2

k+
∣∣∣∆2

k

∣∣∣
 . (3.6)

This leads to the final expression for the BCS Hamiltonian,

ĤBCS =
∑
kσ

Ekγ
†

kσγkσ+E0 , (3.7)

where we have defined the ground-state energy as

E0 =
∑

k
ξk−Ek+∆k ⟨c

†

k↑c
†

−k↓⟩ , (3.8)

and the excitation energies

Ek =

√
ξ2

k+ |∆k|
2 . (3.9)

The expression in equation (3.9) justifies the name of the gap function, ∆k. We see
that the energy needed to excite the quasi-particles of the system, created by γ†kσ and
called Bogoliubons, is now finite, of at least 2 |∆k|.

The BCS ground-state wavefunction corresponds to that of energy E0, where
there are no excitations, i.e. γkσ |ψBCS ⟩ = 0. One can show that |ψBCS ⟩ can be written
as a combination of Cooper pairs,

|ψBCS ⟩ =
∏

k

(
uk+ vkc†k↑c

†

−k↓

)
|0⟩ (3.10)

where |0⟩ is the state with no electrons (vacuum).
What is left now is to determine the form of the gap function, which we do

using once again the transformation in equations (3.4) and (3.5), and considering
that Bogoliubons follow the Fermi-Dirac distribution,〈

γ†k↑γk↑
〉
=

〈
γ†
−k↓γ−k↓

〉
=

1
eβEk +1

, (3.11)

with β = 1
kBT , T the temperature and kB the Boltzmann constant. This leads to an

equation for the gap,
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∆k = −
1
N

∑
k′

Vkk′∆k′

2Ek′
tanh

(
Ek′

2kBT

)
. (3.12)

At this point, some assumptions for the potential Vkk′ must be made. We will con-
sider that it is zero except for |ξk| , |ξk′ | < ℏωD, with ωD the Debye frequency, where
Vkk′ = −V0. Since ωD is the highest possible phonon frequency, the attractive poten-
tial only applies to electrons in a similar energy window to that of phonons, around
the Fermi level. Because the potential does not depend on k,k′, neither will the gap,
∆k = ∆, that we call an s-wave gap due to its symmetry.

With this, and considering the density of states at the Fermi level, N(ϵF), the
equation for the gap becomes,

1 = V0 N(ϵF)
∫ ℏωD

0

dϵ
√
ϵ2+∆2

tanh

 √ϵ2+∆2

2kBT

 . (3.13)

Here, the gap is actually a function of the temperature. Taking T → 0, we obtain the
value of the gap at that temperature,

∆0 = 2ℏωDe−
1

V0N(ϵF ) . (3.14)

Meanwhile, the limit of ∆→ 0 yields the critical temperature of the superconductor-
metal transition,

Tc =
2eγE

π

ℏωD

kB
e−

1
V0N(ϵF ) , (3.15)

where γE ≈ 0.577 is the Euler constant. One can approximate the temperature-
dependent expression for the gap as [3, 79]

∆(T ) = ∆0 tanh

1.74

√
Tc−T

T

 . (3.16)

Because in (3.15) we showed that Tc ∝ωD ∝M−1/2, with M the mass of the atoms
in the lattice, the BCS theory succeeds to explain the isotope effect. Further, it ac-
counts for the experimental observation of the exponential behavior of the electronic
specific heat at temperatures well below Tc and its discontinuity around the transi-
tion temperature [3]. Most importantly, from the BCS formalism one can recover the
Meissner effect, which is a key property of a superconductor.

It is worth noting that BCS theory does present some disadvantages. The first one
is that it is not ab initio, as the potential Vkk′ cannot be obtained from first principles.
The origin of that interaction is not well established within the theory, even though
it is known to be a result of electron-phonon interaction. An explicit dependence of
the potential with respect to the phonon modes would thus be ideal. Moreover, this
electron-electron interaction mediated by the lattice should not be instantaneous, as
it is considered in BCS. Both of these considerations are made in more modern for-
mulations of the microscopic theory of (conventional) superconductivity. Although
it is not our aim to describe those approaches deeply, we will briefly mention them
in the following section.
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3.2 Modern superconducting theories and methods to estimate Tc

The Migdal-Eliashberg theory is a many-body perturbative approach to the problem
of superconductivity [19, 20]. Both electron and phonon Green’s functions are taken
into account, leading to a more rigorous description of the origin of the Cooper pairs
than in BCS. This formalism leads to a set of self-consistent equations that must be
solved to find the form of the gap and the critical temperature, see Appendix A. To
simplify the estimation of Tc, it is possible to derive an analytical expression for it,
but some approximations must be made. Before delving into them, however, we must
introduce some concepts of Migdal-Eliashberg theory.

In general, the contribution of the Coulomb interaction is taken as an averaged
quantity around the Fermi energy, represented by the brackets ⟨·⟩ϵF ,

µc = N(ϵF) ⟨Vnk,mk′⟩ϵF
, (3.17)

with Vnk,mk′ the screened Coulomb interaction matrix element. Then, we define the
electron-phonon coupling constant as,

λ = 2
∫

α2F(ω)
ω2 dω. (3.18)

where α2F(ω) is the electron-phonon coupling spectral function, also known as the
Eliashberg function,

α2F(ω) =
1

N(EF)

∑
kqν
|gmnν(k,q)|2 δ(ξnk)δ(ξmk+q)δ(ω−ωqν) . (3.19)

With these definitions, and fitting to empirical results for the spectral function of
Nb to improve accuracy, McMillan derived an analytical expression of Tc [80], that
was later further improved by Allen and Dynes [21], leading to

Tc =
ωlog

1.2
exp

[
−

1.04(1+λ)
λ−µ∗c(1+0.62λ)

]
. (3.20)

where we have introduced the logarithmic-averaged frequency

ωlog = exp
[
2
λ

∫
log(ω)

α2F(ω)
ω

dω
]
, (3.21)

and the pseudo-Coulomb potential,

µ∗c =
µc

1+µc log(ϵF/ωc)
, (3.22)

where ωc is the characteristic phonon frequency. The value of µ∗c is usually taken to
be small, between 0.1 and 0.15.

This expression in equation (3.20) yields results very close to those obtained by
solving Eliashberg’s equations directly, which is why it is the most broadly used
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equation to estimate the critical temperature. However, it starts to fail when the
electron-phonon coupling, measured by λ, becomes too strong (e.g. λ > 1.5). In those
cases, one can resort to the extended McMillan-Allen-Dynes formula [21],

Tc = f
ωlog

1.2
exp

[
−

1.04(1+λ)
λ−µ∗c(1+0.62λ)

]
, (3.23)

where we have introduced a correcting factor,

f =

1+ (
λ

2.46(1+3.8µ∗c)

)3/21/3 1+ (ω2/ωlog−1)λ2

λ2+3.31(1+6.3µ∗c)(ω2/ωlog)

 , (3.24)

with

ω2 =

(
2
λ

∫
ωα2F(ω)dω

)1/2

. (3.25)

The temperatures obtained with equation (3.23) are in very good agreement with
those obtained by solving the Eliashberg equations, even for large electron-phonon
coupling.

3.3 Singlet-pair wavefunction

One of the most important – and most intriguing – properties of a superconductor
is its ability to carry a supercurrent, where electrons can mantain their energy by
avoiding any scattering with the lattice formed by the nuclei. This phenomenon can
be compared to the superfluidity of systems like liquid 4He, which flows without
loosing any energy due to its null viscosity [81]. The key property of such systems is
its long-range phase coherence, which means that the density matrix can be written
as the product

⟨ψ†(r′)ψ(r)⟩ = Ψ ∗(r′)Ψ (r) , (3.26)

where ψ†(r) (ψ(r)) is the creation (annihilation) field operator for electrons. The
function Ψ (r) is an effective wavefunction for the system and it gives a macroscopic
description of it [82].

Let us think of a particular case of bosons forming a Bose-Einstein condensate.
If a†k and ak are the operators creating and destroying bosons in the plane-wave state
of wavevector k, then the density matrix becomes

⟨ψ†(r′)ψ(r)⟩ =
1
Ω

〈∑
k′

a†k′e
−ik′·r′

∑
k

akeik·r
〉
, (3.27)

=
1
Ω

∑
k

nkeik·(r−r′) , (3.28)
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where Ω is the volume of the lattice in k-space (see eq. (2.18), in second quantization
form), and nk = a†kak the occupation number of the state k. Because in the case of
the Bose-Einstein condensate all particles live in the same state, say k = s, only one
term of the sum survives and the macroscopic wavefunction becomes

Ψ (r) =
√

ns

Ω
e

is·r
2 . (3.29)

The density matrix resulting from this macroscopic wavefunction yields finite values
even when r′ and r are far apart. This long-range behavior is a key feature of a
superfluid.

In a more general case, we consider particles that are correlated, and they do
not all fall into the same state purely for statistical reasons as they did in the Bose-
Einstein condensate. There might be, however, many N-particle states for slightly
different N values, with very similar energies. Let us consider such a superfluid state,
|N⟩. Then, we have

⟨N |ψ†(r′)ψ(r) |N⟩ =
∑

i

⟨N |ψ†(r′) |i⟩ ⟨i|ψ(r) |N⟩ (3.30)

where the sum is over intermediate states of the superfluid [82]. We can find an effec-
tive function Ψ (r) if one of the terms in this sum is dominant, which will necessarily
contain N −1 particles,

Ψ (r) = ⟨N −1|ψ(r) |N⟩ . (3.31)

The expression in eq. (3.31) gives to this phenomenon the name of off-diagonal long-
range order.

The phase of the superfluid state |N⟩ is indeterminate, but we can fix it to be equal
to 0 by defining

|0̃⟩ =
∑

N

αN |N⟩ , (3.32)

and we can show that there are certain αN coefficients for which the effective wave-
function can be written as

Ψ (r) = ⟨0̃|ψ(r) |0̃⟩ , (3.33)

in which case we have a diagonal order. The price to pay is that now we do not have
a determinate number of particles. This is exactly the case of the BCS wavefunction
in (3.10). The effective wavefunction for a singlet-pair (SP) can thus be written as

ΨS P(r2,r1) =
〈
ΨBCS

∣∣∣ψ↓(r2)ψ↑(r1)
∣∣∣ΨBCS

〉
, (3.34)

=
1
Ω

∑
k

ukvkeik·(r1−r2) , (3.35)
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which can be obtained considering ψσ(r) =
∑

k ckσeik·r and the Bogoliubov transfor-
mation of equations (3.4) and (3.5). ΨS P(r) is also called the Gor’kov function, and
it is actually the order parameter of the superconducting transition, becoming zero
above the critical temperature, Tc.

Kadin used this definition to study the spatial structure of the Cooper pair [83].
Defining r = r1− r2 and using the definitions of uk and vk from BCS, he wrote

ΨS P(r) ∝
∑

k

cos(k · r)√
ξ2

k+∆
2
. (3.36)

Doing an approximation, only the radial part of the momentum is included, i.e.
k · r ≈ kr. This lets us change from a sum over k to an integral over energies,∑

k→
∫ ℏωD

0 N(ϵ)dϵ, where we have included that only the terms near the Fermi en-
ergy contribute to the integral. Here, N(ϵ) is the density of states at ϵ, and we will
approximate it by N(ϵF), i.e. its value at the Fermi energy. We thus obtain

ΨS P(r) ∝ N(ϵF)
∫ ℏωD

0

cos(kr)
√
ϵ2+∆2

dϵ . (3.37)

Then, doing a Taylor expansion to first order around k− kF , we have that

ϵ =
ℏ2

2m
(k− kF)2 ≈

ℏ2kF

me
(k− kF) = πξ0∆(k− kF) , (3.38)

where we have defined the BCS coherence length ξ0 = ℏvF/π∆, with vF = ℏkF/me.
Using this and defining the new integration variable ϵ′ = ϵ/∆, the wavefunction be-
comes

ΨS P(r) ∝
∫ ℏωD

∆

0

cos
(
kFr+ ϵ′r

πξ0

)
√
ϵ′2+1

dϵ′ , (3.39)

≈ cos(kFr)
∫ ℏωD

∆

0

cos
(
ϵ′r
πξ0

)
√
ϵ′2+1

dϵ′ . (3.40)

Finally, the singlet-pair wavefunction derived by Kadin depends on the zero-th
order modified Bessel function,

ΨS P(r) ∝ cos(kFr)K0

(
r
πξ0

)
. (3.41)

Equation (3.41) thus gives a macroscopic spatial description of a Cooper pair as a
function of the distance r between the electrons.

3.4 Superconducting Density Functional Theory

The widespread use of DFT for electronic structure calculations, due to its great
compromise between accuracy and computational time, has served as a motivation
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to extend it to a wider variety of systems. The case of superconductors is particu-
lar in the sense that it cannot be solved in a perturbative fashion. In fact, this is so
because in these systems the phase symmetry is broken, which implies that the num-
ber of particles will not be conserved. Another key property of superconductors is
that the coupling between electrons and phonons becomes important, and that it is
in fact this what permits the superconductivity. The ionic displacements around their
equilibrium positions must therefore be taken into account in the Hamiltonian. This
is why, in Superconducting Density Functional Theory (SCDFT) [84, 85], we must
consider the nuclear degrees of freedom, as in equation (2.2). The purely ionic part
is written in terms of the ionic field operators, Φ(R), and contains the kinetic and
interaction terms,

Ĥi = −

∫
Φ†(R)

∇2

2M
Φ(R)dR+

1
2

∫
Φ†(R)Φ†(R′)

Z
|R−R′|

Φ(R′)Φ(R)dRdR′ .

(3.42)

Meanwhile, the interaction between electrons and ions is

Ĥie = −
1
2

∑
σ

∫
ψ†σ(r)Φ†(R)

Z
|R− r|

Φ(R)ψσ(r)dRdr . (3.43)

For the electronic part the Hamiltonian takes the form,

Ĥe =
∑
σ

∫
ψ†σ(r)

[
−
∇2

2
−µ

]
ψσ(r)dr+

1
2

∑
σσ′

∫
ψ†σ(r)ψ†

σ′
(r′)

1
|r− r′|

ψσ(r)ψσ′ (r′)drdr′ .

(3.44)

Finally, we must consider three different external potentials: one that couples
to electrons, vext(r), one that couples to ions, Wext(R), and an anomalous potential,
∆ext(r,r′), that is responsible for the symmetry breaking, allowing Cooper pairs to
tunnel in and out of the system,

Ĥ∆ext =

∫
∆∗ext(r,r

′)ψ↑(r)ψ↓(r′)drdr′+h.c. (3.45)

If we let this quantity go to zero, the Hamiltonian converges to a non-superconducting
one, i.e. that of a normal state system. In this way, SCDFT allows to turn on and off
superconductivity, and to compare the system’s properties when it is in the normal
or in the superconducting state.

As in usual DFTs, there will be a Hohenberg-Kohn theorem establishing a one-to-
one mapping between, in this case, those three external potentials and corresponding
densities. The inclusion of the anomalous potential, leading to a fluctuation of the
particle number, forces us to work in the grand-canonical ensemble. The expectation
values are thus taken considering the grand-canonical density matrix,

ϱ̂0 =
e−β(Ĥ−µN̂)

Tr[e−β(Ĥ−µN̂)]
, (3.46)
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where N̂ is the number operator. Then, the electron density is

ρS C(r) =
〈∑
σ

ψ†σ(r)ψσ(r)
〉
= Tr

ϱ̂0

∑
σ

ψ†σ(r)ψσ(r)

 , (3.47)

where we have used the SC superscript to differentiate it from the normal state elec-
tron density.

In a similar way, we define the ionic density,

Γ({Ri}) = Tr

ϱ̂0

∏
j

Φ†(R j)Φ(R j)

 . (3.48)

Just as did the ionic external potential, this density depends on all ionic coordinates,
thus corresponding to an N-particle density matrix. This will be convenient when we
start treating the ionic deviations from equilibrium positions as collective vibrations
(phonons). Finally, we define the anomalous density,

χ(r,r′) = Tr
[
ϱ̂0ψ↑(r)ψ↓(r′)

]
, (3.49)

which is a two-body object and the order parameter of the transition. Notice that
χ(r,r′) is analogue to the singlet-pair function of equation (3.34).

A second Hohenberg-Kohn-like theorem proves that the grand-canonical poten-
tial follows a variational principle as a function of the densities in (3.47), (3.48) and
(3.49). This potential is defined as

Ω
[
ρS C ,χ,Γ

]
=Te

[
ρS C ,χ,Γ

]
+Tn

[
ρS C ,χ,Γ

]
−

1
β

S
[
ρS C ,χ,Γ

]
+Vee

[
ρS C ,χ,Γ

]
+Vnn

[
ρS C ,χ,Γ

]
+

∫
vext(r)ρS C(r)dr+

∫
Wext({Ri})Γ({Ri})

∏
j

dR j

+

∫
∆∗ext(r,r

′)χ(r,r′)drdr′ , (3.50)

≡F
[
ρS C ,χ,Γ

]
+

∫
vext(r)ρS C(r)dr+

∫
Wext({Ri})Γ({Ri})

∏
j

dR j

+

∫
∆∗ext(r,r

′)χ(r,r′)drdr′ , (3.51)

where T corresponds to kinetic energy functionals and S to the entropy. We have also
introduced the system-independent universal functional, F

[
ρ,χ,Γ

]
, analogue to the

DFT functional of eq. (2.6). Then, the variational principle ensures Ω[ρS C
0 ,χ0,Γ0] <

Ω[ρS C ,χ,Γ] for any ρS C , χ, Γ different from the ground state ones, ρS C
0 , χ0, Γ0. The

proof can be found elsewhere [86].
As usual, we do not know how F[ρS C ,χ,Γ] looks in terms of the densities, so we

will have to introduce a reference (Kohn-Sham) system with non-interacting elec-
trons whose grand-canonical potential is minimized by the same densities. The re-
sulting equation for the ions is analogue to (2.12), but considering the corresponding
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ionic potential. Meanwhile, the Kohn-Sham electronic equations yield a Hamiltonian
of the form

Ĥs =
∑
σ

∫
drψ†σ(r)

[
−
∇2

2
+ vKS (r)−µ

]
ψσ(r)+

∫
drdr′

[
∆∗KS (r,r′)ψ↑(r)ψ↓(r′)+h.c.

]
,

(3.52)

where vKS (r) is the usual electronic KS potential (see eq. (2.13)) and the effective
anomalous potential takes the form

∆KS (r,r′) = ∆ext(r,r′)+
δFxc[ρS C ,χ,Γ]

δχ
, (3.53)

with Fxc[ρS C ,χ,Γ] the exchange-correlation contribution to the universal functional
(see ref. 84).

The Hamiltonian in eq. (3.52) can be diagonalized by introducing the Bogoliubov
transformation [87], just as we did in BCS (see eqs. (3.4) and (3.5)),

ψσ(r) =
∑

i

[
ui(r)γiσ− sgn(σ)v∗i (r)γ†i,−σ

]
, (3.54)

ψ†σ(r) =
∑

i

[
u∗i (r)γ†iσ− sgn(σ)vi(r)γi,−σ

]
. (3.55)

Using it in (3.52), we arrive at set of Bogoliubov-deGennes (BdG) self-consistent
equations, [

−
∇2

2
+ vKS (r)−µ

]
ui(r)+

∫
∆KS (r,r′)vi(r′)dr′ = Eiui(r) , (3.56)

−

[
−
∇2

2
+ vKS (r)−µ

]
vi(r)+

∫
∆KS (r,r′)ui(r′)dr′ = Eivi(r) , (3.57)

which shall determine ui(r) and vi(r).
The transformation in eqs. (3.54) and (3.55) permits to rewrite the electron den-

sity of eq. (3.47) as

ρS C(r) = 2
∑

i

[
|ui(r)|2 f (Ei)+ |vi(r)|2 f (−Ei)

]
. (3.58)

with f (Ei) = (1+ eβEi )−1 the Fermi-Dirac distribution. However, the form of ui(r)
and vi(r) is still unknown and to solve equations (3.56) and (3.57) we must resort to
some approximations.

Let φnk(r) be the solutions of equation (3.56) when ∆KS (r,r′) = 0, and ξnk the
corresponding eigenvalues. Because we keep χ(r,r′) , 0 in vKS [ρ,χ,Γ], {φnk(r)} are
not the usual KS orbitals, but they will be very similar to them. We will use them as
a basis set,

ui(r) =
∑
nk

ui,nkφnk(r) , vi(r) =
∑
nk

vi,nkφnk(r) . (3.59)
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Now, to simplify this, we introduce an approximation assuming that the inclusion of
∆KS (r,r′) does not induce a hybridization of bands, i.e.

ui(r) = unkφnk(r) , vi(r) = vnkφnk(r) . (3.60)

With this in the BdG equations (3.56) and (3.57) we obtain

unk =
1
√

2
sgn(Enk)eϕnk

√
1+

ξnk

|Enk|
, (3.61)

vnk =
1
√

2

√
1−

ξnk

|Enk|
, (3.62)

with eϕnk =
∆KS (nk)
|∆KS (nk)| and Enk = ±

√
ξ2

nk+∆KS (nk)2. These results are reminiscent of
those obtained in BCS theory, see eqs. (3.6) and (3.9). Under the previous approxi-
mations, the electron density in the superconducting state becomes

ρS C(r) =
∑
nk

[
1−

ξnk

|Enk|
tanh

(
β |Enk|

2

)]
|φnk(r)|2 . (3.63)

Notice that in the normal state limit, ∆s(nk)→ 0, we recover the normal state density,

ρNS(r) = 2
∑
nk

f (ξnk) |φnk(r)|2 . (3.64)

In the same way, one can compute the superconducting order parameter,

χ(r1,r2) = [
ϱ0ψ↑(r1)ψ↓(r2)

]
=

1
2

∑
nk

∆KS (nk)
|Enk|

tanh
(
β |Enk|

2

)
φ∗nk(r1)φnk(r2) . (3.65)

This quantity holds information about the spatial distribution of Cooper pairs. Al-
though it is not exactly a density, one can see from its definition in eq. (3.49) that is
represents some sort of averaged Cooper-pair wavefunction.

Evaluating the spatial functions in (3.63) and (3.65) requires an explicit expres-
sion for the gap, ∆KS (nk). Notice that we can rewrite the exchange-correlation con-
tribution in eq. (3.53) as

∆xc =
δFxc

[
ρS C ,χ[∆KS ,ρ

S C ,Γ],Γ
]

δχ
. (3.66)

This is usually called the gap equation of SCDFT , and it must be solved self-
consistently. Notice that the dependence on Γ means that the ionic degrees of free-
dom play a role in the electronic equations.

In practice, the gap will be determined by bridging SCDFT with the theory of
Eliashberg. There, the ionic contribution to the Hamiltonian considers harmonic os-
cillations around equilibrium positions and electron-phonon coupling. A detailed de-
scription of the derivation is out of the scope of this thesis, but we provide one of the
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simplest examples of proposed functionals for illustration. For the LM2005 func-
tional [88], the gap equation reads

∆KS (nk) =Z(nk)∆xc(nk)+
1
2

∑
n′k′
K(nk,n′k′)

tanh
(
β
2 En′k′

)
En′k′

∆xc(n′k′) , (3.67)

whereZ(nk) and K(nk,n′k′) are two kernels that depend explicitly on the electron-
phonon matrix elements gmn j(k,q) of equation (2.37). The gap equation for this func-
tional resembles that of the BCS theory, see eq. (3.12), but it has the advantage of
having been found from first principles.

An advantage of SCDFT is the possibility of doing a real-space analysis of the de-
scriptors that characterize the superconducting state. Their study in phonon-mediated
superconductors, such as MgB2, CaC6 and hole-doped graphene, has been performed
in ref. [89], showing a clear correlation between chemical bonding patterns and the
spatial distribution of both the order-parameter and the superconducting gap.

A clear drawback of SCDFT is that, although it has been implemented by some
groups and calculations on real systems have been done, the code is not available to
the public at this moment. Moreover, the mathematical complexity of the formalism
hinders the possibility of a self-made code.





4

Electronic localization and delocalization

The question of where electrons are and how they are moving in a molecule or in
a periodic system is not one that we can actually answer, at least not precisely. The
uncertainty principle of Heisenberg tells us that it is in fact impossible to know si-
multaneously the position and the momentum of a quantum particle with infinite
precision. However, we do have access to different quantum observables that are
evaluated considering the system’s probability density, that can be obtained from its
wavefunction, Ψ . In this way, we can learn about the behavior of the electrons by
looking at averaged quantities, like the electronic density, ρ(r), or the kinetic energy
density, τ(r), for example. As a consequence of the averaged nature of these quanti-
ties, instead of asking where electrons are and what is their momentum, it becomes
more useful to talk about regions where electrons are more localized, delocalized,
and how their populations fluctuate among those regions.

Localization and delocalization of electrons in real space is certainly a topic of
interest for quantum chemists and it has been studied from many different angles.
From a macroscopic point of view, describing the degree of localization within a
crystal lattice can help determining the transport properties of the material. In fact,
an alternative definition to what an insulator and a conductor are, that is indepen-
dent from the concept of a conduction gap, is based on the localized nature of the
electrons in an insulating material (leading to characteristic properties such as the
ability to have a non-zero polarization), and the delocalized behavior of electrons in
a conductor [90, 91].

On the other hand, determining where electrons are localized within a molecule
or in a crystal lattice reinforces the idea of chemical structure. For Bader, a descriptor
like the charge density can actually bridge the gap between quantum mechanics and
the historical picture of a chemical atom inside a molecule [92, 93]. This can be done,
in the context of the Quantum Theory of Atoms in Molecules (QTAIM), by analyzing
the gradient field ∇ρ(r) and identifying atomic regions separated by isosurfaces of
zero charge flux. The maximum within such a region reveals the position of the
core, and the gradient paths connecting two maxima and passing through a zero-
flux isosurface and a saddle point are identified with the chemical bond. Descriptors
other than the electron density can also be used to separate the space into regions
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that we can identify with well-known chemical concepts. This is done through the
study of the topology of the given spatial function, allowing us to get insights on the
chemistry of the system by analyzing its gradient field, finding and classifying its
critical points, and dividing the space into basins, as we shall see on Section 4.2.

The Electron Localization Function (ELF) is a scalar field widely used in quan-
tum chemistry. Similar to ρ(r) in the context of QTAIM, the study of the topology
of the ELF allows to recognize the structure of a molecule or a solid [94]. Moreover,
it is possible to identify different bonding patterns using the ELF and, for example,
infer the metallic nature of a system, therefore learning something about its conduc-
tion properties. This function is the main tool that we use to study the localization
of electrons throughout this thesis, and we will begin this chapter by introducing its
definition in Section 4.1. Then, in Section 4.2, we aim to introduce key concepts in
quantum chemical topology, employing the ELF as an illustrative example. There,
we also emphasize the ELF’s significant potential for elucidating various chemical
properties inherent to the system under examination. Finally, in Section 4.3 we intro-
duce localization and delocalization indices, a very useful instrument that can further
contribute to characterize the spatial behavior of electrons in a material.

4.1 Electron localization function

The electron localization function was first introduced by Edgecome and Becke to
identify regions of localized same-spin electron pairs, or groups of them, in atomic
and molecular systems [95]. It is based on the same-spin pair probability as approx-
imated in Hartree-Fock,

Pσσ2 (r1,r2) = ρσ(r1)ρσ(r2)−
∣∣∣ρσ1 (r1,r2)

∣∣∣2 , (4.1)

which is the probability of finding simultaneously one electron with spin σ at r1, and
another σ electron at r2. Here, ρσ1 (r1,r2) is the spin-resolved one-electron reduced
density matrix (1-RDM), and ρσ(r1) its diagonal, which corresponds to the electron
density for σ-spin. In eq. (4.1), we recognize the first term as the product of the
individual probabilities of finding each electron at the said positions, to which we
need to substract a term arising from the correlation introduced in Hartree-Fock by
the Pauli principle (exchange interaction).

Assuming that there is one σ electron at r1, the probability of finding another
electron with the same spin at r2 can be expressed as

Pσσcond(r1,r2) =
Pσσ2 (r1,r2)
ρσ(r1)

= ρσ(r2)−

∣∣∣ρσ1 (r1,r2)
∣∣∣2

ρσ(r1)
, (4.2)

which is called the conditional same-spin pair probability. Fixing one of the electrons
permits to study the behavior of this probability when r2 → r1. Changing to the
spherically averaged version of Pσσcond, that depends on the coordinates (r, s), where r
is the reference point and s a distance from it, and doing a Taylor expansion, one can
show that
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Pσσcond(r, s) =
1
3

 σ∑
i

|∇ϕi(r)|2−
1
4
|∇ρσ(r)|
ρσ(r)

 s2+ . . . (4.3)

Here, ϕi(r) are the HF orbitals, and the sum
∑σ

i means that only the orbitals contain-
ing electrons of spin σ are being considered.

The term in brackets in eq. (4.3),

Dσ(r) =
σ∑
i

|∇ϕi(r)|2−
1
4
|∇ρσ(r)|
ρσ(r)

, (4.4)

can be recognized as a measure of localization, being the leading term for small dis-
tances s between the electrons. This is, when Dσ is small, the probability of finding a
σ electron very close to the reference one is also small. This means that the reference
electron is very localized, and so is the Fermi hole that comes with it, not allowing
a same-spin electron to come near. The opposite is true when the reference electron
is delocalized: it is more likely that the other electron comes close to the reference
position, and Dσ will be high.

All of this has been introduced for electrons of the same spin. However, if the
reference electron is very localized, it is likely than an opposite electron is also very
localized in that region, as it will also be avoiding its own same-spin electron, thus
forming a singlet pair. This is a consequence of the exchange introduced in the same-
spin probability in eq. (4.1).

The function Dσ(r) being opposite to localization, we introduce the ELF,

η(r) =

1+ (
Dσ(r)
D0
σ(r)

)2−1

, (4.5)

where

D0
σ(r) =

3
5

(6π2)2/3ρσ(r)5/3 (4.6)

is the term Dσ as evaluated for a uniform electron gas. This normalization allows to
compare the values of the kernel χσ(r) = Dσ(r)/D0

σ(r) of different systems. Further,
the Lorentzian transformation applied on that kernel in the definition of η(r) in (4.5)
restricts the ELF to values between 0 and 1. In this way, the ELF is high in the regions
of high localization (η→ 1), and it conserves the topology of χσ(r). This, as we shall
see, will be very important in the description of electron localization.

Although the ELF was first introduced in the context of the HF approximation,
a close inspection of eq. (4.4) allows us to identify the first and second terms as
the kinetic energy density of the system, τ(r), and its form in the von-Weizsacker
approximation, τvW (r) [96]. In fact, in a closed-shell system we have ρ(r) = 2ρσ(r),
and therefore we can define the spinless quantity

D(r) =
1
2

∑
i

|∇ϕi(r)|2−
1
8
|∇ρ(r)|2

ρ(r)
, (4.7)

= τ(r)−τvW (r) , (4.8)
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and

η(r) =

1+ (
D(r)
D0(r)

)2−1

, (4.9)

with D0(r) = 3
10 (3π2)2/3ρ(r)5/3. This form of the ELF written in terms of kinetic

energy densities was first introduced by Savin and coworkers [97], and allows to
compute it beyond the HF approximation. Further, it introduces a new interpretation:
because the von-Weizsacker kinetic energy is exact for a bosonic system of the same
density ρ(r), the term τ(r)− τvW (r) is a local measure of the excess kinetic energy
due to the fermionic nature of the electrons, or what we call the Pauli kinetic energy.
If this is high, it means that electron pairs are delocalized in that region, and the ELF
will be small. If the kinetic energy density is not locally increased as an effect of the
exclusion principle, in that case we say that electrons are localized, which will be
reflected on a high value of the ELF.

4.2 Topology of the ELF

The topological analysis of scalar fields in the context of chemistry was pioneered by
Richard F. W. Bader, who extensively studied the electron density and its derivatives
in real-space [93]. However, the formalism can be applied to any scalar function,
g(r), for which it is possible to define the vector field ∇g(r). In this section, we will
expose some concepts of quantum chemical topology by focusing on the ELF, i.e.
g(r) = η(r). Nonetheless, the techniques employed in the analysis are general, and in
some of the following chapters we will use them for other functions, too.

Within the dynamical system framework, a formal analogy is made between a
vector field bounded on a manifold and a velocity field [48, 93]. In the present case,
the vector field is the gradient field of the ELF, ∇η(r), and the manifold the three-
dimensional geometrical space. In this way, each point on the manifold has exactly
one gradient vector assigned to it, unless it corresponds to a critical point of the
ELF. That vector is pointing towards the direction of steepest ascent, and following
it allows to define what we call field trajectories. These lines are perpendicular to
the isosurfaces of the ELF, and they are also unique for each non-critical point in
space. At the Critical Points (CPs), i.e. rc such that ∇η(rc) = 0, more that one field
trajectories intersect, and the type of CP determines the nature of that intersection:
local maxima become points of convergence of the trajectories, and we call them
attractors; local minima, or repellors, are where the trajectories diverge, and saddle
points show different behaviors depending on whether it is a maximum or a minimum
on a given direction. An example of this is given in Figure 4.1, where one can see
the gradient field and critical points of a simple two-dimensional scalar field.

Classifying the CPs of the ELF is a key step in the topological analysis of that
field. The standard procedure involves finding the Hessian of the ELF, and its eigen-
values λ1 ≤ λ2 ≤ λ3. The signs of those eigenvalues reveal the curvatures of the ELF
in the three Cartesian dimensions, and this in turn reveals their nature. It is usual to
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Fig. 4.1: Left: Example two dimensional function f (x,y). Middle: Isolines of f on
the (x,y) plane. Right: Vector field ∇ f (x,y), where the directions of the vectors con-
verge at the attractors of f , marked in red. The orange dot marks a saddlepoint of f .
Reproduced from R. Boto’s Ph.D. thesis with permission [98].

denote the CPs as (r, s), where r is the total number of non-zero eigenvalues of the
Hessian, and s the sum of the signs of λ1, λ2, and λ3. Using this notation, one can list
the most common types of ELF CPs as inferred from the signs of the eigenvalues:

1. (3,+3), or λ1,λ2,λ3 < 0: corresponds to local maxima.
2. (3,−3), or λ1,λ2,λ3 > 0: corresponds to local minima.
3. (3,−1), or λ1,λ2 < 0 and λ3 > 0: corresponds to saddle points of first kind.
4. (3,+1), or λ1 < 0 and λ2,λ3 > 0: corresponds to saddle points of second kind.

This formalism provides a partition of the direct geometrical space into regions called
basins, consisting of all the points whose field trajectories finish in the same attractor.

In the case of the ELF, the basins can be thought of as electronic domains cor-
responding to the chemical entities of the Lewis picture. Some of those basins will
correspond to the valence, and are denoted by V(A, . . . ), where A is the atom of the
neighboring atomic core basin, C(A) (which can be constituted by K, L, . . . shells).
In agreement with Lewis’s picture, V(A,. . . ) may belong to several atomic shells.
The separation of space into ELF basins can be performed in molecules as well as in
periodic systems, as exhibited in Figures 4.2 and 4.3, respectively.

According to the number of core basins that are neighbors to a given valence
basin, the latter can be classified as asynaptic, monosynaptic, disynaptic and polysy-
naptic. Asynaptic basins do not share a border with any core basin, they are rare and
not the topic of this thesis. Monosynaptic basins correspond to lone pairs, bisynaptic
to a typical valence shared by two cores, and polysynaptic to multicenter bonding
regions. The case of hydrogen is special, as it does not have a core and its nucleus
will be placed in a valence basin. The synaptic order of such a basin will correspond
to the number of neighboring core basins plus one [99].

In general, the population Ni of a given basin can be obtained by integrating the
electron density inside its volume, Ωi,

Ni = N̄(Ωi) =
∫
Ωi

ρ(r)dr . (4.10)
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Fig. 4.2: ELF contour plot for the methanethiol molecule (CH3SH, drawn in the
inset), on the plane containing the C-S and S-H bonds. The core and valence basins,
that contain the ELF attractors (maxima, in light colors) and are limited by the saddle
points, are labeled and let us identify the cores (C(C) and C(S)), the bonds (V(H,C),
V(C,S) and V(S,H)), and the lone pair regions (V(S)).

Fig. 4.3: Top: ELF isosurfaces revealing bonding patterns in solids. From left to
right: NaCl, Al, N2 and diamond. Bottom: ELF profile between atomic centers for
the same systems. Reprinted with permission from Ref. [48].

This will correspond to the average number of electrons that are in said basin, and if
we want to know the uncertainty of Ni we can assess its variance

σ2(N̄;Ωi) = ⟨N2⟩Ωi −⟨N⟩
2
Ωi
. (4.11)

It is also interesting to look at the fluctuation between two basins i, j,

σ2(N̄;Ωi,Ω j) = σ2(N̄;Ωi)+σ2(N̄;Ω j)−2B(Ωi,Ω j) , (4.12)
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where B(Ωi,Ω j) is the interbasin integrated exchange density [100],

B(Ωi,Ω j) =
∑

i j

(nαi nαj +nβi nβj )
∫
Ωi

ϕ∗i (r)ϕ j(r)dr
∫
Ω j

ϕ∗j(r)ϕ j(r)dr , (4.13)

with nσi the occupation number for σ electrons of the natural orbital ϕi(r). We also
introduce the relative fluctuation,

Frel(Ω) =
σ2(N̄;Ω)

N̄(Ω)
, (4.14)

which is a normalized quantity and can thus be used for comparison. There, the
volume Ω could correspond to one basin or to the union of two basins, in which case
σ2 would correspond to that of equation (4.12). While the separation of the ELF into
basins allow us to identify regions of highest probability of finding electron pairs, the
quantities (4.10), (4.11) and (4.12) provide statistical information on the electronic
behavior within those basins.

Other useful information that can be obtained from the topology of the ELF is
the interpretation derived from the f -domain concept [101], that enables to recover
chemical units in the system, as well as to characterize the basins according to com-
mon chemical knowledge. Introduced by Mezey [102] within the QTAIM frame-
work, the concept of an f -domain accounts for the volume enclosed by an isosurface
of a certain value of η(r) = f . As the value f increases, the isosurface suffers from
topological changes as successive splitting of the initial domains take place, until
all of them contain one, and only one, attractor. These final domains are called ir-
reducible, and the order in which they appear with increasing f reveals the nature
of the interactions taking place in the system and the relationship between basins.
The turning points of the splitting corresponds to that of the highest (3,-1) point of
the separatrix connecting the basins. According to the value of η at these nodes, a
bifurcation tree can be constructed that reveals the basin hierarchy at a glance. To
illustrate this, Figure 4.4 presents the bifurcation tree of the ELF of the molecular
solid N2, whose isosurfaces and one-dimensional internuclear profile are displayed
in Fig. 4.3.

It has been observed that there is a correlation between fluctuation between two
basins and the value of ELF at the separatrix between them. In this way, a persistence
of a reducible domain at values of ELF close to 1 is a signature of a delocalized bond
[100]. The opposite is true, for example, between two molecular units in the N2
molecular solid, as shown in the bifurcation tree in Fig. 4.4. The value of the ELF
close to zero in that region is a stamp of the lack of delocalization between those
units.

4.3 Localization and delocalization indices

Another very useful tool that can be employed to understand the behavior of electrons
in a system are localization and delocalization indices. A general expression for the
(spinless) pair probability in terms of the electronic density is
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Fig. 4.4: Bifurcation tree of the N2 molecular crystal. Adapted with permission from
Ref. [48].

ρ2(r1,r2) = ρ(r1)ρ(r2)+ρXC(r1,r2) . (4.15)

This is a similar expression to the same-spin pair probability of eq. (4.1), but it con-
siders all spin combinations and all exchange-correlation effects, as it is not con-
trained to a HF approximation. The term ρXC(r1,r2) is the exchange-correlation
density, and contains all the information that we need to understand the pairing of
electrons. It is related to the Fermi hole, ρσσXC(r1,r2), which is the same-spin com-
ponent of the conditional density ρXC(r1,r2)/ρ(r1). When r2 → r1, the Fermi-hole
approaches −ρ(r2) and the same-spin pair probability goes to zero. However, because
the reference electron is not really completely localized in r1, the persistence of the
Fermi-hole values around r1 gives us an idea of the localization of the reference
electron.

Based on these ideas, one can define the Localization Index (LI) for a given spa-
tial basin, and the Delocalization Index (DI) between two basins. These indices were
first introduced in the framework of QTAIM [103], and the basins where consid-
ered to be those coming from the electron density. However, the definition can be
extended to other partitions of space, for example using the one that is derived from
the ELF.

The localization index for a basin ΩA is defined as

λ(ΩA) = −
∫
ΩA

ρXC(r1,r2)dr1dr2 , (4.16)

and it represents the number of electrons that are localized in the basin. Its relation-
ship to the variance of (4.11) and the average population of (4.10) is

σ2(N̄;ΩA) = N̄(ΩA)−λ(ΩA) . (4.17)
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Here we see that, when the electrons are fully localized, the σ2(N̄;ΩA) goes to zero
and λ(ΩA) takes its maximum value of N̄(ΩA).

On the other hand, the delocalization index between basins ΩA and ΩB is defined
as

δ(ΩA,ΩB) = −2
∫
ΩA

∫
ΩB

ρXC(r1,r2)dr1dr2 , (4.18)

and it yields the number of electrons that fluctuate between the two basins. In this
way, considering a total number of N electrons in the system, the relationship be-
tween the LIs and DIs of all basins must be

N =
∑
ΩA

λ(ΩA)+
1
2

∑
ΩB,ΩA

δ(ΩA,ΩB)

 . (4.19)

In practice, one can compute these indices making use of molecular orbitals, ϕi,
by expressing the pair density as

ρ2(r1,r2) =
∑
i jkl

2Di j
klϕ
∗
i (r1)ϕ∗j(r2)ϕk(r1)ϕl(r2) , (4.20)

where 2Di j
kl are the matrix elements of the 2-RDM. Then, the DIs and LIs take the

form

λ(ΩA) = −
∑
i jkl

2Di j
kl S ik(ΩA)S jl(ΩA)+ N̄(ΩA)2 , (4.21)

δ(ΩA,ΩB) = −2
∑
i jkl

2Di j
kl S ik(ΩA)S jl(ΩB)+2N̄(ΩA)N̄(ΩB) , (4.22)

with

S ik(ΩA) =
∫
ΩA

ϕ∗i (r)ϕk(r)dr . (4.23)

Finally, one can extend this formalism to solid-state by considering the crystal
orbitals ψn,k(r), defined in a given k-mesh [104]. In such a case, integrals over the
first BZ become summations and we have

δ(ΩA,ΩB) =
2

KBZ

∑
n,n′

∑
k,k′

S nk,n′k′ (ΩA)S nk,n′k′ (ΩB)nnk nn′k′ , (4.24)

where KBZ is a normalization corresponding to the number of k-points in the BZ,
nnk are occupation numbers of ψn,k(r), that we now allow to be different from 0 or 1,
and the overlap integral is defined as

S nk,n′k′ (Ω) =
∫
Ω
ψ∗n,k(r)ψn′,k′ (r)dr . (4.25)

Estimating the localization index is straightforward from δ(ΩA,ΩB) using 4.19.





Part II

Real-space descriptors in a model system
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One-dimensional model of a superconducting hydride

Although the microscopic BCS and Migdal-Eliashberg theories successfully explain
the mechanism that enables the superconducting transition in conventional materials,
those theories are formulated entirely in reciprocal space, and therefore they prevent
us from understanding how electrons behave in real-space. The topological analysis
of real-space quantities, like the electron localization function introduced in Section
4.1, is a very useful tool used in Quantum Chemistry, and a lot of information about
the system can be extracted from such an analysis. It would thus be interesting to
carry out a similar examination in the superconducting state, and study the localiza-
tion and delocalization of electrons there.

This chapter focuses on studying model systems. These usually depend on just a
few variables, which can be changed at will, allowing a better understanding of the
problem at hand. This feature probes particularly useful in this kind of studies, where
the descriptors that we define in real-space have not been previously studied in the
literature, and similar approaches are scarce. In this way, we center our attention on
one-dimensional chains of atoms. In Section 5.1, we present a preliminary model of a
superconducting ELF, derived from the singlet-pair function of Section 3.3. The lack
of an energy scale in that model encourage us to change to a different framework,
and propose a set of real-space descriptors derived from SCDFT, that are presented
in Section 5.2. Finally, Section 5.3 is entirely dedicated to the study of those descrip-
tors in hydrogen chains (H-chains). This choice is based on two assumptions: i) that
the properties of interest in a superconducting hydride should be inherent of the hy-
drogen sublattice, and ii) that it is possible to construct a superconducting state from
the metallic state of the H-chain (without stating the conditions for its existence).
The first assumption can be justified because, in a great amount of hydrogen-based
superconductors, the hydrogens form a weakly-bonded sublattice that is practically
independent from the other atoms, that only act as chemical precompressors (see
Chapter 6).
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5.1 Singlet-pair function orbital model

In this section, we present our first attempt at studying electron localization and de-
localization in the superconducting state. We start from a spatial representation of a
Cooper pair, that is inherited from the Gor’kov wavefunction describing the macro-
scopic behavior of singlet pairs [82], and which was later approximated by Kadin
[83]. After introducing a local density approximation, we use the resulting spatial
description of the Cooper pair to represent a valence orbital of a superconducting
system. The one-dimensional model that will be presented allows for the definition
of an electron localization function, both in the normal and in the superconducting
states. This allows to analyze and compare the localization patterns between the two
phases.

5.1.1 Spatial representation of the Cooper pair

The singlet pair function proposed by Kadin [83], displayed in equation (3.41) and
reprinted here for convenience,

ΨS P(r) ∝ cos(kFr)K0

(
r
πξ0

)
, (5.1)

is an approximation to the wavefunction of a Cooper pair in one dimension. It is a
function of the distance between the electrons that form the pair, r = |r1− r2|, with r1
and r2 the positions of the electrons. It also depends on the BCS coherence length,
ξ0 =

kF
π∆ , that is in turn determined by the gap, approximated here by a constant,

∆k = ∆.
In order to use the expression in eq. 5.1 to construct a spatial model of the super-

conducting state, it would be necessary to know the dependence of ΨS P with respect
to the spatial position of the pair, i.e. R = 1

2 (r1 + r2). To do that, we introduce a lo-
cal density approximation, that assumes that the density is locally constant, as in the
case of the homogeneous electron gas. Under this approximation, the Fermi momen-
tum can be written in terms of the electron density as kF = kF(R) = (3π2ρ(R))1/3.
Replacing this into eq. (5.1) one obtains,

ΨS P(r,R) ∝ cos(kF(R)r) K0

(
r
πξ0

)
, (5.2)

= cos
(

(9πρ(R)2)1/3

∆

)
K0

(
r
πξ0

)
. (5.3)

The dependence on r remains an inconvenience, as it is not the internal structure
of the Cooper pair that we wish to analyze. Therefore, we fix this distance to the
coherence length ξ0, arriving at

ΨS P(R) ≡ ΨS P(ξ0(R),R) ∝ cos
(

(9πρ(R)2)1/3

∆

)
K0

(
1
π

)
, (5.4)

The expression in equation (5.4) provides a real-space representation of the Cooper
pair wavefunction. In the following, we will use it to describe the valence electrons
of a system in the superconducting state.
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5.1.2 The one-dimensional orbital model

The one-dimensional orbital model aims to represent a chain containing M atoms.
First, we introduce the model for the normal state. The unit cells consist of two core
orbitals, approximated by two Gaussian functions centered at 0 and 2R0, and a diffuse
function that represents the metallic valence. The two core orbitals for the n-th unit
cell are

χ1(r) = N1e−α(r−4nR0)2
, (5.5)

χ2(r) = N2e−α(r−2R0(1+2n))2
. (5.6)

Meanwhile, the valence is depicted by a very broad Gaussian,

χ3(r) = N3e−β(r−R0(1+2n))2
, (5.7)

by taking β≪ α. Figure 5.1 shows the spatial form of the three orbitals of the unit
cell when taking the numerical values of α = 1.0 a.u. and β = 0.001 a.u., and com-
puting the normalization constants, NA = NB and NC . Although we use atomic units
throughout the description of this model, they are actually quite arbitrary and what
matters in this case is the relationship between the chosen parameters. In the case of
the choice of R0 and α, because the Gaussian functions represent core electrons, it is
important that the overlap is minimal, as it can be seen in Fig. 5.1 for R0 = 2.0 a.u.

Fig. 5.1: To the left, spatial form of gaussian core and valence function of diffuse,
metallic state, for R0 = 2 a.u. On the right, the valence wavefunction is replaced by
the Kadin Cooper-pair wavefunction, with ∆ = 2 a.u.

The molecular orbitals for the normal state, {ϕNS
1 (r), ϕNS

2 (r), ϕNS
3 (r)}, are ob-

tained by orthonormalizing the basis set {χ1(r), χ2(r), χ3(r)}. The new basis can be
used to find the normal state electron density,
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ρNS (r) = 2
3∑

i=1

∣∣∣ϕNS
i (r)

∣∣∣2 , (5.8)

and kinetic energy density,

τNS (r) =
3∑

i=1

∣∣∣∣∣∣∣dϕ
NS
i (r)
dr

∣∣∣∣∣∣∣
2

. (5.9)

Having those two quantities, it is possible to define the ELF for this system, ηNS (r),
using eq. (4.9). The profile of the ELF in the normal state for this model is offered in
Fig. 5.2, for different iteratomic distances 2R0. It shows the expected shape, clearly
revealing the position of the cores and the bonding electrons. It can be appreciated
that the value of the ELF at the minima between the nuclei increases when the atoms
approach each other. This is a well-known and expected behavior, that reproduces
the effect of pressure on the ELF profile.

Fig. 5.2: ELF of the normal state model for different interatomic distances (2R0).
Atoms are positioned at the extremes of the plot.

For the superconducting state, the valence orbital function has been substituted
by the real space representation of the Cooper pair wavefunction, as expressed in
equation (5.4),

χ̃3(r) = cos
 3√9π (ρNS (r))2/3

∆

K0

(
1
π

)
, (5.10)

where the normal state density has been used as a reference upon which the Cooper
pairs first form. This is represented in Fig. 5.1 for a value of ∆ = 2.0 a.u. In anal-
ogy with the normal state model, the basis set {χ1(r), χ2(r), χ̃3(r)} is diagonalized to
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obtain the molecular orbital orthonormalized basis set, {ϕS C
1 (r), ϕS C

2 (r), ϕS C
3 (r)}. The

molecular orbitals are used to define the superconducting electron density, kinetic
energy density and ELF, just as it was done for the normal state. Those quantities are
denoted by ρS C(r), τS C(r) and ηS C(r), respectively.

The comparison between the ELF profiles for the normal and superconducting
states is shown in Fig. 5.3, for R0 = 2.0 a.u. and R0 = 3.0 a.u., and different values
of the superconducting gap. One can see that for both states the ELF shares a similar
envelope. Further, for the larger values of ∆, a higher value of the ELF at the saddle
points seems to coincide with more delocalized electrons in the superconducting
state. However, the superconducting ELF is highly dependent on the value of the
gap, and the lack of a Hamiltonian for this system prevents us from having a proper
energy scale to choose an appropriate value for ∆.

Fig. 5.3: ELF profiles of the normal state (continuous line) and superconducting state
(dashed line) for R0 = 2.0 a.u. (red) and R0 = 3.0 a.u. (blue). The values of the gap are
of ∆ = 1.0 a.u. (left), ∆ = 3.0 a.u. (middle), ∆ = 5.0 a.u.(right). In all of the pannels,
the atoms are located at the extremes of the plot.

We observe that the superconducting ELF has a more oscillatory behavior than
that of the normal state. In fact, it is the Kadin wavefunction that becomes highly-
oscillatory for lower values of the gap, which is a direct consequence of the cosine
in eq. (5.10). For ∆→∞, the Cooper-pair wavefunction becomes constant and both
systems resemble each other. This is not the expected limit of the system, on the
contrary, both phases should converge at ∆→ 0, and they should deviate from each
other at higher values of ∆. For these reasons, we have decided to put aside this first
model, and start from scratch using a completely different framework, that we shall
present in the following sections.

5.2 Electronic localization in Superconducting DFT

Superconducting DFT, introduced in Section 3.4, provides a description of the su-
perconducting state that depends on the anomalous potential, ∆ext(r,r′), that allows
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Cooper pairs to tunnel in and out of the system. It is related to the BCS supercon-
ducting gap, and it is an order parameter of the transition: if the anomalous potential
goes to zero, one recovers the normal state of the system. This is specially interesting
to us, as it allows to properly assess the changes on the electron localization when the
system undergoes the superconducting transition, i.e. when ∆ext becomes non-zero.

In SCDFT, it is possible to obtain an expression for the electron density of the
superconducting state in terms of the (normal state) KS orbitals, their energies, the
gap, and the temperature; see eq. (3.63). This is already an advantage of SCDFT,
providing a first look at the spatial distribution of the electrons in a superconductor.
In this section, we will introduce other spatial functions that can be derived in the
SCDFT framework, that will allow us to go deeper into the analysis of the real-space
properties of superconductors.

5.2.1 Generalized superconducting ELF

The first real-space function that we define in SCDFT is the superconducting ELF
(SC-ELF). To do so, it is necessary to first obtain an expression for the supercon-
ducting 1-RDM, ρS C

1 (r,r′). As it has been done in Section 3.4, we shall use the
grand canonical ensemble, leading to

ρS C
1 (r,r′) = Tr

ϱ0

∑
σ

ψ†σ(r)ψσ(r′)
 . (5.11)

The procedure to obtain a final expression for ρS C
1 (r,r′) is analogue to the one

followed in Section 3.4 for the Superconducting (SC) electron density. Just as in
eq. (3.58), the SC 1-RDM can be expressed in terms of the functions ui(r) and vi(r),
and of the Fermi-Dirac distribution, f (E),

ρS C
1 (r,r′) = 2

∑
i

[
u∗i (r)ui(r′) f (Ei)+ v∗i (r)vi(r′) f (−Ei)

]
. (5.12)

Then, using the expressions in equations 3.62 and 3.61 for ui(r) and vi(r), one obtains

ρS C
1 (r,r′) =

∑
nk

nS C
nk φ

∗
nk(r)φnk(r′) , (5.13)

where

nS C
nk = 1−

ξnk

|Enk|
tanh

(
β |Enk|

2

)
. (5.14)

Using the density matrix in (5.13), it is possible to compute the kinetic energy of
the system,
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T S C = −
1
2

∫
∇2

r′ρ
S C
1 (r,r′)

∣∣∣r′=r dr ,

= −
1
2

∑
nk

nS C
nk

∫
φ∗nk(r)∇2

rφnk(r)dr ,

=
1
2

∑
nk

nS C
nk

∫
|∇rφnk(r)|2 dr .

Then, the positive definite Kinetic Energy Density (KED) of the superconducting
state can be defined as,

τS C(r) =
1
2

∑
nk

nS C
nk |∇rφnk(r)|2 . (5.15)

The von Weizsacker and Thomas-Fermi approximations to the KEDs are obtained
using ρS C(r) from eq. (3.63),

τS C
vW (r) =

1
8

∣∣∣∇rρ
S C(r)

∣∣∣2
ρ(r)

, (5.16)

and

τS C
T F(r) =

3
10

(3π2)2/3 ρS C(r)5/3 , (5.17)

respectively. Finally, equations (5.15), (5.16), and (5.17) enable us to define a super-
conducting ELF,

ηS C(r) =

1+
τS C(r)−τS C

vW (r)

τS C
T F(r)

2
−1

. (5.18)

In the same way as in the normal state, this function describes the localization pat-
terns of the electrons in the superconducting state. The topology of the superconduct-
ing ELF introduces a partition of real-space corresponding to those regions where
it is more likely to find electron pairs. However, one must not confuse those with
Cooper pairs. First of all, because not all of the electrons in a superconductor form
Cooper pairs, only those near the Fermi energy do (see Section 3.1); and secondly,
because Cooper pairs are known to span large regions of space, evidenced by the
values of the coherence length in hydrogen-based superconductors, ξ0 ∼ 15− 30Å1

[105]. Nonetheless, the superconducting ELF should help shine light on how the
electrons arrange in that state, its similarities and differences with respect to the nor-
mal state, and how that changes from one system to another.

1In non-hydrogen-based conventional superconductors this distance is even larger, of the
order of magnitude of ∼ 1µm. In the case of hydrides, which tend to have a much larger critical
temperatures, this diminishes abruptly. A first explanation to this is that, from BCS, ξ0 ∝

1
Tc

.
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It is interesting to comment on the fact that the difference between the spatial
properties of the normal and the superconducting state lie exclusively on the occupa-
tion numbers of the KS orbitals, see eq. 5.13. This is an effect of the approximations
that are introduced in SCDFT, and it proves particularly useful during implementa-
tion, which can be done without having to find orbitals again through an expensive
self-consistent procedure. The introduction of fractional occupations in the supercon-
ducting state is a consequence of the highly-correlated nature of the superconducting
electrons, which is well-known. The new SC occupation numbers thus allows to
study this correlation, as we shall see in the following sections.

5.2.2 Other descriptors

Just as in the normal state, the SC ELF will be high in those places where the prob-
ability of finding singlet pairs of electrons due to the Pauli principle is higher. This
is because the kernel of ηS C(r) considers the excess kinetic energy density of the
fermionic system compared to a bosonic one with the same density (see Section
4.1). Considering that not all the electrons in a superconductor form Cooper pairs,
even if the exact values around the maxima of the ELF change when going from
the normal to the superconducting state, the SC ELF should remain high in regions
where there are covalent bonds, for example. This is so because we have assumed
that the crystal structure does not suffer changes in the phase transition. In contrast,
if we would like to study the localization/delocalization of those pairs due to the for-
mation of Cooper pairs, it would be necessary to replace the kernel of the ELF by the
difference between the kinetic energies in the superconducting and normal states. In
this way, we can define a one-body Cooper pair localization function (1-CPLF),

ηCP
1 (r) =

1+ τS C(r)−τNS (r)
τS C

T F(r)

2−1

, (5.19)

where τNS (r) is the normal state KED. The reference Thomas-Fermi (TF) KED
is taken in the superconducting state just as in eq. 5.18, to focus on assessing the
changes coming only from the reference in the difference between the KEDs.

Although the expression in eq. 5.19 should help us learn about the behavior of
Cooper pairs in real space, it is a one-body object, and it will therefore instrinsically
lack information about the two-body nature of the pairs. It is also possible to define
a two-body Cooper pair localization function, or 2-CPLF. To do so we make use of
the spin-resolved up-down 2-RDM,

ρ↑↓2 (r1r2,r′1r′2) =
〈
ψ†
↑
(r1)ψ†

↓
(r2)ψ↓(r′2)ψ↑(r′1)

〉
. (5.20)

This is one of the components of the total 2-RDM, such that ρ2(r1r2,r′1r′2) =∑
σ,σ′ ρ

σσ′

2 (r1r2,r′1r′2). It is possible to think about ρ↑↓2 (r1r2,r′1r′2) as a 1-RDM for
up-down pairs,

ρ↑↓2 (r1r2,r′1r′2) =
〈
ψ†
↑↓

(r1,r2)ψ↑↓(r′1,r
′
2)
〉
≡ ρ↑↓1 (Rs,R′s′) . (5.21)
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changing to the new set of coordinates that represent the average position of the pair
and the distance between the electrons, R = 1

2 (r1+ r2) and s = |r1− r2|, respectively;
and considering the average to be over the ensemble, ⟨A⟩ = Tr

[
ϱ0 A

]
. In order to

evaluate (5.21), the following approximation from ref. [106] can be used,〈
ψ†
↑
(r1)ψ†

↓
(r2)ψ↓(r′2)ψ↑(r′1)

〉
≈−⟨ψ†

↑
(r1)ψ↓(r′2)⟩⟨ψ†

↓
(r2)ψ↑(r′1)⟩ (5.22)

+ ⟨ψ†
↓
(r2)ψ↓(r′2)⟩⟨ψ†

↑
(r1)ψ↑(r′1)⟩

+ ⟨ψ↓(r′2)ψ↑(r′1)⟩⟨ψ†
↑
(r1)ψ†

↓
(r2)⟩ , (5.23)

= ⟨ψ†
↓
(r2)ψ↓(r′2)⟩⟨ψ†

↑
(r1)ψ↑(r′1)⟩

+ ⟨ψ↓(r′2)ψ↑(r′1)⟩⟨ψ†
↑
(r1)ψ†

↓
(r2)⟩ , (5.24)

=ρ↓1(r2,r′2)ρ↑1(r1,r′1)+χ(r′2,r
′
1)χ∗(r2,r1) . (5.25)

Here we have used the fact that both factors of the first term of eq. 5.22 are zero. The
spin 1-RDM, ρσ1 (r,r′)≡ ⟨ψ†σ(r)ψσ(r′)⟩, is such that ρ1(r,r′)= ρ↑1(r,r′)+ρ↓1(r,r′), and
therefore for a closed-shell system we have ρσ1 (r,r′) = 1

2ρ1(r,r′), and

ρ↑↓2 (r1r2,r′1r′2) ≈
1
4
ρ1(r2,r′2)ρ1(r1,r′1)+χ(r′2,r

′
1)χ∗(r2,r1) . (5.26)

The expression in (5.26) can thus be computed using equations (5.13) and (3.65). In
terms of the pair coordinates (R,s), it becomes,

ρ↑↓1 (Rs,R′s′) ≈
1
4
ρ1

(
R−

s
2
,R′−

s′

2

)
ρ1

(
R+

s
2
,R′+

s′

2

)
+χ

(
R′−

s′

2
,R′+

s′

2

)
χ∗

(
R−

s
2
,R+

s
2

)
. (5.27)

With this, a Normal State (NS) and SC KED of oppposite-spin pairs can be de-
fined, τ↑↓NS (R,s) and τ↑↓S C(R,s), respectively. In both cases, this is done as follows,

τ↑↓(R,s) = −
1
2
∇2

R′ ρ
↑↓

1 (Rs,R′s′)
∣∣∣∣∣R′=R

,

=−
1
8

[
ρ1

(
R+

s
2
,R′+

s
2

)
∇2

R′ ρ1

(
R−

s
2
,R′−

s
2

)
+

+ρ1

(
R−

s
2
,R′−

s
2

)
∇2

R′ ρ1

(
R+

s
2
,R′+

s
2

)
+ 2∇R′ ρ1

(
R−

s
2
,R′−

s
2

)
∇R′ ρ1

(
R+

s
2
,R′+

s
2

)]
R′=R

−
1
2
χ∗

(
R−

s
2
,R+

s
2

)
∇2

Rχ
(
R−

s
2
,R+

s
2

)
. (5.28)

Entering the explicit expression of the 1-RDM, its laplacian becomes
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∇2
R′ ρ1

(
R±

s
2
,R′±

s
2

)∣∣∣∣∣R′=R
=

∑
nk

nnkφ
∗
nk

(
R±

s
2

)
∇2

Rφnk

(
R±

s
2

)
,

= −
∑
nk

nnk

∣∣∣∣∣∇Rφnk

(
R±

s
2

)∣∣∣∣∣2 , (5.29)

where nnk corresponds to either nNS
nk or nS C

nk . The gradient, on the other hand, is harder
to simplify:

∇R′ ρ1

(
R±

s
2
,R′±

s
2

)∣∣∣∣∣R′=R
=

∑
nk

nnkφ
∗
nk

(
R±

s
2

)
∇Rφnk

(
R±

s
2

)
, (5.30)

leading to

∇R′ ρ1

(
R−

s
2
,R′−

s
2

)
∇R′ ρ1

(
R+

s
2
,R′+

s
2

)∣∣∣∣∣R′=R
=

∑
nn′kk′

nnknn′k′φ
∗
nk

(
R−

s
2

)
×φ∗n′k′

(
R+

s
2

)
∇Rφnk

(
R−

s
2

)
×∇Rφn′k′

(
R+

s
2

)
. (5.31)

In the normal state, the order parameter vanishes and, using eqs. (5.29) and
(5.31), one obtains the KED,

τ↑↓NS (R,s) =
1
8

∑
nn′kk′

nNS
nk nNS

n′k′

[∣∣∣∣∣φn′k′
(
R+

s
2

)∣∣∣∣∣2 ∣∣∣∣∣∇Rφnk

(
R−

s
2

)∣∣∣∣∣2
+

∣∣∣∣∣φn′k′
(
R−

s
2

)∣∣∣∣∣2 ∣∣∣∣∣∇Rφnk

(
R+

s
2

)∣∣∣∣∣2
−2φ∗nk

(
R−

s
2

)
φ∗n′k′

(
R+

s
2

)
∇Rφnk

(
R−

s
2

)
∇Rφn′k′

(
R+

s
2

)]
. (5.32)

Whereas for the SC state we must consider the order parameter, obtaining

τ↑↓S C(R,s) =
1
8

∑
nn′kk′

nS C
nk nS C

n′k′

[∣∣∣∣∣φn′k′
(
R+

s
2

)∣∣∣∣∣2 ∣∣∣∣∣∇Rφnk

(
R−

s
2

)∣∣∣∣∣2
+

∣∣∣∣∣φn′k′
(
R−

s
2

)∣∣∣∣∣2 ∣∣∣∣∣∇Rφnk

(
R+

s
2

)∣∣∣∣∣2
−2φ∗nk

(
R−

s
2

)
φ∗n′k′

(
R+

s
2

)
∇Rφnk

(
R−

s
2

)
∇Rφn′k′

(
R+

s
2

)]
−

1
2
χ∗

(
R−

s
2
,R+

s
2

)
∇2

Rχ
(
R−

s
2
,R+

s
2

)
. (5.33)

Finally, the 2-body Cooper pair localization function can be defined as

ηCP
2 (R,s) =

1+
τ↑↓S C(R,s)−τ↑↓NS (R,s)

τS C
T F(R)


2
−1

, (5.34)
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It is also possible to integrate the variable s to obtain a local function, as is the original
ELF,

ηCP
2 (R) =

1+
∫ ds

τ↑↓S C(R,s)−τ↑↓NS (R,s)

τS C
T F(R)


2
−1

. (5.35)

Although the expression in (5.34) is more physically meaningful, as it allows to con-
sider all possible values of s, it could be more difficult to implement computationally.
Alternatively, one can analyze eq. (5.35) for set values of s. For example, following
what has been done for the spatial analysis of χ(R,s) in ref. 89, one can choose to
look at the values of the functions at s = |s| = 0. Given the typically oscillating be-
havior of the order parameter with respect to s, it makes sense to evaluate its value at
its maximum, located at s = 0.

5.2.3 Approximation of the superconducting gap

In order use the expression in eq. 5.18 to examine the SC ELF in a model or in
a real system, it is necessary to have an expression for the gap. In SCDFT, this is
done making use of the Green’s functions formalism, and solving a self-consistent
equation, see Section 3.4. Unfortunately, this procedure is very complex and there
are no computational tools developed for this purpose available to the public at this
moment. It is possible, however, to introduce an approximation and represent the
dependence of the gap at zero Kelvin with respect to the energies ξ as an isotropic
Lorentzian function,

∆0(ξ) =
∆0

N0π

ω/2
ξ2+ (ω/2)2 , (5.36)

where ω is a parameter that adjusts the width of the peak, and N0 is a normalization
such that the height of the peak at ξ = 0 is ∆0. The latter is the constant of the gap at
T = 0 K in BCS [3], that depends on the critical temperature:

∆0 = 1.76kBTc , (5.37)

with kB being Boltzmann’s constant. Then, considering the dependence of the gap
with respect to the temperature from eq. 3.16, we shall use

∆(ξ;T ) = ∆0(ξ) tanh

1.74

√
Tc−T

T

 . (5.38)

In this way, since eq. (5.37) dictated the dependence of the gap at T = 0 with re-
spect to the critical temperature, eq. (5.38) specifies the gap for any temperature and
energy, for a given Tc.

Figure 5.4 offers the profile of the gap function for ω = 0.2 eV, considering dif-
ferent critical temperatures, Tc, and at different temperatures, T . This functions rep-
resent the width of the window around the Fermi energy where electrons will form
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Cooper pairs. One can see how the gap goes to zero everywhere when the tempera-
ture reaches T = Tc, where the transition occurs. There, the properties of the normal
and superconducting state become the same, as expected from SCDFT. A similar
thing occurs to the anomalous density,

χ(ξ;T ) =
∆(ξ;T )

2
√
ξ2+∆(ξ;T )2

tanh

 √
ξ2+∆(ξ;T )2

2kBT

 , (5.39)

as displayed in Fig. 5.5.

Fig. 5.4: Gap function around the Fermi energy, considering different critical tem-
peratures: Tc = 100 K (left), Tc = 200 K (middle), and Tc = 300 K (right). In each
case, the dependence on the temperature T is shown by different colored lines.

Fig. 5.5: Anomalous density as a function of the energy, for three different critical
temperatures: Tc = 100 K (left), Tc = 200 K (middle), and Tc = 300 K (right). In each
case, the dependence on the temperature T is shown by different colored lines.

Taking this into account, one can compare the occupation numbers for the metal-
lic and the superconducting state, as can be seen in Figure 5.6. For a fixed critical
temperature, it can be seen that the occupancies of the normal state deviate from the
step function as the temperature increases, softening the transition around the Fermi
energy, as expected. On the other hand, the superconducting occupation numbers do
not suffer great alterations with the temperature. In fact, they tend to resemble the
occupations at the critical temperature (in both states, as they are the same), showing
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the larger correlation of the superconducting state in comparison with the normal
state below Tc.

For the highest critical temperature, Tc = 300 K, Fig. 5.6 shows that a larger
range of occupancies is spanned. Because all of the real-space functions that interest
us depend only on the superconducting parameters through the occupation numbers,
we will hereby take that value of Tc for the analysis, and seize the effect of the
changes in those functions with respect to the temperature, T .

5.3 Tight-binding approach to the hydrogen chain

In this Section, we focus on the analysis of real-space functions in a one-dimensional
hydrogen chain, constructed using a tight-binding model. A comparison is made
between the symmetric and dimerized chains, that have a metallic and insulating
character, respectively. Further, we construct the superconducting functions in those
systems, using the formalism presented in the previous Section, and compare the
results to those of the normal state. In order to do that, it is necessary to assume
a superconducting critical temperature, Tc. This might seem arbitrary and a lost of
generality of the results, but the analysis of the occupation numbers in the SC state
performed in Section 5.2.3 shows that this choice should not affect the validity of the
results.

5.3.1 The tight-binding model in real space

In order to make use of the tight-binding formalism to evaluate the real-space prop-
erties of the hydrogen chain, as reviewed in Section 2.5, we begin by building a basis
set of Gaussian atomic functions:

χlA(x) = e−α(x−la)2
, (5.40)

χlB(x) = e−α(x−(RAB+la))2
, (5.41)

that depends on the unit cell index, l. In this way, every unit cell contains two basis
functions, just as in the case presented in Section 2.5. Fig. 5.7 is a spatial representa-
tion of the two atomic orbitals in the unit cell. In general, we consider the length of
the unit cell, a, to be equal to 1.0u, with u some arbitrary units. In the next section,
we shall see which values of a properly represent a hydrogen chain. The same is
done for the Gaussian exponent α.

With this, the atomic orbitals fulfilling Bloch’s theorem, or Bloch sums, are

φAk(x) =
1
√

Nl

∑
l

eiklae−α(x−la)2
, (5.42)

φBk(x) =
1
√

Nl

∑
l

eik(RAB+la)e−α(x−(RAB+la))2
, (5.43)
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Fig. 5.6: Occupation numbers at different energies. In all panels, that of the normal
state at T = 0 K is depicted in black. To the left, each figure shows the occupation
numbers of the normal state at different temperatures, for a given Tc. To the right,
the same is displayed for the superconducting state.

with Nl the number of unit cells considered in the model. Here, k is selected to take
values inside the first BZ, k ∈

[
− πa ,

π
a

]
, with k = 2π

Nla
l and l taking integer values in the

range
[
−

Nl
2 ,

Nl
2

]
. For simplicity, we will generally refer to k in units of 2π

a . A graphical
representation of these orbitals for k = 0.02 (i.e. k = 0.02× 2π

a ) is offered in Figure
5.8, for a total number of Nl = 101.
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Fig. 5.7: Atomic orbitals used in the unit cell of the hydrogen chain tight-binding
model, represented by two identical Gaussian functions. The black spheres mark the
positions of the two nuclei inside the unit cell, delimited by squared brackets. Here,
the unit cell length is taken as 1u, and the Gaussian exponent as α = 10u−2

Fig. 5.8: Left: Real part of the Bloch sums of each band index, i = 0 and i = 1, for
k = 0.02× 2π

a . Right: Real part of the Bloch wavefunctions at the same k point for the
symmetric chain.

Finally, the Bloch wavefunctions that diagonalize the Hamiltonian of the hydro-
gen chain can be written as a linear combination of the Bloch sums in (5.42) and
(5.43), as in eq. 2.54,

ϕnk(x) =
1
√

Nl

∑
i

∑
Ri

cn
ikeikRie−α(x−Ri)2

. (5.44)

In this case, the band index n can take the values 0 and 1. The diagonalization deter-
mines the coefficients cn

ik, ant it is performed using the Gaussian elimination method
[107], as implemented in NumPy [108]. The result of the diagonalization will nec-
essarily depend on the hopping parameters. Let us recall that the hopping parameter
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between site A and the site B to its right is v, whereas between the same site A and
the atom B on its left, the hopping parameter is w (see Fig. 2.2). In the special case
in which v = w, the resulting coefficients are c0

Ak = c0
Bk =

1√
2

and c1
Ak = −c1

Bk =
1√
2
,

corresponding to a bonding and antibonding orbitals, respectively. Figure 5.8 shows
an example of such a Bloch wavefunction.

Once the Bloch wavefunctions have been defined and computed, the next step
is to evaluate the real-space functions of interest. In order to do so, we will gener-
ally assume that the Bloch wavefunctions are orthonormal, which allows expressions
such as

ρ(x) =
∑
nk

nnk |ϕnk(x)|2 , (5.45)

for the electron density, and similar ones for the other functions.
To evaluate the orthogonality, we first resort to the nearest-neighbors approxima-

tion, in which the only non-zero overlaps between the basis functions are∫
χ∗lA(x)χlA(x)dx =

∫
χ∗lB(x)χlB(x)dx = C , (5.46)

and that between two adjacent atomic sites,∫
χ∗lA(x)χlB(x)dx =

∫
χ∗l−1B(x)χlA(x)dx =

∫
χ∗lB(x)χl+1A(x)dx = S (5.47)

because we consider Periodic Boundary Conditions (PBC), we must also include∫
χ∗NlB(x)χ1A(x)dx = S . (5.48)

Equation (5.46) allows to normalize the basis set. Once this is done, the Bloch over-
lap will yield ∫

φ∗ik(x)φ jk′ (x)dx = δk,k′c
k,k′
i, j , (5.49)

where it can be shown that ck,k
A,A = ck,k

B,B = 1, and ck,k
i, j for i , j is dependent on S. In

this way, equation (5.49) shows that the Bloch sums are orthogonal with respect to
the wave vector index k, but not with respect to the site. This changes when we diag-
onalize the Hamiltonian and find the Bloch eigenfunctions, which are orthonormal∫

ϕ∗nk(x)ϕn′k′ (x)dx = δn,n′δk,k′ . (5.50)

Equation (5.50) is true analytically, but in practice there is a numerical error that
comes from the integration of the Bloch sums in (5.49): the overlap of two Bloch
sums of different k is not exactly zero. Given the importance of the orthogonality
condition in the computation of the density and the other real-space descriptors, we
define the numerical error associated to those computations as
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ERROR =max
k,k′

{∫
φ∗ik(x)φ jk′ (x)dx

}
. (5.51)

This quantity sets the precision of the results presented in the following, and it will
be of special interest to minimize it when choosing the parameters of the model.

As a final remark concerning the computation of the real-space quantities in this
model, it is important to note that the expression of the ELF in eq. (4.9) is not valid
for one-dimensional systems, as the expression of the TF KED changes in those cases
to [109]

τT F(x) =
π2

24
ρ(x)3 . (5.52)

It is this one-dimensional version of the TF KED and the corresponding ELF, that
we consider for all of the calculations of this Section.

5.3.2 The model parameters

The construction of the hydrogen chain using the tight-binding formalism relies on a
set of parameters that need to be chosen carefully for the model to properly represent
the physical system. Firstly, we choose the lattice parameter, a, for which we hereby
adopt the value of a = 2.64Å. This determines the value of the arbitrary units, 1u =
2.64 Å. This value is in accordance with what has been observed in the literature
for high-temperature hydrogen-based superconductors of interest [110, 111]. In this
way, for the symmetric chain we shall set the hydrogen-hydrogen distance to dHH =

0.5u = 1.32 Å.
The Gaussian exponent, α, is optimized using Valence Bond (VB) theory on

a similar hydrogen chain, using a 6-31G∗ basis, and fitting the proposed Gaussian
orbitals to those results [112]. The outcome of such a calculation indicates that α
should live in the range of [8,15]u−2 or, equivalently, α ∈ [1.15,2.15] Å−2. In general,
we will use α = 10u−2 = 1.43 Å−2.

In theory, the hopping parameters, v and w, could be evaluated analytically
through the integral of equation 2.60. In practice this is not possible, as divergences
arise from the Coulomb potential of hydrogen in one dimension,

V0(x) =
1

4πϵ0

1
x
, (5.53)

with ϵ0 the permittivity of vacuum. This issue is avoided by using the Wolfsberg-
Helmholtz Approximation (WHA), that has been proposed for the Hückel model,
that is, in principle, physically equivalent to the tight-binding formalism. For one-
dimensional systems, the WHA allows to establish the relationship

t = κ · ϵ ·S , (5.54)

for the hopping t, with respect to the onsite energy ϵ and the overlap S of eq. 5.47.
There, κ is a constant that is set to 0.787 2 and the onsite energy for the hydrogen’s 1s

2Here, the value of κ is scaled from the typical value of κ = 1.75 for covalent bonds, to
yield the correct values for the hopping when the on site energy is shifted from ϵ = 0 eV to
ϵ = −13.6 eV.
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orbital is considered, ϵ = −13.6 eV. With this, the hopping parameters are restrained
to the range t ∈ [−3.0,−1.5] eV. Moreover, equation (5.54) is particularly useful when
atomic distances are variable, because it allows to scale the hopping parameters,
simply by assessing the new overlap integrals, S.

In the case of the symmetric chain, when only one hopping parameter is present,
we will use the value t = v=w=−1.5 eV. It is interesting to note that, actually, in that
case the only effect of changing t is that the energy scale varies, resulting in flatter
bands for a higher |t|, affecting the Density of States (DOS) at the Fermi energy.

Another two parameters that arise from the discretization of the problem in real
and reciprocal space must be determined, namely the real-space grid step, ∆x, and
the number of k points, Nk (that is equal to the number of unit cells, Nl). To ensure the
reliability of our results, we perform a convergence test on those parameters, in order
to minimize the numerical error arising from such an approximation. First, we fix
Nk = 101 and vary the grid step ∆x from 10−1 u to 10−4 u. We evaluate the error of the
overlap with respect to that distance, as defined in equation (5.51), as it is displayed
in Fig. 5.9. In order to check the convergence of the localization properties, we also
evaluate progress with respect to ∆x of the minimum value of the ELF, baptized
here as ϕ, for different temperatures and models (NS and SC). Because temperature
does not seem to have much effect on the convergence, only the results for T = 10
K are shown in Fig 5.10. Setting ∆x = 10−3 u to ensure an error below 10−5, the
same analysis is performed by varying the number of k-points. Only odd numbers
are considered to ensure a proper sampling of the BZ, that incorporates the Γ-point,
i.e. x = 0u. Considering the results obtained in this convergence test, the value of
Nk = 101 is chosen for the rest of the calculations.

Fig. 5.9: Error in the orthogonality of the Bloch sums with respect to: the grid step
considered in the discretization of the spatial functions, ∆x (u) (left); and the number
of k-points considered in the discretization of reciprocal space, Nk. The dashed ver-
tical line marks the chosen value of ∆x abd Nk.
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Fig. 5.10: Value of the minima of the ELF of the NS at zero temperature (red), the NS
at T = 10 K (green) and the SC state at T = 10 (K) (blue), for Tc = 300 K; with respect
to: the grid step considered in the discretization of the spatial functions, ∆x (u) (left);
and the number of k-points considered in the discretization of reciprocal space, Nk.
The dashed vertical line marks the chosen value of ∆x abd Nk.

5.3.3 Results in the symmetric chain

Here we present the results obtained for a symmetric hydrogen chain, i.e. when all
the interatomic distances and hoppings are considered to be the same, set to t = −1.5
eV and dHH = 1.32Å, respectively. The energy bands of the system is shown in
Fig. 5.11, where the absence of a gap signals the metallic nature of the chain.

Fig. 5.11: Energy spectrum of the two-band model of the tight-binding symmetric
hydrogen chain in the BZ.
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Figure 5.12 shows the spatial form of the electron density and KED in the sym-
metric chain. In each case, the NS quantities at T = 0 K, at T = 10 K, and the SC
functions at T = 10 K are considered. However, it is clear that they do not differ by
much, as both functions seem to be the same to the eye. The same is observed for
the ELF in Figure 5.13. In this way, the differences between the occupation numbers
in the three cases do not seem to change the spatial descriptors significantly. Con-
sidering that at low temperatures like T = 10 K the occupation numbers are the most
different in the NS and SC cases, the former remark is true for all higher tempera-
tures, too.

Fig. 5.12: Profiles of the electron density (left) and the kinetic energy density (right)
in the symmetric hydrogen chain for Tc = 300 K. In both panels, the three overlapping
lines represent the three considered models: normal state at T = 0 K and T = 100
K, and superconducting state at T = 100 K. Atomic positions are marked by black
circles, and the unit cell is delimited by squared brackets.

Although we expected to gain more information about the spatial properties in
the superconducting state, the similarity of the descriptors in both states is actually
quite practical. Indeed, this allows to infer localization and delocalization proper-
ties of the SC state from those of the NS, that are much cheaper to reproduce. In this
sense, if a link between the SC spatial properties and the usual observables of interest
is to be found, that link can immediately be inherited to the normal state properties.
This is exactly what is observed in real systems, as we shall see in Chapter 6, where
the delocalization properties in the NS are shown to correlate with the critical tem-
perature. This model permits to understand why the NS properties are able to carry
such information.

From the similarities in the results of the KED in both states, one can immedi-
ately infer that the 1- and 2-CPLF of equations (5.19) and (5.35) will be equal to
1 everywhere. This does not provide much information about the system, and we
thus abstain from drawing any conclusions. On the other hand, the spatial profile of
the diagonal of the anomalous density of eq. (3.65), χ(x, x), offers some information
about the spatial properties of superconductors. Fig. 5.14 shows how the anomalous
density diminishes as the temperature reaches Tc, as expected. The spatial maxima
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Fig. 5.13: Profile of the ELF in the symmetric hydrogen chain for Tc = 300 K. In
both panels, the three overlapping lines represent the three considered models: nor-
mal state at T = 0 K and T = 100 K, and superconducting state at T = 100 K. Atomic
positions are marked by black circles, and the unit cell is delimited by squared brack-
ets.

of χ(x, x) is located at the atomic positions, but even there they present a very small
magnitude, specially in comparison with the values of the electronic density (see
Fig. 5.12). This large difference in scale between the two densities explains why the
ELFs in the different states are so similar. Although from eq. (3.65) is it clear that the
magnitude and the width of the gap play a key role in the magnitude of the anoma-
lous density, the sum over nk states indicates that the DOS at the Fermi energy is
also important in determining the value of χ(x, x).

The localization and delocalization indices, introduced in Section 4.3, were eval-
uated for the symmetric chain. Figure 5.15 shows how the LIs, λ, evolve with re-
spect to the temperature, taking values of ca. 0.46. Taking into account that λ = 1
is the highest possible localization index for a hydrogen chain (no fluctuations), and
that λ = 0.5 is the expected index for non-interacting electrons, one can say that
the symmetric chain shows important fluctuations in the ELF basins, similar to the
non-interacting case. Although the results show that in the normal state the localiza-
tion diminishes when the temperature increases, as expected, those changes are very
small (of the order of 10−6), and it is not possible to rule out that they might be a
product of numerical error. The same holds for the comparison between λ for the
NS and SC state: although the SC case seems more localized, no conclusion can be
drawn at this scale.

The DIs in the hydrogen chain are denoted by δ1, j, to indicate that the overlap
integrals of equation (4.24) are taken for a reference ELF basin and its j-th neighbor.
The indices in Figure 5.15 show that the charge fluctuations are maximal between
consecutive basins ( j = 2), and then they decrease in an alternate fashion. In fact,
in analytical tight-binding models, it is expected that the values of odd numbers of
j would go to zero [113], and the deviations from that result in our model are a
consequence of the numerical error in the overlap of the orbitals. In general, the
alternation can be explained by the phenomenon of Friedel oscillations that arises
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Fig. 5.14: Anomalous SC density, χ(x), along the hydrogen chain for Tc = 300 K and
different temperatures, T . The atomic positions are marked by the black circles, with
the squared brackets delimiting the unit cell.

Fig. 5.15: Left: Localization indices of the normal and superconducting states in blue
and red, respectively, for different temperatures between 10 K and Tc = 300 K. Right:
Delocalization indices for the normal state at T = 0 K (black) and T = 100 K (blue),
and for the SC state at T = 100 K (red); for increasing order of neighbors, j. The
dashed lines show the algebraic fit to the decay of the indices.

in metallic systems, or with Pauling resonance structures in conjugated molecules.
The effect of this is that the fluctuation of the electrons is preferred within the same
sublattice (A or B), even when the system is symmetric [114].

It has been observed that for a metallic system, the decay of the DIs is algebraic,
and it is slower than that of an insulators, that decreases exponentially [113]. In the
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first case, evolution of the DIs can be modeled by

δ1, j = ( j−1)− f ×δ1,2 , (5.55)

where the value of the exponent f measures the rate of the decay. This is what can
be observed in Fig. 5.15, where all three curves are modeled by an algebraic fit of
similar decay rate, f , although showing a slightly faster decay in the superconducting
case.

5.3.4 Results in a dimerized chain

When the distance between a hydrogen in sublattice A with respect to the B atom
to its right is different to that with respect to the B atom on its left, we encounter
ourselves with a dimerized chain. We will analyze the changes of its properties for
different distances, considering the smallest hydrogen-hydrogen distance, hereby re-
ferred to as dHH , to range between 0.74 Å and 1.32 Å, the latter corresponding to the
symmetric case. The hopping parameters v and w will vary accordingly, following
the scaling in eq. 5.54.

The energy spectrum of this chain is substantially different from its symmetric
analogue, characterized by the presence of a gap between the two bands, distinctive
of an insulating state (see Fig. 5.16).

Fig. 5.16: Energy spectrum of the two-band model of the tight-binding asymmetric
hydrogen chain in the BZ, for dHH = 1.3 Åand a unit cell of size a = 2.64 Å.

Figure 5.17 displays the electron density, the KED, and the ELF in the dimerized
case, for dHH = 1.3 Å. Once again, the real-space functions of the NS and SC cases
overlap. This is true for the whole range of temperatures and interatomic distances.
The most evident changes of the topology of the ELF are with respect to the variation
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Fig. 5.17: Profile of the electron density (left), kinetic energy density (middle), and
ELF (right), in the dimerized chain where dHH = 1.3 Å, at T = 10 K. The atomic
positions are marked by the black circles, with the squared brackets delimiting the
unit cell.

of the interatomic distances as a result of the symmetry loss. In fact, the minimum
value of the ELF, ϕ, has dropped to nearly zero when slightly shifting the distances
from dHH = 1.32 Å to dHH = 1.3 Å. The profile of the ELF reveals the molecular-
ization of the system as two of the hydrogens approach each other. The value of the
ELF at the higher local minima between the hydrogens in the same unit cell, on the
other hand, increases with respect to the symmetric case. This is characteristic of a
more delocalized behavior of electrons in the intramolecular region. The value of the
ELF at this local minima is hereby denoted by ϕ∗.

Further decreasing the minimum interatomic distance accentuates those changes
in the topology of the function, as it can be noticed in Figure 5.18. In fact, when dHH
decreases sufficiently, the atoms in the lattice form units resembling H2 molecules,
characterized by the flat ELF profiles. We thus refer to this distance as intramolecular.

The analysis of the evolution of the topological descriptors ϕ and ϕ∗ with respect
to the intramolecular distance, and to the energy gap (see Fig. 5.19), show that a
small value of ϕ and a large one for ϕ∗ are a feature of an insulating state in the hy-
drogen chain, where intramolecular distances are shortened. On the other hand, both
topological descriptors will show a similar value in a metallic state, where distances
are more elongated. This is further supported by the increase of the localization in
the ELF basins with the decreasing of the intramolecular distance, as it can be seen
in Figure 5.21.

The anomalous density in the dimerized case shows a clear tendency: it dimin-
ishes abruptly with the interatomic distance, as evidenced by the logarithmic scale
in Fig. 5.20. This is in accordance with what has been observed in hydrogen-based
superconductors, as we shall see in Section 6.2, where systems presenting molecular-
like units of H2 tend to be worse superconductors. In this way, the topological de-
scriptors ϕ and ϕ∗, that correlate with dHH , also hold information about the anoma-
lous density. Interestingly, the evolution of the topology of χ(x, x) seems to be similar
to that of the ELF in Fig. 5.18.

The DIs in the dimerized chain show a larger decreasing rate, as measured by the
larger value of f (see Fig. 5.21), which is expected for the insulating state. Indeed,
the charge fluctuations in an insulator are more local, as the electrons are more tightly
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Fig. 5.18: Normal state ELF profile for the dimerized hydrogen chain at T = 100 K,
considering different minimum interatomic distances, dHH .

Fig. 5.19: Evolution of the topological descriptors ϕ and ϕ∗ with respect to the in-
tramolecular distance (left) and the band gap (right).

bound to their basins. This is also in agreement with the nearsightedness of electronic
matter in gapped systems, where the fluctuations of the density away from a given
point where the density is perturbed decays exponentially with the distance to that
point [115].

5.3.5 High-correlation limit

The comparison of the superconducting spatial properties using the descriptors pro-
posed in Section 5.2 yielded results that were indistinguishable from those in the
normal state. As it was shown in Fig. 5.15, however, there does seem to be a dif-
ference between the two states, but at those values of the superconducting gap they
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Fig. 5.20: Anomalous SC density, χ(x), for the dimerized hydrogen chain at T = 100
K, considering different minimum interatomic distances, dHH .

Fig. 5.21: Left: Localization indices of the dimerized chain with dHH = 1.3Å for the
normal state at 0 K in black, and of normal and superconducting states at T = 100
K in blue and red, respectively; with respect to different intramolecular distances.
Right: Delocalization indices for the normal state at T = 0 K (black) and T = 100 K
(blue), and for the SC state at T = 100 K (red); for increasing order of neighbors, j.
The dashed lines show the algebraic fit to the decay of the indices.
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were not considerable, and were of the order of magnitude of the numerical error.
Having this in mind, it becomes interesting to study the limiting case in which the
superconducting properties are amplified, to assess the effect of the highly correlated
state in the spatial properties.

The limit case of highest correlation in the superconducting state corresponds to
when ∆→∞ and T → 0. The first condition can also be reformulated as Tc →∞.
From eq. (5.14), one can already infer that the occupancies will go to 1 in those places
where ∆(ξ) , 0. Taking the very large value of Tc = 5000 K and a low temperature of
T = 10 K, we obtain the occupation numbers shown in the inset of Figure 5.23.

Surprisingly, even at this limiting case the profile of the real-space functions in
the symmetric chain in the SC state, namely the electron density, the KED, and the
ELF seem indistinguishable from those of the normal state. We do not display them
here to avoid redundancies with respect to Figures 5.12 and 5.13. The anomalous
density does increase in this limiting case, but its magnitude remains far below that
of the electron density, see Fig. 5.22.

The analysis of the LIs and DIs, on the other hand, shows a more clear ten-
dency. For the LIs, we obtain the values of λNS (T = 0K) = 0.45654, λNS (T = 10K) =
0.45653, and λS C(T = 10K) = 0.45645. Although the differences remain very small,
there seems to be a tendency for higher localization in the superconducting state.
This is further supported by the higher decay rate of the SC DIs, as it becomes clear
from Figure 5.23.

Fig. 5.22: Anomalous SC density, χ(x), along the hydrogen chain for the amplified
gap (Tc = 5000 K). The atomic positions are marked by the black circles, with the
squared brackets delimiting the unit cell.

Even if there seems to be a tendency for more localized ELF basins in the super-
conducting state, it is very weak considering that the chosen values for the parameters
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Fig. 5.23: Delocalization indices in the NS at 0 K (black) and at 10 K (blue), and
for the SC state at 10 K (red). The dashed lines shows the best algebraic fit for each
curve, and the inset the occupation numbers of each state, in the same color coding.

were greatly amplified. In this sense, it is not clear if is a product of numerical error,
of the approximations made in the tight-binding model, or if in fact it is a physical
result. At this stage, it becomes important to migrate from this model and to explore
other methods for the evaluation of the real-space SC quantities. As a perspective, it
would be particularly interesting to apply the formalism introduced in Section 5.2 to
real hydrogen-based superconductors.



Part III

Real-space descriptors in hydrogen-based
superconductors





6

Insights into superconducting properties using the
ELF

This chapter focuses on the topological analysis of the ELF in real hydrogen-based
superconductors. In Section 6.1, we briefly present the results of this analysis for
a large database of binary hydrides, leading to the recognition of different bond-
ing families and the definition of the networking value, ϕ, that correlates with the
superconducting temperature. Then, in Section 6.2, we delve into the details of the
implementation of an algorithm to automatize the computation of ϕ, and hence of Tc;
and compare the results to those previously obtained by visual inspection. Finally, in
Section 6.3 we present the results obtained by applying the program to a new set
of ternary systems. Further, the analysis of the ELF in those structures conduct us
to define the molecularity index, another descriptor that allows for a better charac-
terization of the bonding patterns in hydrogen-based superconductors. We finish by
proposing some machine-learning models that serve as an example of the perspective
uses and expansions of this work.

6.1 ELF in superconducting hydrides

In this section, we briefly present the results and conclusions of the first-principles
study of the ELF in a dataset of 132 hydrides, as they are presented in Ref. 110. A
detail of the systems considered for this analysis can be found in Appendix B.

6.1.1 Chemical bonding patterns

The visual inspection of the ELF isosurfaces of the superconducting hydrides reveals
certain chemical bonding patterns. This permits to classify the structures into six
different bonding families, that are mainly characterized by the shape of the ELF or
its value at the CPs between two hydrogen atoms. The classification criteria can be
summarized as follows:
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1. Molecular: the value of the ELF at the critical points between two hydrogens is
above 0.8 1, indicating the formation of H2-like molecular units.

2. Covalent: the dominant type of bond is covalent, characterized by hydrogen
basins elongated towards the other atom.

3. Weak H-H: hydrogens connect to each other at ELF values between 0.45 and
0.8, forming weak covalent bonds between them.

4. Ionic: hydrogens remain isolated at low values of the ELF, even below 0.5, and
there is an elevated mean extra charge per hydrogen. The latter should be at least
above 0.3 a.u. 2.

5. Electride: electrons are highly localized in the interstitial regions, playing the
role of a pseudo-anion, with maximum ELF values between 0.35 and 0.7.

6. Isolated: contains all the remaining systems, where the hydrogens are completely
isolated, with ELF values at the critical point below 0.25.

An example of a system from each of those families is provided in Fig. 6.1.
Comparison with the value of the critical temperature of each structure, as ob-

tained from the literature, shows that the Covalent and Weak H-H bonding patterns
are more likely to lead to a high-Tc compound (see Fig. 6.1). Further, the chemi-
cal origin of the different bonding patterns is clear when the non-hydrogen (or host)
atom location in the periodic table is taken into account, as proven in Fig. 6.1. This
is a clear step forward in the understanding of the chemistry of superconducting hy-
drides, as it allows us to propose new promising superconductors by choosing the
correct host atoms from the periodic table.

6.1.2 The networking value

After the careful visual study of the ELF isosurfaces of the superconducting hydrides
in the database, it became clear that there was a trend between the critical tempera-
ture and some of the topological features of the ELF. To make this correlation more
evident, and useful, we introduced the networking value, ϕ. This quantity is defined
as the maximum value of the ELF for which the f -domain remains periodic in three
dimensions, which can be revealed by constructing a bifurcation tree for the three-
dimensional periodic system of interest.

Figure 6.2 illustrates this principle for YH9. At f = 0.72, some ELF basins
are connected leading to H2 molecules (Fig. 6.2-top-left). This is schematized
in Fig. 6.2-top-right. As the ELF value diminishes, more connections appear. At
f = 0.57 (Fig. 6.2-bottom) the volume in this isosurface (associated with all points
such that f ≥ 0.57) is connected. This is the networking value, ϕ = 0.57.

In contrast to other descriptors obtained from the ELF that were introduced in
Section 4.2, as the average population of a basin or the fluctuation between basins,
that capture the behavior of electrons locally, the networking value describes a global
picture of electron localization in the lattice. In fact, the only way of finding a high

1This value was set to 0.85 in the original paper, but in this thesis we lower it to 0.8 for
reasons that will be explained in the chapters to come.

2This value was set to 0.5 a.u. in the original reference.
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Fig. 6.1: Top: ELF isosurface for one structure belonging to each of the six bond-
ing families. Bottom: Superconducting temperature, Tc, with respect to the periodic
group of the host atom (left); and with respect to the fraction of atoms in the unit cell
that are hydrogens, H f . Reprinted with permission from Ref. [110].

networking value is if the value of the ELF at the bifurcation points connecting the
hydrogens are all high. In such a case, the basins associated to the connected hy-
drogens would show high ELF values at the separatrix, and one would expect the
delocalization inside the f -domain to be high, too.

The importance of the networking value comes from its relation to the critical
temperature of hydrogen-based superconductors. A strong correlation between the
two is observed [110], as evidenced in Fig. 6.3. This provides a much more efficient
way of estimating critical temperatures, as the ELF can be obtained practically for
free after a SCF calculation is performed, unlike the usual methods for the estimation
of Tc (see Section 3.2). This is true even if the correlation is not very sharp, as it can
be used for predicting Tc for large amounts of systems. It can however be improved
if two key quantities are taken into account: the fraction of atoms in the unit cell
and the fraction of the density of states (DOS) at the Fermi level that correspond
to hydrogen, H f and HDOS , respectively. Including these quantities is not trivial, as
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Fig. 6.2: To the left, the electron localization function surfaces for the isovalues 0.72
(top) and 0.57 (bottom) for P63/mmc-YH9. The connections between the Hydrogen
atoms basins on the left are sketched on the right pannel, where the saddle points that
mediate those connections are marked in dark grey, for each isovalue.

it is typically observed that hydrogen-rich systems with a high DOS at the Fermi
level with H-character tend to be better superconductors. In this way, the correlation
improves significantly by defining

ΦDOS = ϕH f
3
√

HDOS , (6.1)

as can be observed in Fig. 6.3. This allows for a quick estimation of the critical
temperature through the linear relationship

Tc = (750ΦDOS −85)K , (6.2)

that minimizes the error in the database for all the range of temperatures.

6.2 TcESTIME: automatic computation of Tc

Automatizing the search of the networking value is the missing piece for an efficient
computation of the critical temperature. The TcESTIME algorithm has been devel-
oped for this purpose. The key feature of the networking value ϕ is that, for f = ϕ the
associated ELF f -domain is connected (in the topological sense i.e. has no disjoint
components), and thus expand in all three dimensions. To evaluate this connected-
ness, we build an associated complex network for each candidate networking value,
ϕ̃, where the nodes are the attractors of the ELF in the unit cell, and the edges rep-
resent a gradient path passing through a saddle point and connecting two attractors.
Then, we define the periodic connectivity of the network as follows:
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Fig. 6.3: Correlation between the superconducting critical temperature, Tc, and the
networking value ϕ (left), for a database of 132 hydrogen-based superconductors.
The correlation is improved by defining ΦDOS = ϕH f

3√HDOS (right), with H f the
fraction of hydrogen atoms in the unit cell, and HDOS the fraction of the density
of states at the Fermi level of hydrogen character. Reprinted with permission from
Ref. [110].

1. In 1D : there is at least one path that connects a node to one of its translated
analogues in another unit cell.

2. In 3D : there must be three such paths in three different, linearly independent,
directions.

In section 6.2.1 we will begin by showing how to build the complex networks.
Then, because the crystal lattice is periodic and our computational resources are
finite, taking into account all the nuclear attractors is impossible and we will show
how the the analysis can be reduced to the unit cell. In section 6.2.2, we will compare
the results of TcESTIME with those obtained by evaluating ϕ by visual inspection
in ref. 110, and provide a new correlation between ΦDOS and Tc. Then, in Section
6.3, we will show how the algorithm works in an unseen dataset of ternary systems.
There, we will see how we can improve our predictions by looking at other informa-
tion contained in the ELF, and using a Machine Learning approach for the fitting.
Finally, an interface between TcESTIME and a structure prediction algorithm is pre-
sented in Section 6.2.3.

6.2.1 TcESTIME: the algorithm

The networking value will be determined through the topological analysis of the
ELF, thanks to the program critic2 [116, 117]. This code allows reading grid data
as the ones obtained from Quantum ESPRESSO [118, 119] (used along this applica-
tion). Using a Newton-Raphson algorithm, it allows the localization of the ELF CPs:
maxima located in the nuclei (nuclear attractors), other maxima corresponding to the
atomic shell structure and valence (non-nuclear attractors), and saddle points corre-
sponding to bonding regions, i.e. CPs that are minima in one direction and maxima
in the other two (bond critical points) [116, 117]. Each Bond Critical Point (BCP)
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is connected to two attractors, be it Nuclear attractor (NUC) or Non-Nuclear At-
tractor (NNA), inside an isosurface of isovalue that is at most equal to the value
of the ELF in the BCP ( f -domain, see Section 4.2). These attractors can be either
in the same unit cell, or in a neighboring one. With this information, it is possible
to transform the typically analyzed ELF isosurfaces (Fig. 6.4-top-left) into graphs
(Fig. 6.4-bottom). Note how the NNAs (in blue) surrounding the S atoms (in green)
connect the neighbouring H atoms (in red) for the f = 0.69 domain.

Fig. 6.4: Unit cell of (H2S)2H2 in the Im3̄m crystal structure, with S atoms in green
and H atoms in red. On the top-left corner, the ELF isosurface for the networking
value ϕ = 0.69 is shown in blue. At the bottom, the representation of the same system
in the complex networks created by TcESTIME that connect the atoms and the NNAs
in the unit cell.

Two main issues were observed when constructing the network, mainly arising
from the use of grids:

1. Due to the rapid variations of the ELF in the core shells, some connections be-
tween NNA’s in the cores and the corresponding nuclear attractor are missed by
critic2.

2. The edges of the graphs are very sensitive to the tuning of the critic2 parame-
ters, namely the distance thresholds for which two CPs are considered to be the
same one.

Effective core radii

Although shell ELF attractors are spherically degenerated, they become non degen-
erated when the atoms are coordinated [94]. An example is shown in Fig. 6.5a, where
the maxima around the Cr are highly concentrated in the direction of the Hydrogens.
This great variety and amount of critical points per unit cell sets a big algorithmic
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difference between solids and molecules. Whereas the valence region has been found
to be exhaustively tracked by algorithms analogous to those employed for the anal-
ysis of the topology induced by the electron density, missing connections between
NUC’s and core NNA’s are a common feature in the networks that are built from the
critic2 and Quantum ESPRESSO output data. Hence, the complete characteriza-
tion of the ELF topology in the solid requires a hybrid method, with a combination
of core-valence approaches.

Fig. 6.5: (a) ELF isosurface at ϕref = 0.35 of the CrH3 P63/mmc crystal at 81 GPa.
ELF non-nuclear attractors as found with the default critic2 parameters are marked
in blue, while the atomic positions of Cr and H are in green and red, respectively. (b)
Graphs of the same system as represented by TcESTIME, with Cr and H nuclear
attractors in green and red, respectively, and NNA’s depicted in blue (computed with
optimized parameters). The original graph on top is transformed into the one on
the bottom when all NNA’s inside an effective atomic radius are considered to be
connected.

We use chemical intuition to avoid this problem and presuppose that all ELF
maxima that correspond to the same core are connected, as it is in fact the core the
one that needs to be part of the three-dimensional lattice. This requires the definition
of an effective core radius, which can be done from the ELF of isolated atoms, as it
has been shown that the values in the core region are quite rigid, staying practically
unchanged upon bonding and induced pressure.[120] Core radii values, rA, are tabu-
lated for elements A with Z ∈ [3,38]∪{48} in ref. 121 (also available in Table C.1 of
the Appendix). Hence, all critical points around a nuclear maximum of atom A and



86 6 Insights into superconducting properties using the ELF

within a distance rA of it will be linked together, as shown by the black circles in Fig.
6.5b.

As it is usual, the case of Hydrogen is a special one, where we cannot define
a core shell because its only (valence) electron participates in the bonds when the
atom forms part of a crystal. Defining a nuclear attractor for H is not chemically
correct then, and we should only find NNAs close to the nucleus. However, for the
sake of simplicity, critic2 does define a NUC for H, and this misconception can
sometimes lead to having many NNAs close to the Hydrogens, and the connections
between them and the bond CPs are easier to miss. Therefore, even though it does
not have a chemical meaning to assign a core radius to H, doing so can be useful as
it allows to group all those CPs that are found very close to the nucleus. We choose
rH = 0.7a0, which corresponds to half the bonding distance of the H2 molecule.

The definition of this radius is particularly convenient for systems where molec-
ular hydrogen is present, as the profile of the ELF along the bond axis is very flat and
it is more common that the algorithm fails to find the BCPs or to properly connect
them to the NUCs and NNAs.

Tuning critic2 parameters

The algorithm implemented in critic2 for the search of the critical points of the
ELF requires a set of thresholds that let the program identify two critical points as
being the same or not. The default minimum distance to consider two CPs to be
equivalent is 0.2a0. We have noticed that networking value is more accurately esti-
mated when this threshold is raised to 0.3a0, which we have set as default in TcES-
TIME. This bypasses the need to get a finer grid when the algorithm oscillates and
does not converge properly, and it avoids the unnecessary computation of too many
equivalent CPs in highly symmetric systems (e.g. spherically symmetric maxima and
saddle points in the cores).

Another parameter that can be tuned is the minimum distance between the nu-
clear coordinates of hydrogen and an ELF attractor for the latter to be considered
nuclear. To avoid a large amount of NNAs to form around the hydrogens, we have
raised this quantity to 0.6a0, which has shown to optimize the search of the net-
working value in the reference set. An example input file for critic2 using these
optimized parameters can be found in Appendix C.1.

These parameters can be changed by the user, as well as other more specific ones,
as TcESTIME also allows to run critic2 externally with the preferred options,
using the resulting output file as input.

Reducing the analysis to the unit cell

Considering the definition of periodic three-dimensional connectivity given before,
to determine ϕ we must search for paths that connect a node to itself in another unit
cell. However, for each trial f this means using supercells composed of at least 8
cells of unit size, in order to check for all possible connectivities outside the unit
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cell. We will try to simplify this picture thanks to periodicity. This is done in two
steps: translating the graph to the unit cell, and then checking for closed paths.

To reduce the network to the unit cell, we associate a direction and weight to the
edges, that will correspond to the translation vector of the connection. For example,
if node 1 is directed towards node 2 with translation t12 = (−1,0,0) it means that, in
every unit cell, 1 is connected to 2 in a neighboring cell to its left (see Fig. 6.6). It
is worth noting that these directions are simply an attribute of the connection, and it
does not mean that these are directed graphs in the complex network sense. (In the
previous example, we do consider that node 2 is connected to 1, but the translation
would change sign. This would not be true in a classic directed graph.)

With this “labelled” graph, we can translate all the information of the periodic
connectivity to the unit cell while keeping the translational information.

Fig. 6.6: Left: Connections between nodes in a single unit cell, (0,0,0), and those
surrounding it. The nodes in orange are those in or connected to the (0,0,0) unit cell,
forming the minimal network that captures periodicity. Right: Simplified represen-
tation of all the connections in the lattice in one unit cell. The network edges are
labeled with the translation between two nodes. The color of the arrows represents
the translation to the respective neighboring cell on the left panel.

Finding closed paths in the unit cell

Having defined the network in the unit cell, the connectivity along a direction is
reduced to having closed paths Pi connecting a node i to itself within the unit cell.
Considering all edges k ∈ Pi, the net translation of Pi is defined as
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tii =
∑

k

sktk , (6.3)

with tk the translation vector of k and sk the sign assigned that the edge within Pi,
i.e. sk = 1 if the path goes in the original direction of the edge, and sk =−1 otherwise.
Note that the first and the last edges must contain i: k1 = i, j and kni = l, i, with ni the
number of edges in Pi. For the system in Fig. 6.6, we can identify a closed path
3→ 2→ 0→ 3, with a net translation of t33 = (1,−1,0).

Fig. 6.7: Tree data structure of the network starting from node 0. The blue dashed
arrows in each panel mark the closed path 3→ 2→ 0→ 3.

While it is rather easy to visually identify all possible closed paths for small
systems, it is not straightforward to do so for larger ones. We propose an algorithm
that is based in the breadth-first search algorithm [122], that builds the tree data
structure of connections in a network starting from one node, that we call n0. In the
original algorithm, this is done by checking all the connections of the initial node,
and creating a new branch for each one of them, which are put in a queue, while the
initial node is marked as visited. The process is repeated for each of the nodes in the
queue, which are then taken off of it when they are visited, and finishes when it is
empty. Because in our networks there could be more than one connection between
the nodes (see for example the double connection between nodes 0 and 1 in Fig. 6.6),
we use the adjacency matrix, A, instead of the visited flag, where Ai j = A ji is equal to
the number of edges connecting nodes i and j. The matrix is updated by subtracting
1 to Ai j (and A ji) when a connection between said nodes is added to the tree. The
translations of these connections are also taken into account and stored, taking care
of its sign, as can be seen in the example in Fig. 6.7.

Once the tree starting from a node n0 is found, the nodes nr that appear more than
once are identified. For those there will be a closed path in the network, and its net
translation can be found by subtracting the net translation of each of the branches,
up to nr (see Fig. 6.7). If there is more than one connection between two nodes, we
consider a different path for each of them, with different net translations.
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TcESTIME workflow

The algorithm to find the networking value consists, in the end, of building com-
plex networks for each candidate networking value, ϕ̃, and assessing its connectivity.
All of the most important considerations when building such complex network have
been described in the previous sections. There are, of course, other details to take
into account, like the possibility of having a disconnected network for a given ϕ̃,
composed of two or mode fully connected networks, that should be treated sepa-
rately. The workflow of TcESTIME for the estimation of the networking value is
thus summarized in the flowchart in Figure 6.1.
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Table 6.1: Workflow of the program TcESTIME for the determination of the net-
working value.
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6.2.2 Results for reference binary systems

The networking value was computed for an ensemble of 132 systems, correspond-
ing to the hydrogen-based superconductors of ref. 110, from where the reference
values ϕref were taken. These values were originally visually determined, analyzing
different ELF isosurfaces and finding the one for which a 3D network formed.

TcESTIME was able to find a networking value for 129 systems, with a mean
absolute error of 0.04 with respect to the reference values ϕref , a standard deviation
of 0.08, and an average computation time of ca. 2s per system. A distribution of
the difference ϕref −ϕ is reported in Figure 6.9, where we compare the estimations
made with and without the considerations that were made concerning the cores: the
core radius for non-H and H atoms, and the nuclear distance parameter for hydrogen,
too. For simplicity, we call all these considerations the effective core radius reff . The
Im3̄m–(H2S)2H2 structure of Fig. 6.4 is a successful example for which TcESTIME
found the exact expected networking value, ϕ = ϕref = 0.69. TcESTIME was not able
to find a networking value for a total of 3 systems, as reported in Table 6.2. A more
detailed look into the ELF graph for the C2/m–LaH8 crystal at the reference value
ϕre f = 0.52 (see Fig. 6.8), shows that it is likely that two unconnected bond criti-
cal points should have been considered as equivalent. A hand tuning of critic2’s
parameters solves the issue for these problematic systems in most cases.

Table 6.2: Systems for which TcESTIME fails to compute a networking value, as
indicated by their chemical formula and space group; and their expected networking
value, ϕref , and critical temperature, Tc.

Chemical formula Space group ϕref Tc (K) Reference
LaH8 C2/m 0.52 131 [123]
PoH P63/mmc 0.34 0.65 [124]
H2I Pnma 0.36 5.3 [125]

Using the same values of HDOS as in ref. 110, it is straightforward to compute
ΦDOS . The correlation between ΦDOS , as computed by TcESTIME, and the reported
critical temperature of the reference systems is recovered. Fig. 6.10 shows the linear
fitting for the new data, yielding

Tc = (429.3ΦDOS −10.4)K , (6.4)

with a standard deviation of 46.1K. Note that both approaches, TcESTIME and vi-
sual search of ϕ, yield the most similar results for the structures with higher predicted
Tc, which interest us the most.
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Fig. 6.8: ELF isosurface at the reference networking value, ϕre f = 0.52, of the LaH8
C2/m crystal (top-left corner) and its graph representation as constructed by TcES-
TIME, with the La and H atoms in green and red, respectively, and the NNA’s in
blue. The black circle marks one of the regions where critical points fail to get con-
nected.

6.2.3 Perspectives: interface with XtalOpt

TcESTIME can be used to quickly estimate the critical temperature of a given ma-
terial. This is very useful when we already have a dataset of candidate superconduc-
tors, as it allows to efficiently identify the promising systems. However, as it is, the
program does not allow to actually predict new high-temperature superconductors.
Predicting new stable (and metastable) materials is usually done with crystal struc-
ture prediction (CSP) programs, that optimize the enthalpy of those systems for a
given stoichiometry. XtalOpt [43] is one of them, and it consists of an evolution-
ary algorithm where individuals are the crystal structures, which can be selected or
mutated from one generation to another, in each one of which the structures are re-
laxed with some ab initio program, e.g. Quantum ESPRESSO [118, 119] or VASP
[126, 127, 128]. As the evolutionary algorithm passes from one generation to another,
a fitness function is optimized. Usually, this function corresponds to the enthalpy of
the stuctures, that is minimized to ensure thermodynamical stability. However, one
can choose to optimize a multiobjective fitness function, allowing a simultaneous
minimization of the enthalpy and maximization of the critical temperature. In this
way, interfacing XtalOpt with TcESTIME permits to use the latter on every step of
the evolutionary algorithm, and have an estimation of Tc that will be included in that
multiobjective fitness function. The ability to define such fitness functions, and the
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Fig. 6.9: Histogram of the error in the estimation of the networking value ϕ with
respect to the reference value ϕref . Results with (orange) and without (blue) the in-
clusion of effective core radii are presented.
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Fig. 6.10: Correlation between ΦDOS and the superconducting critical temperature,
Tc for the reference values of the networking value and those computed with TcES-
TIME. The black line represents the linear dependence of Tc on ΦDOS according to
TcESTIME.



94 6 Insights into superconducting properties using the ELF

fact that it is an open-source program, are some of the reasons why we prefer XtalOpt
over other CSP algorithms.

Because the users of XtalOpt seem to prefer VASP for the ab initio calculations,
the interface will be done using that package. Once the relaxation of an individual
at a given generation is performed, and if the multiobjective option is activated in
XtalOpt, an external script will be launched to estimate Tc. That script consists of a
series of steps, summarized as follows:

1. A new single-point VASP calculation is launched to get the ELF field, using
the atomic coordinates of the relaxed structures from the POSCAR that resulted
from the VASP run performed by XtalOpt. This is stored in the ELFCAR file.

2. A non-self-consistent calculation is launched in VASP with a higher number of
k-points (k-spacing of 0.1 Å−1), to compute the DOS in a small window around
the Fermi energy, EF , as evaluated in step 1. This is stored in the DOSCAR file.

3. The DOS at the Fermi level for each atom is read from the DOSCAR and used
to compute HDOS , which is the fraction of the DOS at EF that corresponds to
hydrogen atoms.

4. The critical points and gradient paths of the ELF are found using critic2 and
the ELFCAR file.

5. TcESTIME reads the HDOS value obtained in step 3 and the output of critic2
to compute Tc.

With this, we hope to soon have access to a series of new predicted high-
temperature hydrogen-based superconductors. Specially in the case of ternaries, it
can be difficult to search for such materials, given the large amount of possibilities.
In this way, TcESTIME opens up the possibility to exploit CSP programs for this
aim, which was not possible before due to the cumbersome computations that had to
be done to obtain Tc.

6.3 Application to ternary systems

6.3.1 General results

It has become evident that the search for high-temperature hydrogen-based super-
conductors has to expand towards ternary systems, a much broader space that has
not yet been explored exhaustively. Because the correlation between ΦDOS and the
critical temperature was first observed in a large set of binary systems, the evident
next step is to test it in ternaries. We have chosen a set of 21 X-RE-H hydrogen-
rich compounds from the literature, with X and RE s-block and rare-earth elements,
respectively. A list of these systems is provided in Table 6.3.

We have carried out the calculations for the ELF and DOS of these systems
using DFT within the Kohn-Sham framework and the Plane-Waves Pseudo Poten-
tials method as implemented in Quantum ESPRESSO[118, 119]. We chose the PBE
scheme for the exchange-correlation functional,[59] including scalar relativistic ef-
fects. We set 80 Ry and 800 Ry for the wavefunction and density energy cut-offs,
and sampled the Brillouin Zone with an unshifted 12x12x12 regular grid.
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Table 6.3: List of X-RE-H systems (X is s-block element, RE is rare earth) in the
dataset, including their chemical formula, pressure (GPa), space group, and super-
conducting critical temperature Tc(K), networking value ϕ, HDOS , bonding type, and
reference from where it was taken. The systems classified as Ionic and Molecular
with an asterisk use a different definition to that of Belli et al. (2021), see Sec. 6.1.

Chem. formula Pressure (GPa) Space group Tc (K) ϕ HDOS Bonding type Ref.
LiScH10 300 R3̄m 52 0.30 0.28044 Molecular [39]
Li2ScH20 300 Immm 242 0.36 0.74533 Molecular [39]
Li2ScH16 300 Fd3̄m 262 0.63 0.6838 Weak H-H [39]
Li2ScH16 230 Fd3̄m 281 0.63 0.68616 Weak H-H [39]
Li2ScH17 300 Fd3̄m 94 0.57 0.59984 Molecular∗ [39]
Li2LaH17 300 Fd3̄m 118 0.50 0.67135 Weak H-H [39]
Li2YH16 300 Fd3̄m 251 0.59 0.76919 Weak H-H [39]
Li2YH17 300 Fd3̄m 64 0.55 0.79807 Molecular∗ [39]
CaYH20 600 P4/mmm 250 0.62 0.81869 Weak H-H [41]
Ca2YH18 200 P3̄m1 217 0.59 0.75185 Weak H-H [41]
Ca3YH24 200 Fm3̄m 225 0.58 0.80000 Weak H-H [41]
CaY3H24 200 Fm3̄m 252 0.55 0.55800 Weak H-H [41]
CaScH2 250 Fm3̄m 31 0.19 0.0237 Ionic [129]
CaScH4 200 P6/mmm 2 0.17 0.0978 Ionic∗ [129]
CaScH6 200 P4/mmm 57 0.36 0.60139 Ionic∗ [129]
CaScH8 200 P4/mmm 212 0.42 0.5569 Weak H-H [129]
CaScH12 160 Pm3̄m 175 0.55 0.48617 Weak H-H [129]
BeLaH8 50 Fm3̄m 191 0.29 0.66781 Weak H-H [130]
BeYH8 100 Fm3̄m 249 0.12 0.69714 Weak H-H [130]
BeCeH8 30 Fm3̄m 201 0.29 0.77857 Weak H-H [40]
BeThH7 20 P6/mmc 70 0.28 0.50172 Ionic [40]

The values of the networking value according to TcESTIME have a mean abso-
lute error of 0.02 with respect to the ones estimated visually, showing similar trends
to those observed for the binary compounds. As can be seen in Fig. 6.11 the corre-
lation between ΦDOS and Tc still holds for the ternaries, although some of them do
seem to further deviate from the tendency. This is normal considering that the defini-
tion of ΦDOS was proposed considering only binary compounds, and that the former
are more complex systems than the latter.

It is also useful to classify the systems according to the bonding patterns of the
hydrogens, as was originally done by Belli et al.[110]. This is done by visual inspec-
tion of the ELF and using the same criteria as the reference (except for some small
changes in ELF values for classification, see Sec. 6.1). In that work, two families
were identified as being more prone to show high Tc’s, namely the Covalent family,
where the hydrogens form covalent bonds with the other atoms; and the Weak H-H
family, with hydrogens forming a rather independent lattice where weak covalent
interactions are dominant, and the other atoms act as chemical precompressors. The
former is not present in our ternary dataset, which is in agreement with what was
observed for binaries, where s-block elements and rare-earth with high critical tem-
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Fig. 6.11: Critical temperature, Tc, as reported in the literature, with respect to the
corrected networking value, ΦDOS = ϕH f

3√HDOS for binary and ternary systems.
The systems are classified according to the bonding type that is dominant in the
system.

peratures belong to the Weak H-H family. This is confirmed for our ternary systems,
as can be seen in Table 6.3 and Fig. 6.11.

A more careful inspection of the new systems can help us elucidate what kind
of information the fit is lacking. In fact, we noticed that there are some systems that
have the same symmetry and similar stoichiometry, yielding a very similar network-
ing value, but with completely different critical temperatures. This is the case of
Li2ScH16 at 300 GPa, with ϕ = 0.63 and Tc = 281K, and Li2ScH17 at the same pres-
sure, with ϕ = 0.57 and Tc = 94K. The inclusion of H f and HDOS does not seem to
help, as they giveΦDOS = 0.47 andΦDOS = 0.41, respectively. The severe drop of the
critical temperature upon inclusion of one hydrogen is understood when one exam-
ines the ELF isosurfaces: the hydrogens rearrange shortening the minimum distance
between them, and as a result they form molecular units, which has been shown to
be detrimental for high-temperature superconductivity [110, 111] (see Fig. 6.12).

Although the former conclusion is evident from the visual inspection of the ELF,
it is not very practical if we would like to do a high-throughput screening of poten-
tial superconductors. We are thus in need of a descriptor that can account for this
observed tendency to form molecular units.

6.3.2 Molecularity Index

We define the molecularity index, ϕ∗, as the maximum value of the ELF for which
hydrogen atoms connect inside the same isosurface. In molecular systems, this will
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Fig. 6.12: Isosurface of ELF= 0.57 for Li2ScH16 (left, ϕ = 0.63) and Li2ScH17 (right,
ϕ = 0.57) at 300 GPa. The black circle marks the place where the extra H is added.
The blue and red circles show how the values of the ELF at the critical points change
with this addition, becoming more prone to form molecular units.

necessarily correspond to the value of the ELF for which molecular units appear.
Figure 6.13 illustrates the visual search for both ϕ∗ and ϕ. In TcESTIME, the molec-
ularity index corresponds to the highest ELF isovalue that gives a connected complex
network containing more than one hydrogen nuclear attractor; or containing just one
of them, along with a path that connects it to itself in another unit cell.

(a) ELF = 0.99 (b) ELF = 0.83 = ϕ∗ (c) ELF = 0.69 (d) ELF = 0.57 = ϕ

Fig. 6.13: ELF isosurfaces of Li2ScH17 at isovalues (a) 0.99, (b) ϕ∗ = 0.83, (c) 0.69,
and (d) ϕ = 0.57.

Results for ϕ∗ in binary and ternary systems can be seen in Fig. 6.14. As expected,
ϕ∗ is high for molecular systems, ranging between 0.8 and 1.0, where no other type of
bonding family is present. We notice that the two bond categories that are most likely
to have a high Tc, Covalent and Weak H-H, are dominant in the region where ϕ∗ ∈
[0.45,0.8], meanwhile all other types of bonding show ϕ∗ < 0.45 and generally low
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critical temperatures. Hence, the molecularity index is a quantitative tool to separate
the families of interest.

One can also look at the difference between the molecularity index and the net-
working value, ∆ϕ = ϕ∗ − ϕ. A large ∆ϕ means that the formation of the first H-H
connections happens at a very different scale of ELF values than the formation of the
three-dimensional periodic ELF network. We observe in Fig. 6.14 that ∆ϕ shows a
correlation with Tc, with a small ∆ϕ being necessary but not sufficient for high Tc,
similar to what was observed for HDOS and H f in binaries.

Fig. 6.14: Reference critical temperature Tc (K) with respect to the molecularity
index ϕ∗ (left), and to the different between that and the networking value, ∆ϕ= ϕ∗−ϕ
(center), for all binary and ternary data.

6.3.3 Machine learned model

In order to improve the prediction of new superconductors with the use of TcES-
TIME, we use Symbolic Regression (SR), an evolutionary algorithm where individ-
uals correspond to mathematical expressions, as implemented in PySR [131]. These
are optimized through generations in order to minimize the mean squared error of the
evaluated expressions with respect to reference data. In this way, the output models
are formulas for Tc. Symbolic Regression thus provides a way to do Machine Learn-
ing (ML) while retaining the scientific insight that a mathematical formula bears.

We have chosen five input quantities to be considered to compute Tc, for binary
and ternary systems: ϕ, H f , HDOS , ΦDOS and 1−∆ϕ, as they have all shown to be
high in high-critical temperature compounds. Although the inclusion of ΦDOS might
be redundant, we can accelerate the search by adding it, since we already know that
it correlates rather well with Tc. The output expressions have different accuracy and
complexity, the latter being a measure of how many nested operators are present.
Eligible unary operators were x2, x3,

√
x, 3√x, and ex; while binary operators could

be chosen between x+y, x−y, and x∗y. Three of the fits are displayed in Figure 6.15,
where we notice that the simplest corresponds to a linear correlation between ΦDOS
and Tc, as expected. However, higher accuracy can be obtained from considering
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expressions that include 1−∆ϕ, namely T S R2
c = 418.37(1−∆ϕ)

√
HDOS H3

f or T S R3
c =

226.42H3
f (−H3

DOS +e(1−∆ϕ)). This inclusion aids in lowering the mean absolute error
(MAE) also in the regions of high-Tc, where there tends to be a worse performance
due to the less amount of data.

Fig. 6.15: Reference Tc (K) values with respect to its predicted values according
to three different models trained with Symbolic Regression. The inset shows mean
absolute errors for all considered data points (MAE) and for those with Tc > 77K
(MAE>77K).

One thing that can be done to avoid this problem, is to filter the data to include
a similar amount of high and low-Tc systems. Instead of doing it in a random way,
we have chosen to filter keeping only the systems with ϕ∗ ∈ [0.45,0.8], which corre-
spond to the bonding families that interest us. A much sharper correlation between
ΦDOS and Tc is observed with the remaining data (see Fig. 6.16). We thus trained
a model using this data and the magnitudes ϕ, H f , HDOS , and ΦDOS . Again, the
simplest model found is a linear function of ΦDOS , but there are also more promis-
ing expressions like T S R4

c = 249H f (ϕ2 +HDOS ), T S R5
c = 784ϕ3H3

f + 175HDOS , and
T S R6

c = 625ϕ3H2
f +219H f HDOS . The overall errors in all of these models are much

more consistent with those in high-Tc regions, thus being more reliable for our pur-
poses. Although it is difficult to choose only one model, we do observe a similar
trend among them, that confirms what was first proposed for binaries: the most im-
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portant factor is always the networking value, ϕ, then the hydrogen fraction, H f ,
leaving HDOS as the magnitude with less weight. However, all three of them must be
present.

Fig. 6.16: Reference Tc (K) with respect to ΦDOS for filtered systems with ϕ∗ ∈
[0.45,0.8].
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Fig. 6.17: Reference Tc (K) for systems with ϕ∗ ∈ [0.45,0.8], with respect to four dif-
ferent expressions found with Symbolic Regression for its prediction. Mean absolute
errors for all considered data points (MAE) and for those with Tc > 77K (MAE>77K)
are displayed for each model.
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Fluctuations of effective potential for anharmonic
perturbations

In Section 2.4, we showed that electron-phonon coupling, responsible for enabling
the phenomenon of superconductivity in hydrides, can be measured through the
screened electron-phonon coupling matrix elements, given by equation (2.37), that
we recall here

gmn j(k,q) = ⟨umk+q|∆q jvKS |unk⟩uc . (7.1)

Broadly speaking, from looking at the expression for gmn j(k,q), we can say that
there are two main factors that have a role in the magnitude of the electron-phonon
coupling: the overlap between the electronic wavefunctions involved and the fluc-
tuations of the potential that result from the ionic motion induced by a phonon. A
spatial analysis of those quantities in real systems should help us understand where
the phenomenon takes place and how that changes for different types of bonds, shed-
ding light on the chemistry that is needed to conceive a good superconductor. This
is exactly what has been done for the ELF, allowing to establish patterns among
families of different bonding type; and to define the networking value, that showed
to correlate with Tc. In fact, the analysis of the ELF is related to the overlap of the
wavefunctions in the electron-phonon coupling matrix, which can be more clearly vi-
sualized when we express it in terms of Wannier functions instead of periodic ones,
as in equation (2.40), i.e.

gmnκα(Rl,Rl′ ) =
〈
wm0(r)

∣∣∣∣∣∂vKS (r−Rl′ )
∂Rκα

∣∣∣∣∣wn0(r−Rl)
〉

sc
. (7.2)

In that case, the overlap is between wavefunctions that are localized around ionic
positions, similar to a molecular orbital, and the magnitude of such an overlap is
related to the localization/delocalization of electrons in interstitial regions. In that
sense, it contains similar information to that of the ELF, that depends on the electron
density and, in the case if hydrogen, even shows a similar topology (see Section
5.3). It would therefore be interesting to study the other part of the electron-phonon
coupling, i.e. the fluctuations of the KS potential, in real-space. In Section 7.1, we
will present a simplified mechanism to evaluate the fluctuations of vKS (r,R) for a
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large set of perturbed potentials that are obtained using the SSCHA. Then, in Section
7.1.1, we will show how the symmetries of the crystal structures can be exploited
to reach convergence more quickly. We will present the computational details for
computing the effective potential on each perturbed configuration in Section 7.2.2.
Finally, in Section 7.3 we will present the results and analysis of the anharmonic
fluctuations of the potential for five superconducting hydrides, and compare it to
what is obtained for MgB2, a well-known conventional superconductor that is not
hydrogen-based.

7.1 Anharmonic fluctuations of effective potential

When a crystal structure is optimized using the stochastic self-consistent harmonic
approximation, we have access to the Gaussian ionic probability distribution, ρ̃R,Φ(R),
that minimizes the free energy (see Section 2.4.3). With this, an ensemble of Nc per-
turbed configurations can be obtained, where the ionic positions are deviated from
their equilibrium, R0, that in this case corresponds to the Gaussian centroids, R. With
uI a random deviation obtained from the probability ρ̃R,Φ(R), the ionic positions of
the perturbed configurations become R = R0 +uI . Then, for each perturbed system,
labeled by I = 1, . . . ,Nc, it is possible to perform a DFT calculation and estimate the
KS effective potential, vKS (r;R0 +uI) (see Section 2.3). Because it is our interest to
characterize the real-space properties of superconductors, we shall analyze the effect
of the anharmonic fluctuations on the potentials by evaluating the spatial scalar field
of the difference between vKS (r;R0+uI) and the equilibrium potential,

∆vI
KS (r) ≡ vKS (r;R0)− vKS (r;R0+uI) . (7.3)

Then, to assess the effect of the anharmonic fluctuations on the potential for the
ensemble of perturbed configurations, the standard deviation of vKS (r) will be used,

σ(vKS )(r) =

√√√
1

Nc

Nc∑
I=1

∆vI
KS (r)2 . (7.4)

We expect this quantity to converge with increasing Nc, as the infinite ensemble limit
is approached. Notice that σ(vKS )(r) has the same units as the effective potential.

Care must be taken when choosing a supercell, as a large one is usually required
to provide a correct description of the normal modes, and thus of the perturbed con-
figurations. Using large supercells can become quite expensive if the number of con-
figurations is high, considering that we must compute the effective potential for each
one of them. It is thus important to assess the effect of the size of the supercell, and
find a balance between that and Nc.

The standard deviation in eq. (7.4) was computed for a series of well-known
hydrogen-based superconductors, namely PdH, H3S, LaH10, ScH6 and LaBH8. As
it was mentioned, the same was done for a non-hydrogen-based superconductor,
MgB2, for comparison.
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7.1.1 Symmetrization of the perturbed potentials

Hydrogen-based superconductors usually have crystal structures exhibiting high
symmetry. The operations of symmetry, S , of a given system can be exploited to
converge σ(vKS )(r) much faster. In the limit of infinite perturbed configurations, if
the number of symmetry operations is Nsymm, for each configuration RI we should
find in the ensemble the other Nsymm−1 rotated configurations, S RI . In this way, the
standard deviation of the KS potential will have the same symmetry of the crystal.
We can impose this symmetry, for example by creating every symmetry-equivalent
configuration for each of those in the ensemble. However, even if the SSCHA code
allows to do this directly, this can become very expensive, specially for large su-
percells. This is a consequence of the large number of Self-Consistent Field (SCF)
calculations that would have to be performed, a total of Nc∗Nsymm (one per symmetry
operation, per initial configuration).

Another, less expensive, approach would be to take advantage of the symmetries
of the system to build the scalar field vKS (r;S RI) directly from the values of the non-
rotated potential vKS (r;RI), for an original perturbation uI . Notice that if a function
only depends on the distance |r−RI |, as is the case of the effective potential, rotating
the positions RI by S is the same as anti-rotating the coordinates r, i.e.

vKS (r;S RI) = vKS (S −1r;RI) . (7.5)

Equation (7.5) lets us recover the potential in all the unit cell for another perturbed
configuration, S RI , by anti-rotating the grid in the original system.

Because the grid is discrete, making use of equation (7.5) is not straightforward,
as one must match the rotated point S −1ri with a point in the original grid, r j, to
access the value of the potential at that point. Also, care must be taken when rotating,
as some of them will fall outside of the unit cell, and periodic boundary conditions
must be applied to do the match. In what follows, we shall present a code that was
developed to do this in an efficient way.

7.2 Computational details

7.2.1 Algorithm for symmetrization

The algorithm to find the symmetrical replicas of each perturbed configuration, RI ,
relies on the spglib Python package [132], which was used to find the matrices
representing the symmetry operations of the unperturbed system. Then, a Python
custom-made code was developed and employed to extract the grid and the values
of the potential at each grid-point, {ri} and vKS ({ri},RI), respectively; and then write
the Nsymm new scalar fields, vKS ({ri},S RI).

The input data of the code is provided by the program that is used to compute the
potential, in this case Quantum ESPRESSO [118, 119], and is in a cube file format.
The grid-points, {ri = (xi,yi,zi)}, are written in crystallographic coordinates, i.e.
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ri = xia+ yib+ zic , (7.6)

with a, b and c the lattice vectors. Moreover, we know that the points of the grid
are placed along the lattice vectors, so that xi,yi,zi ∈ [0,1) (i.e. the grid is not cubic
in Cartesian coordinates, unless the unit cell is itself cubic). Considering that the
axes contain a number of Na, Nb and Nc equidistant points, respectively, we define
∆a = a

Na
, ∆b = b

Nb
and ∆c = c

Nc
, so that

ri = ki∆a+ li∆b+mi∆c , (7.7)

where ki, li and mi are integer numbers going from 0 to Na−1, to Nb−1 and to Nc−1,
respectively. Analogously, we can write ri =

(
ki
Na
, li

Nb
, mi

Nc

)
.

Finding a logic way to order the grid-points in a list is essential to facilitate the
matching between the original and the rotated grid. We arrange them in such a way
that the last component is the fastest, i.e. two consecutive points along the c axis will
be consecutive in the list. After each line along said axis is finished, the list continues
by summing one to the index li, corresponding to the axis along b, making the a axis
the slowest one. In this way, the indices i in the list will be given by

i = Nb ∗Nc ∗ ki+Nc ∗ li+mi . (7.8)

Now, let us consider a symmetry operation S of the unperturbed crystal. If there
is a perturbation in the position of the atoms, that are now given by RI , this symmetry
is lost, as portrayed in Fig. 7.1(a). Given a potential field evaluated in the grid over
this perturbed configuration, vKS ({ri},RI), we would like to infer the potential field
for a rotated atomic configuration, vKS ({ri},S RI), as in Fig. 7.1(c). To do so, we
make use of the relation in eq. (7.5), and focus on computing vKS ({S −1ri};RI), as
shown on Figure 7.1(b). For every point in the grid, ri, we can find its rotation r′i =

S −1ri =

(
k′i
Na
,

l′i
Nb
,

m′i
Nc

)
. Finding the index of this point in the list is straightforward

using eq. (7.8):

i′ = Nb ∗Nc ∗ k′i +Nc ∗ l′i +m′i . (7.9)

Once the grid-point has been found, its corresponding potential value vKS (S −1ri;RI)
is known, too.

In this way, one can recover the potential of a new perturbed configuration, S RI ,
without the need to do a self-consistent calculation. In a system like the supercon-
ducting PdH at 5 GPa, for example, where the space group is Fm3̄m, the number
of symmetry operations is 48. Thus, this symmetrization procedure allows to add 48
perturbed configurations to the ensemble per SCF calculation, representing a huge
gain in computational time.

7.2.2 Methods: ab initio calculations

The ab initio calculations performed to find the effective potential of the perturbed
configurations were done within DFT at the GGA level, using the Perdew–Burke-
Ernzerhof (PBE) exchange-correlation functional [59] as implemented in the Quan-
tum ESPRESSO package [118, 119]. The plane-wave basis cutoff for the energy was
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Fig. 7.1: Representation of the use of symmetry operations, S , to find vKS (ri;S RI)
from vKS (ri;RI). In the three panels, there is a cubic unit cell containing two atoms.
The unperturbed positions of those atoms, R0, are represented by empty circles,
whereas the perturbed configuration positions, RI , are represented by filled circles.
Grid points yielding different potential values are marked by stars of different colors.
In (a), the original potential for RI is known at grid points ri and r j. In (b), the grid is
rotated in −90◦ by S −1 (red arrow) and the value of vKS at r′i = S −1ri is the same as
the value at r j in the original grid, both in green. In (c), transparent and dotted circles
mark the atomic perturbed and unperturbed positions before rotation, and solid and
continuous circles are those after rotation by S (i.e. 90◦). The value of the potential
in the original grid at ri takes the same value as vKS (r j,RI), in green.

set to 70 Ry for PdH, H3S and ScH6; and to 700 Ry for the density in the same
systems. For LaH10, on the other hand, lower values of 50 Ry and 500 Ry were
needed, respectively; meanwhile for LaBH8 they were of 90 Ry and 900 Ry. A com-
parative study of the effect of Pseudopotentials (PPs) on the scalar field σ(vKS )(r)
was performed for PdH and LaH10, where both the Plane-Augmented-Wave (PAW)
and Ultra-Soft (US) approximations were used. The choice of the PP for the rest
of the compounds was done following the literature articles from where Tc values
were taken. In this way, PAW pseudopotentials were used for H3S, ScH6 and MgB2,
whereas the ultra-soft approximation was employed in the study of LaBH8.

7.3 Results for hydrogen-based superconductors

The standard deviation in eq. (7.4) was computed for a series of hydrogen-based
superconductors, namely Fm3̄m-PdH at 5 GPa [72], Im3̄m-H3S at 150 GPa, Fm3̄m-
LaH10 at 150 GPa [47], P63/mmc-ScH6 at 100 GPa [133] and Fm3̄m-LaBH8 at 100
GPa [69]. For each of those systems, 1x1x1 and 2x2x2 supercells were considered,
for comparison. A total of Nc = 50 perturbed configurations per system, as obtained
from the SSCHA, were taken into consideration. After symmetrization, the number
of total configurations thus became 50Nsymm, depending on the number of symmetry
operators of each system.
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7.3.1 Convergence analysis

The convergence of the scalar field σ(vKS )(r) with respect to an increasing number
of configurations, Nc, allows to visualize the effect of symmetrization on σ(vKS )(r):
a symmetrized version of the latter converges more rapidly, quickly reaching values
that before were only attainable by increasing Nc to a much higher number. This is
so because adding symmetric replicas allows to have a much more representative
ensemble of perturbations. This is clear for the example case of the 1x1x1 cell of
PdH in Fig. 7.2, where the isosurfaces of large deviation of vKS (σ(vKS )(r) = 0.9
Ry, located around the hydrogens) become more symmetrical after the procedure.
In fact, before the procedure the isosurface looks quite irregular and it is easy to
distinguish the directions of the perturbations that were used to compute σ(vKS ), see
Fig. 7.2(c). After symmetrization, the isosurface in Fig. 7.2(d) is more uniform, and
more accurately represents the average behavior of the fluctuations of the potential.

The evolution of the maximum of σ(vKS ) for increasing Nc is used to assess
the convergence of the procedure. The meaning and importance of those maxima is
further discussed in Sec. 7.3.2. The faster convergence for the symmetrized case is
displayed in Fig. 7.3, where it is possible to see that large supercells suffer a more
pronounced change upon symmetrization. On the other hand, the size of the super-
cell does not seem to change the results greatly, which is surprising considering that
not having a large enough supercell can hinder the proper computation of phonon
modes. It is, however, a very useful result, as it allows us to considerably reduce
the computational cost of these calculations. Similar results are observed for conver-
gence of H3S, as shown in Figures 7.2 and 7.3. The convergence of the maxima of
σ(vKS )(r) for all the systems and supercell sizes are gathered in Figure 7.4 and 7.5.

The comparative study of the fluctuations of vKS (r) using different PPs yields
similar results for both cases, in PdH and LaH10. Although the maximum standard
deviation changes slightly with the PP, it stays in a similar range, see Figs. 7.4 and
7.5. Other quantities, like the deviations around the non-hydrogen nuclei, also remain
similar (see Table 7.1). One explanation for this would be that, since σ(vKS )(r) is a
measure of how the potentials change with the perturbations, it is differences and not
absolute values of vKS that are computed, which should be less prone to be affected
by the chosen PP approximation. These observations justify the comparison of results
that have been indistinctly obtained using either of the two approximations.

7.3.2 Topological analysis

The maxima of σ(vKS )(r) are located at those places where the effective potential
suffers the biggest changes as a consequence of the ionic vibrations. For a sufficiently
large ensemble, it is expected that this maxima occurs at the equilibrium positions of
the ions, or very close to them. In particular, because the hydrogen atom is so light,
the amplitude of its vibrations should be larger, and the same goes for the potential
fluctuations around it. This is exactly what we observe for the 2x2x2 supercell of H3S
in Figure (7.6). As the isovalue σ of the standard deviation increases, the isosurfaces
begin to get localized solely around the hydrogen atoms. In fact, all of the studied
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Fig. 7.2: Top: Isosurface of σ(vKS )(r) = 0.6 Ry. in the 1x1x1 supercell of H3S, for a
number of (a) Nc = 100 perturbed configurations in the non-symmetrized case, and
(b) Nc = 50 in the symmetrized case. Bottom: The same number of configurations are
used for the (c) non-symmetrized and (d) symmetrized cases of PdH, respectively,
for an isovalue of 0.9 Ry.

hydrides show this same tendency. This makes the maximum of σ(vKS )(r) a good
quantity to use for comparison between systems, to characterize the magnitude of
the fluctuations at the hydrogen positions.

Table 7.1 summarizes the results obtained for all the hydrides, and for the 1x1x1
supercell of P6/mmm-MgB2

1. We observe that almost all of the hydrides converge
to a maximum σ(vKS )(r) around 2.5 Ry. PdH is the exception, having a maximum
deviation from the equilibrium potential of roughly 3.5 Ry in all cases. In contrast,
a lower value of 1.77 Ry is found for this maximum in MgB2, located on top of
the magnesium. It is in fact expected that the deviations of the potential from its
equilibrium value should be higher for hydrogen, the lightest of atoms, so the lower
value obtained for MgB2 is not surprising. In this sense, considering the low Tc value
of 39 K of MgB2, and keeping in mind the expression for gmn j(k,q) in eq. (2.40), one
would expect that a higher maximum of σ(vKS )(r) would be a fingerprint of high-
Tc. However, PdH falses the hypothesis, with the highest deviations and a critical
temperature of 5 K. The particularity of this system with respect to the others is its
high degree of anharmonicity, as evidenced by the large anharmonic correction to
the harmonic spectra found in ref. 72. The large fluctuations of the KS potential that
we observe are consistent with this.

1Computations for MgB2 in a larger supercell are in progress.
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Fig. 7.3: Maximum of the standard deviation σ(VKS )(r), located at the hydrogen
atom positions, with respect to the number of perturbed configurations, Nc, for H3S
(left) and PdH (right). The non-symmetrized (dashed line) and symmetrized (contin-
uous line) potentials are compared for two different supercell sizes are considered,
1x1x1 (violet) and 2x2x2 (green). In the symmetrized cases, each Nc actually corre-
sponds to Nsymm ∗Nc perturbed configurations.

Fig. 7.4: Convergence of the maximum of the standard deviation of the KS potential,
σ(vKS )(R) with respect to the considered number of symmetrized perturbed config-
urations, Nc, for different systems in a 1x1x1 supercell.

The local maxima surrounding the other atoms in the unit cell was also evalu-
ated, as shown in Table 7.1 (in the case of inequivalent atoms in the unit cell, where
different values are found in atoms of the same element, the highest one was taken).
The choice of PP does not affect the value of the atomic maxima significantly, the
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Fig. 7.5: Convergence of the maximum of the standard deviation of the KS potential,
σ(vKS )(R) with respect to the considered number of symmetrized perturbed config-
urations, Nc, for different systems in a 2x2x2 or 2x2x1 supercell.

Fig. 7.6: Isosurfaces of σ(vKS ), depicted in transparent blue, in the Im3̄m-H3S lattice
at 150 GPa for increasing isovalues: (a) σ = 0.2 Ry, (b) σ = 0.8 Ry, (c) σ = 1.2 Ry,
(d) σ = 1.8 Ry, and (e) σ = 2.2 Ry.



112 7 Fluctuations of effective potential for anharmonic perturbations

difference being in fact negligeable. On the other hand, it becomes clear that the su-
percell does have a great influence on that maxima, which increases with the size of
the supercell. In this sense, it only makes sense to compare results of similar super-
cell size, and we choose to take into account the larger one, as it better represents the
phonon modes of the bulk. We notice that the maximum values around lanthanum
and boron in LaBH8 (0.43 and 0.79 Ry) are similar to those obtained for LaH10 (0.39
Ry) and MgB2 (0.7 Ry), respectively. This, along with the repeated value of 2.5 Ry
obtained on top of the hydrogens in almost all of the systems, suggests that the value
of σ(vKS ) really close to the atoms has a high dependence on the element, which is
expected from the dependence of the KS potential on the atomic number. However,
this value is also determined by the amplitude of vibrations, and therefore has to
depend on the atomic environment.

Table 7.1: Summary of critical temperature, supercell size, networking value, and
topological descriptors related to the standard deviation σ(vKS ) for Nsymm = 50 sym-
metrized configurations for different superconductors.

System (PP) Tc (K) Supercell ϕ maxσ(vks) (Ry) Other at. maxima (Ry)
Fm3̄m-PdH (US) 5 1x1x1 0.21 3.64 –

2x2x2 0.21 3.39 0.28
Fm3̄m-PdH (PAW) 5 1x1x1 0.21 3.69 –

2x2x2 0.21 3.61 0.27
Im3̄m-H3S (PAW) 225 1x1x1 0.71 2.63 0.28

2x2x2 0.71 2.43 1.40
Fm3̄m-LaH10 (US) 274 1x1x1 0.56 2.59 –

2x2x2 0.56 2.63 0.39
Fm3̄m-LaH10 (PAW) 274 1x1x1 0.56 2.42 –

2x2x2 0.56 2.65 0.38
P63/mmc-ScH6 (PAW) 119 1x1x1 0.26 2.46 1.25

2x2x1 0.26 2.45 1.57
Fm3̄m-LaBH8 (US) 100 1x1x1 0.33 2.47 – (La)/0.73(B)

2x2x2 0.58 2.55 0.43(La)/0.79(B)
P6/mmm-MgB2 (PAW) 39 1x1x1 0.22 1.77 (Mg) 0.70 (B)

It is also interesting to study the topology of σ(vKS )(r) beyond its maximum val-
ues around atomic positions. In the larger supercells, one can separate the bifurcation
diagrams of the hydrides into two categories. The first one contains PdH and H3S,
for which the isosurfaces go from fully connected to fully disconnected at a single
value of σ(vKS ). For H3S this happens at the isovalue of 0.2 Ry, as one can see from
Fig. 7.6(a). On the other hand, bifurcation diagrams for LaH10, LaBH8, and ScH6
have the common trait that one of the non-hydrogen atoms separates from the rest at
very low values of σ(vKS ), whereas the isosurfaces surrounding the hydrogen (or the
hydrogen plus the boron in LaHB8) slowly break down into separated units. In the
case of LaH10, the lowest bifurcation point is at 0.10 Ry, above which the lanthanum
is separated from the rest of the atoms, as can be seen in Figure 7.7(a) and in the
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bifurcation diagram of Fig. 7.8. Then, above an isovalue of 0.37 Ry, the hydrogens
separate into units of five atoms (see Fig. 7.7(b)). Finally, above 0.5 Ry, the isosur-
faces of σ(vKS ) are separated and each one of them surrounds a single hydrogen
atom (see Fig. 7.7(c)). The case of MgB2 ressembles those of the second category,
with an bifurctation value of 0.06 Ry separating the magnesium, and another at 0.16
Ry for the borons, which take longer to disconnect from each other.

Fig. 7.7: In pink, sosurfaces of σ(vKS ) in the Fm3̄m-LaH10 lattice at 150 GPa for
increasing isovalues: (a) σ = 0.2 Ry, (b) σ = 0.4 Ry, and (c) σ = 0.6 Ry. The sections
of the isosurfaces are colored according to the value of σ(vKS ) using an B-G-R color
map, with the blue representing the lowest values.

Fig. 7.8: Bifurcation diagram of σ(vKS )(r) for LaH10.

Understanding the trends observed in the bifurcation diagrams requires that we
assign a meaning to the basins ofσ(vKS )(r). Unlike those of the electron density or of
the ELF, here the basins do not necessarily coincide with regions of core and valence
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electrons. For a point in space corresponding to a particular basin of σ(vKS )(r), one
can say that the changes of the potential at that point are due to the fluctuations of the
atom in the basin. We hereby refer to the bifurcation point ofσ(vKS ) at which an atom
is separated from the rest as its isolation value. If, for a given atom, the isolation value
is low, it means that its vibrations do not have a significant influence on the effective
potential far from the nucleus. This is the case of lanthanum in LaH10 and LaBH8,
and scandium in ScH6. However, if the isolation value is high, the fluctuations of
the potential for those atoms cannot be separated into single-atom contributions so
easily. This is the case of the hydrogens in the three previously mentioned hydrides.

Another trend in this category is that those three systems show clathrate-like
structures, where the hydrogens form a cage around the heavier atoms, which prob-
ably serve mostly as chemical precompressors. What the bifurcation diagrams are
putting into evidence is exactly this: the vibrations of the heavier atoms do not affect
the fluctuations of the KS potential around the hydrogens, which in turn does not
influence the electron-phonon matrix elements, gmn j(k,q). This is why they can be
included without losing the superconducting properties of the system. This is not true
for PdH and H3S, where the hydrogen and the heavier atom share the same isolation
value.

7.4 Perspectives

Although some things can be learned from the analysis of the fluctuation of the KS
potential, the studies that have been performed so far are until now exploratory and
work is still needed to draw more solid conclusions. In this line, considering the
trends observed for the maxima of σ(vKS ) in the hydrides, and the deviation of PdH
from that trend, we are particularly interested in verifying the hypothesis that this de-
viation is caused by the highly-anharmonic nature of the PdH crystal. To do that, we
plan to do a comparative analysis of a harmonic and anharmonic version of σ(vKS ),
where we expect that the highest differences among the two in the hydrides will
be for PdH, from where its separation from the other hydrides’ tendency should be
understood.

On the other hand, further studying the relationship between the topology of
the scalar field σ(vKS )(r) and the tendency of certain elements to act as chemical
precompressors seems to show some promise. The interpretation of the isolation
value can be studied in more depth by assessing its magnitude in a given structure at
different pressures, or by evaluating local pressures for different host (non-hydrogen)
atoms.

Finally, actually computing the integrals of the electron-phonon matrix elements
in real space, gmnκα in eq. 7.2, should help us understand the link between the net-
working value, the standard deviation of vKS with respect to fluctuations, and the
magnitude of the electron-phonon coupling in hydrogen-based superconductors.
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Conclusions

The main goal of this thesis has been to provide a real-space description of hydrogen-
based superconductors, with the aim of adding to the common knowledge of what
makes up a good superconductor. We believe that our modest contribution to that
knowledge has its strength in that it proposes to study superconducting materials
from a different viewpoint, assessing their properties in the framework of QCT.

The first approach presented in this work is the study of the real-space properties
of a model system. After discarding an initial model based on the Gor’kov wave-
function, that did not provide an energy scale nor reproduce the expected limit cases,
we focused on a tight-binding one-dimensional hydrogen chain. Using the normal
state of that system as a starting point, we constructed a hypothetical superconduct-
ing state on top of it, using the framework of SCDFT and a simplified expression for
the superconducting gap.

Even if for temperatures well below Tc the occupation numbers of the normal and
superconducting states were very different, the effect of this in the real-space func-
tions was negligible. In fact, the topology of the electron density, the kinetic energy
density, and the ELF did not change much when going from one state to the other,
as it was observed both in the symmetric and the dimerized case. Surprisingly, this
similarity persisted even at the limiting case of an amplified Tc (and ∆), where the
superconducting state seemed to be only slightly more localized. On the other hand,
the differences of the real-space properties between the symmetric and the dimerized
hydrogen-chains allowed to characterize the respective metallic and insulating states
better. It was not only the gap that granted a description of those conducting prop-
erties, but also the LIs, that increased when the intramolecular distance decreased;
and the DIs, that showed a tendency to decrease faster for farther away basins, as it
is expected for insulators.

The evolution of the topology of the ELF in the dimerized chain with respect to
the intramolecular distances was assessed through ϕ and ϕ∗, that correspond to the
values of the ELF at the minima in the intermolecular and intramolecular regions,
respectively. A metallic state was described by similar values of ϕ and ϕ∗, whereas
for the insulating case a bigger gap was measured when the intramolecular distances
shortended, leading to a more evident pattern of molecular units, in which cases the
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value of ϕ∗ was very high with respect to that of ϕ. The differences in the supercon-
ducting states of those systems was better understood through the anomalous density,
which is some sort of averaged Cooper pair wavefunction and an order parameter of
the transition. Having its maxima on top of the atomic positions, and its minima in
the interstitial regions, the average values of the anomalous density decreased with
the intramolecular distance, showing that molecularization has a negative effect on
the superconducting properties.

The following part of this thesis focused on the spatial properties of real struc-
tures of predicted or experimentally observed superconductors. The work began with
the analysis of the ELF in binary superconductors, led by Francesco Belli as part of
our collaboration with him and Ion Errea from the Materials Physics Center in San
Sebastian. This work, that can be found in ref. [110], allowed to define the network-
ing value, a topological descriptor that enriched our intuition on what makes a good
superconductor; and to separate the hydrides into families according to their bond-
ing types. It is not arbitrary that the symbol used to denote the networking value, ϕ,
is the same than that used to name the minima of the ELF in the hydrogen chain.
The latter is actually the one-dimensional version of the former, and its definition in
the hydrogen chain helps understanding why it is possible to gain information about
the superconducting state from the normal state ELF in hydrides, as it was shown
that the ELF in both states is practically the same. Even if the negligible differences
between the two were amplified, as a consequence of increasing the dimensions or
using an approach other than tight-binding, it seems very likely that the correlation
between them persists.

The networking value can also be used as a tool to get a faster prediction of the
critical temperature of hydrogen-rich superconductors, leading to an immense po-
tential for its use in the context of Crystal Structure Prediction (CSP). In order to
make that possible, it was necessary to provide a computational tool to automatize
the evaluation of the networking value. The TcESTIME program, developed for that
purpose, allows to do such a computation in a very efficient manner, thanks to the
complex-network-based algorithm that has been proposed in Section 6.2. The use
of this computational tool to accelerate the predictions of hydrogen-based supercon-
ductors is now close, as the interface between TcESTIME and XtalOpt is under de-
velopment, in the context of an ongoing collaboration with the groups of Eva Zurek
(University at Buffalo) and Gilles Frapper (Université de Poitiers).

The analysis of the topological properties of the ELF beyond the networking
value in ternary superconductors was possible thanks to TcESTIME. Even if the pre-
dictions of Tc in those systems using the networking value, HDOS , and H f , followed
the trend observed for binaries, the deviations from the expected values were en-
larged in ternaries. A close inspection of the ELF in the ternary systems allowed to
identify how the molecularization of the hydrogens in the lattice led to a huge reduc-
tion of Tc, but not of the networking value. The molecularity index was thus defined,
in analogy to the quantity ϕ∗ from the one-dimensional model. The conclusions ob-
tained in the hydrogen chain are in agreement with the observations in hydrides, and
lead us to propose that the appearance of the H2 molecular units hinders the super-
conducting transition because the normal state starts to resemble that of an insulator
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in terms of electron delocalization, while it is known that a metallic state is needed
as a precursor to conventional superconductivity.

The molecularity index also became a quantitative way to classify the systems of
interest according to the bonding type, and to filter those that have potential as high-
Tc superconductors. In this way, it is possible to use it to obtain a better fit for the
prediction of the critical temperatures. The ML models obtained using SR presented
in this work are an example of what can be done to improve the estimation of Tc for
its use in CSP.

In general, the study of the ELF in the hydrogen chain and in hydrides reinforces
a description that has already been presented in the literature: that a hydride con-
taining a negatively charged hydrogen sublattice with elongated covalent H-H bonds
enhances the superconducting transition [111]. In this thesis, we have shown some
new approaches for the characterization of such a hydrogen sublattice. Although in
the hydrogen chain a descriptor such as the shortest distance between hydrogens is
able to fully characterize it and determine its potential for superconductivity, in more
complex systems like hydrides this simple relationship is lost. In contrast, the combi-
nation of topological descriptors such as the networking value and the molecularity
index seems to properly and fully describe such a hydrogen sublattice, in a global
and in local manner, respectively.

Although the analysis of the ELF in binary and ternary superconductors allowed
us to better understand the real-space properties of high-Tc hydrides, it is well-known
that the critical temperature of those conventional superconductors should depend
on other quantities that the ELF does not depend on, namely those related to the
electron-phonon coupling. The effect of the anharmonic fluctuations in hydrides in
the KS potential was thus analyzed using the standard deviation σ(vKS )(r) for an en-
semble of perturbed atomic configurations. The symmetries of the crystal structures
were exploited to optimize the procedure and reduce the amount of SCF calculations
that were needed for convergence. The analysis of the topology of σ(vKS ) on a set of
hydrides showed some interesting trends. We observed that the potentials change the
most at the position of the hydrogens, as expected, and that the values of the stan-
dard deviation at those points was almost always around 2.5 Ry, with PdH being the
only exception. The possibility that this is a consequence of the high anharmonic-
ity of the PdH structure has been proposed, and a mechanism to test this hypothesis
by comparing the results to a harmonic version of σ(vKS ) has been offered in the
perspectives.

The comparison of the values of those maxima in the hydrides with respect to the
much lower values obtained for MgB2 led us to propose the following hypothesis. If
the hydrides were to always have a higher and almost constant value of the derivative
of vKS with respect to ionic displacements (that we find in the expression for gmnκα),
one could explain: (i) that the information contained in the part of gmnκα related to the
electronic orbitals is sufficient to describe the hydride’s superconducting properties,
and (ii) that the magnitude of the electron-phonon coupling matrix element is always
higher for the hydrides, explaining their tendency for higher Tc. Nonetheless, this
remains a hypothesis, and it is important to pursue the lines of work proposed in the
perspectives to get closer to a verification (or refutation) of that hypothesis.
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The analysis of the bifurcation trees of the scalar field σ(vKS )(r) for the different
hydrogen-rich superconductors allowed to distinguish two types of systems: those
where the basins around the atoms separate at once, and those where the topology
is more persistent and the so-called isolation value of the hydrogens is much higher
than that of the other atom(s). We propose that this could be a signature of systems
where the host atom acts as a chemical precompressor, and does not take part on the
superconducting transition enabled by the hydrogen sublattice. More work is needed
to make sure that the previous affirmation is in fact correct.

All in all, the study of the fluctuations of the KS potential with respect to anhar-
monic perturbations shows a lot of promise. Although by the end of this thesis it was
not possible to finish everything that we wanted to do in this line, and the scientific
contribution is yet to be polished, I would like to highlight that it has contributed to
my personal formation in more than one aspect. Firstly, having had to work with the
symmetries of the crystals and to write the code helped me to feel more at ease with
some concepts of crystal structures that I had not fully explored in the other parts
of this work, and that I think are very important for my future scientific endeavors.
Moreover, starting to learn about modern methods that allow to describe quantum
fluctuations in solids, like the SSCHA, has been of special interest to me. Last but
not least, proposing a real-space descriptor from zero, without fully understanding
how to interpret its topology has been quite a challenging and interesting task, that
shall be continued as we finish this part of the work.

Finally, I permit myself to comment on a few reflections that accompany me as
a PhD student in the finishing stage of her thesis. A general conclusion that I will
carry with me in the coming years, and that I would like the reader to take home with
them, is that gaining intuition is crucial if we want to do prediction of new materials.
Even if the properties of hydrogen-based superconductors can be predicted up to
reasonable accuracy nowadays, it is our jobs as scientists to guide where we focus our
research, and in order to do that it is necessary to have certain tools at hand that give
us a broad picture of the problem in question, specially in cases like this where the
computation costs are so high. QCT allows to infer some properties of the materials
by analyzing electronic functions in the lattice environment. This is in fact a very
powerful instrument, as those functions are not very expensive compared to more
specific computations that might be needed to get exact quantities of those properties.
For this to be of practical use, however, it is necessary to learn how to interpret
the topology of the electronic functions in real-space. In this sense, this thesis falls
perfectly within the scope of what we do in the Chemical Interpretation team at the
Laboratoire de Chimie Théorique. A common thread throughout the different parts
of this thesis is that we have had to describe and interpret what we observed in the
results of our simulations. In other words, we have had to ask ourselves: what do
these results mean? Of course, it has been our interest to answer this from a scientific
viewpoint, and the work that I have been able to undertake throughout my thesis has
been carried out with this in mind.
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A

Basics of Migdal-Eliashberg formalism

The effect of the electron-phonon coupling in a many-electron metallic system was
approached by Migdal making use of Green functions in 1968 [19]. It was Eliash-
berg who later extended that formalism to superconducting materials [20]. In it, he
considered both the electron and the phonon Green functions.

The formalism can be formulated as many-body perturbation theory [16]. It con-
siders the zero order Hamiltonian

H0 = Hs+Hext (A.1)

where the first term corresponds to the KS contribution

Hs =
∑
σ

∫
ψ†σ(r)

[
−
∇2

2
+ vKS (r)−µ

]
ψσ(r)dr , (A.2)

and the second one considers an external potential, ∆ext, that allows Cooper pairs to
tunnel in and out of the system, thus breaking particle-conservation,

Hext =

∫
∆∗ext(r,r

′)ψ↑(r)ψ↓(r′)drdr′+h.c. (A.3)

The first-order Hamiltonian, on the other hand, accounts for the interactions,

HI = Hee+He−ph−HDC , (A.4)

with Hee the usual electron-electron interaction term, He−ph the electron-phonon
interaction Hamiltonian of equation (2.36) (that we use to approximate the real
electron-ion interaction), and

HDC =
∑
σ

∫
ψ†σ(r)vs(r)ψσ(r)dr , (A.5)

which avoids double counting of the exchange-correlation already taken into consid-
eration in Hs.
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Perturbation theory cannot be used for the total Hamiltonian H = H0+HI as it is,
because the loss of particle conservation does not allow to diagonalize H0 by the field
operators ψ†σ,ψσ. The Nambu-Gor’kov formalism is a workaround for this problem,
defining the new operators

ψ̄(r) =
(
ψ↑(r)
ψ†
↓
(r) ,

)
, ψ̄†(r) =

(
ψ†
↑
(r) ψ↓(r)

)
. (A.6)

This allows to rewrite the Hamiltonian in a matrix form, and to use perturbation
theory and Green’s functions in a standard manner.

The details of how the self-energy is estimated and how the system’s Dyson’s
equation is solved are out of the scope of this thesis. However, it is worth mentioning
that, since both electron and phonon propagators are taken into account, the origin of
the attractive interaction is explicit, contrary to BCS theory. A few approximations
can be made to simplify the procedure, e.g. the isotropic approximation, where one
assumes that the gap in Fourier space does not depend anymore on the index n nor on
the wavevector k, i.e. ∆(nk) = ∆. Further, if the gap is considered to be small, which
is true around Tc, one obtains the linearized Eliashberg equations

∆(iωi)Z(iωi) =
π

β

∑
ω j

∆(iω j)∣∣∣ω j
∣∣∣ [

λ(iω j− iωi)−µc
]
, (A.7)

where µc is the averaged Coulomb interaction at the Fermi surface weighted by the
density of states at the Fermi energy, N(ϵF), and

Z(iωi) = 1+
π

ωiβ

∑
ω j

λ(iω j− iωi)
ω j∣∣∣ω j

∣∣∣ , (A.8)

λ(iωi− iω j) =
∫

2ωα2F(ω)
(ωi−ω j)2+ω2 dω, (A.9)

α2F(ω) =
1

N(EF)

∑
kqν
|gmnν(k,q)|2 δ(ξnk)δ(ξmk+q)δ(ω−ωqν) . (A.10)

Equation (A.7) must be solved self-consistently to find the superconducting gap
and the transition temperature, Tc.



B

Additional information of the ELF in hydrides

B.1 Networking value of binary systems

Table B.1: Reference value of the networking value, ϕref , according to F. Belli et al.
(2021), along with the value ϕ computed in this work, the relative error for each one
of the 132 hydrogen-based systems, and the molecularity index, ϕ∗.

System Chemical formula ϕref ϕ ϕref −ϕ ϕ∗

0 LiH2 0.24 0.24 0 1.0
1 LiH2 0.37 0.37 0 0.98
2 LiH8 0.15 0.16 -0.01 0.98
3 KH6 0.19 0.21 -0.02 1.0
4 BeH2 0.35 0.35 0 0.54
5 BeH2 0.4 0.44 -0.04 0.44
6 MgH6 0.63 0.64 -0.01 0.64
7 CaH6 0.62 0.63 -0.01 0.63
8 SrH6 0.33 0.34 -0.01 0.79

14 ScH2 0.33 0.33 0 0.33
15 YH4 0.43 0.44 -0.01 0.6
16 YH6 0.58 0.58 0 0.58
17 ScH4 0.48 0.48 0 0.64
18 ScH6 0.6 0.61 -0.01 0.61
19 PrH9 0.49 0.27 0.22 0.52
20 CeH10 0.51 0.53 -0.02 0.66
21 CeH9 0.51 0.51 0 0.72
22 LaH9 0.13 0.31 -0.18 0.95
24 YH9 0.57 0.58 -0.01 0.79
25 ScH9 0.65 0.66 -0.01 0.66
27 YH10 0.58 0.58 0 0.67
29 LaH8 0.52 - - 0.75
30 LaH10 0.52 0.52 0 0.65
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31 ScH9 0.59 0.59 0 0.94
32 ScH10 0.33 0.33 0 0.89
33 ScH12 0.33 0.33 0 0.86
34 ScH7 0.49 0.47 0.02 0.82
37 ScH6 0.26 0.26 0 0.88
39 TiH2 0.29 0.3 -0.01 1.0
40 TiH2 0.38 0.18 0.2 0.4
41 ZrH 0.32 0.33 -0.01 0.33
42 HfH2 0.23 0.17 0.06 0.24
43 HfH2 0.23 0.23 0 0.78
44 HfH2 0.27 0.31 -0.04 0.33
45 NbH2 0.29 0.29 0 0.4
46 VH2 0.3 0.31 -0.01 0.31
47 NbH2 0.27 0.28 -0.01 0.28
48 NbH2 0.36 0.35 0.01 0.39
49 NbH4 0.27 0.28 -0.01 0.42
50 TaH2 0.41 0.41 0 0.43
51 TaH4 0.27 0.27 0 0.37
52 TaH6 0.38 0.4 -0.02 0.61
53 CrH 0.4 0.4 0 0.4
54 CrH3 0.35 0.38 -0.03 0.38
57 TcH3 0.31 0.31 0 0.36
58 FeH6 0.36 0.36 0 1.0
59 FeH5 0.17 0.37 -0.2 0.55
61 RuH 0.28 0.28 0 0.28
62 RuH3 0.29 0.29 0 0.29
63 RuH3 0.29 0.29 0 0.29
64 OsH 0.33 0.34 -0.01 0.34
65 CoH 0.27 0.27 0 0.27
68 PdH 0.19 0.2 -0.01 0.2
70 PdH 0.19 0.2 -0.01 0.2
73 PtH 0.27 0.27 0 0.27
74 PtH 0.27 0.28 -0.01 0.32
75 AuH 0.27 0.27 0 0.27
76 BH 0.51 0.51 0 0.51
77 BH3 0.56 0.58 -0.02 0.84
78 AlH3 0.36 0.41 -0.05 0.41
80 GaH3 0.37 0.1 0.27 0.0
81 InH5 0.27 0.3 -0.03 0.99
82 InH3 0.28 0.31 -0.03 0.9
83 SiH4 0.27 0.48 -0.21 0.81
84 SiH4 0.51 0.54 -0.03 0.73
87 SiH4 0.45 0.47 -0.02 0.57
88 SiH4 0.49 0.5 -0.01 0.6
89 SiH4 0.49 0.48 0.01 0.98
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91 SiH4 0.32 0.33 -0.01 0.84
93 Si2H6 0.48 0.48 0 0.77
94 Si2H6 0.58 0.02 0.56 0.02
95 Si2H6 0.48 0.54 -0.06 0.96
97 GeH4 0.39 0.4 -0.01 0.9
99 GeH4 0.34 0.31 0.03 0.95
100 GeH4 0.4 0.42 -0.02 0.65
101 GeH4(H2)2 0.37 0.35 0.02 0.93
103 GeH4 0.33 0.35 -0.02 0.66
104 Ge3H11 0.31 0.33 -0.02 0.42
105 GeH3 0.31 0.33 -0.02 0.4
106 GeH3 0.32 0.32 0 0.35
107 SnH8 0.24 0.24 0 0.9
108 SnH4 0.22 0.23 -0.01 0.98
109 SnH4 0.24 0.24 0 0.95
111 SnH4 0.29 0.29 0 0.93
113 SnH12 0.34 0.26 0.08 0.91
114 SnH14 0.37 0.37 0 0.96
115 PbH4(H2)2 0.27 0.21 0.06 0.97
119 PH4 0.19 0.15 0.04 1.0
120 PH2 0.15 0.62 -0.47 1.0
121 AsH 0.45 0.45 0 0.45
122 AsH8 0.39 0.43 -0.04 0.91
123 SbH 0.35 0.37 -0.02 0.39
124 SbH3 0.27 0.39 -0.12 0.87
125 SbH4 0.29 0.31 -0.02 0.95
126 BiH2 0.32 0.33 -0.01 0.97
127 BiH3 0.31 0.32 -0.01 0.85
128 SbH3 0.35 0.35 0 0.91
129 BiH 0.29 0.33 -0.04 0.0
130 BiH2 0.31 0.32 -0.01 0.94
131 BiH4 0.29 0.3 -0.01 0.96
133 BiH6 0.37 0.29 0.08 0.85
136 (H2S)2H2 0.69 0.69 0 0.69
138 H3S 0.7 0.71 -0.01 0.71
140 H4S3 0.44 0.38 0.06 0.77
141 H5S2 0.56 0.28 0.28 0.89
146 HSe2 0.44 0.46 -0.02 0.56
147 HSe 0.52 0.53 -0.01 0.0
148 H3Se 0.53 0.54 -0.01 0.54
149 HSe 0.52 0.52 0 0.55
150 H4Te 0.4 0.41 -0.01 0.94
151 H5Te2 0.41 0.37 0.04 0.86
152 HTe 0.41 0.42 -0.01 0.42
153 H4Te 0.35 0.36 -0.01 0.92
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154 HTe 0.37 0.37 0 0.91
155 PoH4 0.34 0.26 0.08 0.95
156 PoH 0.34 - - 0.31
157 PoH2 0.35 0.31 0.04 0.97
158 PoH6 0.36 0.34 0.02 0.97
159 HBr 0.37 0.38 -0.01 0.66
160 HCl 0.37 0.49 -0.12 0.68
161 HBr 0.38 0.38 0 0.7
162 HCl 0.38 0.39 -0.01 0.76
163 H2I 0.36 0.12 0.24 0.99
164 H4I 0.45 0.25 0.2 0.95
165 H2I 0.36 - - 0.99
166 H2I 0.35 0.27 0.08 0.94
169 MgH2 0.33 0.34 -0.01 0.34
170 MgH4 0.26 0.27 -0.01 1.0
171 MgH12 0.36 0.36 0 0.97
173 PH2 0.39 0.39 0 0.54
176 H 0.64 0.64 0 0.64
177 H 0.35 0.52 -0.17 0.94



C

TcESTIME supplementary information

C.1 critic2 input file

A typical input file for critic2 used for TcESTIME, where the ELF cube file is
example.ELF.cube, located in the directory /path to/cube dir, reads

crystal /path to/cube dir/example.ELF.cube

load /path to/cube dir/example.ELF.cube

AUTO CPEPS 0.3 NUCEPSH 0.6

The parameters CPEPS and NUCEPSH, here equal to 0.3 and 0.6, respec-
tively, are those who optimize the performance in the binary dataset. However,
they can be manually tuned if the used desires it (see the reference manual at
https://aoterodelaroza.github.io/critic2/manual/).

C.2 Core radii

Table C.1: Effective radii, reff of the core of different chemical elements, as obtained
from the atomic ELF in Kohout and Savin (1996).

Element Z reff
Li 3 1.53
Be 4 1.02
B 5 0.75
C 6 0.58
N 7 0.47
O 8 0.40
F 9 0.34

Ne 10 0.30
Na 11 2.135
Mg 12 1.686

https://aoterodelaroza.github.io/critic2/manual/
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Al 13 1.395
Si 14 1.183
P 15 1.024
S 16 0.912
Cl 17 0.817
Ar 18 0.739
K 19 3.07
Ca 20 2.55
Sc 21 2.39
Ti 22 2.29
V 23 2.20
Cr 24 2.37
Mn 25 2.07
Fe 26 2.01
Co 27 1.95
Ni 28 1.89
Cu 29 2.17
Zn 30 1.81
Ga 31 1.59
Ge 32 1.42
As 33 1.28
Se 34 1.18
Br 35 1.10
Kr 36 1.02
Rb 37 3.51
Sr 38 2.95
Cd 48 2.34
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Carlos Cardenas, and Francisco Muñoz. A chemical theory of topological
insulators. Chem. Commun., 55:12281–12287, 2019.

[78] R. Fernandes. Lecture notes: BCS theory of superconductivity. 2015.
[79] Koji Kajimura and Hisao Hayakawa, editors. Advances in Superconductivity

III. Springer Tokyo, 1991.
[80] W. L. McMillan. Transition temperature of strong-coupled superconductors.

Phys. Rev., 167:331–344, Mar 1968.
[81] Andreas Schmitt. Introduction to superfluidity – Field-theoretical approach

and applications. Springer Cham, 2014.



134 C TcESTIME supplementary information

[82] J. R. Waldran. Superconductivity of metals and cuprates. Institute of Physics,
1996.

[83] A. Kadin. Spatial structure of the cooper pair. J. Supercond. Nov. Magn.,
20:285–292, 2007.

[84] L. N. Oliveira, E. K. U. Gross, and W. Kohn. Density-functional theory for
superconductors. Phys. Rev. Lett., 60:2430–2433, Jun 1988.

[85] Antonio Sanna. Introduction to superconducting density functional theory.
volume 7 of The Physics of Correlated Insulators, Metals, and Superconduc-
tors. Forschungszentrum Jülich, 2017.
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