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Titre: Processus de Reconnaissance RADAR basé sur le transport optimal pour désentrelacer unsignal RADAR et identifier les émetteurs.
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Résumé : Le renseignementmilitaire est un as-pect essentiel pour la sécurité et la défense d’unpays, notamment le renseignement d’origineélectromagnétique (ROEM). L’émergence dessystèmes passif a permis de donner un avan-tage considérable aux acteurs capables deles maitriser en permettant une surveillancediscrète et à moindre coût. Néanmoins,l’interception et le traitement des signauxpar un RADAR passif nécessitent la mise enplace d’une chaine de traitement algorithmiquedédiée, capable de comprendre la diversitédes spectres électromagmétiques ainsi que lesphénomènes physiques sous-jacents. Au fil desannées, les enjeux se sont complexifiés et di-versifiés notamment à cause de nombreusesinnovations technologiques qui ont conduità la complexification et de la sophisticationdes équipements électroniques ; les RADARsont des spectres électromagnétiques plus sim-

ilaires rendant leur différenciation complexe.Ces travaux proposent un Processus de Re-connaissance RADAR permettant dans un pre-mier temps de désentrelacer un signal puisd’identifier les RADARs. Tout d’abord deux nou-velles approches de désentrelacement non su-pervisées sont proposées, basées sur une com-binaison d’algorithmes de clustering intégrantdes distances de transport optimal afin de sé-parer les impulsions en plusieurs clusters avantde les regrouper les clusters appartenant àun même RADAR. Enfin, lorsque la phase dedésentrelacement est terminée, l’identificationdes RADARs est faite à partir de l’élaborationd’une distance de transport optimal entre unebase de données de référence et les en-sembles d’impulsions précédemment désen-trelacés tout en modélisant le phénomèned’impulsions manquantes.

Title: RADAR Recognition Process based on optimal transport to deinterleave a RADAR signaland identify emitters.
Keywords: RADAR Recognition Process, Deinterleaving, Identification, Optimal transport, Elec-tronic warfare, Clustering, Passive Radar
Abstract: Military intelligence is essential toa country’s security and defense, particularlysignals intelligence (ROEM). The emergence ofpassive systems has given a considerable ad-vantage to those capable of controlling themby allowing discreet surveillance at a lowercost. However, the interception and process-ing of signals by a passive RADAR require es-tablishing a dedicated algorithmic processingchain capable of understanding the diversityof electromagnetic spectra and the underlyingphysical phenomena. Over the years, the is-sues have become more complex and diver-sified, mainly because of numerous techno-logical innovations that have led to the com-plexity and sophistication of electronic equip-

ment; RADARs have more similar electromag-netic spectra, making their differentiation com-plex. This work proposes a RADAR Recogni-tion Process first to deinterleave a signal andthen to identify the RADARs. First, two new un-supervised deinterleaving approaches are pro-posed based on a combination of clusteringalgorithms integrating optimal transport dis-tances to separate the pulses into several clus-ters before grouping the clusters belonging tothe same RADAR. Finally, when the deinterleav-ing phase is completed, the RADARs are iden-tified by developing an optimal transport dis-tance between a reference database and thesets of previously deinterleaved pulses whilemodeling the phenomenon of missing pulses.
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In the darkest times, perseverance
and resilience are the lights that

guide us to flourishing.
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Resume in French

Le renseignement militaire constitue une préoccupation importante pour
la sécurité et la défense d’un pays. Dans un monde en constante évolution,
les enjeux liés à la défense et à la sécurité nationales sont complexes et di-
versifiés, comme la prévention des menaces extérieures, du terrorisme, de la
piraterie et de la prolifération des armes de destruction massive, nécessitant
la mise enœuvre de méthodes préventives et de stratégies appropriées pour
faire face à des menaces en constante évolution. Les informations collectées
permettent aux institutions de réagir, de gérer et d’anticiper rapidement les
crises nationales et internationales.

Ce défi est particulièrement apparent dans le renseignement électronique
(ELINT) [Wil06; Sko08; Sch80], où l’accent est mis sur la collecte et l’utilisation
de signaux électromagnétiques provenant de diverses sources pour extraire
des informations sensibles afin de guider les opérateurs du renseignement
électronique (ESM) dans leurs engagements stratégiques. Les systèmesRADAR
sont fréquemment utilisés pour détecter lesmenaces etmettre enœuvre des
contre-mesures appropriées, en particulier avec des systèmes passifs offrant
des approches discrètes d’écoute et de collecte de données à moindre coût.

La détection des émissions RADAR est essentielle pour identifier les men-
aces, surveiller les mouvements ennemis, protéger les forces amies et fournir
une stratégie défensive. Cependant, les défis sont nombreux, principalement
en raison de la diversité des signaux, ou encore des techniques demodulation
sophistiquées. Les développements technologiques récents ont conduit à de
nombreuses innovations dans le domaine de la défense en raison de la com-
plexité et de la sophistication croissantes des équipements électroniques ; Les
émetteurs RADAR ont des spectres électromagnétiques plus similaires, ce qui
rend leur différenciation complexe. Ce défi est d’autant plus vrai que les sig-
naux interceptés sont volumineux et contiennent davantage d’informations à
traiter.

L’intelligence artificielle (IA) permet aux machines d’adapter, de dévelop-
per et d’exploiter leurs algorithmes rapidement, offrant un avantage signifi-
catif aux organisations capables de maîtriser les outils et de transformer la
chaîne de traitement du signal RADAR. Tous ces changements représentent
un défi continu et nécessitent une expertise technique avancée, une com-
préhension approfondie des systèmes RADAR et une adaptation constante
aux développements technologiques pour fournir de nouvelles techniques
plus précises pour séparer les impulsions reçues et identifier les émetteurs
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RADAR d’un signal intercepté.
Ces recherches visent à répondre à un besoin croissant pour dévelop-

per des méthodes avancées d’apprentissage automatique pour l’intelligence
du RADAR passif, plus particulièrement pour améliorer le processus de re-
connaissance RADAR grâce au transport optimales. Le processus de recon-
naissance RADAR peut être défini en deux étapes : la première étape con-
siste à désentrelacer un signal en séparant et en regroupant les impulsions
mélangées d’un nombre inconnu d’émetteurs avant de les identifier dans un
second temps.

Dans la suite, l’accent estmis sur le traitement des signaux interceptés par
des capteurs passifs, qui, par abus de langage, sont appelés émetteurs. Les
données des émetteurs RADAR sont cruciales dans de nombreux domaines,
tels que la reconnaissance d’objets, la détection d’anomalies et la prise de
décision autonome. La collecte de données d’émetteurs RADAR réels peut
être coûteuse et limitée en quantité, ce qui rend les données RADAR simulés
extrêmement précieuses. Les données simulées doivent représenter avec
précision les caractéristiques du système des émetteurs RADAR. Des méth-
odes avancées demodélisation et de simulation sont nécessaires pour repro-
duire demanière réaliste les signaux des émetteurs RADAR, en tenant compte
des effets du bruit, des interférences et des caractéristiques environnemen-
tales. Les méthodologies proposées ont été développées et évaluées à l’aide
de plusieurs simulateurs de données : un simulateur confidentiel fourni par
Avantix, et un second développé au cours des recherches, qui inclut des dé-
tails plus complets. Les signaux utilisés sont simulés à partir des caractéris-
tiques des classes d’émetteurs, structurées pour faciliter leur compréhension
et leur utilisation à travers les approches.

Le désentrelacement d’un signal est une étape critique dans la chaîne
de traitement RADAR. Les opérateurs ESM ont besoin d’informations perti-
nentes pour analyser un signal intercepté et extraire les informations signi-
ficatives pour séparer les impulsions des émetteurs dans le signal sans in-
formation préalable; ces conclusions peuvent avoir des conséquences dra-
matiques selon les circonstances. A partir d’un signal reçu contenant des
impulsions provenant d’un nombre inconnu d’émetteurs, deux nouvelles ap-
proches simples et non supervisées basées sur une combinaisond’algorithmes
de clustering et de distances de transport optimales sont introduites pour
désentrelacer un signal.

La première approche, nommée HACOT, est basée sur une stratégie en
deux étapes combinant l’algorithmede clustering non superviséHDSBCAN [CMS13]

12



("the unsupervised hierarchical density-based spatial clustering of applica-
tions with noise") avec un clustering agglomératif hiérarchique (HAC) [Joh67;
CPD20] intégrant des distances de transport optimales [Vil09; Bon+11]. La
première étape consiste à séparer les impulsions avec HDBSCAN à partir de
la fréquence et de la durée d’impulsion sous contrainte que les impulsions
d’émetteurs différents ne soient pas regroupées dans le même cluster. En-
suite, comme les émetteurs présentent des caractéristiques complexes et
peuvent être représentés par plusieurs clusters, un clustering agglomératif
hiérarchique basé sur les distances de transport optimale est appliqué pour
fusionner ces clusters. La modernisation des équipements technologiques et
le bruit peuvent fortement corrompre la qualité des signaux interceptés éta-
lant les impulsions dans le plan à partir duquel le clustering a été effectué ren-
dant ce clustering inefficace. De plus, lorsque le périmètre d’écoute concerne
certaines zones qui sont composées de RADARs ayant des caractéristiques
similaires telles que les aéroports ou les ports provoquant une superposition
de leurs impulsions.

La deuxième approche, nommée IHACOT, intègre une étape intermédi-
aire dans l’algorithme HACOT pour traiter des signaux plus complexes. La
méthode est tout d’abord basée sur un clustering tridimensionnel à partir
du temps d’arrivée, de la fréquence et de la durée d’impulsion afin de mieux
séparer les impulsions. Une première phase de fusion des clusters est ap-
pliquée avec un clustering agglomératif hiérarchique à partir de la fréquence.
Enfin, le clustering agglomératif hiérarchique utilisant des distances de trans-
port optimales mentionné ci-dessus est appliqué pour regrouper les derniers
clusters.

Les résultats sont représentés hiérarchiquement et deux modèles de dé-
cision ont été développé pour déterminer où arrêter les agrégations. Le pre-
mier repose principalement sur des métriques statistiques non supervisées
(score de silhouette, score de Calinski-Harabsz et score de Davies Bouldin)
ainsi que sur l’analyse des distances de transport optimales afin de fournir
un seuil d’élagage unique. Le second modèle est basé sur l’utilisation du test
de Kolmogorov Smirnov. Ce modèle applique le test à chaque itération de
l’algorithme hiérarchique entre les clusters aggrégés pour déterminer si les
impulsions des ces deux clusters appartiennent au même RADAR. Ce proces-
sus permet d’obtenir d’obtenir un élagage personnalisée. Des valeurs stan-
dard telles que 1% ou 5% sont couramment utilisées pour comparer la valeur
du test et déterminer sa significativité. Les signaux RADAR diffèrent, ce qui
rend impossible de fixer un seuil unique et standard pour tous les signaux ;
une nouvelle méthodologie plus efficace est introduite pour définir un seuil
personnalisé pour chaque signal en triant les valeurs des tests obtenues à
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chaque itération des algorithmes hiérarchiques pour déterminer un point
d’arrêt permettant de définir le seuil d’évaluation du test.

Une fois la phase de désentrelacement terminée, lorsque les impulsions
ont été correctement séparées, la deuxième étape du processus de recon-
naissance RADAR procède à l’identification des émetteurs. La méthode
d’identification, nommée IDOT, est basée sur une nouvelle méthodologie su-
pervisée pour identifier les émetteurs dans un signal intercepté avec les dis-
tances de transport optimales à partir d’une base de données de référence
contenant les caractéristiques d’unemultitudedeRADAR, notamment enmod-
élisant les pertes d’impulsions du signal. L’algorithme d’identification est basé
sur l’élaboration d’une distance entre un ensemble d’impulsions et de classes
d’émetteurs via un transport optimal pour identifier les émetteurs à partir
de la fréquence, de la durée d’impulsion et une modélisation innovante de
la période de répétition des impulsions (PRI) le rendant insensible aux impul-
sions manquantes.

Lorsqu’un signal regroupe les impulsions mélangées de différents émet-
teurs, il n’est pas garanti que deux impulsions successives appartiennent au
même RADAR (mauvaise estimation du signal, impulsionsmal désentrelacées
ou identifiées commeaberrantes), rendant impossible l’obtention du bonmo-
tif de PRI du RADAR à partir du signal. On obtient donc une distribution dif-
férente : la DTOA (également appelé PRI estimée). Pour avoir du sens, la PRI
doit être calculé à partir des impulsions appartenant au même émetteur. La
PRI a donc été modélisé pour prendre en compte ce phénomène et rendre
la méthode d’identification robuste aux impulsions manquantes. Avant de
procéder à l’identification, les distances de transport optimales ont été util-
isées pour analyser la similarité entre les classes d’émetteurs, fournissant un
indicateur puissant du niveau de confiance dans les résultats obtenus aux
opérateurs ESM.

Après avoir présenté un processus de reconnaissance RADAR complet,
plusieurs expérimentations ont été faites à partir d’un signal simulé en ma-
nipulant plusieurs paramètres (valeurs aberrantes, bruit, impulsions man-
quantes, mélange d’impulsions) pour d’évaluer la robustesse des méthodes
développées. Les performances des algorithmes sont mesurés à l’aide de
plusieurs métriques. Généralement, l’identification est réalisée simultané-
ment durant l’étape de désentrelacement, mais dans ces recherches, les deux
phases sont présentées comme des processus indépendants.

Des comparaisons ont été faites avec d’autres algorithmes de la littéra-
ture. Les résultats ont montré que les méthodes de désentrelacement four-
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nissent des résultats encourageantsmalgré la dégradationde tous ces paramètres,
tout comme la modélisation du PRI. Cependant, des conclusions mitigées
sont faites lors de l’analyse des résultats de l’algorithme IDOT au cours de
l’expérience du mélange d’impulsions et de l’ajout de valeurs aberrantes. Ces
observations peuvent être expliquées par le fait qu’une base de données re-
groupant des caractéristiques très similaires d’émetteurs a été utilisée.

Ces travaux ont constitués unebasepour étendre lesméthodologies dévelop-
pées; plusieurs axes d’amélioration sont à l’étude. Commeexpliquéprécédem-
ment, les approches de désentrelacement reposent sur des caractéristiques
accessibles et fiables. Les résultats dudésentrelacement pourraient être améliorés
en incluant des caractéristiques supplémentaires, comme la directiond’arrivée,
qui n’est pas toujours accessible mais très discriminante. Un algorithme com-
plémentaire pourrait être développé sur la base de caractéristiques tempo-
rairement disponibles et combiné à laméthodologie principale pour améliorer
le désentrelacement d’un signal. Enfin, l’application de l’algorithme de cluster-
ing hiérarchique utilisant les distances de transport optimales suppose que
les clusters appartenant à un émetteur soient simultanément actifs, ce qui
dans certains cas n’est pas valide.

Lors de la définition du seuil de confiance pour arrêter les agrégations du
dendrogramme durant l’approche hiérarchique, les valeurs du test ont été
triées pour identifier la première rupture pour définir ce seuil. Cependant,
des cassures plus significatives apparaissent plus tard; il pourrait être intéres-
sant d’analyser l’origine de ces cassures.

Lesméthodes dedésentrelacement reposent sur l’utilisationde l’algorithme
HDBSCAN pour initialiser la séparation des impulsions. HDBSCAN peut iden-
tifier les valeurs aberrantes et ainsi exclure des impulsions spécifiques de
l’analyse. Cependant, les impulsions provenant d’émetteurs ayant de très
faibles émissions au fil du temps peuvent être classées dans ce groupe. Une
approche méthodologique pourrait être développée pour gérer ces valeurs
aberrantes et vérifier si elles correspondent à des impulsions provenant d’un
autre émetteur.

Dans le contexte de la guerre électronique, les opérateurs ESM sélection-
nent délibérément les zones d’écoute ; des zones spécifiques comme les aéro-
ports ou les ports ne sont généralement pas privilégiées pour ces activités,
bien que ces emplacements puissent potentiellement capter les impulsions
de nombreux émetteurs. Ces recherches n’ont pas pris en compte les scé-
narios dans lesquels une centaine d’émetteurs ou plus pourraient se trouver
dans la zone de surveillance. Néanmoins, une solution potentielle pourrait
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consister à construire une approche semi-supervisée qui impliquerait d’établir
et d’utiliser une base de données de référence dans la zone d’écoute pour
distinguer les émetteurs reconnus, laissant les impulsions restantes pour un
traitement ultérieur.

Concernant l’identification, l’algorithme développé classe les émetteurs
RADAR connus appartenant à une base de données de référence. Détecter
les nouveaux émetteurs et enrichir automatiquement cette base de données
pour proposer une solution complète et non supervisée d’identification des
émetteurs pourrait être une extensionpassionnante de ce travail. Laméthodolo-
gie d’identification repose uniquement sur trois caractéristiques fiables et
disponibles ; d’autres fonctionnalités décrivant les émetteurs pourraient être
ajoutées pour compléter et renforcer l’identification lorsqu’elles sont disponibles.

L’algorithmed’identification représente sous formededistributionGaussi-
enne les émetteurs ayant une PRI aléatoire et par unmélange de distributions
gaussiennes lorsque l’on considère le taux d’impulsions manquant. Lorsque
le taux d’impulsions manquant est élevé, l’algorithme a tendance à confon-
dre l’ensemble de distribution des impulsions avec la distribution de la classe
d’émetteur ayant un PRI aléatoire. L’exploration de méthodes alternatives
pour représenter les ensembles d’impulsions pourrait être bénéfique, garan-
tissant que les tendances des données sont toujours capturées efficacement.

De façon similaire à lamodélisation du PRI en présence d’impulsionsman-
quantes, la distribution de fréquence pourrait être modélisée en fonction de
différents niveaux de valeurs aberrantes. Cette approche renforcerait les ré-
sultats de l’algorithme d’identification car la fréquence est une caractéristique
très discriminante.

Une version basique d’un simulateur de données a été présentée pour
évaluer les résultats et valider les méthodes développées. Une réflexion plus
approfondie pourrait être menée sur le simulateur afin d’en accroître la com-
plexité et de fournir des signaux RADAR plus réalistes et plus complexes. Le
développement d’algorithmes en temps réel pour le désentrelacement des
signaux joue un rôle crucial dans la guerre électronique, et ces algorithmes
permettent aux opérateurs ESM d’extraire rapidement des informations et
des composants électroniques vitaux en utilisant des capacités de prise de
décision rapides. Les différentes méthodes développées pourront être inté-
grées dans des systèmes embarqués pour être testées et évaluées en temps
réel.

Dans ces recherches, l’hypothèse selon laquelle aucune mesure adverse
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introduisant des signaux perturbateurs a été faite. Une analyse plus appro-
fondie pourrait être effectuée pour évaluer la robustesse de ces méthodes
face à de telles techniques de perturbation.

Ces recherches proposent de nouvelles méthodologies non supervisées
utilisant des distances de transport optimales pour désentrelacer un signal
RADAR et identifier les émetteurs présents. Une attention particulière a été
portée à la simulation des données, élément important dans la construction
des méthodes. Plusieurs axes d’amélioration sont proposés pour poursuivre
ces recherches et améliorer les résultats.

La fin d’une méthodologie innovante symbolise le début de l’exploration
de solutions encore plus innovantes.
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Introduction

Military intelligence is a significant concern for the security and defense
of a country. In a constantly changing world, the issues related to national
defense and security are complex and diversified, such as the prevention of
external threats, terrorism, piracy, and the proliferation of mass destruction
weapons, requiring the implementation of preventive methods and appro-
priate strategies to deal with constantly evolving threats. The information
collected enables institutions to swiftly respond, manage, and anticipate na-
tional and international crises.

This challenge is notably apparent in electronic intelligence (ELINT) [Wil06;
Sko08; Sch80], where the emphasis is on collecting and using electromagnetic
signals from various sources to extract sensitive information for guiding op-
erators to commit strategically. RADAR systems are frequently required to
detect threats and implement appropriate countermeasures, specifically with
passive systems offering discrete listening and data collection approaches at
a lower cost.

Detection of RADAR emissions is essential for identifying threats, monitor-
ing enemy movements, protecting friendly forces, and providing a defensive
strategy. However, the challenges are numerous, primarily due to the diver-
sity of the signals, the sophisticated modulation techniques, and the evasion
measures employed to avoid detection. Recent technological developments
have led to many innovations in defense due to the increasing complexity
and sophistication of electronic equipment; RADAR emitters have more sim-
ilar electromagnetic spectra, making their differentiation complex. This chal-
lenge ismore pronounced as the intercepted signals are voluminous and con-
tain more information to be processed.

Artificial intelligence (AI) allows machines to adapt, develop, and exploit
their algorithms swiftly, providing a significant advantage to organizations ca-
pable of mastering the tools and transforming the RADAR signal processing
chain. All these changes represent a continuous challenge and require ad-
vanced technical expertise, a deepunderstanding of RADAR systems, and con-
stant adaptation to technological developments to provide new, more pre-
cise techniques for separating received pulses and identifying RADAR emit-
ters from an intercepted signal.

Among all themachine learning algorithms, optimal transport theory [Vil09;
Mon81; GM96] provides simple and powerful tools to solve many optimiza-
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tion problems; optimal transport is a classic problem in applied mathemat-
ics that seeks to determine the most efficient way to move quantities from a
source to a target, considering specific constraints. This approach finds ap-
plications in various fields such as computer vision, adaptation domain, text
generation, or distance generation.

This research aims to respond to the increasing need to develop advanced
machine learning methods for passive RADAR intelligence, specifically to im-
prove the RADAR Recognition Process with optimal transport distances. The
RADAR Recognition Process can be defined in twomain stages: the first stage
involves deinterleaving a signal by separating and grouping the mixed pulses
of an unknown number of emitters before identifying them in the second
stage. Deinterleaving a signal is a critical stage in the RADAR processing chain.
The Electronic SupportMeasures (ESM) operators need to extract information
on the intercepted pulses regarding the quality of the estimated pulses, num-
ber of emitters present, noise rate, etc. The processing is done in an unsuper-
vised setting, resulting in critical decision-making. Based on a received signal
containing pulses from an unknown number of emitters, two new, simple, un-
supervised approaches based on a combination of clustering algorithms and
optimal transport distances are introduced to deinterleave a signal. The first
step consists of separating the pulses with a 2-dimensional clustering algo-
rithm under the constraint that the pulses of two different emitters cannot
belong to the same cluster. Then, as the emitters exhibit complex behavior
and can be represented by several clusters, a hierarchical agglomerative clus-
tering based on an optimal transport distance (HACOT) is proposed to merge
these clusters. A variant is also developed, capable of handlingmore complex
signals with similar characteristics. It integrates a pre-processing step with a
3-dimensional clustering to separate pulses before grouping themwith a sim-
ple hierarchical agglomerative clustering (HAC) based on a Euclidean distance.
Finally, the above-mentioned hierarchical agglomerative clustering using op-
timal transport distances is applied to group the last clusters.

From the deinterleaving outputs and by assuming that the sets of pulses
are composed of the pulses from a single emitter, the second stage of the
RADAR reconnaissance process is performed by elaborating a distance with
optimal transport between a set of pulses and the describing characteris-
tics of an emitter from a reference database. Although electronic warfare
(EW) [Poi12; FS08; Hoi80] theaters go hand in hand with countermeasures,
this work is positioned in an ELINT framework and concerns only the waves
emitted by emitters to characterize them. The presence of adversary mea-
sures introducing disruptive signals is not considered.
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Thismanuscriptmainly introduces a newRADARRecognition Process based
on optimal transport distances. It comprises five main chapters introducing
and developing the proposed approaches and proposing a simulated data
environment. Chapter 1 provides the basic knowledge for understanding the
content, references the main algorithms used to solve the problem, and de-
scribes their functioning. Other relevant algorithms used throughout this
manuscript are also presented to facilitate understanding the choices made.
Illustrations will be used to comprehend their utility in our problem.

As previously explained, RADAR data is a fundamental aspect of this the-
sis. Hence, Chapter 2 emphasizes the RADAR system environment used and
developed to build ourmethodology, from the essential operation of an emit-
ter through the simulation of pulses to their modeling. A data simulator was
provided in collaboration with Avantix. Due to its confidentiality, a public sim-
ulator is proposed and described, which includes more comprehensive de-
tails. Examples of emitters illustrate the simulator’s functioning and generate
a simulated RADAR signal with specific modelization of emitter characteris-
tics. Finally, an overview of the existing methods to process RADAR pulses is
presented, and their main limitations are analyzed to understand why they
are unsuitable for the deinterleaving and identification problem.

From the previously developed simulated environment, Chapter 3 intro-
duces the first step of the RADAR Recognition Process with two unsupervised
methodologies basedon clustering algorithms andoptimal transport distances
to deinterleave a RADAR signal and two efficient approaches to prune the
dendrogram during the hierarchical approach. Pruning a dendrogram repre-
sented a significant challenge; stopping aggregations is specific to the dataset
and the objectives; two approaches have been developed to account for this
problem. The first is based on unsupervised metrics and knowledge of the
RADAR system environment. Then, a second approach uses powerful and
simple statistical tests to compare cluster distributions, group them, and get
personalized pruning.

After deinterleaving the signal, Chapter 4 presents a novelmethod to iden-
tify the emitter in a signal based on optimal transport distances. The algo-
rithm is based on innovative pulse repetition interval (PRI) modeling and is
insensitive to missing pulses, allowing the use of pulse repetition of interval
characteristics.

Chapter 5 introduces simulation results highlighting the developed ap-
proaches’ performances and robustness. The two steps of the RADAR recog-
nition process are initially evaluated separately: existing methods and a sim-
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ulated signal under varying conditions challenging the deinterleaving meth-
ods by manipulating the outliers, noise, or missing pulse rates. Several sim-
ulated signals are used to illustrate the experiments. Similarly, the identifi-
cation method is evaluated by deteriorating the signal quality and analyzing
the identification results. Afterward, the entire process is evaluated by apply-
ing the different algorithms developed with several metrics. Finally, proximity
analyses are presented between the emitters to provide a complete analysis.

Finally, the concluding Chapter reminds the essential contributions of this
research work and the potential prospects for improving the RADAR Recogni-
tion Process. A list of publications is given at the end of the manuscript.
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1 - Mathematical formulationof thealgorithms

This chapter provides the essential knowledge for understanding the con-
tent, references the main algorithms used to construct a RADAR Recogni-
tion Process, and describes their functioning. Other relevant algorithms cited
throughout this manuscript are also presented. The first section presents the
basics and provides the mathematical tools of optimal transport theory. Al-
though the approaches are mainly based on the Hierarchical Density-Based
Spatial Clustering of Applications with Noise (HDBSCAN) algorithm and Hier-
archical Agglomerative Clustering (HAC), the clustering algorithms section will
present other conventional clustering algorithms using examples to illustrate
them. The methods developed mainly provide results in the form of dendro-
grams. Based on unsupervised measurements and statistical tests, several
decision models were created to determine where to stop aggregations in
these dendrograms. Several sections are dedicated to the presentation of
all these tools before presenting supervised metrics applied to evaluate the
quality of the proposed approaches.

1.1 . Optimal Transport

This manuscript presents two methods to deinterleave a RADAR signal in
Chapter 3, an algorithm identifying the emitters in Chapter 4, and a proxim-
ity analysis between the emitters in Section 4.4. These methods are mainly
based on comparing multiple distributions to measure their similarity or dis-
similarity. The data used to develop the approaches is represented in var-
ious forms, such as histograms, probability distributions, or mass densities,
requiring ametric to compare the geometry of several distributions. This Sec-
tion demonstrates that optimal transport (OT) distances [Vil09; Fla+21; GM96]
are particularly well-suited.

Several ways exist to define the distance between probability distribu-
tions. For instance, the Kullback-Leibler divergence or the total variation dis-
tance is frequently used as other measurements shown in Table 1.1.
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Discrete case Continuous case
Kullback-Leibler

Divergence
∑K

k=1 P (k) log
(

P (k)
Q(k)

) ∫
R p(x) log

(
p(x)
q(x)

)
dx

Total variation
distance

1
2

∑K
k=1 |P (k)−Q(k)| 1

2

∫
R |p(x)− q(x)|dx

Hellinger
Distance

√
1
2

∑K
k=1

(√
P (k)−

√
Q(k)

)2 √
1
2

∫
R

(√
p(x)−

√
q(x)

)2
dx

Bhattacharyya
Distance − log

(∑K
k=1

√
P (k)Q(k)

)
− log

(∫
R

√
p(x)q(x)dx

)
Table 1.1: Measurements between 2 probability distributions P andQ.

These distances or divergences cannot be used when the distributions
representing the data have different dimensions, but above all, they can not
compare probability laws with disjoint supports. By applying their definitions,
calculating the similarity or dissimilarity between the probability distributions
will return by constructing a large value. Conversely, optimal transport finds
the optimal correspondence between the elements of the two distributions
and minimizes the total cost of moving the mass. The optimal transport dis-
tances [CPD20; GM96; Cut13] are used to overcome these limitations as they
provide a powerful way to deal with multiple and different distributions.

The concept of optimal transport has been studied for many years, even
dating back to the 18th century, with one of its first formulations attributed to
Gaspard Monge and reformulated by Kantorovich in 1942. Gaspard Monge
(1746-1818), a Frenchmathematician and engineer, iswell-known for pioneer-
ing descriptive geometry, revolutionizing the graphic representation of three-
dimensional objects.

His work significantly influenced the fields of mathematics and engineer-
ing, and he also contributed to the reform of science education in France.
Monge is mainly recognized for his contributions in his memories [Mon81]
by laying the foundations for optimal transport theory. Although Monge did
not explicitly introduce the term "optimal transport," his ideas on how to ef-
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ficiently move resources from one place to another contributed to the emer-
gence of this concept, which aims to find the most economical way to move
given masses from one location to another while minimizing a cost. Applica-
tions of significant note can be found in fields such as economics, logistics,
and data science.

Monge studied the optimal transport to move ground quantity from one
place to another as a bijection of the points. He assumed that the product
of mass and distance gave the cost of transporting a unit of mass over a dis-
tance. Monge postulates that all displacements have different costs, and for
all these possible transports, there is one called optimal transport, whichmin-
imizes the total cost.

Let us consider the simple example of three students studying at Centrale-
Supélec seeking to have their articles corrected by supervisors. The students
have each written an article they wish to publish in a reputable journal. To op-
timize their chances of publication, studentsmust have their articles reviewed
and corrected by supervisors, seeking their opinions before submission. The
students have their offices in different locations on campus, as do their su-
pervisors, as shown in Figure 1.1a. One can calculate the distance between
the students’ and supervisors’ offices by employing, for instance, Euclidean
distance.

(a) Locations of the offices. (b) Total cost = 2 (c) Total cost = 5
Figure 1.1: Examples of displacements between Ph.D. students and their su-pervisors’ offices at the CentraleSupélec campus. The orange lines representthe displacements.

There are several ways for students to see their supervisors, as illustrated
in Figures 1.1b and 1.1c. Each displacement does not require the same ef-
fort for students as their offices are more or less far from their supervisors’,
as shown in Figures 1.1b and 1.1c. Knowing the distances between offices,
the total cost of the students’ displacements can be calculated as the sum of
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the displacements of all students from their offices towards that of their su-
pervisors. Among all these displacements, there is one that is minimal and
optimizes students’ displacements. In this example, this movement is called
optimal transport and is symbolized in Figure 1.1b.

Leonid Kantorovich, a 20th-century economist and mathematician, made
notable contributions to optimal transport theory, developing a mathemat-
ical reformulation [Rac85] of Monge’s formulation. Kantorovich expanded
on Monge’s initial research, developing a different approach to solving trans-
portation problems by introducing more formal mathematical aspects. Kan-
torovich introduced a probabilistic version of optimal transport considering
differences between the quantities of departure and arrival, e.g., splitting the
masses. It considers plan of the couplings between the different points and
solves a convex linear optimization problem. Kantorovich’s work greatly ex-
panded and generalized Monge’s view of optimal transport theory by intro-
ducing linear programming and proposing a method to minimize transporta-
tion costs while considering various constraints.

Consider students’ examples once more. In this example shown in Fig-
ure 1.2a, four students seek correction for their articles, and only two super-
visors are involved. However, these two supervisors have different availability
times, and not all Students need to spend the same time with a supervisor.
Supervisor A has only 30 minutes, while Supervisor B has 3 hours; Students 1
and 2 have completed writing their articles, meaning they do not need much
time, while Student 4 has just started writing and needsmore help. According
to Monge’s formulation, finding a transport plan is not possible.

From a mathematical perspective, the students’ and the supervisors’ of-
fices can be represented as discrete probability measures:

µs =

Ns∑
n=1

αnδxn and µt =
Nt∑

m=1

βmδym , (1.1)

with α = (α1, . . . αNs)
T ∈ RNs

+ , and β = (β1, . . . βNt)
T ∈ RNt

+ such as:

Ns∑
n=1

αn =

Nt∑
m=1

βm = 1. (1.2)
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A transport plan P between µs and µt is defined by its coefficients Pnm,representing the amount of mass taken from xn to ym with c(·, ·) a cost func-
tion, as c(x, y) = ∥x − y∥2 for example, and Cnm = c(xn, ym) the cost of
transporting a unit of mass from xn to ym. The total cost C(P) of a transport
plan P is:

C(P) =

Ns∑
n=1

Nt∑
m=1

c(xn, ym)P(xn, ym)

= ⟨C,P⟩ .

(1.3)

Then, the optimal transport plan P⋆ is obtained as the minimizer of:

P⋆ = argmin
P∈Π(µs,µt)

⟨C,P⟩ . (1.4)

Under the following constraints to guarantee the consistency of the trans-
port plan P between µs and µt:

Π(µs, µt) =

{
P ∈ (R+)Ns×Nt ,P1Nt = α and PT1Ns = β

}
. (1.5)

Theoptimal transport distance betweenµs andµt is thendefinedby d(µs, µt) =
C(P⋆).

The only results presentedhere concerndiscrete cases since thismanuscript
mainly uses discrete functions. The results for the continuous case are ob-
tained similarly to those for the discrete case.
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(a) Locations of the offices...
(b) Kantorovichrelaxation with acost of 4.35.

(c) Unbalanced optimaltransport with a cost of1.45.
Figure 1.2: Examples of displacements between Ph.D. students and their su-pervisors’ offices at the CentraleSupélec campus when supervisors do nothave the same availability. The square size indicates the availability of super-visors, and the orange lines represent the displacements under constraints.

According to Kantorovich’s reformulation, it is possible to find transport
plans from Figure 1.2a but also an optimal one as illustrated in Figure 1.2b. In
this example, with limited availability, Supervisor A will exclusively help Stu-
dent 4, while Supervisor B will help all the students because he hasmore time
available.

Note that if the cost function between two points is the distance between
them, i.e., c(x, y) = ∥x − y∥p, the optimal cost is equivalent to the first-order
Wasserstein distanceW1, also called the EarthMover’s Distance [RTG00;WB19].

By adding c(x, y) = ∥x− y∥p in Equation (1.4), one have:

W p
p (µs, µt) =

Ns∑
n=1

Nt∑
m=1

∥xn − ym∥pP⋆(xn, ym). (1.6)

This problem has been extended and applied to many fields, including
mathematics, by defining a distance for shifting distributions as shown in Fig-
ure 1.3b. The optimal transport interpolates the two distributions by captur-
ing the geometric phenomenon underlying the spaces and considering the
proximity between the masses. The distribution source and target are dis-
played with the movements made by each point on the left plot. The source
distribution points are sent in different directions considering the proportions
of the target distribution points, explaining that some points are sent in the
same localization. The cost matrix is obtained by calculating the transport
cost between each point. The y-axis represents the points from the source
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distribution, while the x-axis is the points from the target distribution. The col-
orimetry of the cost matrix on the right plot shows the displacements made
by the points; the red color signifies a high transport cost between the two
points, indicating that the point from the source distribution is close to the
target distribution’s point. Conversely, the green indicates a high transport
cost, implying the two considering points are distant.

(a) Optimal Transport plan. (b) Mass displacements. (c) Cost matrix.
Figure 1.3: Transport plan between two samples and the associated cost ma-trix between each point. Red indicates a high transport cost, while green in-dicates a lost transport cost.

Figure 1.4 displays an example of applying optimal transport to define a
distance between distributions with identical or disjoint supports. The dis-
placement between the source (in the middle) and two targets is analyzed.
Source and Target 1 have similar appearances, resulting in very fewmoves to
coincide Source points toward Target 1 points, producing a lower transport
cost. Conversely, Source points require significantmovement to coincide with
Target 2, implying a high transport cost. Optimal transport is utilized to estab-
lish a distance; the distance between the Source and Target 1 distribution is
set as low, while it will be high between the Source and Target 2 distribution.

The optimal transport formulations imply that all masses must be trans-
ported from µs to µt. As a result, optimal transport is not robust to noise, out-
liers, and localmass variations [Fat+21]. An extension of the optimal transport
version, named optimal unbalanced transport (UOT) [Ben03; Chi+15; LMS18],
has been developed to overcome these limitations. This version can copewith
unbalanced measures by allowing the destruction or the creation of masses
(i.e., allowing the variation of the total mass). For that, a relaxation of the

28



Figure 1.4: Optimal transport process between distributions.

marginal constraints has been proposed.
For the discrete case writing in Equation (1.4), themarginal constraints are

replaced by convex functions ψ1 and ψ1:

P⋆ = argmin
P∈RΩs×Ωt

Ns∑
n=1

Nt∑
m=1

c(xn, ym)P(xn, ym)+

ψ1

(
Ns∑
n=1

P(xn, ym)

)
+ψ2

(
Nt∑

m=1

P(xn, ym)

)
. (1.7)

Figure 1.2c illustrates this variant; as Students 1 and 2 have almost com-
pleted their project, it is more optimal for them not to consult the supervisors
and let them devote their time to the other students. The transport cost is
three times lower.

For some applications, using theOT can be problematic and requiresmak-
ing specific corrections to find a good compromise between the computa-
tional speed and the quality of results, specifically in large-scale OT problems.
For example, when dealing with high-dimensional spaces, the curse of dimen-
sionality
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strongly impacts the OT (sparse data, computational complexity, data dilu-
tion, etc.). A fast algorithm is required to process data in real-time. In many
applications, processing data in real-time with maximum efficiency is imper-
ative to make decisions quickly. For example, data must be rapidly processed
in military surveillance and reconnaissance operations to provide real-time
intelligence on enemy movements and potential threats.

For this, a corrected version of OT was proposed, named the Entropy-
regularized Optimal Transport (EOT), which integrates a regularization func-
tion to speedup the optimal transport [Cut13; LMS18; DPR18]. Let us consider
with ρ > 0 a regularized parameter,H(P) an entropic function.

By using Equation (1.4), one have:

P⋆ = argmin
P∈Π(µs,µt)

Ns∑
n=1

Nt∑
m=1

c(xn, ym)P(xn, ym) + ρH(P), (1.8)

withH(P) an entropic-regularization function for example such as:

H(P) =

Ns∑
n=1

Nt∑
m=1

P(xn, ym) log(P(xn, ym)). (1.9)

There are many other applications of optimal transport, such as image
processing [ACB17; Cou+17; SS15; RP15], Natural Langage Processing [AJ18],
objects matching [Mém11]. Moreover, many extensions of optimal transport
have been proposed in recent years, including the Gromov-Wasserstein dis-
tance, allowing two metric spaces to be compared [PCS16] or new algorithm
classes for applying OT on geometric domains [Sol+15].

1.2 . Clustering

This section references the main partitioning algorithms used to solve the
problem and describes their functioning. Other relevant partitioning algo-
rithms are also presented. Clustering provides powerful unsupervised tools
to discover and learn data structure and observation similarity patterns with-
out any by extracting meaningful or useful classes. Table 1.2 summarizes the
differences between the algorithms presented.
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1.2.1 . K-Means

The K-means algorithm [HW79; Mac+67] is one of the most popular clus-
tering algorithms. K-means, illustrated in Algorithm 1, randomly identifies the
k centers from the data and assigns the closest points to each center by mini-
mizing the sum of the distances between each point and theK centroids. The
process is iterated until convergence.

K-means provides quick and easy-to-interpret results and handles spher-
ical data but is limited in finding irregular data structures. The number of
clusters must be specified to run the algorithm. Several methods, such as
the silhouette score or the elbowmethod, could determine this optimal num-
ber. When the dataset is simple, these methods give correct results but are
limited to unstructured data, leading to the fixing of an erroneous number.
The algorithm cannot detect outliers and classifies all points, making it very
sensitive to noise. Figure 1.5b represents the results of KMEANS applied on
Figure 1.5a. Data from sample 2 (orange) is mixed with data from Samples 1
and 2 (blue and green). This mixture can be problematic in application cases
such as the defense sector. Mixing data can lead, for example, in the case of
classification, to a poor representation of the data distribution and, therefore,
unsatisfactory identification.

Algorithm 1 K-MEANS Algorithm.
Input :Number of clusters to identify,KSet of points, X = {x1, x2, x3..., xN}

Initialization : Random selection of K points as centroids from X :
C = {c1, c2, c3..., cK}

Procedure :

• Assign each point to its closest centroids: k = argmink∥ck −
xi∥2 , ∀i ∈ {1, ..., N}

• Update cluster centroids: ck = 1
nk

∑i∈ck xi

with nk = #ck

• Iterate the previous steps until convergence
Output : Y = {y1, ..., yN}: points labels of X
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(a) Simulated observations with colorsidentifying true labels. (b) Kmeans outputs with colors identifyingclusters.
Figure 1.5: K-means application on a simulated dataset.

1.2.2 . Gaussian Mixtures Models
Gaussianmixturemodels [MB88] (GMM) are statisticalmodelswidely used

to detect patterns in data. The clustering methodology, highlighted in Al-
gorithm 2, is similar to the K-means algorithm except that Gaussian density
functions characterize the detected clusters; the model assigns to each point
a probability to belong to each Gaussian distribution. The algorithm esti-
mates the dataset’s average, covariances, and weights of K Gaussian distri-
bution. The Maximum Likelihood Estimation (MLE) [DLR77; MK07] approach
estimates the model parameters. Firstly, each point is assigned to a cluster
according to the likelihood of each Gaussian. Then, the Gaussian distribution
parameters are updated until convergence, and themodel assigns each point
to a cluster.

GMMs allow the modeling of various distributions, can model clusters of
different sizes, and are robust to noise. However, GMMs require the number
of clusters to be specified beforehand, such as the K-means Algorithm, which
could be complicated to fix and have a long execution time, specifically when
searching for many clusters. GFigure 1.6b represents the results of GMM ap-
plied on Figure 1.6a. Samples 1 and 3 (blue and green) aremixed into Clusters
1 and 3 (blue and green). All points have been classified. GMMs cannot de-
tect outliers. This can be problematic when representing data as a probability
distribution because the distribution may not be representative.
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(a) Simulated observations with colorsidentifying true labels. (b) GMM outputs with colors identifyingclusters.
Figure 1.6: GMM application on a simulated dataset.

Algorithm 2MLE Approach for Gaussian Mixtures Models.
Input :Number of mixture component,KSet of points, X = {x1, x2, ..., xN}
Initialization : Randomly initialisation of γk, σ2

k and πk

Procedure :

• E-step: compute responsibilities
γ̂nk =

π̂kp(xn|θk)∑K
j=1 π̂jp(xn|θj)

• M-step: compute parameters

µ̂k =

∑N
n=1 γ̂nkxn

γ̂k
, π̂k =

γ̂k
N

σ̂2
k =

∑N
n=1 γ̂nk(xn − µ̂k)(xn − µ̂k)

T

γ̂k

• Repeat until convergence
with p(x) =

∑K
k=1 πkN (x|µk, σ

2
k) and θ = (µ, σ2).

Output : Y = {y1, ..., yN}: points labels of X
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1.2.3 . Hierarchical Agglomerative Clustering.
Hierarchical agglomerative clustering Algorithm (HAC) [Joh67] is a cluster-

ing method aggregating observations into clusters and organizing them as
a set of nested clusters as a hierarchical tree. An example is provided in Fig-
ures 1.7 with simulated with 10 observations belonging to 2 different samples
identified by a color. The process starts by considering all points as a single-
ton, computes the distance between clusters, aggregates the two closest clus-
ters, and repeats until a single cluster is obtained. The results are visualized
as a dendrogram in Figure 1.7b, and the values displayed are the inter-cluster
distances. For example, the metrics presented in Section 1.3 could be used to
determine where to stop aggregations. The orange line identifies aggregated
groups. The final representation is presented in Figure 1.7c.

Algorithm 3 Hierarchical Agglomerative Clustering Algorithm.
Input :Set of points, X = {x1, x2, ..., xN} with #X = NDistance, dist
Initialization :
C with N clusters as singleton from X : C = {c1, ..., cN}Compute D, the pairwise distance matrix between all clusters in C

Procedure :
While #C > 1:

1. Find two most similar clusters in D: ci and cj according to
argmini,j disti,j

2. Merge ci and cj into a new cluster
3. Remove ci and cj from C and disti,j from D

4. Update the distance between the new cluster and the other clus-ters in D

Output : Z : Hierarchical structure identifying the merged clusters setwith the inter-cluster distances.
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(a) Simulated observations.

(b) Hierarchical Agglomerative Clustering with the Euclidean distance display.

(c) Aggregation results.

Figure 1.7: Illustration of Hierarchical Agglomerative Clustering.
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The pairwise methods between points can be computed using multiple
methods as:

• Single linkage: uses theminimum distance between two clusters by cal-
culating distances between the two closest points between the merged
clusters,

d(X,Y ) = min
x∈X,y∈Y

dist(x, y). (1.10)
• Complete linkage: uses the maximum distance between two clusters
by calculating distances between the two furthest points between the
merged clusters,

d(X,Y ) = max
x∈X,y∈Y

dist(x, y). (1.11)
• Average linkage: uses the average distance between all points of the
merged clusters,

d(X,Y ) =
1

I ∗ J

I∑
x∈X

J∑
y∈Y

dist(x, y). (1.12)

• Centroid linkage: uses the distance between the centroid of themerged
clusters,

d(X,Y ) = dist(CX , CY ). (1.13)
With CX and CY , the centroids of the X and Y merged clusters defined
as CX = 1

I

∑I
x∈X x and CX = 1

J

∑J
y∈Y y.

Hierarchical algorithms have the advantage of not making assumptions
about the underlying structure of the data. They are effective for small datasets,
but their performance strongly depends on the choice of pairwise methods
and the distance used. Moreover, the main challenge is determining the ap-
propriate cutoff for having the best partition. Finally, these algorithms can be
computationally intensive, constituting a limitation in contexts requiring rapid
execution.
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1.2.4 . Density-Based Spatial Clustering of ApplicationswithNoise
Density-Based Spatial Clustering of ApplicationswithNoise algorithm [Est+96]

(DBSCAN) is an unsupervised clustering algorithm based on density search
able to detect outliers. The main idea is to regroup points that live in the
same dense area. More precisely, the algorithm defines an ϵ-neighbourhood
for each point xi to be clustered, as follows Nϵ(xi) = {xk ∈ X |d(xk,xi) ≤ ϵ},
for a given distance d(., .). Then, depending on the size of Nϵ(xi), namely
#Nϵ(xi) ≥ MinPts, xi is either clustered or labelled as an outlier. DBSCAN,
illustrated in Algorithm 4, makes no assumptions about the data structure
and does not require the cluster number to detect; it can handle irregular
data structures. Its ability to detect outliers makes it robust to noise and out-
liers, thus improving the quality of clustering results. Therefore, DBSCAN is
very sensitive finally to the ϵ and MinPts parametrization and the distance
used. Note that it is challenging to find ϵ as shown in Figure 1.8.

Figure 1.8: HDBSCAN application on a simulated dataset by varying ϵ. Eachcolor represents a cluster, and the blue dots are the outliers.
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Algorithm 4 Density-Based Spatial Clustering of Applications withNoise Algorithm.
Input :Set of points to be clustered, XMinimum number of points to form a cluster,MinPtsRadius ϵ
Procedure :
for all xi of X doSelection of unvisited point by the algorithm xiIdentify Nϵ(xi), an ϵ-neighbourhood of xi

if #Nϵ(xi) ≤ MinPts thenMark xi as noise
elseCreate a class C containing xiMark xi as visited

for all xj in Nϵ(xi) doVerify that xj has not been visited by the algorithmIdentify Nϵ(xj), an ϵ-neighbourhood of xj

if #Nϵ(xj) ≥ MinPts then
Nϵ(xi) = Nϵ(xi) ∪Nϵ(xj)

else
end
if xj is not already classified, add xj to C

end
end

end
Output : Y = {y1, ..., yN}: points labels of X

1.2.5 . Ordering Points To Identify the Clustering Structure
Ordering Points To Identify the Clustering Structure algorithm

(OPTICS) [Ank+99] is based on DBSCAN present in the Section 1.2.4, it enables
the identification of clusters with varying densities by employing multiple it-
erations of the DBSCAN algorithm. Still, it constructs reachability accessibility
between each point for evaluating their density compared with the dataset
before applying DBSCAN. Clusters are hierarchical, contrary to DBSCAN; if a
point does not belong to a cluster, e.g., if #Nϵ(xi) ≤ MinPts, OPTICS adds a
new cluster to the hierarchy and analyses the next neighboring points. This
difference in processing makes it possible to identify the points at the border
of the clusters. OPTICS does not require specifying a density threshold to de-
tect clusters with different densities, instead of DBSCAN with the reachability
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distance. The process is highlighted in Algorithm 5.
OPTICS has a higher computational time for extensive datasets than DB-

SCAN as it constructs a hierarchical clustering, and the cluster hierarchy gen-
erated by OPTICS is difficult to interpret. As DBSCAN, OPTICS is sensitive to
the ϵ andMinPts parametrization.

Algorithm 5 Ordering Points To Identify the Clustering Structure Algo-rithm.
Input :Set of points to be clustered, XMinimum number of points to form a cluster,MinPtsRadius ϵ, DBSCAN algorithm (in 4), DBSCAN

Procedure :

• Computation of Cores distances dcore(xi) for all xi of X : dis-tance between xi and itsMinPts-nearest neighbor if #Nϵ(xi) ≥
MinPts else undefined

• Computation of the reachability distance between a point
xi and all others points xn of X : dReachDist(xi, xn) =
max{dcore(xn), dist(xi, xn)} if #Nϵ(xi) ≥ MinPts else unde-fined

• Sorting of points according to their distances: from more denseto least dense
• Cluster detection with DBSCAN from the list and theirreachability-distances
• Reachability-plot construction and cluster extraction according toa pruning threshold

Output : Y = {y1, ..., yN}: points labels of X
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1.2.6 . Hierarchical Density-Based Spatial Clustering of Applica-
tions with Noise

Hierarchical Density-Based Spatial Clustering of Applications with Noise
algorithm (HDBSCAN) [CMS13] is a hierarchical version of DBSCAN. As pre-
viously explained, in DBSCAN and OPTICS, the key parameters MinPts and
ϵ must be estimated to properly ensure good clustering performance. To
overcome these limitations, HDBSCAN presented in Algorithm 6 relies on a
hierarchical approach that omits the crucial ϵ parameter by providing den-
drograms for all DBSCAN clustering solutions. Then, the “best” value of ϵ is
chosen thanks to an optimization over the trees.

Considering the DBSCAN application in Figure 1.8 and applying HDBSCAN,
HDBSCAN was able to identify the 4 clusters without having to specify the ϵ
parameter as shown in the results in Figure 1.9b.

(a) Simulated observations with colorsidentifying true labels. (b) HDBSCAN outputs with colors identify-ing clusters.
Figure 1.9: HDBSCAN application on a simulated dataset.
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Algorithm 6 Hierarchical Density-Based Spatial Clustering of Applica-tions with Noise Algorithm.
Input :Set of points to be clustered, XMinimum number of points to form a cluster,MinPtsDistance, dist, DBSCAN algorithm (in 4)
Procedure :

• Distances computation:
– Computation of Cores distances dcore(xi) for all xi of X : dis-tance between xi and itsMinPts-nearest neighbor
– Computation of Mutual Reachability distances between allpoints: distmr(xi, xn) = max{dcore(xi), dcore(xn), dist(xi, xn)}

• Mutual Reachability Graph constructionMGMinPtswith edges arethe Mutual Reachability distances, the vertices the points, and
dcore the weights of the corresponding points

• Minimum spanning tree construction MG∗
MinPts by iterativelydeleting edges in decreasing order of weight inMGMinPts

• Cluster initialization with DBSCAN fromMG∗
MinPts

• Condensed tree construction fromDBSCAN clusters by iterativelymerging the clusters according to their densities
• Cluster selection: Parses the tree top-down using MinPts as athreshold to prune the tree

Output : Y = {y1, ..., yN}: points labels of X
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1.3 . Unsupervised metrics to prune a dendrogram

A dendrogram represents the aggregation at each step of the hierarchical
agglomerative clustering. As previously explained, pruning a dendrogram is a
meaningful challenge; prematurely stopping merges risks, splitting observa-
tions from the same class into several groups. Conversely, stopping themerg-
ers late can group observations from several classes into one group. A ran-
dom dataset was created grouping three samples, as shown in Figure 1.10a,
and hierarchical agglomerative clustering was applied using Euclidean dis-
tances. The results are displayed in Figure 1.10b; the values represent the
distance between each group at each step of the Hierarchical Agglomerative
Clustering.

(a) Simulated observations.

(b) Hierarchical Agglomerative Clustering outputs with each line identifies the resultsof an unsupervised metric.

Figure 1.10: Illustration of Hierarchical Agglomerative Clustering.
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1.3.1 . Gap Score

The Gap Score (also called the Elbow trick) is based on the analysis dis-
tances to detect the breaking point to stop fusion. Let’s consider
X = {x1, x2, ..., xN} a dataset, and a partitioning algorithm giving K clusters
such as {C1, C2..., CK} with Ci representing the indices of the observationsin cluster i and #Ci = Ni. The values are sorted as shown in Figure 1.11a;
the orange line represents the breakpoint. This point allows you to stop the
aggregations by identifying the iteration number on Figure 1.11b. The ag-
glomeration distances between several observations of the same class are
supposed to be small. In contrast, the difference between two observations
belonging to two distinct classes will be higher..

(a) Sorted distances.

(b) Hierarchical Agglomerative Clustering outputs with the iteration number dis-played.

Figure 1.11: Elbow trick application.
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1.3.2 . Silhouette Score

Silhouette Score [Rou87] evaluates each group compared to the entire
clustering results using intra-cluster and inter-cluster variances. Let’s consider
X = {x1, x2, ..., xN} a dataset, and a partitioning algorithm giving K clusters
such as {C1, C2..., CK} with Ci representing the indices of the observationsin cluster i and#Ci = Ni; the silhouette score is given by:

SSIL =
1

K

N∑
i=1

sil(xi), (1.14)

with sil(xi) the average of the silhouette coefficient for all points given by:

sil(xi) =
Vinter(xi)− Vintra(xi)

max(Vinter(xi), Vintra(xi))
, (1.15)

with Vinter the inter-cluster variance defined as the average distance betweena point to each point from the nearest cluster and Vintra the intra-cluster vari-ance defined as the average distance between each point in a cluster.

Vintra =
k∑

i=1

∑
xi∈Ci

∥x− xi∥2 and Vinter =
k∑

i=1

ni∥xi − x∥2, (1.16)

with ni the number of point in the cluster i, xi is the average of the cluster i,
x the global average of all samples, ci the cluster i.

The silhouette score values range from -1 to 1. -1 indicates inadequate
cluster separation, a value close to 0 is a cluster overlapping, and 1 is a per-
fect separation, i.e., all the points of a cluster are close to each other and far
from the points of the other clusters.

Figure 1.12 represents the Silhouette Score values at each iteration of Hi-
erarchical Agglomerative Clustering from Figure 1.10. By selecting the maxi-
mum value, three samples are identified in the dataset.

45



Figure 1.12: Silhouette Scores values computed at each step of the Hierarchi-cal Agglomerative Clustering.

1.3.3 . Calinski-Harabsz Score

Calinski-Harabsz Score [CH74] measures the cluster dispersion by calcu-
lating the intra-cluster and inter-cluster variances ratio. Let’s consider
X = {x1, x2, ..., xN} a dataset, and a partitioning algorithm giving K clusters
such as {C1, C2..., CK} with Ci representing the indices of the observationsin cluster i and#Ci = Ni; the silhouette score is given by:

SCH =
(N −K)

(K − 1)
.
Vinter
Vintra

, (1.17)

with Vinter the inter-cluster variance defined as the average distance betweena point to each point from the nearest cluster and Vintra the intra-cluster vari-ance defined as the average distance between each point in a cluster defined
in Equation (1.16).

The Calinski-Harabsz score values range between 0 and+∞. A value close
to 0 indicates an inadequate assignation of the point to the clusters.

Figure 1.13 represents the Calinski-Harabsz Score values at each iteration
of Hierarchical Agglomerative Clustering from Figure 1.10. By selecting the
maximum value, three samples are identified in the dataset.
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Figure 1.13: Calinski-Harabsz Score values computed at each step of the Hi-erarchical Agglomerative Clustering.

1.3.4 . Davies Bouldin Score

Davies Bouldin Score [DB79] also measures the cluster dispersion by an-
alyzing the intra-cluster and inter-cluster variance. Let’s consider
X = {x1, x2, ..., xN} a dataset, and a partitioning algorithm giving K clusters
such as {C1, C2..., CK} with Ci representing the indices of the observationsin cluster i and#Ci = Ni; the silhouette score is given by:

SDB =
1

K

K∑
i=1

max
i ̸=j′

(
Vintrai + Vintraj

Vinteri,j

)
, (1.18)

with Vinter the inter-cluster variance defined as the average distance betweena point to each point from the nearest cluster and Vintra the intra-cluster vari-ance defined as the average distance between each point in a cluster defined
in Equation (1.16).

The Davies Bouldin Score values range between 0 and +∞. A value close
to 0 indicates a good assignation of the point to the clusters, while a high value
means the points are misassigned.

Figure 1.14 represents the Davies Bouldin Score values at each iteration
of Hierarchical Agglomerative Clustering from Figure 1.10. By selecting the
minimal value, three samples are identified in the dataset.
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Figure 1.14: Davies Bouldin Score values computed at each step of the Hier-archical Agglomerative Clustering.

1.4 . Statistical test

1.4.1 . Student test
The Student test [Stu08] is a parametric test used to determine if two inde-

pendent samples X = {x1, x2, ..., xN} and Y = {y1, y2, ..., yM} with unequal
sizes and variances come from the same dataset. The test compares their av-
erages to determine if they are significantly different. The test can be written
as follows:

{
H0 : E(X) = E(Y )

H1 : E(X) ̸= E(Y )
(1.19)

under H0, the null hypothesis indicates that the two distributions have ex-
pected identical average values, meaning the two samples come from the
same dataset. The confidence level is commonly set at 95%, meaning H0 isaccepted with an error risk α lower than 5%. From the Student theorem, the
statistic is defined as follows:

tstd =
X − Y√
S2
X
N +

S2
Y
M

∼ T (ν), (1.20)

with N andM are the samples sizes of X and Y , ν is the degree of freedom
of the distribution, X and Y are the empirical average of the sample X and
Y given by:
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X =
1

N

N∑
i=1

xi and Y =
1

M

M∑
j=1

yj . (1.21)
S2
X and S2

Y are the empirical variances ofX and Y given by:

S2
X =

1

N

N∑
i=1

(xi −X) and S2
Y =

1

M

M∑
j=1

(xj − Y ). (1.22)

The test statistic tstd get from Equation (1.20) is compared to the critical
value tα associated with a confidence level and the degree of freedom ν (or
named degree of normality) [Kru13] to conclude about the test. The Student’s
test can be approximated by a Normal distribution when the degree of free-
dom is infinite.

Figure 1.15 represents an example of the Student test with an n degree of
freedom for a bilateral test. If the value of tstd is in the acceptance zone, thehypothesis null is accepted, meaning the two samples come from the same
dataset.

Figure 1.15: Decision zone according to statistical value.

1.4.2 . Kolmogorov-Smirnov test
The Kolmogorov-Smirnov test[Mas51] is a non-parametric test that com-

pares the cumulative, continuous distribution functions of a sample to de-
termine if this sample follows a specific distribution. The test also compares
the cumulative distribution functions FX(x) and FY (y) of two samples X =

{x1, x2..., xN} and Y = {y1, y2..., yM} with unequal sizes and variances come
from the same distribution. The test is based on analyzing the difference be-
tween the empirical distribution functions of the two samples. The test can
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be written as follows:
{
H0 : F (x) = G(x)

H1 : F (x) ̸= G(x)
(1.23)

underH0, the null hypothesis indicates that the two distributions come from
the same sample. The confidence level is fixed, similar to the student test.
From the Kolmogorov-Smirnov theorem, one have the Kolmogorov-Smirnov’s
statistic value:

tks = max{∥FX(x)− FY (y)∥}. (1.24)
With FX(x), FY (y), the cumulative distribution function of two samples

given by:
FX(x) = P(X ≤ x) FY (y) = P(Y ≤ y)

=
∑
xi≤x

pi =
∑
yj≤y

qj , (1.25)

with pi and qj the probabilities X takes xi values and Y take yj values. Thecritical value tα is obtained from the distribution table of Kolmogorov-Smirnov
and analyzed similarly to the Student-test.

1.4.3 . Epps-Singleton test
The Epps-Singleton test [ES86] is based on the Kolmogorov-Smirnov test

that compares the characteristic empirical function µ(x) and ν(y) of two sam-
ples X = {x1, x2..., xN} and Y = {y1, y2..., yM} to determine if they come
from the same distribution. The Epps-Singleton test is more robust to out-
liers than the Kolmogorov-Smirnov test and makes no assumptions about
data distribution continuity. Unlike the Kolmogorov-Smirnov test, it can be
used when the distributions can be asymmetric or multi-modal. The test can
be written as follows:

{
H0 : µ(x) = ν(y)

H1 : µ(x) ̸= ν(y).
(1.26)

Under H0, the null hypothesis indicates that the two distributions come
from the same sample. The confidence level is fixed, similar to the student
test. From the Epps-Singleton theorem, one have the Epps-Singleton’s statis-
tic value:
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tepps =

∫ ∞

−∞
[µ(x)− ν(y)]2 dFX(x) dFY (y). (1.27)

Where the empirical characteristics functions µ(x) and ν(y) are given by:

µ(x) = exp (ixX +
1

2
x2S2

X) and ν(y) = exp (iyY +
1

2
y2S2

Y ), (1.28)

withX , Y andS2
Y , 2S2

Y the empirical average and variances ofX and Y give by
Equations (1.21) and (1.22). FX(t) and FY (t) are the distribution function getfrom Equation (1.25). N andM are the samples sizes of X and Y : N = #X ,
M = #Y . The critical value tα is obtained from the distribution table of Epps-
Singleton and analyzed similarly to the Student-test.

1.5 . Supervised metrics for evaluating methods

1.5.1 . Adjusted Rand index
Adjusted Rand Index (ARI) [HA85] quantifies the similarity between two

sets of classes E = {ei|i = 1, ..., P} and F = {fj |j = 1, ..., Q} from Ω with
N = #Ω, based on the sum squares of the numbers of points assigned to E
and F . The score value is given by:

Mari =

∑
ij

(cij
2

)
− [
∑

i

(
ei
2

)∑
j

(fj
2

)
]/
(
c
2

)
1
2 [
∑

i

(
ei
2

)
+
∑

j

(fj
2

)
]− [

∑
i

(
ei
2

)∑
j

(fj
2

)
]/
(
c
2

) . (1.29)
From C the contingency table between E and F , one have:

c =
P∑
i=1

Q∑
j=1

cij , (1.30)

whereei is the row sums: ∑P
i=1 cij and fj the columns sums: ∑Q

j=1 cij . ARIvalues range from -1 to 1. -1 indicates a complete mismatch between two
partitions, whereas one indicates a perfect match.

1.5.2 . Homogeneity score
Homogeneity score [RH07] measures the degree of similarity between

classes from two sets of classesE = {ei|i = 1, ..., P} andF = {fj |j = 1, ..., Q}
from Ω, with N = #Ω. Homogeneity is based on analyzing the entropy be-
tween E and F . The measured value is given by:
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Mhm = 1− entropy(E|F )
entropy(E)

, (1.31)
with C the contingency table between E and F , and the entropy(E) is given
by:

entropy(E) = −
P∑
i=1

∑Q
j=1 cij

N
log

∑Q
j=1 cij

N
, (1.32)

and entropy(E|F ) the entropy of E conditionally to F is given by:

entropy(E|F ) = −
Q∑

j=1

P∑
i=1

cij
N

log
cij∑P
i=1 cij

(1.33)
Homogeneity values range from 0 to 1; 1 indicates that the class points are
not mixed in the same group, whereas 0 indicates that some groups contain
points belonging to several classes.

1.5.3 . Completeness score
Completeness [RH07]measures the spreading points acrossmultiple groups

between two sets of classes E = {ei|i = 1, ..., P} and F = {fj |j = 1, ..., Q}
from Ω, with N#Ω. Completeness is symmetrical to Homogeneity. The value
is given by:

Mcp = 1− entropy(F |E)

entropy(F )
, (1.34)

with C the contingency table between E and F and where the entropy(F ) is
given by:

entropy(F ) = −
Q∑

j=1

∑P
i=1 cij
N

log

∑P
i=1 cij
N

. (1.35)
The entropy of F conditionally to E, entropy(F |E) is given by:

entropy(F |E) = −
P∑
i=1

Q∑
j=1

cij
N

log
cij∑Q
j=1 cij

. (1.36)
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Completeness values range from 0 to 1; 1 indicates that all points belonging
to a class are grouped into one class, whereas 0 indicates that the point of
one class is spread across multiple groups.

1.6 . Kernel Density Estimation

Kernel Density Estimator [Ros56; Par62] (KDE) is a non-parametricmethod
to estimate the distribution parameters and the density function fX from
a random variable based on kernels considering each point from a sample
X = {x1, x2..., xN} ∈ R as a density peak and built a density function around
them to smooths a curve to estimate the overall density distribution. Kernel
estimation does not make assumptions about the shape of the underlying
distribution of the data. Ones kernel density estimator of fX at point x ob-
tained from Parzen [Par62] is given by:

f̂h(x) =
1

Nh

N∑
i=1

Kh (x, xi)

=
1

Nh

N∑
i=1

K
(x− xi

h

)
,

(1.37)

with N the data size, K the kernel, and h the smoothing parameter (band-
width). The KDE mainly depends on kernel choice and bandwidth. The band-
width parameter is essential and greatly influences the results by fixing a
compromise between the estimate’s precision and the probability density’s
smoothing. A low value undersmoothes the data, and the estimated curve
will have several peaks, while a high value could mask the data characteris-
tics. Its value is fixed according to the kernel used and the data structure. The
Gaussian Kernel is the most used, but other kernels can also be used as the
Uniform, Epanechnikov, or Laplace kernel.

Figure 1.16 shows an application of Kernel density estimation on adataset.
The data plotted in blue with the histogram shows the presence of 3 Gaus-
sians with different parameters; the Gaussian kernel, therefore, appears to
be the best choice for estimating the probability density of this example.
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Figure 1.16: Gaussian Kernel Density Estimation application.
The Gaussian kernel [BA97] can be written as:

K(x) =
1√
2π
e−

x2

2 , (1.38)
withX ∼ N (µ, σ2). Combining Equations (1.38) and (1.37) gives:

f̂X(x) =
1

N

N∑
i=1

ϕh (x− xi)

=
1

Nh
√
2π

N∑
i=1

e
− 1

2

(
|x−xi|

h

)2

,

(1.39)

with ϕh standard normal density function, and the optimal bandwidth h can
be obtained from several methods [Sco15; Sil86; SJ91; Hal+91]. From Scott’s
method, the bandwidth is given by:

h = 1.06σ̂N−1/5. (1.40)
This chapter presented the mathematical methods necessary to under-

stand the approaches developed for the RADAR Reconnaissance Process, il-
lustrated with examples.
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2 - Data, modeling, and simulation of RADAR
signals

Before presenting the approaches developed for the RADAR Recognition
Process, this chapter presents the fundamental principles necessary for un-
derstanding the functioning of RADAR systems, specifically for passive RADAR.
RADAR emitters’ data is crucial in many fields, such as object recognition,
anomaly detection, and autonomous decision-making. Collecting real RADAR
emitters’ data can be expensive and limited in quantity, which makes sim-
ulated RADAR emitters’ data extremely valuable. Simulated data must ac-
curately represent the characteristics of the RADAR emitters’ system. Ad-
vanced modeling and simulation methods are required to realistically repro-
duce RADAR emitters’ signals, considering the effects of noise, interference,
and environmental characteristics. The proposed methodologies were de-
veloped and evaluated using several data simulators: a simulator provided
by Avantix involved in the Ph.D thesis that declined to communicate any re-
lated information due to confidentiality, and a second developed during the
research, which will include more comprehensive details. The latter will be
detailed to better understand the dataset composition. The signals used are
simulated using the characteristics of emitter classes. Their characteristics are
structured to facilitate their understanding and use through our approaches.
A section will detail all the processes implemented to structure the data, ac-
companied by examples of simulated signals. The last section presents an
overview of the existing methods to deinterleave RADAR signals and identify
emitters.

2.1 . Radio Detection and Ranging

2.1.1 . Basic principles
RADAR is an acronym for RadioDetectionAndRanging, designating a remote-

sensing device that locates and detects objects using electromagnetic waves.
The device is based on radiating electromagnetic waves propagating through
space until they reach an object and receive the reflected waves. The time
measurement of the electromagnetic waves can determine the distance to
the object or its speed. The origins of RADAR can be traced to 1890 when
James Clerk Maxwell and Heinrich Rudolf Hertz developed the electromag-
netic light theory. However, it was in the 1930s that Lawrence A. Hylandmade
the first successful detection of an aircraft. The Second World War acceler-
ated the development of RADAR equipment and its sophistication to help pro-
tect the Allied fleet against German U-boat attacks, leading to new models.
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RADAR’s development has been the most significant advance in sensing re-
mote objects since the invention of the telescope in 1608. RADAR has become
a vital issue in the field of electronic intelligence [Sch80; Ner06]. Since then,
they have been used in many fields besides military applications, such as me-
teorology, air traffic monitoring, remote sensing of the environment, search
and rescue at sea, space, or archaeology. Since this invention, RADAR emit-
ters have provided a breakthrough in Electronic Intelligence, specifically for
extracting information to respond appropriately to hostile situations [Wil06;
Ada03].

(a) Monostatic active RADAR. (b) Monostatic Passive RADAR.
Figure 2.1: RADAR operating architecture.

Among the different technologies, the distinction between active RADARs
and passive RADARs is made due to their functioning [Sko08; Wil06; Sch99],
as illustrated in Figure 2.1. An active RADAR, as shown in Figure 2.1a, gen-
erates a waveform with a modulator for transmitting toward a target. These
waves propagate through the air and contact the target with the emitter’s
powerful radio frequency pulse. The reflected waves are detected by a re-
ceptor that measures the time difference between the emission of the waves
and the collection of their echoes. It amplifies and demodulates the received
signals to convert them into numerical signals. Algorithms process the elec-
tromagnetic signals received by the receptor to extract information such as
the direction, speed, size, and shape of the detected object to be presented
in a graphical form, such as in the plan position indicator. These results guide
ESM operators in decision-making and military engagement. Conversely, a
passive RADAR, as shown in Figure 2.3a, does not emit electromagneticwaves;
it detects electromagnetic signals already present in the environment, such as
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enemy radar emissions, communications signals, or even natural emissions.
It allows discreet surveillance.

After intercepting a signal, the operators receive a raw signal as illustrated
in Figure 2.2, representing a simulated signal grouping together three pulses.
The analog signal is converted into digital with an analog/digital conversion
device to extract information.

Figure 2.2: Example of three pulses from an intercepted signal.

2.1.2 . Emitter classification system
Awide variety of emitters leads tomodifying the operationdescribed above.

A classification according to their mode, e.g., their function, can be processed
to distinguish them. Some emitters monitor and control air traffic and can
detect the position, the trajectory, or the speed over a wide area of a target,
such as aircraft or missiles. Weather emitters were initially used for military
purposes to locate precipitation, calculate its movement, and determine its
type to separate clutter from precipitation and improve aerial surveillance.
Other RADAR emitters aim to track targets and their trajectory, or the Surface
Movement Radar enables the detection of vehicles and aircraft on the tarmac
and runways, etc. Their operation mode determines the orientation of their
range, radial velocity, angular direction, or how to cover the listening perime-
ter. Various other nomenclatures exist to categorize emitters:

• RADAR according to their functionality:
– Primary RADAR: emits microwave signals reflected by a target and
analyzes the reflected part of its signal.
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– Secondary RADAR: is used with a primary RADAR for acquiring ad-
ditional target information: it uses signals reflected froma transpon-
der.

• RADAR according to their emitted pulses:
– Pulses waves RADAR: RADAR emitters transmit short and power-
ful pulses and listen to the environment to intercept the echo re-
turned by the target.
* Intra-pulse modulation: the frequency, phase, or amplitude
of the electromagnetic wave pulse within each pulse is modi-
fied.

* Non-intrapulse: the transmitted pulses are short and non-
modulated.

– ContinuousWave Radar: Continuous wave radars generate a con-
tinuousmicrowave signal. The reflected signal is received and pro-
cessed:
* Continuous waves RADAR (CW-RADAR): continuously trans-
mits amicrowave signal and is unmodulated; the echo is there-
fore received and processed continuously.

* FrequencyModulatedContinuousWaveRADAR (FM-CWRADAR):
using frequency-modulated continuous waves. The echo is
analyzed after being reflected, considering the frequency vari-
ation between the transmitted signal and the reflected signal.

– PulsesDoppler RADAR: RADARemittersmeasure the target’s speed
by detecting the frequency shift of reflected signals in clutter. They
are frequently used for monitoring air traffic, detecting the speed
of vehicles on roads, and detecting precipitation in meteorology.

• RADAR according to the antennas used:
– Monostatic RADAR: uses the same antenna for transmitting and
receiving radar signals, illustrated in Figure 2.1a.

– Bistatic RADAR: RADAR’s receiver and transmitter do not use the
same antenna as illustrated in Figure 2.3a; it uses two separate
antennas, one for transmission and one for reception, which are
placed at different positions.

– Multistatic RADAR: uses multiple receiving stations, with separate
antennas, to detect a target, as illustrated in Figure 2.3b. They
have a more excellent detection range, better spatial resolution,
and improveddetection ability thanmonostatic andbistatic RADAR
emitters.
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• RADAR according to their mode:
– Imaging radars: generates an image of the observed object or
area.

– Tracking RADAR emitters: tracks the position and movements of
a moving object, such as a plane, ship, or tracking enemy missiles
or aircraft.

Emitters can be classified through multiple categories based on their ap-
plication, sophistication, or resolution. In the following, the focuswill bemade
on passive sensors, which, through language misuse, are called emitters.

(a) Bistatic active RADAR. (b) Multistatic active RADAR.
Figure 2.3: RADAR according to the antennas used.

2.2 . Emitters characteristics

Depending on their mode, emitters have different characteristics:
• Technical emitter parameters: Power Transmitted, transmit antenna
gain, scan period, or antenna length

• Pulses parameters: Frequency, pulse width, level, or pulse repetition
interval pattern

• Receptor characteristics: spatial distance from the receptor or direc-
tion of arrival according to the positions between receptor and emitter.
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All these parameters are established according to the field of application
of the emitter and its manufacturer. Various models exist, some very differ-
ent, while others share similar characteristics (e.g., in ports or airports).

When an ESM operator copes with a situation where he must identify the
emitter in front of him, he often needs access to all its characteristics and
must decide with insignificant information. All these features are unavailable
in practice, and the operators base their analyses on the pulse parameters.

All the data presented in this manuscript are simulated and produced by
the simulators subsequently presented. For confidentiality considerations, no
real data is presented. Models are tuned, parameterized, and validated on
simulated data. The complexity of the simulated data represents one of the
main challenges in the RADAR processing chain. As part of the collaboration
with Avantix, their RADAR signal simulator, developed from their expertise,
has been made available.

A second simulator has been developed, based on theory and telecommu-
nication engineering, to providemore public and understandable information
on the construction ofmethodologies. The simulator is designed tomimic the
behavior of emitters, with some characteristics being easy to simulate, such
as frequency or pulse width, while others necessitate pre-processing, such as
the technical specifications of the emitter or the pulse repetition interval, be-
fore being able to simulate a RADAR signal.

The next section presents the data developed for the methodology and
the experimental procedure to obtain labeled unclassified data.

2.3 . Data modeling

From a database gathering the emitter’s characteristics, a signal is simu-
lated according to the user-defined parameters. Multiple emitters with het-
erogeneous profiles have been simulated to construct the database, and their
characteristics are presented in Table 2.1. A limited set of parameters was in-
tentionally selected to represent the emitters; the main reason was to use a
few reliable and well-estimated characteristics when intercepting a signal to
build robust algorithms. These choices will be more detailed in Chapter 4.
Emitters are described by the following parameters:

• Technical parameters: Power transmitted, antennawidth, the distance
between the emitter and the receptor, and the scan period.
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• Pulses parameters: frequency (F, fn), pulse width, (PW, pwn) and pulserepetition interval (PRI, prin).

A few technical parameters describe each emitter, such as the transmit-
ted power, the antenna width, the distance between the emitter and the re-
ceiver, and the scan period. There is a wide variety of emitters. Some may
have elementary parameters, such as emitting on a single frequency, and oth-
ers sophisticated pulse characteristics, e.g., agility in frequency, multiple pulse
repetition of intervals, or with rarer appearance periods. Generally, an emit-
ter’s frequency and pulsewidth emission pattern are sufficient to discriminate
them. When the listening perimeter concerns a port, these characteristics are
usually similar and/or identical. The PRI is a very discriminating feature of
emitters as it is usually unique and defines the signature of an emitter. Emit-
ters may have various operational modes concerning the pulse repetition pe-
riod. Emitters commonly transmit within a fixed value interval, contrary to
complex emitters, which a random PRI distribution characterizes. As the or-
der of appearance of the PRI is not taken into account, a discrete measure as
the sumof a fewDiracmasses easily represents the deterministic PRI process:

µj =

N∑
n=1

αnδprin , (2.1)

with j the emitter index, N the number of PRIs on which the emitter trans-
mits, α the proportion of the PRI, and δ, the Dirac mass (with∑n αn = 1).

Conversely, an emitter transmitting through a random PRI process re-
quires pre-processing as the distribution is not directly representable by a
discrete distribution. It is assumed that the PRI distribution oscillates around
an average value characterized by the distribution. A Gaussian function can
represent the distribution as they are easy to interpret and implement. In ad-
dition, Chapter 4 proposes a new representation of the PRI process involving
the addition of the PRI values requiring the assumption of Gaussianity for the
representation of the PRI of the emitters having a random process:

P (x)j =
1

σj
√
2π

exp

(
−(x− µj)

2

2σ2j

)
, (2.2)

with j the emitter index, µ of the PRI average value, and σ its standard devia-
tion.
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The emitters characteristics, presented in Table 2.1, are plotted in Fig-
ure 2.4. Each color represents an emitter. Emitter E has elementary char-
acteristics, including single-frequency and pulse-width transmission, contrary
to emitter A, which is characterized by 5 frequencies (1025, 1050, 1075, 1100,
and 1125 MHz). Emitters D and F share frequencies at 730 and 750 MHz and
close pulse widths, complicating their separability. Emitter B has multiple op-
erating modes; it initiates a fast transmission between 8.5 and 9.5 ns with a
frequency of 825 MHz. Then, it increases its pulse transmission to 884 Mhz.
Emitter H is characterized by a random PRI distribution and represented by
a boxplot: the pulses are generated from 9.2 ns to 10.1 ns. The random PRI
process of emitter H is generated from the average value of [9.2, 10, 1] and
represented in the last plot: X ∼ N (9.65, 0.45).

(a) Frequency. (b) Frequency x Pulse Width.

(c) Pulse Repetition Interval x Frequency. (d) Random process of Emitter H.
Figure 2.4: Representation of emitters characteristics in different planes, iden-tifying by color.
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2.4 . Simulator

A RADAR simulator was built to test and validate the methodologies de-
veloped. The simulator, illustrated in the Algorithm 7 starts by simulating a
noise-free raw signal based on the database characteristics in Table 2.1. Then,
according to the parameters set by the user, somenoise is added to the signal.

Algorithm 7 RADAR Signal simulation.
Data : Database with emitters characteristics, T .
Parameters :Threshold detection, λSize, NList of emitter presents, LSplitting coefficient, σsplitNoise parameters according to frequency, pulse width, and time of ar-rival, σ = {σfreq, σpw, σtime}

Initialization : Create an empty array, D
Procedure :

1. Simulation of a raw signal without noise
For i in L :

(a) Selection of characteristics of emitter i from T

(b) Construction of the time of arrival of the pulse toan =
cumsum(prin) according to N, fn, pwn and prin

(c) Computation of the power between the transmitter and thereceptor for each pulse: Powr

(d) Creation of a signal with all pulses from (a) and (b) and addpulses in D

2. Signal noise
(a) Adding Gaussian noise σ to D on each features
(b) Truncated pulse width level according to σsplit and λ: S

Result : S, Set of interleaving pulses.
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2.4.1 . Creating a raw signal
A raw signal is simulated without noise from the database grouping emit-

ter characteristics. The RADAR simulator assumes the receiver is static, has
a known detection threshold, and is omnidirectional. The simulator starts by
generating pulses from the characteristics entered in the database, with each
emitter described by I frequency (f ) with I ∈ R∗

+, J pulse width (pw) with
J ∈ R∗

+ and K pulse repetition of interval (pri) with K ∈ R∗
+. It reconstructsthe emission pattern of each emitter. As a reminder, emitters with a random

PRI process are represented by a Gaussian distribution and, therefore, many
PRIs. The time of arrival is computed by taking the cumulative sum of the PRI
taken by the emitter according to the desired size N of the signal:

toaN =
N∑

n=1

prin. (2.3)

The transmission formula of Friis transmission calculates the transmission
power between the transmitters and the receptor Powr for each pulse and isgiven by

Powr = Powt +Gnt +Gnr −At, (2.4)
with Powt, the power transmitted by the RADAR from the database, Gnt, thetransmitter gain,Gnr, the receiver gain, andAt, the propagation loss obtainedby:

At = 20 log

(
WL

4πr

)
, (2.5)

with r the distance between the receptor and the transmitter from thedatabase
andWL the wavelength obtained with

WL =
c

fn
, (2.6)

with c the light speed and fn the frequency pattern of the RADAR. The directiv-ity of an emitter is a crucial parameter to consider when calculating the power
radiated or received by this emitter, as the energy depends on the antenna’s
orientation and is not distributed uniformly. The energy is powerful when the
emitter is facing the target, while the intensity decreases when the emitter
rotates.
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The simple case of a linear antenna is modeled, and the directivity dirn isobtained by:

dirn = 10 log10

(
1

sin(θ)sin
(
ky

2
sin(θ)

))2

, (2.7)

with y the antenna width get from the database, k the wave number, and θ,
the antenna orientation, a function depending on the scan period:

θ =
2π

S
toan, (2.8)

with S, the scan period gets from the database, toan the time of arrival get
from 2.3. The simulator controls the number of RADAR emitters in the signal
and the desired size. A listening system collects the data without information
about the environment. The listening signal covers a wide frequency band
between emitters, making the Doppler effect neglectable in our analysis.

2.4.2 . Signal noise
The addition of noise in the signal is correlated with the loss of pulse and

the poorly estimated and truncated pulse width level. Let us define ζ , the ra-
tio allowing us to consider the low-level pulses:

ζ = (10Powr/10)−1, (2.9)
with Powr the power compute from Equation (2.4). Gaussian noise is applied
to each feature according to the parameters σ = {σfreq, σpw, σtime} set by theuser. Let us calculate the noise variances added to the features:

Σtime = ζσtime, Σf = ζσf and Σpw = ζσpw, (2.10)
with these parameters, the features are noisy by adding a Gaussian noise:

f̃n = fn +X,X ∼ N
(
0,Σfreq

) (2.11)
p̃wn = pwn + Y, Y ∼ N

(
0,Σpw

)
t̃oan = toan + Z,Z ∼ N

(
0,Σtime

)
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When a signal is poorly estimated or sampled, distortions can appear on
the signal: some pulses can be truncated or split. The signal is truncated ac-
cording to the fixed detection threshold λ, and the truncated pulse width level
ismodeled from the Poissondistribution according to a parameterσsplit. Pois-son’s distribution describes the probability that an event will occur during an
observed time interval, independently of the previous event. Let us define
SP as the probability of pulse splitting considering the low level of the pulses
with SP ∼ P(λ), with

λ =
ζ

σsplit
. (2.12)

The diversity of the simulated signals results in the acquisition of single-
or multi-sensor labeled signals, signals with frequency or time modulation,
and signals comprising measurement errors, outliers, missing data, or non-
Gaussian noise. Figure 2.5 represent examples of signals simulated from the
characteristics of the emitters in the Table 2.1.

The simulator allows you to generate single-frequency RADAR pulses such
as green or violet. They are characterized by a single set of pulses in the
(fn, pwn) plane in Figure 2.5d. Conversely, RADARs with more complex char-
acteristics transmit on several frequencies, such as blue and brown. Several
sets of pulses represent them in this plane. The simultaneity of activity of
RADARs can complicate their separability and identification as illustrated in
Figure 2.5c. Figure 2.5b shows us a slight spread of the pulse width, indicat-
ing an estimation error or the presence of noise in the signal.

An additional feature canbe added: the difference of timeof arrival (DTOA)
δn, defined as the interval of time between two successive pulses belonging
to the same emitter (in the case of a unique emitter, δn = toan− toan−1 whichcorrespond to the PRI of the emitter). Considering a signal mixing pulses from
different emitters, two successive pulses are not guaranteed to be transmit-
ted by the same emitter.

To conclude, this Chapter has introduced the fundamental principles of
operating RADAR systems. Emphasis was placed on the interest of using pas-
sive systems for our problem. The construction of the data simulator, a cen-
tral element that enabled the development of the approaches, has been de-
tailed by providing multiple examples of signals for illustration.
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(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x Pulse width plane.
Figure 2.5: Simulated RADAR signal from all emitters.
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2.5 . Overview of the existing methods

This Section offers an overview of the existing RADAR Recognition Pro-
cess methods. As previously explained in the Introduction, this process com-
prises two stages; the first consists of deinterleaving a signal by separating
and grouping the mixed pulses of an unknown number of emitters before
identifying them from a reference database in the second stage. A review of
methods will be presented with emphasis on their limitations.

Although these two steps are considered independent in this research, the
deinterleave and identification methods are generally done simultaneously
by searching the characteristics of the emitter present in the signal from a
reference database. Few methods focus solely on the identification of emit-
ters. Although this state-of-the-art will present several identification meth-
ods, it mainly references existing methods for deinterleaving a signal. Sub-
sequently, we will distinguish two ways of identifying RADAR in a signal; the
first is done during the deinterleaving stage, and the second uses dedicated
methods, presented at the end of the chapter.

Generally, this reference database groups a few references [LY19; Din+18;
NAA20], describing the waveforms or the pulse repetition of interval (PRI)
types, not the RADARs themselves. That is to say, emitter identification meth-
ods mainly rely on identifying the waveform or the PRI type from a signal.

In a passive listening system [Sko08; WW85; CR93], an Electronic Sup-
portMeasure system [DH82; Wil06; Sch99] intercepts signals containing inter-
leaved time domain pulses from an unknown number of emitters. The chal-
lenge is providing a rapid response to ESM operators by analyzing this signal
to help them make decisions by dealing with an increasingly dense electro-
magnetic environment [Sch86; Ada14]; it is necessary to adapt and automate
decision-making techniques.

Pulse description words (PDW) represent pulses containing various pa-
rameters, also called features, such as frequency (F), pulse width, angle of
arrival (AOA), and direction of arrival (DOA)-more details in Section 2.2. Over
the years, many methods have been developed to deinterleave a RADAR sig-
nal, i.e., to separate the pulses from different emitters based on the PDW.
Although one of the most reliable parameters for deinterleaving is the direc-
tion of arrival, only some methods are used because ESM systems do not
often measure it.

At first, the systems were less sophisticated than now; simple and easily
separable characteristics represented emitters as transmitted continuously
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on a single frequency (little noise, few adverse countermeasures). Early work
from the 80s, often called "PRI-methods," mainly used temporal analysis to
separate the pulses, using and exploiting the time of arrival (TOA). After fil-
tering the frequency and the direction of arrival, the time of arrival is used to
find the pulse repetition interval. The PRI corresponds to the emission pattern
of the emitter and is usually very different, almost unique, between RADARs.
The PRI is obtained by differentiating the successive pulses a RADAR emits in
a signal to extract the emission pattern.

Severalmethodswere developed among the "PRI-methods" andhavebeen
a foundation for many authors who have enriched the RADAR literature. For
example, one have the cumulative difference histogram (CDIF) [Mar89] or the
sequential difference histogram (SDIF) [MP92]. The authors develop meth-
ods by analyzing the first-order difference of the TOA sequence, which is the
DTOA, to find peaks in the histogram and look for periodic PRIs according to a
fixed threshold. Other methods have been proposed, such as using correla-
tion function always from the TOAs [Sch74; NK00; Nel93], Kalman filter [MK94;
CM98; Hoc98] or by representing the DTOA as a harmonic matrix [Ray98].

Note that many recently developed methods are still based on the analy-
sis of TOA and propose improvements to these historical algorithms, such as
the Multi-Level time-difference of arrival (TDOA) [Ge+19], dynamic sequence
searching [Xi+17], autocorrelation functions [Cha+10; Cha+06], theMulti-level
TDOA histogram [Ge+19] or many improved version [MP11; NK00; Mao+09]
of the PRI transform aglorithm [Nis83].

Searching for the PRI pattern is straightforward for simple RADAR emit-
ters because they transmit continuously with a single PRI. This research can
quickly be complex due to various waveforms (multiple frequencies, agilities,
sub-operation modes, etc.), disturbances, missing pulses, blanking, etc. This
is all the more true as the quantity of data to be processed is greater, specifi-
cally in the case of methods based on autocorrelation function (high compu-
tational times).

A significant limitation of thesemethods is that they do not consider miss-
ing valueswhen searching and extracting the PRI. There is a need tomodel this
phenomenon-more information in Section 4.1.2. When intercepting a signal,
it is possible to intercept only some pulses (detection threshold, noise, bad
interception, interference, mixing pulses, etc.), complicating the search of the
PRI. Therefore, the distribution obtained following the differentiation of suc-
cessive temporal pulses of a RADAR, named DTOA or estimated PRI, from a
signal does not necessarily correspond to the PRI of the RADAR. To summa-
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rize, the PRI refers to the emission characteristics of the RADAR coming from
a database, while the values obtained following the temporal differentiation
of successive pulses are the DTOA. Note that if a passive system intercepts all
the pulses of a RADAR without noise in perfect conditions, the DTOA should
correspond to the PRI.

Newmethods integrating other primary parameters, such as frequency or
pulse width combined with deep learning models [Noo99; Liu+05] appeared
quickly. In [AA07], the authors proposed clustering from the Direction of ar-
rival and frequency with a Fuzzy ART before extracting the PRI pattern to iden-
tify the emitter. The Fuzzy architecture [KGG85; JM15; Wan+20] has been
widely used in the last few years; unlike traditional neural networks that as-
sign each input to a single class, Fuzzy ART allows input to belong to multiple
classes simultaneously with fuzzy degrees of membership. However, these
models are noise-sensitive, have long execution times, and require a lot of
configuration.

In [LY19; LLH20], the authors present a method to simultaneously real-
ize a signal’s classification, denoising, and deinterleaving. As signals become
increasingly complex, it is necessary to consider the features that can im-
pact signal quality before applying deinterleaving techniques. However, their
method can only handle a limited number of waveforms (constant or stagger
pulse width and PRI). Fewmodels developed can deinterleave a signal by con-
sidering various waveforms, and more specifically, the RADARs themselves.

The deinterleaving task is sometimes assimilated to image
segmentation [Gas+20; Nuh+23]. In [Gas+20], The authors proposed a Neural
Network-based clusteringmethod for deinterleaving a signal by transforming
the deinterleaving task into an image segmentation problem. The signal is en-
coded as an image using spectrograms based on the frequency and the time
of arrival. Then, they apply a U-Net architecture to predict clusters instead
of using clustering algorithms. Deep Learning models require considerable
data and are difficult to parameterize. These methods are primarily built in
a supervised framework, and their results strongly depend on the quality of
the simulator or the training dataset used.

Deep learning models have been increasingly requested to manage the
sophistication and emission complexity of emitters [Zho+18; ZWL22; Liu21;
SS22; Yan+23; Kan+23]. Most of these methods are based on processing the
PRI data [XSZ23]. When the signal is misestimated, it is possible to have miss-
ing pulses, which can damage the temporal patterns of the RADAR. Indeed,
due to the complexity of the problem, supervised approaches, such as deep
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learning techniques, generally failed to provide correct deinterleaving perfor-
mance.

However, methods based on clustering pulse features are based onmod-
els too simple to dealwith the variety and complexity of RADAR signals [DLW22;
SR21; SB23]. Indeed, thesemethods cannot identify RADAR emitters that emit
on several different frequencies, pulse width, etc. This can be seen in the
method developed by these authors [BE12]. The developed method is based
on the Antenna Scan Pattern (ASP) to deinterleave a signal and on the Antenna
Scan Type (ATP) for the classification. Although their results are encouraging,
they emphasized that their methods had difficulty considering the frequency
agilities of RADARs.

In recent years, newunsupervisedor semi-supervisedmethods have started
to emerge [ZLH17]. Supervised methods are applied to labeled data, and
then a hybrid classification model built from several algorithms is used to im-
prove classification accuracy and robustness. Data are truncated or partially
observed, making pattern identification difficult. Gaussian Mixture Models
(GMMs) are increasingly used to classify and cluster signals because latent
variables could be introduced and considered missing data [RME18]. Com-
parisons have shown that deep learning models are not necessarily better
than conventional and simpler models such as GMMs [GMW08] or by com-
bining the Hidden Markov Model (HMM) and Expectation Maximization (EM)
algorithm [LK98]. They have shown, for example, that when the number of
transmitters present in the signal was below a certain threshold, GMMs per-
formed better.

At the beginning of the chapter, it was explained that the deinterleaving
step was often done simultaneously with the identification, but some dedi-
catedmethods exist. Identification is a delicate step because it is based on the
deinterleaving results. Using various methods, features are extracted from a
set of pulses for comparison to a reference database. Generally, the chosen
characteristics are frequency and time of arrival.

For simple RADAR signals, time-frequency analysis is sufficient to identify
the present emitter with great certainty [KO04; LK07; Zen+11; RR10].

Most methods are still based on Deep Learning models and consider a
small number of RADAR classes [LK07; LY19; Gen+21; Din+18; NAA20]. These
methods require a large dataset for the training step, and adding a new class
requires the classifier to be retrained. In [KO04], the authors propose two
methods to classify the emitters according to a database. The first is based
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on a linear discriminant analysis (LDA) to extract feature parameters from
time of arrival and frequency for the classification. Then, the second method,
named Karhunen-Loeve transformation (TKL), is based on applying a principal
component analysis (PCA) to reduce the space. Their methods are based on
discriminating only nine RADAR classes. In [WWZ17], the authors propose a
complex architecture to distinguish only eight classes based on a supervised
classifier. Finally, in [LY14], a Neural Network classifier based on entropy is
proposed. The proposed architectures are increasingly complex but can only
manage very few classes, also complicating the explainability of the results

Additionally, a challenge in processing RADAR data is acquiring real data,
even more labeled real data, due to the sensitive nature of the application
field. Algorithms andmethodologies are oftendevelopedusing small datasets
or simulated data. Most previous methods are based on simulated data, and
their result performance strongly relies on the simulator’s accuracy. The use
of simulated data and the complexity of the proposed methods complicate
their reproducibility. It is complicated to be able to reproduce certain meth-
ods and evaluate them.

The emitters’ profiles have become increasingly complex, enhancing the
panorama of RADAR of new types with more varied patterns. New meth-
ods have been developed to compare the group characteristics to a known
database, also allowing the detection of new emitters [Liu+05; AC21].

To conclude, through the various methods cited in this chapter, the liter-
ature constantly evolves to consider technological advances in electronic sys-
tems and integrate artificial intelligence algorithms. However, the new meth-
ods are almost exclusively based on features such as PRI without offering ad-
equate pre-processing. Concerning emitters’ identification (or specification),
the methods are often developed in a supervised framework and can only be
managed by around ten classes.

In this context, this research aims to introduce a novel RADAR Recognition
Process using optimal transport distances. The Chapters 3 and 4 respectively
present new simple methods to improve the deinterleaving in an unsuper-
vised framework and identify emitters by overcoming all previously explained
constraints.
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3 - Deinterleaving RADAR pulses

This chapter introduces the initial phase of the RADAR Recognition Pro-
cess, starting with deinterleaving a signal. In RADAR interception process-
ing, the ESM operators identify the emitters’ pulses in a signal to adapt their
decision-making. ESM operators require relevant information to analyze an
intercepted signal and extract the significant information to separate the pulses
from the emitters in the signal without prior information; these conclusions
mayhavedramatic consequences depending on the circumstances. The chap-
ter is divided into two parts, introducing two unsupervised approaches ac-
companied by relevant illustrations based on a combination of clustering al-
gorithms and optimal transport distances to deinterleave a signal.

The first approach, named HACOT, is based on a two-step strategy com-
bining the unsupervised hierarchical density-based spatial clustering of appli-
cations with noise (HDBSCAN) [CMS13] with hierarchical agglomerative clus-
tering (HAC) [Joh67; CPD20] integrating the optimal transport distances [Vil09;
Bon+11]. The first step involves separating the pulses with a clustering algo-
rithm based on two features: frequency and pulse. An essential constraint is
that the pulses of two different emitters cannot belong to the same cluster.
Then, as the emitters exhibit complex behaviors and can be represented by
several clusters, a hierarchical clustering algorithmbased on anoptimal trans-
port distance is applied to merge these clusters. The approach can handle
moderately complex signals, but the modernization of technological equip-
ment and noise can strongly corrupt the quality of the intercepted signals
spreading the pulses; a 2-dimensional clustering cannot distinguish pulses
from emitters with similar characteristics, specifically in some areas such as
airports or ports.

The second contribution is a variant named IHACOT, incorporating a pre-
grouping phase developed to handle more complex signals. The method is
based on a 3-dimensional clustering based on three features: time of arrival,
frequency, and pulse width to group pulses capable of better separate pulses.
A first pre-grouping phase is implemented to group each characteristic of the
same emitter with a classical hierarchical agglomerative clustering using Eu-
clidean distance from frequency. Then, the previously developed hierarchical
agglomeration clustering using optimal transport distances is applied to per-
form the final grouping.

As a dendrogram represents hierarchical clustering results, both approaches
are based on a decisional model to detect a threshold to prune the dendro-
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gram. Stopping fusions prematurely leads to grouping insufficient clusters
and spreading pulses across multiple clusters. Conversely, delaying pruning
can mix pulses from multiple emitters into a single cluster. Two approaches
have been proposed in each section to deal with this challenge. The first ap-
proach estimates a threshold using three unsupervisedmetrics, analyzing the
optimal transport distance and knowledge of the RADAR systemenvironment.
This method provides encouraging results when the emitters are sufficiently
distinguishable as they are mainly based on analyzing the intra-cluster, the
inter-cluster variances, and the optimal transport distances. Their effective-
ness becomes significantly limited when the number of clusters analyzed is
high or the emitters have similar characteristics. A new and more efficient
version of this decision model using statistical tests was developed to over-
come these limitations.

3.1 . Hierarchical agglomerative clustering combined with op-
timal transport distances

This section presents the first approach implemented, named HACOT,
highlighted in Algorithm 8, to deinterleave a signal with an illustration.

As pointed out in Chapter 2, one of the challenges in signal deinterleav-
ing is the dispersion through several groups of pulses from an emitter in the
(fn, pwn) plane. A two-step strategy has been built, which requires few fea-
tures and is proposed to overcome this problem. Firstly, the HDBSCAN algo-
rithm is applied to group the pulses from the frequency and the pulse width.
As several clusters can represent emitters, a grouping phase based on a hier-
archical agglomerative clustering combined with optimal transport distances
is applied to group clusters belonging to the same emitter.
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Algorithm8Hierarchical agglomerative clustering using optimal trans-port distances to deinterleave emitter pulses - HACOT
Data : Set of pulses, X
Features :

- Frequency, fn- Pulse width, pwn- Level, gn- Time of arrival, toan
Parameters :

- Minimum number of points to form a cluster,MinPts

- Statistical test, test
- Confidence level, α
- Threshold, λ
- Non-parametric method,method

Procedure :

1. Pulses separation: apply HDBSCAN for all xi ofX from fn and pwnaccording toMinPts: C (Set of clusters)
2. Cluster aggregation: apply hierarchical agglomerative clusteringbased on optimal transport distances presented in Algorithm 9considering α, test,method and λ for all ci of C from toan and gn:

Y (Set of aggregated clusters)
Result : Y , Deinterleaved sets of pulses.

76



3.1.1 . Data description
An intercepted signal in Figure 3.1 was simulated from the simulator pre-

sented in Section 2.4, gathering 8917 pulses from three emitters, with char-
acteristics given in Table 3.1. The characteristics of the emitters, with multiple
frequencies, are chosen to highlight the robustness of the developedmethod.
The last line presents the different levels of the standard deviation of the fea-
tures.

Emitter Frequency
(MHz)

Pulse Width
(ns) PRI (µs) Pulses

0 956 2 5 614
1 982, 986990, 995 48

2.71, 2.76,2.8, 2.85,2.91, 2.95,3.02
5123

2 941, 943, 946 240 6 31833 2.12 3.33 5.9e4
Table 3.1: Simulated emitters characteristics.

Figure 3.1: Example of a simulated signal gathering 8917 pulses of three emit-ters, identified by a color.
Frequency, level, and pulse width are plotted in function of time in pan-

els of Figures 3.2, 3.3, and 3.4 respectively, and Figure 3.5 represents the
(fn, pwn) plane. Each point represents a pulse, and the emitters are identi-
fied by a color (blue, green, and orange). An additional feature can be esti-
mated from the intercepted signal: the difference of time of arrival dtoan, de-fined as the interval time between successive pulses belonging to the same
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emitter (dtoan = toan − toan−1). At this stage, the pulses are always mixed,
meaning two successive pulses do not necessarily belong to the same emitter,
making this feature unusable. Other features (waveforms, frequencymodula-
tion, etc.) will not be considered here. The approach considers only the four
above-mentioned features because they are always available and relatively
well-estimated. These representations highlight several challenging charac-
teristics. Emitters transmit their pulses on different frequency bands, as un-
derlined by emitter 1 in Figure 3.2, which is present on high frequencies and
is characterized by four different frequencies. The signal also gathers pulses
on two lower-frequency emitters, a mono-frequency emitter represented by
emitter 0, while emitter 2 exhibits multiple frequencies.

Figure 3.2: Simulated pulses of three emitters represented by a color in thefrequency and time of arrival plane.
Pulse widths can be severely misestimated, as low-power pulses can be

split during the segmentation stage, as shown in Figure 3.3. The pulse width
spread is prominent for emitter 2, which exceeds 360 ns and 60 ns for emit-
ter 1. Pulse-width spreading complicates emitter separability and can lead to
misidentification.

Figure 3.3: Simulated pulses of three emitters represented by a color in thepulse width and time of arrival plane.
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Some emitters can be active simultaneously, leading to a superposition
and a mixing of the lobes, as shown in Figure 3.4 plane. The side lobes of
emitter 2 mix up with those of emitter 0 and 1, complicating their separabil-
ity. The interception of pulses is not uniformly distributed across all emitters;
the lobes of emitter 1 are distinctly visible (more than 5000 pulses), while the
lobes of emitter 0 are discontinuous (around 600 pulses).

Figure 3.4: Simulated pulses of three emitters represented by a color in thelevel and time of arrival plane.
In Figure 3.5, Emitter 2 transmits on a single frequency and is represented

by a single group of pulses. Conversely, emitters 0 and 1, characterized by sev-
eral frequencies, have their pulses split across several groups, leading meth-
ods based only on clustering algorithms insufficient and inadequate for dein-
terleaving signals from this plane.

Figure 3.5: Simulated pulses of three emitters represented by a color in thefrequency and pulse width plane.
In practice, the received pulses are unlabeled, and the deinterleaving step

aims to separate the pulses and group them into different sets of pulses under
the constraint of not merging the pulses belonging to several emitters into
one set of pulses.
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3.1.2 . Pulses separation with HDBSCAN in 2 dimensions from fre-
quency and pulse width

The first step of the method consists of applying a clustering algorithm
to separate the pulses only from two highly discriminating and reliable char-
acteristics: frequency and pulse width. Several algorithms, more detailed in
Chapter 1.2, were tested to determine the most suitable data. Several clus-
tering algorithm types are distinguished:

1. Partitioning algorithms: K-MEANS [HW79], or Hierarchical Agglomera-
tive Clustering (HAC) [Joh67].

2. Probability density modeling algorithm: Gaussian Mixture Models
(GMM) [MB88].

3. Density-based algorithms: Density-based spatial clustering of applica-
tions with noise (DBSCAN) [Est+96], Ordering points to identify the clus-
tering structure (OPTICS) [Ank+99], or Hierarchical density-based spa-
tial clustering of applications with noise (HDBSCAN) [CMS13].

Partitioning algorithms and probability density modeling algorithms re-
quire assumptions about the number of clusters to be identified. Conven-
tional methods, such as the Elbow method, unsupervised metrics, or data
projection, have been used to fix the number of clusters to detect. The hi-
erarchical approach is represented by a dendrogram aggregating each pulse
step by step, requiring long time computing according to the signal size and a
threshold to stop aggregations. Setting an appropriate threshold to prune the
dendrogram presents a challenge, as it depends on the specific objectives or
the data structure, particularly when dealing with noisy or poorly estimated
signals. Mainly, these algorithms cannot detect clusters of different densi-
ties. Density-based algorithms do not necessarily require setting the number
of clusters to detect and make no assumptions about their densities. Con-
ventional clustering algorithms are tests whose results are highlighted in Fig-
ure 3.6. Each plot represents the results of a clustering algorithm and the
color of detected clusters.

K-MEANS, GMM, and HAC results algorithms shown in Figures 3.6f, 3.6d
and 3.6e provide coherent separation through 8 distinct clusters, avoiding
mixing the pulses of several emitters in a cluster. These algorithms require pa-
rameterization of the number of clusters to detect and mostly make assump-
tions about the cluster’s densities. The simulated signal presented in the de-
veloped approach is based on straightforward characteristics enabling pulse
separation. Nevertheless, these algorithms are not able to detect outliers, and
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labeling all pulses can lead to poor pulse separation when the signal is noisy
or contains outliers. This is all themore true when looking at the results in the
(pw, toa) plane; these algorithms classified all points in the pulse with value is
spread. The results of HDBSCAN andDBSCAN, shown in Figures 3.6a and 3.6b
are very similar but detect outliers. The DBSCAN’s outliers are concentrated
in clusters characterized by high frequencies (over 979 MHz), while HDBSCAN
perfectly groups these pulses across 4 clusters; the HDBSCAN’s outliers are
distributed in clusters below 949MHz. OPTICS results seem better than those
of HDBSCAN and DBSCAN in Figure 3.6c. Similar to the densities algorithms,
the OPTICS results are very straightforward; it does not detect outliers due
to the signal simplicity, leading to an excellent pulse separation. During the
clustering phase, OPTICS presented several challenging drawbacks due to its
parametrization setting and computation time precisely because the signal is
extended.

Moreover, in Figure 3.6, the algorithms OPTICS, K-MEANS, GMM, and HAC
have grouped the pulses from the low-frequency emitter (below 949 MHz)
into 3 clusters while HDBSCAN and DBSCAN separated these pulses into 6
clusters. This separation is preferable to avoid grouping pulses from several
emitters in a single cluster.
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(a) HDBSCAN outputs - Outliers : 4.5%.

(b) DBSCAN outputs - Outliers : 4.4%.

(c) OPTICS outputs - Outliers : 0%.

(d) GMM outputs - Outliers : 0%.

(e) HAC outputs - Outliers : 0%.

(f) KMEANS outputs - Outliers : 0%.
Figure 3.6: Results of clustering algorithms performed in (fn, pwn) plane, eachcolor identifying a detected cluster.
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All the algorithms manage to separate the pulses well across the groups;
each group contains the pulses of a single emitter. The choice is based on
the Hierarchical Density-Based Spatial Clustering of Applications with Noise
algorithm (HDBSCAN)[CMS13], an unsupervised clustering algorithm based
on a hierarchical version of the Density-based spatial clustering of applica-
tions with Noise (DBSCAN)[Est+96]. The choice of HDBSCAN is motivated by
its capacity to identify clusters with different densities and shapes, the few
parameters to optimize, its ability to detect the clusters without setting the
number of clusters to be detected beforehand, and its capacity to deal with
noisy signals.

The main idea is to group points that live in the same dense area from
a vector X = {(f1, pw1), (f2, pw2), ..., (fN , pwN )} grouping pulses thanks to
the frequency and pulse width from a signal of N pulses. HDBSCAN results
strongly depend on two hyperparameters, MinPts, and ϵ; see Section 1.2.6
for more details. HDBSCAN has been configured to overestimate the num-
ber of clusters returned so as not to mix the pulses of several emitters in the
same cluster. Comparisons were made to find a tradeoff to fix this threshold;
ϵ has been set to 0.01 and MinPts to 20. For instance, some emitters can
be characterized by few pulses or emitting very little over time. Comparisons
were made to find a compromise to fix this threshold.

The physical dimensions of the frequency (MHz) and pulse width (ns) data
are inconsistent. Renormalization is needed to calculate distances between
features, specifically since the algorithms based on distance calculations are
very sensitive to the data’s dimensions, which can strongly impact their re-
sults. Multiples normalization methods are tested:

• Min-Max normalization: scaling each feature using a range
• Standard normalization: scaling each feature by removing the mean
and scaling to unit variance.

• Max-Abs normalization: scaling each feature using its maximum abso-
lute value

• Quantile normalization: scaling each feature using interquartile inter-
vals

• Gaussianmixturemodels pre-clustering: estimation of the intra-cluster
variances concerning the characteristics considered, based on GMM
clustering with an overestimated number of clusters.
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Clusters label Size Clusters label Size-1 402 5 1000 614 6 6231 1528 7 5672 1548 8 863 1468 9 2384 579 10 1164
Table 3.2: Pulse distribution across HDBSCAN’s resulting clusters.
Usually, the intercepted signal is noisy and \ or includes outliers; scaling

methods based on the average or absolute maximum values can distort the
data distribution by including the noise or the outliers in the scaling. The pre-
clustering method is time-consuming and necessitates a specific setting (e.g.,
the number of clusters to detect). The quantile method stands out due to its
data distribution preservation, straightforward implementation, and robust-
ness against outliers. The fixed nature of the quantile ranges is intentional,
aimed at avoiding the exclusion of emitters with a low pulse count from the
dataset. Specifically, employing the quantiles method as an interval for data
normalization results in excluding Emitter 0 in Figure 3.5 due to its limited
pulse count.

The results of the clustering performedbyHDBSCAN in the (fn, pwn)planeare shown in Figure 3.7. As shown in Table 3.2, the clusters have heteroge-
neous sizes ranging from86 tomore than 1500 pulses and are represented by
a color. Figure 3.7d shows the plane where the clustering was performed and
that the clustering results are consistent. The pulses from emitter 0 transmit-
ting around 956 MHz have been correctly grouped into a single cluster. Con-
versely, HDBSCAN splits the emitter pulses above 979 MHz and below 949
MHz into several clusters. Indeed, both emitters transmit on several frequen-
cies. Additionally, low-power pulses of the lower frequency emitter are split
at the segmentation stage, adding short pulse widths in the data. Figure 3.7c
plane on the bottom left highlights the distribution of these clusters along the
lobes.
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(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x pulse width plane.
Figure 3.7: HDBSCAN outputs performed from frequency and pulse widthplane. The algorithm identifies 11 clusters and an outliers class (-1), repre-sented by a color.
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3.1.3 . Cluster aggregation with hierarchical agglomerative clus-
tering based on optimal transport distances from time of
arrival and level

As shown in Figure 3.7d, an emitter can be split over several clusters.
Therefore, the second step of the method is designed to group these clusters
according to shared characteristics. In particular, it is assumed that the clus-
ters of a given emitter are active simultaneously, as illustrated in Figure 3.7c
where the pulses of an emitter are distributed over the lobes.

Figure 3.8: Zoom on HDBSCAN outputs in the (gn, toan) plane.

From the HDBSCAN resulting clusters, a hierarchical agglomerative clus-
tering basedon the two features timeof arrival and levelwas constructed [CPD20],
as illustrated in the Algorithm 8 using the optimal transport distances [Vil09;
Bon+11] to measure cluster similarity and dissimilarity. The following high-
lights the optimal transport distances suited to the context.
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Algorithm 9 Cluster aggregation with hierarchical agglomerative clus-tering based on optimal transport distances
Data : Set of clusters, C
Features :

- Level, gn- Time of arrival, toan
Parameters :

- Threshold, λ
- Non-parametric method,method

- Confidence level, α
- Statistical test, test

Procedure :
1. Cluster significance analysis: separation of clusters according to

λ: D = {ci ∈ C | |ci| ≥ λ} and E = C \D
2. Determination of a hierarchical structure aggregating the clustersusing optimal transport distances from D: structure

while len(D) ̸= 1 do

a) For all di of D, representation by a measure from
toan weighted by gn: τib) Computation of the distance for all di of Dusing the optimal transport: d (τi, τj)c) Aggregation of the two closest clusters: (i, j)⋆

d) Updating D

end
4. Dendrogram pruning from D according to the decisional modelpresented in Algorithm 10 or Algorithm 11: F (set of aggregatedclusters)
5. Dealing with excluded clusters E withmethod:

• Estimation of the probability density for all fi in F from toanusingmethod

• Association of all ei of E to F by maximum likelihood esti-mation
Output : Y , aggregated clusters.
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To define optimal transport distances between clusters, each cluster is
represented by a probability measure describing its distribution from time of
arrival weighted by level, as in Equation (1.1):

τ =
1

Z

P∑
p=1

gpδtoap , (3.1)

with P , the number of pulses in the cluster and Z =
∑P

p=1 gp, the total en-ergy in the cluster. In order to decrease the computational complexity of
the method and avoid numerical problems, the probability measures used
in practice are obtained from data histograms. The range of time of arrivals is
partitioned inB intervals [bi−1, bi]. Themeasure τ in Equation (3.1) is replaced
by

τ̄ =

B∑
i=1

ḡiδci . (3.2)
Where ci = 1

2 [bi−1 + bi], and ḡi is the energy of the pulses in the interval,normalized so that∑B
i=1 ḡi = 1. The number of the bins is fixed according to

the Freedman–Diaconis rule [FD81]: B = 2 IQ(N)
3√N

, withN the signal size and IQ
the interquartile range of the signal. This method is less sensitive to outliers
because it is based on the width of the IQ range, which is less influenced by
outliers than the mean and standard deviation. In addition, it better adapts
to non-Gaussian or skewed distributions by considering the real dispersion
of the signal. This method adjusts for the sample size (other methods could
be considered). Finally, the bin values are defined uniformly concerning the
time of arrival values of the signal.

Figure 3.9 illustrates the use of optimal transport distances as an indi-
cator to quantify similarity and dissimilarity between clusters similar to Fig-
ure 1.4. The Clusters 0, 3, and 4 distributions from Figure 3.7 are plotted in
the (gn, toan) plane. Clusters 3 and 4 distributions correspond to the same
emitter; their distributions are highly similar and simultaneously active. Con-
sequently, the cost of transporting the Cluster 4 distribution to the Cluster
3 distribution is low. Conversely, Clusters 4 and 0 distributions do not cor-
respond to the same emitter. Here, pulses sent must be transported over a
considerable distance, implying a higher total transport cost due to their dif-
ferent scan periods.

The optimal transport distance is used in an agglomerative clustering al-
gorithm: the two clusters with the smallest optimal transport distance are
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Figure 3.9: Distributions of Clusters 0, 3, and 4 in the (gn, toan) plane.

aggregated using Equations (1.3) and (1.4):

(i, j)⋆ = argmin d (τi, τj) . (3.3)

Note that the transport cost between clusters is symmetrical. After merg-
ing, the distances between merged clusters and other clusters are updated.
Then, the process is repeated until all clusters are aggregated into one clus-
ter. To obtain accurate estimates of the distance between clusters, each clus-
ter must have sufficient pulses, as a probability distribution represents them.
Several tests were conducted to establish a threshold; clusters having fewer
pulses than this threshold are excluded from the hierarchical approach but
will be processed separately using an alternative approach afterward. Here,
Cluster 8, with 86 pulses, is set aside.

3.1.4 . Decisional Model based on hierarchical approach

The dendrogram in Figure 3.10a represents the aggregation at each step
of the hierarchical agglomerative clustering combined with the optimal trans-
port distances. The heights of the edges are the values of the optimal trans-
port distances calculated at each aggregation, and these values are displayed.
The final clustering is obtained by stopping the fusion of clusters at an appro-
priate step of the aggregation. Indeed, prematurely stopping the fusions may
result in separating several emitters’ pulses into multiple groups, and late fu-
sion results in grouping pulses from different emitters in a single cluster.
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(a) Dendrogram representing the aggregations at each iteration with the optimaltransport distances values displayed, and the orange line highlights the elbow re-sult.

(b) Optimal transport distances at each iteration; the orange line highlights the opti-mal distance gap.

Figure 3.10: Hierarchical agglomerative clustering combined with optimaltransport distances results.

A first simple decisionalmodel illustrated in Algorithm10basedon search-
ing the optimal transport distances gap and threemetrics computed from the
time of arrival and is proposed to stop fusions.
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Algorithm 10 Decisional model for pruning the dendrogram based onunsupervised metrics and optimal transport distances
Data :

- Set of Clusters, D
- Hierarchical structure, structure

Features : Time of arrival, toan
Metrics :

- Silhouette Score, SSIL- Calinski-Harabsz Score, SCHL- Davies Bouldin Score, SDB- Gap Score, SGAP

Procedure :
1. Estimation of S⋆

GAP according the distances from structure andadding in an empty vector: λ = {S⋆
GAP}.

2. Application of unsupervised metrics for all di of D according tothe hierarchical structure: Scores = {SSIL, SCHL, SDB} (Sets of vec-tors)
3. Estimation of the optimal thresholds per metric from Scores andadding in λ = {S⋆

GAP , S
⋆
SIL, S

⋆
CHL, S

⋆
DB} (Set of values)

4. Determination of the optimal threshold based on majority rulefrom λ: λ⋆

5. Pruning structure with λ⋆ on D: Y .
Output : Y : Set of aggregated clusters
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First of all, the optimal transport distances are analyzed to identify the
break-point with the elbow rule; this method consists of plotting the optimal
transport distances at each iteration and identifying a break-point in the evo-
lution of the distance as shown in Figure 3.10b. A distortion appears between
the 7th and 8th iterations, symbolized by the orange line; aggregating the
Clusters at the 8th iteration requires many displacements to match the two
distributions, indicating the two clusters do not correspond to the same emit-
ter. This result is analyzed by considering the dendrogram in Figure 3.10a to
identify the number of emitter present; the aggregations of clusters 5, 6, 10,
7, and 9, symbolized by the green box in Figure 3.10a, closely related optimal
transport distances, implying the points require minimal displacements since
these clusters correspond to the same emitter. Conversely, the optimal trans-
port distance to perform the groupings of clusters 5, 6, 10, 7, 9, and 0, illus-
trated by the red box, is higher, indicating these clusters correspond to 2 dif-
ferent emitters and require more significant displacement. Finally, S∗

GAP = 3.
Then, the three unsupervised metrics are computed for each aggrega-

tion: the Silhouette score [Rou87], the Davies-Bouldin score [DB79], and the
Calinski-Harabasz Score [CH74]. The metrics are applied at the time of arrival
at each step of the aggregation. The metrics’ optimal thresholds are obtained
by maximizing the Silhouette and Calinski-Harabasz scores and minimizing
the Davies-Bouldin score, {S⋆

SIL = 2, S⋆
CHL = 3, S⋆

DB = 2}.
By applying the Algorithm 10, the decisional model indicates the presence

of three different emitters, and the final groupings obtained from the den-
drogram are displayed in Figure 3.11b. The pulses of the emitters transmit-
ting below 949 and above 979 MHz have been grouped together, as shown
in Figure 3.11a; each color identifies the aggregations performed by the al-
gorithm. However, the results of the decision model could be inconclusive
and not handle a large signal complexity. The results of unsupervised met-
rics strongly depend on the distance chosen to assess the similarity between
signal pulses (sensitivity to outliers, noise, etc.). They may fail to detect ir-
regular cluster shapes or varying densities. The Silhouette score requires
longer computation times, making its application insufficient for ESM oper-
ators to make real-time decisions. When the emitters are simultaneously ac-
tive and have similar characteristics, the optimal transport distances obtained
between their clusters can be close, complicating the break-point detection.
Finally, determining the optimal threshold for pruning the dendrogram is an
essential limit; in the developed decisionalmodel, fusionswere stoppedwhen
an estimated threshold between clusters was reached, meaning no more ag-
gregations that passed this threshold were considered. Some signals require
aggregating branches and not others.
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(a) Dendrogram with the color identifying an aggregated cluster.

(b) Aggregated clusters get from the decisional model.

Figure 3.11: Hierarchical agglomerative clustering combined with optimaltransport distances results obtained from the decisional model for pruningthe dendrogram based on unsupervisedmetrics and optimal transport distances.
To overcome these limitations, a new efficient model, highlighted in Algo-

rithm 11, is developed, using a statistical test to compare the cluster’s dis-
tribution based on the time of arrival. Multiple tests are evaluated as the
Kolmogorov-Smirnov test [Mas51] and the Epps-Singleton test [ES86]. The
two tests aim to compare the distributions of two samples to determine if
they come from the same dataset but with two close and similarmethods; the
Kolmogorov-Smirnov test is based on analyzing distribution functions, while
the Epps-Singleton test is on the underlying empirical characteristic functions.
The tests are applied at each iteration of the hierarchical agglomerative clus-
tering as the unsupervised metrics to determine if the two clusters must be
aggregated, and their values are presented in the left plots on Figures 3.14.
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The p-values are calculated at each step of the HACOT and compared to
a confidence level fixed according to the test’s value for each iteration. An
aggregation will occur when the test’s p-value is significant between two clus-
ters. No aggregation occurs when no significant p-value is obtained. If the
result is significant, the next iteration is considered until reaching the top of
the tree or an insignificant result. When a non-significant result is reached, all
subsequent aggregations involving these two clusters are no longer consid-
ered. The process selects the next iteration, and the algorithm continues.

Algorithm 11 Improved decisional model for pruning the dendrogrambased on statistical test.
Data :

- Set of clusters, D
- Hierarchical structure, structure

Features : Time of arrival, toan
Parameters :

- Statistical test, test
- Confidence level, α

Initialization : Create a list with all aggregations labels from structureand an empty list: N and L

Procedure :

while len(N) ̸= 0 doSelection of the first two aggregated clusters according to structure:
{i, j} in NRepresentation by a measure from toan: θi and θjComputation of the statistical test test between θi and θj and get
p-value
if p-value < α thenRemove all aggregations from N using these clusters
elseAdd {i, j} in L and del {i, j} from N
endAggregate li in L according structure: Y

end

Output : F : Set of aggregated clusters
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Standard values such as 1% or 5% are commonly used to compare the
p-value and determine the test’s significance. RADAR signals differ, leading to
an impossibility and a nonsense in setting a singular threshold for all signals; a
new, more efficient methodology is introduced to set a personalized thresh-
old for each signal and test. The p-values obtained at each iteration of the
HACOT are sorted to determine a break-point to set the evaluation threshold
of the test. Figures 3.13 plot the sorted p-values of the Kolmogorov-Smirnov
and the Epps-Singleton test. In this example, the confidence level is fixed to
αks = 0.0104 for the Kolmogorov-Smirnov test and αepps = 0.0198 for the
Epps-Singleton test. The orange line symbolizes the thresholds. The break-
point is readily observable by analyzing the values of the Kolmogorov-Smirnov
test, while the difference is less pronounced for the Epps-singleton test.

The values of the p-values do not decrease with the value of the iteration
as in Figure 3.10b. The p-values of the last iterations are expected to be equal
or close to 0 because the clusters merged are expected to not belong to the
same RADAR as shown in Figure 3.12.

Figure 3.12: Dendrogram showing iteration numbers of the hierarchical ag-glomerative clustering using optimal transport distances.
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After fixing a threshold per test, the evaluation process starts following
the results of the dendrogram in Figure 3.11a by selecting the two aggre-
gated clusters 7 and 9 and representing them with a measure from the time
of arrival. The associated result for the Kolmogorov-Smirnov is 0.57, which is
higher than our αks = 0.0104 threshold, meaning Clusters 7 and 9 distribu-
tions correspond to the same emitters; the two clusters will be aggregated.
The process is repeated until the top of the tree is reached or a non-significant
result is returned. The p-values between Clusters 0 and 5, 6, 10, 7, and 9 are
0, which means the clusters should not correspond to the same emitter. The
process stops, and the next iteration is evaluated. The decisional model iden-
tified three aggregated groups. A similar process is applied using the Epps-
Singleton test and presented in Figure 3.14b. The right plots in Figure 3.14
display final groupings are identical to those obtained using the Kolmogorov-
Smirnov test.

(a) Kolmogorov-Smirnov test. (b) Epps-Singleton test.
Figure 3.13: p-values sorted according to the test, and the orange line high-lights the estimated confidence level.
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Dendrogram. Aggregated clusters.
(a) Kolmogorov-Smirnov test.

Dendrogram. Aggregated clusters.
(b) Epps-Singleton test.

Figure 3.14: Dendrograms with the associated p-values of the test and therepresentation of the aggregated clusters in the (fn, pwn) planes.
3.1.5 . Dealing with excluded clusters

As previously mentioned, Cluster 3 was set aside from the analysis due to
its insufficient number of pulses. Clusters excluded from hierarchical cluster-
ing are now associated with an extensive cluster obtained after the grouping
phase. The process is done in two steps:

1. Estimation of the probability density of time of arrival of the extensive
clusters using a kernel density estimator [Ros56; Par62] with a Gaussian
kernel.

2. Association of an excluded cluster to an extensive cluster by maximum
likelihood estimation.

Figure 3.15 plots the pulses of the aggregated clusters and the excluded
clusters. The emitter’s pulses around 956 Mhz and above 979 Mhz in Fig-
ure 3.15d have been perfectly grouped into two sets of pulses. Conversely,
the emitter below 949 MHz has these pulses split into two clusters.
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(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x pulse width plane.
Figure 3.15: Aggregated cluster obtained following the dendrogram from thehierarchical agglomerative clustering using optimal transport distances withexcluded clusters. Each color identified an aggregated cluster with an outliersclass (-1).
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A non-parametric model is used to estimate the distribution parameters
and their density function. Among these methods, the most commonly used
are that of histograms [Sco79; Par62], K-nearest-neighbors [MR79; FH73], Ker-
nel Density Estimation [STT80] or Neural Networks [MA98]. The kernel den-
sity estimation (KDE) is selected because it allows us to build a density from
each point and, therefore, to better consider the distribution’s behavior. For
a sample of points (x0, x1, ..., xN ) belonging to a cluster distribution f , the
kernel density estimator is written as:

f̂i(X) =
1

Nh

N∑
i=0

K

(
x− xi
h

)
, (3.4)

with N the number of pulses, K the kernel, and h the smoothing parameter
(bandwidth). The KDE mainly depends on two parameters: the choice of the
kernel and the bandwidth. For aGaussian kernel, by assuming that aGaussian
distribution can represent the time of arrival, the optimal bandwidth can be
obtained from the Scott method [Sco15] and is given by

hi =

(
4

3n

)1/5

σ̂i

≈ 1.06σ̂in
−1/5,

(3.5)

with σ̂ the standard deviation of the cluster. As the distribution of the TOA for
a given emitter is multimodal, the assumption is made that the distribution
of the TOA is a mixture of Gaussian. Temporal clustering with HDBSCAN for
each extensive cluster is applied to identify each appearance and estimate the
variance of each sub-cluster. The parameter σ̂ in the bandwidth estimation
is then obtained by averaging the variance of each sub-cluster. Finally, for a
given excluded cluster, the likelihood of belonging to an extensive cluster i is
given by

Li =
N∏

n=1

f̂i(toan), (3.6)
with toan the time of arrival. The excluded cluster is assigned to the extensive
cluster, maximizing the likelihood:

i⋆ = argmaxLi, (3.7)
with the likelihood of the considered cluster belonging to the extensive clus-
ter i. Cluster 3 will finally be associated with Cluster 2.
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(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x pulse width plane.
Figure 3.16: Final grouping after applied hierarchical agglomerative clusteringcombined with optimal transport distances and kernel density estimation onexcluded clusters. Each color identified a set of pulses with an outliers class(-1).
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Finally, Figure 3.16 displays the cluster’s agglomeration. The hierarchical
agglomerative clustering combined with the optimal transport distances and
the processing of the excluded clusters correctly separates the pulses in the
signal, groups them into three sets of pulses, and can handle clusters with few
pulses. The values of homogeneity and completeness are equal to 1, mean-
ing that the pulses are correctly distributed in the different sets of pulses, and
there is no mixing. The outlier rate indicates that 4.5% of the pulses are lost
during the deinterleaving process; HDBSCAN excluded these pulses in step 1.

3.1.6 . Computational complexity
The computational complexity of the first method can be estimated in

function of the number N of pulses, the number of clusters C identified by
HDBSCAN, and the number of bins B. The complexity of the first stage, dom-
inated by HDBSCAN, is O(N2) [Cam+15]. In the second stage, C2 distances
are computed at the beginning of the hierarchical clustering, each costing
O(B)using the formulation of theWasserstein distance as a distance between
quantile functions. The number of updated distances during the clustering is
also in O(C2).

The actual clustering, with complexity in O(C3), can be neglected under
the reasonable assumption that the number of binsB is larger than the num-
ber of clusters. The (C−1) Komolgorov-Smirnov tests and the treatment of the
excluded clusters are negligible compared to the initial distance computation.

The total complexity of the algorithm is thus O(N2 + C2B). This com-
plexity can be rewritten in functions of parameters related to the character-
istics of the emitters. With T the length of the signal, K the number of emit-
ters, R̄ the mean rate of pulses, C̄ the mean number of clusters per emitter
(i.e., an evaluation of the complexity of the emitter), the total complexity is
O(K2(T 2R̄2 + C̄2B)).
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3.2 . ImprovedHierarchical agglomerative clustering combined
with optimal transport distances

In some cases, pulses associatedwith twodifferent emitters canbe grouped
in the same cluster by HDBSCAN. This can arise when the emitter has similar
characteristics and/or inaccurate estimations of the parameters of the pulses
are performed. The 2-dimensional clustering done by HDBSCAN will return
close clusters in the (fn, pwn) plane. This proximity is problematic when the
signal includes noise; the pulses appear as one large burst of pulses; HDB-
SCAN cannot separate the pulses from these emitters and groups them into
a single cluster. This section introduces a variant of the method to alleviate
this issue, detailed in Methodology 12; it differs from the previous method by
using the time of arrival in the first clustering steps and adding a pre-grouping
step before applying the Algorithm 8 previously developed in Section 3.1.

3.2.1 . Data description

An intercepted signal in Figure 3.17 was simulated from the simulator pre-
sented in Section 2.4, gathering 22760 pulses from three emitters, with char-
acteristics given in Table 3.3. The characteristics of the emitters, with multiple
frequencies, are chosen to highlight the robustness of the developedmethod.
The last line presents the different levels of the standard deviation of the fea-
tures.

Emitter Frequency
(MHz)

Pulse Width
(ns) PRI (µs) Pulses

0 800 5 300 74621 1000, 1055 10.5 200 7892
2 960, 10101060, 1110 11 200 7406
Std 121.7 2.7 3.2e4

Table 3.3: Simulated emitters Characteristics.

After the signal acquisition, the pulses are described by the same features
as the previous Section 3.1. Each point represents a pulse, and each color cor-
responds to one emitter. The features are plotted as a function of time on the
three plots, and the last plot represents their frequencies according to their
pulse widths.
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(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x pulse width plane.
Figure 3.17: Example of a simulated signal gathering 22760 pulses of threeemitters, represented by a color.
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In Figure 3.17a, the Emitter 0 (blue) is easily identifiable and character-
ized by low frequencies (around 800 MHz). In comparison, the pulses of the
two other emitters share the same frequency bands apart from 900MHz. The
pulse width spread and the simultaneity of emission of the two emitters emit-
ting above 900MHz, presented respectively in Figures 3.17b and 3.17c planes,
are not sufficient to differentiate them. The spreading of the pulses is caused
by the presence of noise in the signal; this result is confirmed by looking at
the pulses spread in Figure 3.17d with the pulses overlapping, leading to an
inseparability of these two emitters.
Algorithm 12 Improved hierarchical agglomerative clustering usingoptimal transport distances to deinterleave emitter pulses - IHACOT
Data : Set of pulses, X
Features :

- Frequency, fn- Pulse width, pwn- Level, gn- Time of arrival, toan
Parameters :

- Minimum number of points to form a cluster,MinPts

- Distance, dist
- Statistical test, test
- Confidence level, α
- Threshold, λ
- Non-parametric method,method

Procedure :

1. Pulses separation: apply HDBSCAN for all xi of X from toan, fn,and pwn: C (Set of clusters)
2. Pre-clusters aggregation: apply hierarchical agglomerative clus-tering based on dist presented in Algorithm 13 for all ci of C: P(Set of pre-aggregated clusters)
3. Cluster aggregation: apply hierarchical agglomerative clusteringbased on optimal transport distances presented in Algorithm 9considering α, test,method and λ for all pi of P from toan and gn:

Y (Set of aggregated clusters)
Result : Y , Deinterleaving sets of pulses.
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3.2.2 . Pulses separationwithHDBSCAN in3dimensions fromtime
of arrival, frequency, and pulse width

Whennoisy signals, measurement errors can appear on the estimated fre-
quency andpulsewidth, leading to a spreading of the pulses. The 2-dimensional
clustering returns close clusters as shown in Figure 3.18a, meaning the pulses
can not be adequately separated. Therefore, it becomes imperative to add ad-
ditional features to the clustering.

(a) HDBSCAN results performed from frequency and pulse width.

(b) HDBSCAN results performed from the time of arrival, frequency, and pulse width.
Figure 3.18: Comparison of HDBSCAN clustering performed in 2 and 3 dimen-sions. The right plots show a zoom.

A three-dimensional vectorX = {(toa1, f1, pw1), ..., (toaN , fN , pwN )} group-
ing time of arrival, frequency, and pulsewidth pulses froma signal ofN pulses
is passed as input in HDBSCAN to be clustered. Incorporating the time of ar-
rival in the clustering improves emitters’ pulse discrimination, as shown in
Figure 3.18b. The clustering results obtained in 2 dimensions from (fn, pwn)plane are displayed on the left plot; HDBSCAN identifies 5 clusters with an
outliers class. The 2-dimensional clustering mixed the pulses of the two emit-
ters at 1000 and 1060 MHz. Conversely, adding a third feature improves the
separation, as highlighted by the right plot; the algorithm identifies 42 clus-
ters with a class of outliers (-1).
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3.2.3 . Pre-clusters aggregation with hierarchical agglomerative
clustering based on Euclidean distance from frequency and
pulse width

A first grouping phase in 3-step, highlighted in Algorithm 13, is imple-
mented before applying the Algorithm 8 previously developed. First, the clus-
ters are spaced to avoid their overlapping by computing their averages from
their frequencies (fn) and pulse width (pwn) and representing them in the
(fn, pwn) plane. From this new plane, a hierarchical agglomerative cluster-
ing using Euclidean distances is applied to group the clusters by stopping the
aggregations by applying the decision model developed in the Algorithm 11
from the frequency.
Algorithm13 Pre-clusters aggregationwith hierarchical agglomerativeclustering based on Euclidean distance
Data : Set of clusters, C
Features :

- Frequency, fn- Pulse width, pwn

Parameters :
- Distance, dist
- Statistical test, test
- Confidence level, α

Procedure :
1. Estimation of fn and pwn for all ci of C: C (Set of average valuesper clusters)
2. Hierarchical agglomerative clustering using dist for all ci of C us-ing fn and pwn3. Pruning the dendrogram by applying the improved decisionalmodel developed in Algorithm 11 from fn considering test and

α: P (Set of pre-aggregated clusters)
Output : P : Set of pre-aggregated clusters.
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(a) Clusters representation in the
(fn, pwn) plane.

(b) Cluster averages’ representation in the
(fn, pwn) plane.

Figure 3.19: HDBSCAN clustering results performed in 3 dimensions plottedin the (fn, pwn) plane on the left and cluster averages in the (fn, pwn) planeon the right. HDBSCAN detects 42 clusters with an outliers class (-1) identifiedby colors.

The clusters obtained in 3dimensions byHDBSCANdisplayed in Figure 3.19a
overlap to separate them, and the frequency and pulse width averages are
computed from each cluster to obtain a new representation highlighted in
Figure 3.19b. Each dot represents the clusters’ frequency and pulse width
averages. This new representation improves cluster separation and avoids
overlapping cluster pulses.

At this step, each cluster is represented by a frequency and pulse width
averages: fn and pwn. This new representation applies a classical hierarchi-
cal agglomerative clustering using Euclidean distances to group clusters with
the same characteristics from frequency. The aggregations are presented in
Figure 3.20. The pulse width is set aside because measurement error can
significantly impact this feature, directly influencing the hierarchical agglom-
erative clustering results. As previously, Algorithm 11 is applied, and fusions
are stopped using the Kolmogorov-Smirnov test, checking that the frequency
and pulse widths of the clusters follow the same distribution. Alternatively,
the Student test [Stu08] can also be used.

Analogously to the previous section, Figure 3.21 illustrates the use of opti-
mal transport distances as an indicator to quantify similarity and dissimilarity
between clusters. The frequency distributions of Clusters 3, 4, and 28 are plot-
ted. Clusters 3 and 4 correspond to the sameemitter, producing low transport
costs as they transmit on the same frequency. In contrast, Clusters 4 and 28

107



Figure 3.20: Dendrogram representing the aggregations at each iterationwiththe logarithm Euclidean distances values displayed.

are characterized by higher transport costs due to the different frequencies.

Figure 3.21: Frequencies distributions of clusters 3, 4 and 28.
The Figures 3.22b, 3.23b and 3.24b present the p-values obtained at each

iteration of the HAC according to Kolmogorov-Smirnov, Epps-Singleton and
the Student tests; the values are sorted to determine a break-point, high-
lighted by the orange line to set the confidence level. The idea is to identify
the first non-zero p-values and the first break in the evolution of the p-values.
Note that large breaks appear later in these figures. The values obtained are
αks = 4.74 × 10−4 for the Kolmogorov-Smirnov test, αepps = 2.10−4 for the
Epps-Singleton test, and αstd = 5.85 × 10−4 for the Student test. Based on
these results, the top plots show the dendrograms, with each color repre-
senting an aggregated cluster obtained following the fixed confidence level
of each test. All the different tests led to the same grouping, and the decision
models identified seven aggregated clusters.
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(a) Dendrogram.

(b) Elbow tricks.
Figure 3.22: Hierarchical agglomerative clustering results according to theKolmogorov-Smirnov test used with the orange line highlighting the esti-mated confidence level on the bottom plot.
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(a) Dendrogram.

(b) Elbow tricks.
Figure 3.23: Hierarchical agglomerative clustering results according to theEpps-Singleton test used with the orange line highlighting the estimated con-fidence level on the bottom plot.
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(a) Dendrogram.

(b) Elbow tricks.
Figure 3.24: Hierarchical agglomerative clustering results according to the Stu-dent test usedwith the orange line highlighting the estimated confidence levelon the bottom plot.
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From these results, the clusters were aggregated into 7 groups and are
represented in Figure 3.25. Emitters having characteristics of agility, emitting
on several frequencies, are always represented by several clusters. The Algo-
rithm 8 is now applied to perform the last groupings from these clusters.

Figure 3.25: Aggregated clusters obtained following the hierarchical agglom-erative clustering using Euclidean distances pruning with statistical test. Eachcolor represents an aggregated cluster.
3.2.4 . Cluster fusion with hierarchical agglomerative clustering

using optimal transport distances
This last step of the algorithm is similar to the last step of the previous

method in Section 3.1, based on hierarchical clustering with optimal trans-
port distances. Figure 3.26 presents the final three sets of pulses identifying
and an outlier class (-1). The methodology could separate and regroup emit-
ters’ pulses with similar characteristics in the presence of noise; HDBSCAN
excluded about 9% of pulses. Excluding these points isn’t problematic since
there are enough classified points to extract the characteristics of each clus-
ter, resulting in excellent performance during the identification phase.

Figure 3.26: Final grouping after applied hierarchical agglomerative cluster-ing combined with optimal transport distances. Each color identified a set ofpulses with an outliers class (-1).
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3.2.5 . Computational complexity
The complexity of this second method is the sum of the complexity of

HDBSCAN, the pre-cluster aggregation, and the cluster aggregation. The com-
plexity ofHDBSCANand the cluster aggregation is identical to the firstmethod,
with C now being the number of pre-aggregation clusters. The pre-cluster
aggregation is a simple hierarchical clustering, with complexity O(P 3), with
P the number of clusters identified by HDBSCAN. P can be estimated by
P = CTS, where S is the average number of sweep by second. Compared
to the previous algorithm, the complexity is augmented by O(C3T 3S3), or
O(C̄3K3T 3S3).

To conclude, this chapter presented twomethods to deinterleave a RADAR
signal. The first method, HACOT, in 2 steps, uses the HDBSCAN clustering al-
gorithm to separate pulses based on frequency and pulse width. As several
clusters can represent a RADAR, a hierarchical agglomerative clustering using
optimal transport distances from the time of arrival and the level was devel-
oped to group these clusters. The second method, named IHACOT, includes
an additional step. The pulses are first separated with HDBSCAN based on
time of arrival, frequency, and pulse width. The pulses were first grouped us-
ing hierarchical agglomerative clustering based on frequency before applying
the previously developed hierarchical agglomerative clustering using optimal
transport distances from the time of arrival and the level. The results are
represented hierarchically, and two decision models are used to determine
where to stop the aggregations proposed. The first is based on unsupervised
statistical metrics providing a unique pruning threshold, and the second is
based on statistical tests allowing personalized pruning to be obtained. Sev-
eral signals were used to illustrate the different methodologies.
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4 - IdentificationofRADAR fromaset of pulses

Upon completion of the deinterleaving phase, when the pulses have been
correctly isolated into distinct sets of pulses, the second step in the RADAR
recognition process can proceed with the emitters identification. This chapter
presents a new supervisedmethodology to identify emitters in an intercepted
signal with the optimal transport distances bymodeling signal missing pulses.
Themethoddeveloped is presented to identify the emitters by comparing sets
of pulse characteristics to those of a database, gathering the typical emitters’
references using only three features: frequency, pulse width, and the emis-
sion pattern (i.e., the pulse repetition of intervals). When intercepting a signal,
somepulsesmaybemissed (non-interception due to the captor, poor deinter-
leaving, noise...), leading to poor reconstruction of the emission pattern from
the signal. Therefore, it is essential to model these errors during the identi-
fication phase. Finally, an application to the RADAR emitters classes used to
simulate the signals is presented; the optimal transport distances are used to
provide a risk analysis between the classes of RADAR emitters composing our
identification database to quantify their proximity and provide additional in-
formation regarding the certainty of the results of the identification algorithm
to the ESM operators.

4.1 . Emitters database representation

4.1.1 . Emitters classes characteristics
The initial step of the identification consists of representing the emitters’

classes. The emitters database used to make the classification includes refer-
ences from a large number of different types of emitters. Several characteris-
tics describe an emitter, as shown in Section 2.3. In RADAR signal processing,
particularly for military applications, access to information about RADARs can
be challenging or impossible to obtain. Creating a database of RADAR charac-
teristics can be complex. The objective is to propose a method that requires
few information on RADARs. In this work, only three features are considered:

• Frequency, fn
• Pulse width, pwn

• Pulse repetition period, prin
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Emitters have varying complexity and sophistication; the simplest emit-
ters transmit continuously on a single frequency. In this scenario, a single
class describes the emitterwithin the database. Recent emitters presentmore
complex and similar electromagnetic spectra, exemplified by frequency agility
characteristics ormultiple operationmodes: several frequencies, pulsewidths,
or speeds characterize them. Multiple classes, therefore, describe them in the
database. The methodology can identify the emitter and the sub-operation
modes employed by the emitters.

Emitter Frequency
(MHz)

Pulse Width
(ns) PRI (µs) PRI

pattern

A 1025, 10501075, 11001125, 1150 2
76, 77, 78, 7980, 81, 82, 8384, 85, 86, 8788, 89, 90, 9192, 93, 94, 9596, 97, 98, 99

1, 1, 1, 11, 1, 1, 11, 1, 1, 11, 1, 1, 11, 1, 1, 11, 1, 1, 1B1 972 1.2 100 6
B2

972, 10721112 4 110 8
C 1000 3 82, 110 1, 3
D 825, 884 2.9

85, 86, 87, 8889, 90, 91, 9293, 94, 104, 106108, 110

1, 1, 1, 11, 1, 1, 11, 1, 1, 11, 1E 1125 5 65 4
F 800 3.7 80, 85, 90, 95100, 105, 110115, 120

2, 2, 2, 22, 2, 22, 2G 1125 5 70 1H 938 2.3 Min: 75, Max: 95 1I 858 4.6 Min: 65, Max: 85 1
Table 4.1: Simulated emitter characteristics.

Table 4.1 groups the characteristics of the simulated emitters classes used
to illustrate the methodology. Some emitters have simple characteristics,
such as Emitter E, which transmits on a single frequency, pulse width, and PRI.
In contrast, more complex emitters are characterized by several frequencies
as Emitter A or by a random PRI as emitters H and I. Emitters B1 and B2 arethe two operating sub-modes of Emitter B, which are characterized by two
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different pulse widths at different speeds. In the database, this emitter is rep-
resented by two different classes.

Thedatabase combines the characteristics of simple emitters such as Emit-
ters I or H as shown in Figures 4.1a and 4.1b, which are single-frequency, in
contrast to Emitter A, which has agility characteristics and transmits on six dif-
ferent frequencies. Frequency bands can also be shared, as shown by Emit-
ters A and G. Emitters E and G are inseparable from this plane because they
transmit on the same frequency and share one of the frequencies of Emitter
A. Some emitters emit very different pulse widths, such as Emitters B1 and G.They are easily distinguishable. In contrast, Emitters E and G share the same
pulse widths and cannot be differentiated from this characteristic. Generally,
emitters transmit on pulse width, making this feature insufficient to differen-
tiate them.

Using only one feature is insufficient to discriminate emitters; Combining
several features leads to better discrimination, as highlighted in Figures 4.1c
and 4.1d. Emitters A and G are now spaced out in the plane and easily iden-
tifiable but still insufficient for Emitters E and G. As previously explained in
Section 2.3, the PRI is highly discriminating for emitters due to its frequent
uniqueness. As previously explained in Section 2.3, there are two operating
modes concerning the PRI of RADARs; one has the RADARs being character-
ized by a deterministic temporal emission pattern such as RADARs A or F, and
thosewith a random temporal emission pattern such as RADARH. In this case,
PRI values are randomly generated from an interval.

Figure 4.1e illustrates the randomPRI distribution of EmitterH represented
by a Gaussian distribution. This representation simplifies this emitter type’s
data handling and integration into the identification algorithm. When a Gaus-
sian represents random PRI emitters, their characteristics in 3 dimensions
could be visualized in Figure 4.1f. Emitters E and G are separated in the plan
but remain close due to their similar PRIs. Using PRI-based algorithms when
the signal is poor quality or poorly estimated could lead to misidentification.
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(a) Frequency plane. (b) Pulse Width plane.

(c) Frequency x Pulse Widthplane. (d) Pulse Repetition of Interval x Fre-quency plan.

(e) Random PRI of Emitter H. (f) PRI x Frequency x Pulse Width plan
Figure 4.1: Representation of emitters pulses parameters.

117



4.1.2 . Missing pulse rate modeling of emitters
As a reminder, the identification methodology is built from 3 features, in-

cluding the pulse repetition of intervals. As explained in Section 2.4, when a
signal groups the mixed pulses of different emitters, two successive pulses
are not guaranteed to belong to the same RADAR (poor estimation of the sig-
nal, inadequately deinterleave pulses, or identified as outliers), making it im-
possible to obtain the correct pri distribution of the emitter from the signal.
To make sense, the pri must be calculated from the pulses belonging to the
same emitter. Therefore, a different distribution is obtained: the dtoa (also
named the estimated pri).

Therefore, the missing pulse rate must be considered during the identifi-
cationphasewhen representing the pridistribution from the emitter database
characteristics to make a coherent comparison with the dtoa distribution re-
sulting from the signal. To solve this problem, a new method based on the
total probability formula is used, illustrated in Algorithm 14, to represent this
phenomenon:

P(dtoa = t) =
∑

n∈R+

P(dtoa = t|N = n)P(N = n), (4.1)

withN the discrete random variable representing the number of the missing
pulses such that P(N = n) = pn for n ∈ N+ represents the distribution of
the missing pulses, and P(dtoa = t|N = n) the dtoa distribution conditionally
to the number of missing pulses. Let us now represent the distribution of the
number of missing pulses.
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Algorithm 14 Pulse Repetition of Interval modeling process accordingto the missing pulse rate - PriModLost
Data : PRI values from emitters database, T
Parameters : Missing pulse rate, α
Procedure :

1. Representation of the missing pulses number distribution ac-cording to α: P(N = n) = (1− α)αn

2. Representation of the dtoa distribution for a fixed number ofmissing pulses n according to the PRI process: P(dtoa = t|N = n):
• Discrete:

P(dtoa = t|N = n) =
1

K

K−1∑
k=0

δtnk

• Random:
pnk(t) the probability density of Tnk

3. Representation of the dtoa distribution conditionally to the num-ber of missing pulses: P(dtoa = t) :
• Discrete:

να =
1

K

∞∑
n=0

(1− α)αn

K∑
k=1

δtnk

• Random:
pα(t) =

1

K

∞∑
n=0

(1− α)αn

K∑
k=1

pnk(t)

Result : Set of PRI distribution according to different missing pulserates, dtoa
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Distribution of the missing pulses number: P(N = n)

As a reminder, N is the discrete random variable representing the number
of missing pulses. Assuming that the losses are independent, a geometric
distribution can represent them:

P(N = n) = (1− α)αn, (4.2)
with α, the missing pulse rate. Now, one have to continue to represent the
pri distribution conditionally on the missing pulse number.

Distributionof dtoa for afixednumberofmissingpulsesn: P(dtoa =
t|N = n)

As previously explained, emitters can have several operating modes for their
pri. The distinction between these two operatingmodes represents the distri-
bution of dtoawhen themissing pulse numbern is fixed. LetK be the number
of pri of the emitters, one have:

• Discrete process: the sum of successive pri starting with the kth value
of pri is given by the following expression:

tnk =

k+n∑
m=k

prim,mod[K]. (4.3)

Assuming that the values of pri have uniform probabilities of appear-
ance, the conditional distribution of dtoa for n fixed is given by

P(dtoa = t|N = n) =
1

K

K−1∑
k=0

δtnk
. (4.4)

For example, consider Emitter E from Table 4.1, characterized by one
PRI (65ns). When the signal is well measured, and all the pulses are in-
tercepted, e.g., α = 0%, the dtoa distribution is composed of a unique
value 65 ns with a probability equal to 1 as illustrated in Figure 4.2a.
When 25% or 45% of the pulses are missing, other pri values appear
and are obtained as themultiples of the initial pri value, and their prob-
abilities are given by using Equation (4.8) and illustrating in Figures 4.2b
and 4.2c.
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(a) α = 0%.

(b) α = 25%.

(c) α = 45%.
Figure 4.2: Example of the dtoa values according to different missing pulserate of Emitter E.

When the emitter has a more complex transmission time pattern as
Emitter C, which is characterized by the two PRI 82 and 110 ns with the
following pattern pri = [82, 110, 110, 110]. The PRI values are obtained
by analyzing the successive PRI values starting with each PRI value of
the transmission time pattern as illustrated in Figure 4.3.

Figure 4.3: Emitter C distribution with α = 0% according to each PRI values.
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Then, considering a given missing pulse rate, other PRI values appear
similarly to the Figure 4.2 in each pattern starting by the ke PRI values
of the emitters as highlighted in Figures 4.4.

(a) α = 25%.

(b) α = 45%.
Figure 4.4: Example of the distribution of the dtoa according different missingpulse rate of Emitter C.
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• Random process: the pri is represented by a Gaussian random vari-
able Jm with mean prim and variance σ2 such that:

Jm ∼ N (prim, σ
2). (4.5)

Analogously to Equation (4.3), one have:

Tnk =

k+n∑
m=k

Jm. (4.6)

Assuming that the Jm are independent, the distribution of the dtoa is
given by:

Tnk ∼ N (tnk, (n+ 1)σ2). (4.7)

Thereafter, pnk(t) refers to the probability density function of Tnk.

Representation of the dtoa distribution conditionally to the num-
ber of missing pulses: P(dtoa = t)

• Discrete process: by applying Equations (4.1), (4.2) and (4.4) one have:

να =
1

K

∞∑
n=0

(1− α)αn
K∑
k=1

δtnk
. (4.8)

• Random process: by applying Equations (4.1), (4.2) and (4.7) one have:

pα(t) =
1

K

∞∑
n=0

(1− α)αn
K∑
k=1

pnk(t), (4.9)

whereK is the number of pri of the considering emitter, pnk is the den-sity of the Gaussian variable Tnk and Tnk the law of the dtoa.
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The discrete PRI process is a particular case of a random PRI process with
a variance equal to 0.

Theoretically, α can be set between 0 and 1, but in practice, α is fixed be-
tween 0 and 50%. Multiple analyses have been conducted, and it has been
observed that beyond the 50% of missing pulses, the intercepted signal lacks
sufficient reliable information, is complex to analyze, and the modeled distri-
butions tend to be similar. In the following, the modeled distributions have
been shortened, and only some values of PRI have been selected to facilitate
the interpretation.

The missing pulse modeling method represents the PRI distributions of
each emitter, as illustrated in Figures 4.5. Now, each emitter is represented
by several distributions considering the phenomenon of missing pulses.
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(a) Emitter E.

(b) Emitter C

(c) Emitter H.
Figure 4.5: Modeling of the dtoa distribution of emitters according to differentmissing pulse rates.
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4.2 . Decisional model based on optimal transport

The identification methodology, named IDOT, is outlined in Algorithm 15.
The methodology is based on building a distance between a set of pulses and
emitter classes through optimal transport to identify the emitters from fre-
quency, pulse width, and temporal emission pattern.

Algorithm 15 Identification of Emitters using Optimal Transport Dis-tances - IDOT
Data :

- Database, T grouping characteristics of emitters, described by:
- Pulse repetition interval, prin- Frequency, fn- Pulse width, pwn

With n, the number of transmissions of the characteristic of theemitter.
- Set of pulses X , described by:

- Frequency, fm- Pulse width, pwm- Time of arrival, toam
Parameters :

- Missing pulse rate, α
Procedure :

1. Construction of a measure describing each emitter class belong-ing to T based on prin, fn, and pwn according to α:
(a) Modeling the emitter classes pri according to α with themodeling approach presented in Algorithm 14: pα(t)
(b) Construction of a measure based on pα(t), fn, and pwn: µ

2. Construction of a probability distribution from the deinterleavingset of pulses based on dtoam, fm, pwm: ν
3. Identification of the emitter class by assigning the closest emitterclass in the optimal transport distance sense to the set of pulses:

j⋆ = argminj∈(1,...,J) d (µj, ν)

Output : j⋆, identified emitter class.

126



After representing the frequencies, pulse widths, and the modeled pulse
repetition of intervals of the emitters classes as a probability distribution, the
set of pulses is also modeled from frequency, pulse width, and the differenti-
ated time of arrival, as follows:

ν =
1

M

M∑
m=1

δdtoam,fm,pwm , (4.10)

withM , the number of pulses in the set. A set of pulses class is then assigned
by identifying the closest emitter class in the optimal transport distance sense:

j⋆ = argmin
j∈(1,...,J)

d (ν, τj) , (4.11)
with J , the number of emitters classes. The algorithm identifies the emitter
j⋆ as the true class. The received pulses are binned in frequency, pulse width,
and pulse repetition intervals modelized to reduce the computation cost of
computing the distances. With sufficiently small bin sizes, the perturbation of
the distance is small enough so that the order of the distances between the
data and the classes is conserved.

From the classes of emitters described in Table 4.1, a signal grouping the
pulses of Emitter C was simulated by adding noise to illustrate the identifi-
cation methodology. The classification database has been formatted to con-
sider amissing pulse rate ranging from 0 to 45% and is therefore characterized
by 60 classes. As a reminder, Emitter C is characterized by 2 PRI values: 82 and
110 ns, and the dtoa is calculated as the time difference of successive pulses
from this signal. Let us analyze the first scenario where all pulses have been
intercepted; the distribution of the dtoa is shown in the top plot in Figure 4.6,
followed by the two first classes identified by the algorithm. The algorithm
calculates the transport cost between the data distribution and the modeled
classes and assigns the closest class in the optimal transport distance sense
to the set of pulses. The data distribution and the first output distribution
are similar; Both transmit at the same speeds, whereas several PRIs charac-
terize the distribution of the second output, implying multiple displacements
between points, increasing the transport cost.

The transport plans are displayed in two dimensions to simplify the in-
terpretation of the results. The bottom plot in Figure 4.6 overlays the pulses
and the two closest classes. It displays the transport plane used by the data
distribution points, represented by the blue dots, toward the two first out-
puts, respectively, represented by the green and red dots. The characteristic
points of the closest class correspond well to the data compared to the other
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class. The classifier correctly identifies the emitter class distribution according
to the missing pulse rate in the data. The points displacements highlighted in
red are sent in different directions across 250ns, increasing the optimal trans-
port cost, whereas few displacements characterize the green points.

Similarly, a signal gathering the pulses of the Emitter C was simulated by
losing 35% of the pulses and is presented on the top graph in Figure 4.7 and
the two graphs below represent the distribution of the dtoa of the two closest
classes returned by the algorithm. The data distribution is similar to the distri-
bution of the modeled PRI with a 35% loss below. The transport cost between
these two distributions will beminimal, and the algorithmwill assign this class
to the data. This result is confirmed when analyzing the transport plans in the
bottom plot in Figure 4.7; the green dots representing the emitter class dis-
tribution with 35% losses are spread along the graph and overlap the data
dots; the points have few displacements to coincide. The algorithm identifies
the emitter class in the data but also can estimate the missing pulses rate,
indicating the reliability of the identification. To conclude, the proposed iden-
tification method is conclusive and can consider the underlying phenomenon
of missing pulses when modeling the PRI.

(a) Set of pulses and the two closest classes identified by the algorithm.

(b) Optimal transport plan between.
Figure 4.6: Identification outputs for Emitter C when all pulses are present.
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(a) Set of pulses and the two first classes identified by the algorithm.

(b) Optimal transport plan.
Figure 4.7: Identification outputs for Emitter C when 35% of the pulses aremissing.

4.3 . Computational complexity

The computational complexity of the identification algorithm can be esti-
mated firstly in function of the number N of pulses in the set of pulses and
the number of bins B.

Then, by estimating the transport cost using theWasserstein distance [DGK18]
between the set of pulses and the classes from the database grouping the
emitters characteristics of J of classes.

According to [DGK18], the computational complexity between twodatasets
of size N can be estimated by O(N2). It can be reasonably assumed that the
size of the pulse set is greater than any RADAR class in the database.

The transport cost complexity between the set of pulses and the J classes
can be maximally approximated by O(B2J).
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4.4 . Proximity Analysis between emitters

To complete the outcomes of the deinterleaving and identification anal-
yses, an examination was carried out between the emitters with the optimal
transport distances. Similar to Chapters 3 and 4, the optimal transport dis-
tances were used to measure the similarity between the classes of emitters
and provide additional information to the ESM operators regarding the in-
tegrity of the results. The emitters presented in Chapter 4 are used to illus-
trate the methodology

The emitter’s characteristics are represented in the left plots in Figures 4.8
through several planes. A distribution from the considered characteristics
represents each class, and then the distance between them is calculated us-
ing the optimal transport; results are given in the right plots. Emitters H and
I emitting through random PRI have been modelized with Gaussian distribu-
tions, and some of their pulses are displayed to facilitate visualization. The
colorimetry of the cost matrices reflects the level of similarity between the
emitters classes; red indicates a low transport cost between the emitters,
meaning that the two classes share close characteristics and can be easily
confused, while green indicates that the two classes are sufficiently different
from being identifying minimizing the risk.

The pulse width cost matrix indicates that the emitters have very similar
characteristics; the cost ranges between 0 to 3.4, specifically for Emitters G
and E or even B2 and G. These results are unsurprising because the emitters
usually transmit on a single pulse width. The results do not show improve-
ment with the PRI cost matrix since emitters share common transmission
patterns. Usually, the PRI is distinct for each emitter, enabling their differ-
entiation. In this example, the results are counter-intuitive because emitters
with close PRI values were deliberately simulated to demonstrate the effec-
tiveness of the identification method developed in Chapter 4.

The frequency is more discriminating, especially for emitters with several
frequencies, and because emitters transmit through wide frequency bands.
Combining several dimensions distinguishes better emitters, especially when
using PRI, frequency, and pulse width. The pulse width provides no additional
relevant information and could be neglected in the analysis.
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Characteristics. Cost matrix.
(a) Pulse width.

Characteristics. Cost matrix.
(b) Frequency.

Characteristics. Cost matrix.
(c) Frequency x Pulse width.
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Characteristics. Cost matrix.
(d) Pulse Repetition Interval x Frequency.

Characteristics. Cost matrix.
(e) Frequency x Pulse Width.

Characteristics. Cost matrix.
(f) Pulse Repetition Interval x Pulse width.
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Characteristics. Cost matrix.
(g) Pulse Repetition Interval x Frequency x Pulse width..

Figure 4.8: Emitters characteristics on the left and the associated cost matrixcomputed on the right.

A focus on analyzing the proximity between Emitter B2 toward Emitters A
and C is provided in Figures 4.9. The PRI distributions of the three emitters are
plotted in Figures 4.9a; each stem represents a PRI used by the emitter, and
the height is the proportion of appearance of this PRI. The cost of moving B2PRI distribution is low due to a common PRI between the emitters; all points
moved to a very close location, while the displacement cost between B2 and Ais three times higher as the pointsmustmakemore significant displacements.
The optimal transport plane from (prin, pwn), (prin, pwn), and (fn, pwn) areillustrated in Figures 4.9b, 4.9c, and 4.9d; the lines illustrate the movements
of the B2-characteristics pointsmade, and the associated transport cost is dis-
played. The cost of transporting the characteristic points of Emitter B2 towardC from the (prin, pwn) plane is still low because the two emitters transmit a
close pulse width (4ns for emitter B2 against 5ns for Emitter C); all points be-
ing displaced to a nearby location. On the other hand, adding the frequency
in the analysis separates these two emitters in the (prin, fn) and (fn, pwn)planes. These analyses between the emitter classes provide the ESM opera-
tors with an additional indicator of the veracity of the results returned by the
algorithms, leading to the identification of emitters that may be confused ac-
cording to the features used.

The complete optimal transport planes between Emitters B2 toward emit-
ters classes are given in Figures 4.10.
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(a) Pulse repetition interval distributionof emitters. (b)Optimal transport plan from frequencyand pulse width.

(c) Optimal transport plan from Pulserepetition interval and frequency. (d) Optimal transport plan from Pulserepetition interval and pulse width.
Figure 4.9: Focus on using optimal transport distances between Emitter B2toward Emitters A and C from pulse repetition interval, frequency, and pulsewidth.

To conclude, this chapter presented a method for identifying a RADAR
from a set of pulses based on three characteristics: frequency, pulse width,
and temporal emission pattern. Before applying the identification algorithm
on a set of pulses, a newmethod was proposed to take into account themiss-
ing pulses of the PRI. Indeed, to obtain the emission pattern of a RADAR, its
pulses are differentiated in the time plane, giving the DTOA. However, this
distribution may contain only some of the RADAR pulses, thus not allowing
a reasonable reconstruction of the DTOA. The PRI was, therefore, modeled
to take this phenomenon into account and make the identification method
robust to missing pulses. Finally, optimal transport distances were used to
analyze the proximity between emitters classes. The analysis of this proxim-
ity provides the ESM operators with a solid complement to the results’ quality.
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(a) Frequency and Pulse Width plane.

(b) Pulse Repetition Interval and Frequency plane.

(c) Pulse Repetition Interval and Pulse Width plane.
Figure 4.10: Optimal transport planes between Emitter B2 toward other emit-ters from several planes.
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5 - Performance evaluation

After presenting a complete RADAR Reconnaissance Process, composed
of deinterleaving and identification phases, this chapter presents different
methods to evaluate the performance of the proposed approach. First of all,
the deinterleaving and identification algorithms are evaluated as two inde-
pendent processes. Two parts are devoted to challenging the methods and
highlighting their robustness. From a simulated signal, several parameters
are manipulated to challenge the robustness of the proposed approaches.
Then, several metrics are applied to evaluate and measure the performance
of the algorithms. Generally, the identification is performed simultaneously
with the deinterleaving step, but in this research, the deinterleaving and iden-
tification phases are presented as independent processes.

5.1 . Applying deinterleaving to realistic signals

This section presents results to assess the quality of the proposed dein-
terleaving methods. The methods are tested on simulated signals grouping
pulses of three emitters, with characteristics given in Table 5.1; The algorithms
are compared to other deinterleaving methods before challenging them by
playing on three parameters (outliers, noise, and missing pulses).

The signal is simulated with the developed simulator, and the receiver in-
tercepted it with a detection threshold of -8 dBm by adding noise to make it
realistic. The methods’ performances are assessed using the Adjusted Rand
Index (ARI) presented in Section 1.5.1 and the outliers rate to measure the
part of pulses excluded from the process.

Name Frequency (MHz) Pulse width (ns) PRI (µs)

0 1025, 1050,1075, 1100 15.3 70, 110
1 825, 884 15.2 85, 86, 87, 88, 8990, 91, 92, 93, 94,104, 106, 108, 110.
2 860 15.3 95, 96, 97,98, 99, 100.Std 2.14 1e-3 2.55

Table 5.1: Simulated emitters characteristics.
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An example with 10044 pulses is displayed in Figure 5.1. The characteris-
tics of the emitters, with multiple frequencies, similar pulse widths, and PRIs,
are chosen to highlight the robustness of the methods concerning adverse
cases, specifically the PRI-based methods. As the Emitters can emit on sev-
eral frequencies with various pulse widths, methods only based on clustering
fail to group all pulses of a given emitter as for emitters 0 and 1, who have
their pulses spread out in several groups in the (fn, pwn) plane in Figure 5.1d.

(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x Pulse width plane.
Figure 5.1: Simulated signal gathering 10044 pulses from 3 emitters. Eachcolor identified an emitter.
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5.1.1 . Comparison with PRI-based methods
Two approaches were selected to be compared to the two deinterleaving

methods developed in this work. One classic method, based on the analysis
of PRI histograms [Mar89] and another, more recent, based on the PRI trans-
form [Nis83], have been selected. Methods based on Deep Learning models
have been deliberately set aside as they require a lot of data for the training
step and perform inadequately with few data, while the proposed method is
built in an unsupervised framework.

(a) Mardia output. (b) PRI Transform output.
Figure 5.2: Outputs of the PRI-based methods to deinterleave the simulatedsignal according to different missing pulse rates.

A longer signalwas initially simulated, but only the 10044 successive pulses
have been selected to facilitate alternative approach comparisons. Mostly, PRI
methods are based on analyzing the linear combinations of possible PRI val-
ues, considerably increasing the computation time; these methods are more
adapted to signals with few pulses. This is even more evident for PRI Trans-
form’s algorithm due to searching PRI multiples to analyze the combinations.
Several ways have been considered to reduce the signal; randomly selecting
values in the signal to reduce its size significantly affects the results of PRI-
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based methods. Since the proposed methods are not PRI-based, they are
insensitive to random data deletion. The developedmethodologies are much
less sensitive to the signal size and can handle longer signals than PRI pattern-
based methods.

Figures 5.2 represents the result of Mardia’s and PRI Transform method
applied to our previous signal according to different missing pulse rates. The
first two plots present the results when all the pulses are present; both meth-
ods highlight a block of PRI oscillating around 70µs. A block of PRI between 80
and 110 µs is observed in Mardia outputs. The same results are observable
in the PRI Transformmethod but are less pronounced. The application of the
PRI Transform method is significantly time-consuming due to the length of
the signal; the search for PRI values has been restricted to a predefined range
instead of considering all time-of-arrival values. Even knowing the PRI values,
the results are inconclusive in extracting the emitter’s emission patterns. Even
more, as the missing pulse rate increases, the readability and the extraction
of these algorithms’ results are distorted.

To facilitate understanding, HACOT and IHACOT identify the deinterleav-
ing methods based on the 2D and 3D clustering developed in Section 3.1 and
Section 3.2. The methods are performed based on applying the Kolmogorov-
Smirnov test on all grouping phases to prune the dendrogram, and results
are displayed in Figure 5.3. The top graphs plot the pulse repetition interval
reconstructed from algorithm outputs, and the bottom graphs the (fn, pwn)planes. The emitters have different characteristics, and the pulses are suf-
ficiently spread in the plane, leading to a fast and correct deinterleaving of
the three emitters’ pulses. HACOT-KS detects 0.01% outliers against 0.5% for
IHACOT-KS.

5.1.2 . Robustness to outliers
The performances of themethods with varying proportions of outliers are

evaluated. The proportion of outliers added to the signal varies between 0
and 90%. Although adding more than 50% of outliers in the signal does not
make sense, the objective is to challenge the proposed methods in extreme
situations. The performance criteria are averaged over 50 realizations to pro-
vide stable results. The outliers were generated uniformly between the range
values for frequency and time of arrival. Alternatively, an exponential law gen-
erates pulse widths and level values because it favors the appearance of low
values, making the outliers’ values more realistic, as illustrated in Figure 5.7,
which represents the previous signal in the (fn, pwn) and (gn, toan) planes infFigures 5.1d and 5.1c with 20% of outliers added.
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(a) Method 1 output. (b) Method 2 output.
Figure 5.3: Results of the HACOT-KS and IHACOT-KS developed in Sections 3.1and 3.2 to deinterleave the signal in the Figure 5.1 based on Kolmogorov-Smirnov test for all grouping phases.

During the experiments, specifically during the first cluster grouping phase
in IHACOT, following the 3D clustering, one observed that the results of the
Kolmogorov-Smirnov and Student tests were relatively different. Therefore,
IHACOT performance is evaluated by mixing the two tests: the Student test
for the first grouping and the Kolmogorov-Smirnov test for the second group-
ing (identified as IHACOT-Mix) and the Kolmogorov-Smirnov test for the two
groupings (identified as IHACOT-KS).

The previously mentioned metrics used to evaluate the algorithm’s per-
formances are presented in Figure 5.4. IHACOT is evaluated through two ap-
proaches: using only the Kolomogorov-Smirnov test for the cluster regroup-
ing phases (IHACOT-KS) and by mixing the Student test for the first group-
ing and the Kolmogorov-Smirnov test for the second grouping (IHACOT-Mix).
IHACOT-KS and IHACOT-Mix give higher results, as the ARI indicates. The bet-
ter performance of these methods is due to the 3D-clustering, which allows
us to deal with noisy data more efficiently by detecting outliers, leading to
more reliable and stable results. The result is confirmed by the graph be-
low: the number of pulses classified as outliers by HDBSCAN is higher for
IHACOT-KS and IHACOT-Mix than HACOT-KS as the outliers added in the sig-
nal increase. Moreover, the final sets of pulses obtained from IHACOT-KS and
IHACOT-Mix are composed of fewer outliers than those from HACOT-KS, as il-
lustrated by the bottom right plot, meaning the 3-dimensional clustering pro-
vides less noisy sets of pulses. IHACOT-KS and IHACOT-MIX overestimate the
number of emitters detected in the signal, as shown in the top-right plot. For
our problem, the overestimated number of emitters detected is prioritized
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rather than underestimating them and having mixed pulses in a single clus-
ter. IHACOT-KS and IHACOT-Mix seemmore adapted to make deinterleaving.

Figure 5.4: Performance of deinterleaving methods according to the outliersrate added with ARI, number of emitters detected, part of the signal classifiedby HDBSCAN as outliers, and part of outliers added in the signal classified inthe sets of pulses. Each curve identifies a method.

Figures 5.7b, 5.7c and 5.7d show the results of HACOT and IHACOT ap-
plied on Figure 5.7a, each color represents a detected emitter, and -1 is the
outliers class. In the figures, the results contrast HACOT and IHACOT; IHACOT-
KS and IHACOT-Mix, based on a 3D clustering, deal better with adding outliers
as 3D clustering detectsmore outliers. Note that someoutliers corresponding
to low-intensity pulses are grouped on both figures in class -1. Despite these
outliers’ presence, the algorithm identifies the 3 emitters presentwithoutmix-
ing too much of their pulses between them. The 3D clustering separates the
emitter’s pulses and avoids mixing the pulses of several emitters in a single
group.

5.1.3 . Sensitivity to estimation errors
Similarly to the previous section, the same process is applied to evaluate

the performance of the algorithms by varying the noise level, and the met-
rics values are given in shown in Figure 5.5. The noise level in the estimated
parameters of the PDW is varied by multiplying the baseline level given in Ta-
ble 5.1 with a factor (noise coefficient) ranging from 1 to 10 as illustrated in
Figure 5.8a. Likewise, 50 simulated signals per noise level were generated in
the experimentation to average the results and obtain consistent results. An
increasing noise level leads to the pulses spreading and overlapping the two
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emitters’ pulses around 15.3 ns, making their pulses not differentiable.

Figure 5.5: Performance of deinterleaving methods according to the noiseadded with ARI, number of emitters detected, and part of pulses classified byHDBSCAN as outliers. Each curve identifies a method.

Figures 5.8b, 5.8c, and 5.8d show the results of HACOT-KS, IHACOT-KS and
IHACOT-Mix. Each color represents an emitter and (-1) the outliers. Conclu-
sions similar to the experiment manipulating the outliers rate. HACOT-KS is
insufficient to separate the pulses as the noise level increases. IHACOT sep-
arates the pulses better by applying 3D clustering, whereas HACOT fails to
separate the pulses of the two emitters at around 15.3 ns. 3D clustering im-
proves the pulse separation in the plane; IHACOT-KS and IHACOT-Mix over-
estimate the number of emitters detected after adding noise. These results
are obtained following the regrouping phase of the clusters that do not per-
form enough aggregations. The pulses of the groups are superimposed, but
the statistical tests lack robustness and significance in the presence of noise
levels. An adjustment could be considered through new tests to correct this
phenomenon and improve the results.

5.1.4 . Performance with missing pulses
This last part presents the deinterleaving results when pulses are missed

during signal interception. Analogously to the previous parts, from the signal
presented in Figure 5.1, a part of the pulses, varying from 0 to 90%, is ran-
domly removed as shown in Figure 5.9a. The left plot represents the pulses
in the (fn, pwn) plane according to different missing pulse rates. An increase
in the missing pulse rate causes the pulses to spread in the plane. The right
plot represents the PRI calculated from this reduced signal. The PRI values
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obtained increase as the missing pulse rate increases because the successive
pulses do not belong to the same emitter.

The experiment results are averaged across 50 realizations for more ro-
bustness and presented in Figure 5.6. The results are stable, and the ARI is
greater than 0.8, up to a missing pulse rate of 70%. The missing pulses allow
them to spread in the plane and facilitate clustering.

Figure 5.6: Performance of deinterleaving methods according to the missingpulse rate with ARI, number of emitters detected, and part of pulses classifiedby HDBSCAN as outliers. Each curve identifies a method.

Since the two deinterleavingmethods are not based on using the PRI, they
are not significantly impacted by the suppression of pulses, as shown in Fig-
ures 5.9b, 5.9c, and 5.9d. When the missing pulse rate increases, the number
of emitters detected decreases because the clusters obtained by HDBSCAN
do not contain enough information for the statistical test result to be signifi-
cant.

Additional quantitative results are available in [Les+23]. The authors re-
produced the deinterleaving algorithm presented in Section 3.1. The HACOT
algorithm was evaluated using various metrics, and the authors concluded
that the hierarchical algorithmusing optimal transport distances avoidsmerg-
ing clusters belonging to two different emitters, which is a critical condition
for the context. Still, they pointed out that execution times could be long (see
Section 3.1.6).
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(a) Pulse’s representation.
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(b) HACOT-KS.
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(c) IHACOT-KS.
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(d) IHACOT-Mix.
Figure 5.7: Results of HACOT and IHACOT applied with 0, 10, 40, and 80% ofoutliers added in the (fn, pwn) and (toan, gn) plane. Each color represents adetected emitter, and -1 is the outliers class.
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(a) Pulse’s representation.
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(b) HACOT-KS.
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(c) IHACOT-KS.
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(d) IHACOT-Mix.
Figure 5.8: Pulse’s representation in the (fn, pwn) plane by multiplying thebaseline level with a factor ranging from 1 to 10 and their associated deinter-leaving results.
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(a) Pulse’s representation.
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(b) HACOT-KS.
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(c) IHACOT-KS.
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(d) IHACOT-Mix.
Figure 5.9: Pulse’s representation in the (fn, pwn) plane randomly removingpulses with a constant ranging from 1 to 9 and their associated deinterleavingresults. 155



5.2 . Evaluation of identification results

Section 4.1.2 proposes a new representation of the pulse repetition in-
terval distribution to consider the missing pulse rates. The section evaluates
the identification method by manipulating four parameters (adding outliers,
adding noise, missing pulses, and mixing the pulses) as deinterleaving algo-
rithms in Section 5.1. The algorithm’s efficacy is evaluated by analyzing the
probability of correctly identifying the correct emitter in the algorithm out-
puts.

As previously explained in Section 2.5, deinterlaving and identification are
generally done simultaneously. Nevertheless, the two steps are considered
independent in this manuscript. Comparisons with other methods have not
beenmadebecause existingmethods are very different from those presented
here; the existing methods are mainly based on extracting waveform modu-
lation or PRI type among a shortlist, while the methodology can identify up to
the RADAR sub-operation mode.

A new emitter database presented in Table 5.2, deliberately grouping
emitterswith very similar characteristics (identical frequencies andpulsewidth,
similar PRIs, PRIs overlapping, etc.) was constructed to highlight the robust-
ness of the identification algorithm. The representation of the PRI proposed
in Section 4.1.2 was applied to this database, considering a missing pulse rate
up to 60%. For the following, the class C40 will designate the modeled class of
the Emitter C in our identification database with the PRI modeled according
to a missing pulse rate of 40% in the set of pulses.

Simulated signal gathering four sets of pulses (330 pulses of Emitter A,
971 pulses of Emitter B, 858 pulses of Emitter C, and 1126 pulses of Emitter
D), identifying by color is displayed in Figure 5.10 based on Table 5.2. The sets
of pulses deliberately contain few pulses and heterogeneous size to highlight
the method’s robustness as a probability distribution represents them.

156



Name Frequency (MHz) Pulse width (ns) PRI (µs)

A 1025, 1050, 10751100, 1125, 1150 2
1520, 1540, 1560, 15801600, 1620, 1640, 16601680, 1700, 1720, 17401760, 1780, 1800, 18201840, 1860, 1880, 19001920, 1940, 1960, 1980B 972 1.2 2000, 2200, 2400C 972, 1072, 1112 4 2200D 1000 4 1700, 2200

E 825, 884 2.9
1700, 1720, 1740, 17601780, 1800, 1820, 18401860, 1880, 2080, 21202160, 2200

F 800 3.7 1700, 1800, 1900, 20002100, 2200, 2300, 2400g 938 2.3 Min: 1700, Max: 1900
Table 5.2: Simulated emitters characteristics.

Figure 5.10: Simulated signal gathering 330 pulses of Emitter A, 971 pulses ofEmitter B, 858 pulses of Emitter C, and 1126 pulses of Emitter D, identifyingby a color.
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(a) Frequency x time of arrival plane.

(b) Pulse width x time of arrival plane.

(c) Level x time of arrival plane.

(d) Frequency x Pulse width plane.
Figure 5.11: Simulated signal gathering 330 pulses of Emitter A, 971 pulses ofEmitter B, 858 pulses of Emitter C, and 1126 pulses of Emitter D, identifyingby a color.
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5.2.1 . Performance with missing pulses
The identification method is first evaluated and analyzed when not all

pulses from an emitter are present. A part of the pulses, varying from 0
to 60%, is randomly removed from each set of pulses as highlighted in Fig-
ure 5.13. The left plot represents the pulses in the (fn, pwn) plane accordingto different missing pulse rates. The differentiated time of arrival (dtoan) iscomputed on the right plot. An increase in the missing pulse rates causes the
dtoan to spread in the plane. Then, the identification algorithm is applied to
each set of pulses, and the performance criteria are averaged over 50 realiza-
tions to provide stable results.

The probability of correctly identifying the correct emitter in each pulse
set is presented in Figure 5.12. Regardless of the missing pulse rates, the al-
gorithm can correctly identify the emitter in each set of pulses, even when
more than 60% of the pulses are missing. The PRI modeling approach proves
highly effective by incorporating new PRI values due to missing pulses, even
when emitters share similar characteristics, enhancing the methodology’s ro-
bustness.

Figure 5.12: Probability of identifying the correct emitter in each set of pulsesaccording to several missing pulse rates.
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Figure 5.13: Pulse’s representation in the (pwn, toan) and (dtoan, toan) planesaccording to different missing pulse rates.
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5.2.2 . Robustness to outliers
Similarly to Section 5.1.2, the methods’ performances with varying pro-

portions of outliers are evaluated. The proportion of outliers added to the
signal varies between 0 and 50%. The performance criteria are again aver-
aged over 50 realizations to provide stable results. The outliers were gener-
ated uniformly between the range values for frequency and time of arrival for
each set of pulses as illustrated in Figure 5.16, which represents the previous
signal in the (fn, pwn) and (dtoan, toan) planes with multiple percentages of
outliers added.

Figure 5.14: Performance of identification methods according to the outliersadded by analyzing the probability of identifying the correct emitter for eachset of pulses.
Adding outliers distorts the sets of pulses distributions and ultimately cor-

rupts the identification for sets of pulses B, C, and D, as shown in Figure 5.14,
due to their similarity presented in the Table 5.2. Frequency is a highly dis-
criminating characteristic of an emitter; Emitters characterized by a limited
number of frequencies are susceptible to rapidly being affected by distortions
in their frequency distribution when outliers are introduced, compromising
the identification results. In contrast, the Set of pulses A, characterized by
five frequencies, can assimilate added outliers with minimal impact, render-
ing them practically negligible in the identification process. We note that the
algorithmwill often identify the emitter present in the set of pulses as the one
having average characteristics compared to those of the other classes in the
plane.

Figures 5.15 overlays the simulated pulses from Emitter C with 40% of out-
liers added on the left plot and the characteristics points of the first output
returned by the algorithm (A10) and the characteristics points of truemodeled
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class (C40) in the set of pulses from the identification database and the right
plots displayed the transport planes. The characteristic points of class A10do not superimpose very well on the data, but they remain relatively close.
Adding outliers spreads the pulses in the plane, so the three frequencies of
Emitter C are not easily distinguishable, and other pri values appear. The al-
gorithm will identify the emitter present in the signal as the one with average
characteristics compared to those of the other classes, that is to say, the Emit-
ter A, because it has frequencies distributed throughout the plane, making
moving pulses and outliers to this frequency less expensive. In the hierar-
chical methods developed for deinterleaving, clusters were represented as
histograms; binarization can significantly influence identification results, es-
pecially if the modeled PRI is composed of small values. Too fine Bins could
distort the distribution in the presence of many outliers, while too-wide bins
might not correctly capture the data trend. This is all the more true when
looking at Figure 5.15b; adding outliers spreads the pulse width values even
further. The use of histograms does not seem suitable when there are many
outliers in a signal because it is difficult to find a good compromise to fix the
bin numbers. As specified in Section 1.1, the optimal transport implies a dis-
placement of all points. It might be interesting to use an unbalanced optimal
transport that would be more flexible, would not displace all the points, and
would be more robust to outliers.

(a) Frequency and Differentiate time of arrival plane.

(b) Frequency and Pulse width plane.
Figure 5.15: Classification results when 40% of outliers is added for Set ofpulses C.

162



Figure 5.16: Pulse’s representation in the (pwn, toan) and (dtoan, toan) planesaccording to different outliers rates added.
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5.2.3 . Sensitivity to estimation errors

Similarly to the previous section, the same process is applied to evaluate
the performance of the identification algorithmby varying the noise level. The
noise level in the estimated parameters of the PDW is varied by multiplying
the sets of pulse levels with a factor (noise coefficient) ranging from 1 to 90 as
illustrated in Figure 5.19. Likewise, 50 simulated signals per noise level were
generated in the experimentation to average the results and obtain consis-
tent results. An increasing noise level leads to the pulses spreading for each
set.

Figure 5.17: Performance of identification algorithm by analyzing the proba-bility of identifying the correct emitter for each set of pulseswhen the variancelevel of the set of pulses is multiplied by a coefficient.

Regardless of the noise level of the pulse added, as shown in Figure 5.19,
the algorithm can identify the emitter present. These results can be explained
by the addednoise level only impacting the pulses spreading across the planes.
The computation of dtoa is not impacted and remains just as discriminating,
allowing the integration of the frequency and pulse width measurement er-
rors. This spread is smoothed by representing the data in histograms, as il-
lustrated in Figures 5.18. The figures on the left respectively represent the
points of the sets of pulses C and D when the baseline has been multiplied
by forty and the characteristic points of the three closest classes identified by
the algorithm. The right plots show the transport planes.
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(a) Set of pulses C outputs.

(b) Set of pulses D outputs.
Figure 5.18: Classification results when the baseline noise level is multipliedby 4 for Set of pulses C & D in the (fn, pwn) plane.
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Figure 5.19: Pulse’s representation in the (fn, toan) and (pwn, fn) planes whenthe baseline noise level is multiplying by a coefficient for each set of pulses.
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5.2.4 . Effectiveness against mixing pulses
The last experiment evaluates the robustness of the identification algo-

rithm when a set of pulses does not contain pulses from a single emitter. The
identification is made from sets of deinterleaving pulses, assuming that the
sets of pulses contain the pulses of a single RADAR. However, the deinterleav-
ing process may fail to separate the pulses correctly, for example, when the
signal is too noisy, poorly estimated, or the emitters have too similar charac-
teristics. A percentage of a randomly selected pulse from another set ranging
from 0 to 80 is replaced by a given pulse set, and then the identification algo-
rithm is applied. The results are again averaged over 50 realizations.

Figure 5.20: Performance of identificationmethods by analyzing the probabil-ity of identifying the correct emitter for each set of pulses with mixing pulses.
Figures 5.22 represent the set of pulses A in the (fn, pwn) and (dtoa, toa)

planes when the mixing rate increases. When the mixing rate increases, the
sets of pulses contain pulses belonging to other emitters; therefore, the dtoa
is calculated from successive pulses not belonging to the same emitters, ex-
plaining its spread on the graphs on the right. High values of dtoa will distort
the distributions to be compared with the classes of emitters in the classi-
fication database as shown in Figures 5.21. The pulse sets A and D results
are encouraging because several frequencies and PRIs spreading in the plane
characterize them. We note that beyond 40% mixing, the algorithm cannot
identify Sets of pulses B and C and confuse themwith Emitter D because these
emitters have similar characteristics and PRIs.

Same observation as for the experimentation with the outliers presented
in Section 5.2.2, using histograms to represent the sets of pulses does not
seem suitable. In general, the algorithm confuses the characteristic points of
the RADARs with those with average characteristics, i.e., represented in the
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middle of the plane. Note that despite an identification base with RADARs
having very similar characteristics, in Figure 5.21b, the true class comes in
3rd position, and the OT differences are rather small.

(a) Set of pulses A.

(b) Set of pulses C.
Figure 5.21: Identification results for Sets of pulses A and C with a mixing rateof 40% in the (fn, dtoan) plane.

This chapter presents experiments to evaluate the robustness of the dein-
terleaving methods presented in Sections 3.1 (HACOT) and 3.2 (IHACOT), the
identification algorithm presented in Section 4.2 (IDOT) and the modeling of
the PRI of Section 4.1.2 by manipulating various parameters (outliers, noise,
missing pulses, mixing of pulses). Comparisons were made with other algo-
rithms in the literature; the results showed that the deinterleaving methods
provide encouraging results despite the degradation of all these parameters,
as does themodeling of the PRI. However, mixed conclusions are made when
analyzing the results of the IDOT algorithm during the experiment with pulse
mixing and outliers. These observations can be explained by using a database
grouping very similar characteristics of emitters to evaluate IDOT. Research
directions have been provided to overcome these conclusions, such as using
unbalanced optimal transport to make the identification.
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Figure 5.22: Pulse’s representation in the (fn, pwn) and (dtoan, toan) planesaccording to different mixing rates for Set of pulses A.
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Conclusions

General conclusions

This manuscript presents a two-stage RADAR Recognition Process based
on the development and use of optimal transport distances with few emit-
ters’ features to provide strategic analysis for electronic warfare, followed by
results highlighting the robustness of the developed approaches. As a re-
minder, the RADAR Recognition Process aims to separate and group inter-
cepted pulses from an unknown number of emitters in a signal before iden-
tifying them. The opening chapter introduces the necessary tools to under-
stand the developed approaches, followed by a presentation of the RADAR
system environment, from its operation throughout the simulation of RADAR
data to its modelization. Before going into the methodology, a section re-
views the state-of-the-art to summarize the existing methods and underline
their limitations and weaknesses.

Two deinterleaving methods are proposed to deal with the first stage of
the RADAR recognition process, which can manage complex emitters without
considering the PRI pattern. Hierarchical agglomerative clustering combined
with optimal transport distances is used to identify emitters using several
frequencies, presented agility characteristics, or having multiple operation
modes. The assumption is that the pulses of emitters are received at simi-
lar times. The HDBSCAN algorithm is applied to frequency and pulse width to
separate the pulses into different clusters. As several clusters can represent
an emitter, the clusters were grouped using optimal transport distances in
a hierarchical agglomerative clustering built from the arrival time weighed by
the level. However, using frequency and pulsewidth in the first clustering step
is straightforward, specifically when the listening perimeter concerns a port
or an airport, and the signal is noisy, leading to an overlap of the clusters; a
second approach, including pre-clustering made from the time of arrival, fre-
quency, and pulse width, is initiated, to separate pulses better, before apply-
ing the previous hierarchical agglomerative clustering using optimal transport
distances developed to overcome these limitations.

Then, considering that a set of pulses from theprevious stage corresponded
to a single emitter, the proposed method classifies the emitter with optimal
transport in three dimensions, with pulse repetition interval, frequency, and
pulse width, in an unsupervised framework. The identification is made by
modeling the pulse repetition interval, considering the rate of missing pulses,
making the identification algorithm insensitive to pulse losses. The results
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obtained from the simulated data are very encouraging, and the emitter can
be confidently identified while considering many classes. The identification
algorithm does not require classifier retraining when adding a new class; it
considersmany classes to identify, and the results are easily comprehensible.
Finally, the method proposes different levels of identification; it can discern
the sub-operation modes employed by the emitters.

Empirical simulation results are presented in the last chapter to highlight
the robustness concerning complex emission patterns of the RADAR recogni-
tion process; first, the deinterleavingmethods’ robustness is evaluated through
several experiments by manipulating the rate of outliers or noise and ana-
lyzing results through several metrics. Experiments demonstrated that the
methods could handle short and long signals; a single appearance of lobes is
sufficient to perform the deinterleaving with conclusive results. Similarly, the
identification algorithm was challenged by randomly removing pulses or by
increasing the noise level, similar to the part on deinterleaving and analyzing
the results returned by the identification algorithm before presenting a prox-
imity analysis between emitters classes, providing a powerful indicator of the
confidence level in the results obtained to the ESM operators.

Future directions

This manuscript presents a RADAR recognition process, overcoming the
major drawbacks of the methods developed in the literature using the opti-
mal transport theory, providing simple-to-use yet powerful tools. This work
has been a foundation to extend the currently developed methodology; sev-
eral areas for improvement are being studied.

As previously explained, the deinterleaving approaches are based on ac-
cessible and reliable features. The deinterleaving results could be improved
by including additional features, such as the direction of arrival, which is not
always accessible but highly discriminating. A complementary algorithmcould
be developed based on temporarily available features and combined with the
main methodology to improve the deinterleaving of a signal. Finally, applying
the hierarchical clustering algorithm using the optimal transport distances as-
sumes that the clusters belonging to an emitter are simultaneously active,
which in some instances is not valid.

When setting the confidence threshold to stop the aggregations of the
dendrogram during the hierarchical approach, the p-values were sorted to
identify the first break to set this threshold. However, in Figures 3.22b, 3.23b
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and 3.24b, more significant breaks appearing later. It could be interesting to
analyze the origin of these breaks.

Deinterleaving methods rely on using the HDBSCAN algorithm to initial-
ize pulse separation. HDBSCAN can identify outliers and thus exclude specific
pulses from the analysis. However, pulses from emitters with very low emis-
sions over timemay be categorized in this group. A methodological approach
could be developed to manage these outliers and check whether they corre-
spond to pulses coming from another emitter.

Additionally, the algorithms are expected to break according to the signal
quality, the number of pulses intercepted, and, above all, the similarity of the
emitters precisely when the listening perimeter concerns a place wheremany
emitters with identical characteristics are grouped. The similarity between
emitters strongly influences the approaches, and it’s impossible to distinguish
them if they share identical characteristics. Besides, determining the number
of emitters in a signal could break the algorithm. In the electronic warfare
context, ESM operators deliberately select listening areas; specific areas like
airports or ports are not typically favored for these activities, although these
locations can potentially pick up many emitters’ signals. Our considerations
have not accounted for scenarios where a hundred or more emitters might
be within the surveillance area. Nevertheless, a potential solution could be to
build a semi-supervised approach that involves establishing and employing
a reference database within the listening zone to distinguish between recog-
nized emitters, leaving the remaining pulses for further processing.

Concerning the identification, the developed algorithmclassifies the known
RADAR emitters belonging to a reference database. Detecting the new emit-
ters and automatically enriching this database to propose a complete, unsu-
pervised solution for identifying emitters could be an exciting extension of
this work.

As previously detailed, some emitters transmit their PRI randomly. The
hypothesis was made that the distribution of their PRI could be represented
by a Gaussian distribution and a mixture of Gaussian distributions when the
rate ofmissing pulses is considered. However, in Chapter 4, when themissing
pulse rate is high, the algorithm tends to confuse the set of pulse distributions
with the distribution of the emitter class having random PRI. When the miss-
ing pulse rate is high, the PRI distribution of sets of pulses is characterized by
many PRI values, spreading the distribution. In contrast, by construction, the
GMM distribution is continuous and characterized by multiple values. The
sets of pulse representations with histograms appear to overly smooth out
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the distributions. Exploring alternative methods to represent the pulse sets
could be beneficial, ensuring that the data trends are still effectively captured.

Similar to modeling the PRI in the presence of missing pulses, the fre-
quency distribution could be modeled according to different rates of outliers.
This approachwould strengthen the results of the identification algorithm be-
cause frequency is a very discriminating characteristic.

As for the deinterleaving part, the identification methodology is based
on only three reliable and available characteristics; other features describing
emitters could be added to complete and strengthen the identification when
available.

A basic version of a data simulator was presented to evaluate the results
and validate the methods developed. Further consideration could be given
to the simulator to enhance its complexity and provide more realistic and
complex RADAR signals. The development of real-time algorithms for signal
deinterleaving plays a crucial role in electronic warfare, and these algorithms
enable the rapid extraction of vital information and electronics to the ESM
operators using rapid decision-making capabilities. The different methods
developed could be integrated into embedded systems to be tested and eval-
uated in real-time.

In this research, an assumption was made according to which no adverse
measures introducing disruptive signals had been taken into account. How-
ever, the interception of signals under certain conditions could return them
with spoofing or interference, which can significantly impact signal quality.
Further analysis could be done to assess the robustness of these methods
against such disruption techniques.

This manuscript proposes new unsupervised methodologies using opti-
mal transport distances to deinterleave a RADAR signal and identify the emit-
ters present. Particular attention was paid to data simulation, a significant el-
ement in constructingmethods. Several areas for improvement are proposed
to continue this research and improve the results. The end of an innovative
methodology symbolizes the beginning of the exploration of evenmore inno-
vative solutions.
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