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Romain Alléaume
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Sylvain Gigan
Professeur, Laboratoire Kastler-Brossel, Sorbonne Université Co-directeur de thèse
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Resumé de la thèse en français

La cryptographie quantique a été définie comme une nouvelle forme de cryptographie qui
ne reposerait sur aucune hypothèse de difficulté calculatoire [1]. Cependant, à mesure que
le domaine progresse, et en particulier à mesure que la Quantum Key Distribution (QKD)
atteint des niveaux élevés de maturité technologique, il semble qu’un équilibre critique peut
être trouvé. D’une part, nous avons la quête du plus haut niveau de sécurité théorique.
D’autre part, une seconde direction consisterait à optimiser la sécurité et la performance pour
une utilisation dans le monde réel, tout en offrant un avantage par rapport à la cryptographie
classique. Dans cette thèse, nous avons exploré de nouvelles voies vers cette seconde direction,
c’est-à-dire l’application de la cryptographie quantique dans des contextes pratiques.

Analyse de la vulnérabilité de la QKD

Notre première approche consiste à adapter une méthode traditionnelle d’analyse de vul-
nérabilité, connue sous le nom de Common Criteria, à la cryptographie quantique. Cette
méthode fournit un cadre pour évaluer les caractéristiques de sécurité et les capacités des
produits hardware et software de technologie de l’information. La principale idée de notre
travail est d’évaluer, à l’aide d’un cadre standardisé, la faisabilité d’attaques possibles con-
tre un dispositif QKD, de prioriser les attaques les plus dangereuses et d’aider à guider la
conception et l’ingénierie des systèmes QKD vers les normes de sécurité les plus élevées pos-
sibles. La faisabilité d’une attaque est évaluée en utilisant une métrique déjà définie dans le
cadre des Common Criteria pour les dispositifs classiques, appelée attack potential, qui vise
à évaluer l’effort total nécessaire pour mener à bien une attaque contre les systèmes QKD.

En particulier, nous avons réalisé une évaluation de la vulnérabilité d’un dispositif de sys-
tème Continuous-Variable Quantum Key Distribution (CV-QKD). En exploitant la réponse
non linéaire du détecteur homodyne près de sa limite de détection, un adversaire, Eve, peut
lancer une attaque contre les dispositifs CV-QKD appelée saturation attack. Elle consiste
à biaiser l’estimation du bruit en induisant activement la saturation des détecteurs homo-
dynes. Nous avons identifié deux stratégies différentes pour exploiter cette vulnérabilité. La
première et la plus difficile est la stratégie d’attaque cohérente, où Eve renvoie un signal co-
hérent translaté pour induire la saturation du détecteur. Notre seconde stratégie d’attaque
consiste en l’attaque par saturation incohérente, où nous dirigeons un laser additionnel vers
le récepteur cohérent de Bob. La mise en œuvre de cette attaque est considérablement plus
simple et constitue une menace sérieuse pour les systèmes CV-QKD.
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L’introduction d’une méthodologie de notation des attaques dans le contexte de la QKD
ouvre de nouvelles perspectives pour la conception de matériels cryptographiques quantiques:
la recherche d’une haute sécurité théorique doit être équilibrée avec le besoin pratique de
maintenir la complexité de mise en œuvre gérable et de réduire la présence de failles poten-
tielles. Cette approche dialectique est susceptible de déclencher l’exploration de nouveaux
compromis dans la conception des systèmes cryptographiques.

Cryptographie hybride basée sur la complexité de commu-
nication

Dans la seconde approche, nous envisageons un modèle de sécurité hybride, nommé Quan-
tum Computational Time-lock (QCT), où nous opérons sous l’hypothèse réaliste que le
décryptage d’un chiffrement sécurisé par calcul nécessiterait une période bien supérieure au
temps de cohérence des mémoires quantiques actuelles. En délaissant la quête du niveau de
sécurité le plus élevé, nous pouvons alors proposer des protocoles de distribution de clés qui
dépassent les benchmarks standard de la QKD. Ces protocoles offrent non seulement des
taux de clés améliorés et une meilleure tolérance aux pertes, mais garantissent également
une sécurité prouvée, selon les critères de sécurité standard de la QKD, face à des adversaires
disposant d’une puissance de calcul infinie après la décohérence du stockage quantique, ce
qui confère une sécurité éternelle [2]. Une direction spécifique explorée a été la construction
de protocoles de distribution de clés basés sur des problèmes de complexité de communi-
cation quantique, pour lesquels il existe un gap exponentiel entre les stratégies classiques
et quantiques. La complexité de communication est un cadre de communication général,
impliquant deux parties, Alice et Bob, qui cherchent à calculer une fonction f(x, y) à partir
de leurs entrées respectives x et y, en utilisant une communication classique ou quantique.

Protocole HM-QCT

Nous introduisons une construction explicite pour un nouveau protocole de distribution de
clés appelé Hidden Matching Quantum Computational Time-lock (HM-QCT). Il est basé sur
le problème de complexité de communication unidirectionnelle β-Partial Matching (βPM) [3],
pour lequel Ω(

√
n) bits de communication d’Alice à Bob sont nécessaires, contre seulement

O (log(n)) qubits, avec n la longueur de l’entrée x. Dans chaque round du protocole HM-
QCT, Alice génère les deux entrées x et y et partage la seconde avec Bob en utilisant un
schéma de chiffrement sécurisé à court terme. Alice et Bob peuvent alors résoudre le protocole
βPM avec une stratégie quantique pour extraire un bit, en envoyant m copies du même état
quantique de dimension n. Voir la Figure 1 pour une illustration graphique.

Enfin, en effectuant un post-traitement classique standard sur leur chaîne de bits, ils
peuvent distiller une clé secrète. Nous prouvons sa sécurité contre un adversaire qui se
comporte de manière indépendante et identique à chaque tour du protocole en établissant
une réduction aux stratégies classiques pour ce problème de complexité de communication,
reliant effectivement les domaines de la complexité de communication et de la cryptographie
quantique. Ce que nous obtenons au final est un schéma de distribution de clés hybride avec
les caractéristiques suivantes :
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Quantum channel

time-locked 

Figure 1: Un round du protocole HM-QCT.

• Taux de clés boostés : La sécurité peut être atteinte tout en envoyant jusqu’à
O
( √

n
log(n)

)
photons par utilisation de canal, dépassant la limite standard d’un photon

par utilisation de canal. Le protocole HM-QCT, basé sur le problème βPM, peut être
mis en œuvre avec deux détecteurs de seuil monomode, et la performance peut donc
être évaluée avec des protocoles à 2 modes de sortie. Le fait que la sécurité puisse
être atteinte avec de nombreux photons par utilisation de canal conduit à des taux
de clés secrètes asymptotiquement réalisables qui peuvent être augmentés d’un facteur
O
( √

n
log(n)

)
par rapport à la QKD standard.

• Fonctionnalités améliorées : La possibilité d’atteindre constamment la capacité
classique d’un bit par utilisation de canal sur des distances relativement courtes, un
exploit inédit dans la QKD standard. De plus, plusieurs photons offrent non seulement
une efficacité améliorée mais aussi la possibilité d’une distribution de clés en multicast
avec jusqu’à O

( √
n

log(n)

)
Bobs autorisés simultanément.

• Sécurité avec des "untrusted detectors" : L’information d’un attaquant peut être
limitée supérieurement en ne considérant que l’état que Alice introduit et ne nécessite
pas (comme dans la QKD standard) d’information sur les résultats de mesure de Bob.
Par conséquent, il n’est pas nécessaire de faire confiance à la mise en œuvre du dispositif
de mesure de Bob.

Plateforme expérimentale pour la complexité de la communication quantique

S’appuyant sur nos travaux théoriques concernant l’établissement de clés, notre dernier pro-
jet expérimental examine la faisabilité de démontrer un avantage quantique en complexité
de communication. En particulier, nous exploitons le mélange de modes inhérent aux fi-
bres multimodes en employant des techniques de wavefront shaping [4, 5], pour aborder les
problèmes de complexité de la communication quantique. L’approche du wavefront shaping
consiste à ajuster la phase et l’amplitude des ondes lumineuses pendant leur propagation,
permettant ainsi le contrôle et la focalisation de la lumière à travers des milieux complexes,
tels que les fibres optiques. Notre approche offre les avantages suivants :
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• Flexibilité : Notre méthode permet la mise en œuvre de la phase de détection de Bob
pour tout problème de complexité de communication quantique unidirectionnelle. Elle
permet la construction d’opérateurs linéaires reconfigurables, autorisant une manipu-
lation précise de l’amplitude et de la phase de chaque composante.

• Scalabilité : Contrairement aux conceptions de réseaux reconfigurables traditionnels
qui dépendent d’interféromètres en cascade et subissent une augmentation quadra-
tique des composants comme les diviseurs de faisceau et les déphaseurs avec la taille
du circuit, notre méthode surmonte ces défis. En concevant simplement des fibres mul-
timodes de plus grand diamètre, nous gagnons la capacité de contrôler davantage de
modes physiques, nous permettant de configurer des réseaux optiques linéaires pouvant
augmenter en taille.

Nous avons appliqué notre méthode à la partie de détection du protocole quantique βPM,
évaluant son efficacité et discutant de la manière dont elle peut être mise à l’échelle pour des
opérateurs linéaires plus importants en augmentant le nombre de modes pris en charge par
la fibre. Finalement, nous avons remarqué que notre plateforme de détection reconfigurable
est particulièrement efficace pour les problèmes nécessitant le codage d’un large éventail
d’opérateurs linéaires quantiques. Ici, nous constatons que l’augmentation du nombre de
modes contrôlables et la réduction du bruit externe pourraient potentiellement conduire à
surpasser son équivalent classique.
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Chapter 1

Introduction

Advent of quantum cryptography

The advent of quantum cryptography represents a paradigm shift in cryptography, the science
and the art of secrets, as it promoted the idea that some cryptographic mechanisms could
rely on the laws of quantum physics, and not on mathematical hardness assumptions. It can
be traced back to the late 60s or early 70s, when a young graduate student Stephen Wiesner,
then at Columbia University in New York, introduced the concept of "quantum conjugate
coding" to his friend from their undergraduate days, Charles Bennett [6]. Wiesner’s innova-
tive proposal included the use of quantum states encoded into "conjugate observables," like
linear and circular polarization of light, to create banknotes that couldn’t be counterfeited.
These early concepts, though initially overlooked by the academic world, eventually seeded
the development of quantum cryptography.

A decade later, Charles Bennett together with Gilles Brassard, a cryptologist from the
University of Montreal, proposed the very first Quantum Key Distribution (QKD) scheme
based on Wiesner’s conjugate observables [1]. At its core, QKD is a quantum-based primitive
designed for the secure exchange of a secret—a key—between two parties. Its security
is rooted solely in the fundamental principles of quantum mechanics, ensuring resilience
against future technological advancements or discoveries. Right from the introduction of
their seminal paper, Bennet and Brassard make it clear that their objective is to challenge
classical cryptography, whose security relies on assumptions about the complexity of certain
mathematical problems.

Meanwhile, during the historical Physics of Computation Conference of 1981 [7], Richard
Feynman observed that classical computers fall short in effectively modeling the complex na-
ture of quantum states involving numerous particles, and suggested the development of a new
kind of computer based on the principle of quantum mechanics—a quantum computer. Then,
in 1994, Peter Shor made another revolutionary discovery, showing that quantum computers
could not only simulate quantum phenomena but also offer significant benefits in tackling
classical computational problems [8]. He showed that problems like integer factorization and
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the discrete logarithm problem, traditionally viewed as challenging for classical computers,
could actually be solved efficiently in polynomial time with a quantum computer. Such a
breakthrough inevitably limited the security of vastly used protocols like the Diffie–Hellman
key exchange [9] and Rivest-Shamir-Adleman (RSA) encryption [10] and led cryptographers
to ominously dub the advent of quantum computing as the "quantum cryptocalypse".

Practical quantum-safe cryptography

With the potential rise of technologies like fault-tolerant quantum computers on the hori-
zon [11–14], both the well-established classical cryptography community and the emergent
quantum cryptography community were united in one belief: "we must act now before it’s
too late" [15]. As a matter of fact, classical communications can be fully cloned or copied,
leaving the possibility for harvesting attacks (store now, attack later) as a generic vulnera-
bility.

Two distinct paths, yet not quite mutually exclusive (as will be revealed later–—a little
spoiler), have been envisioned. On one side we have the deployment of quantum cryptography
as a future-proof alternative, vigorously promoted by the quantum community. On the other
side, advocated by the classical cryptography community, there is the idea of replacing the
vulnerable cryptographic protocols with new protocols based on problems that would remain
difficult to solve even for quantum computers [16]. This approach is known as Post-Quantum
Cryptography (PQC).

Over the last three decades, the dynamic rivalry between quantum and post-quantum
cryptography has been extremely stimulating for both parts, fueling outstanding develop-
ments. From a theoretical standpoint, there’s been a fervent push to formalize the security
proofs of QKD protocols [17–20], highlighting the profound distinction between the foun-
dational principles of QKD and the security assurances offered by PQC. Meanwhile, on
the practical front, we have witnessed remarkable strides at the implementation level, such
as the debut of commercial QKD devices [21–28], the deployment of QKD networks both
solely fiber-based [29–31] and supported by ground-satellites free space links [32, 33], or the
development of compact on-chip systems [34,35].

The post-quantum community has also witnessed significant progress, proposing different
approaches such as code-based cryptography [36], lattice-based cryptography [37], multivari-
ate cryptography [38], and hash-based cryptography [39], culminating in the famous NIST
PQC standardization challenge announced at PQCrypto 2016 [40]. This challenge consisted
of four rounds, where several protocols were proposed and analyzed, to select the PQC
schemes that would eventually become industry standards. Surprisingly, some of those pro-
tocols were broken even in the final rounds of the challenge [41, 42], casting doubts about
the reliability of these new approaches. However, to prevent dramatic security issues, the
hybridization of PQC with traditional cryptographic schemes has been promoted [43, 44].
Furthermore, there has been a development of strategies centered around the concept of
"crypto-agility" [45, 46], a methodology for rapidly updating cryptographic standards with-
out significant alterations to the existing infrastructure.
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Crypto crossroads

The relationship between QKD (as well as quantum cryptography at large) and PQC is
complex. While it is undeniable that this competition between QKD and PQC has stimulated
research and development and triggered progress on both sides, there is also a risk it could
evolve into systematic opposition, potentially hindering the advantages that a collaborative
environment could foster.

For instance, national security entities, traditionally aligned with the PQC paradigm,
have pinpointed various challenges in QKD that currently impede its mainstream adop-
tion [47–50]. While some critiques, such as the supposed lack of authentication, or the
risk of denial of service, have been adequately addressed [50, 51], many remain pertinent,
casting shadows on the immediate applicability of QKD. A pressing concern is the need to
enhance performance while minimizing the cost and complexity of the hardware. Therefore,
cost-efficiency is expected to be a central criterion that should guide the design of future
QKD systems, aiming to broaden their applicability. Another important challenge in the
field consists in addressing the discrepancy between the theoretical unconditional security,
sometimes referred to as "absolute security" [52–54], and the more limited security that can
be achieved in practice using current hardware and engineering designs.

This conundrum between the security and practicality of QKD was rightly boiled down
in [55] to the following statement: absolute security implies infinite costs, which in turn
implies zero practical interest. Here, we find ourselves at a crossroads, already identified a
decade ago by Valerio Scarani and Christian Kurtsiefer in their "black paper on quantum
cryptography" [56]: either to keep pursuing the quest for absolute security, while giving
up on any real-world application of quantum cryptography, or to reconsider the absolute
security claims and adopt a balanced viewpoint.

Our approach: building bridges

Naturally, it should come as no surprise that we strongly believe that the quantum cryp-
tography community should not give up on the aspiration of seeing quantum technologies
actively contribute to the world of cybersecurity. Instead, what we propose in this thesis are
two different approaches to bridge the gaps with the classical cryptography community and
avoid the perpetuation of antagonistic positions.

Our first approach consists of adapting a traditional method for vulnerability analysis,
known as Common Criteria [57], to quantum cryptography. This method provides a frame-
work for evaluating the security features and capabilities of information technology products.
The main idea behind our work is to evaluate with a standardized framework the possible at-
tacks to a QKD device, to prioritize the most dangerous attacks, and to help guide the design
and engineering of practical QKD systems towards the highest possible security standards.
This initiative aligns with international efforts toward standardizing security certification for
quantum technologies [58–62], aiming to reduce the gap between theoretical and practical
security.

In the second approach, we consider a hybrid security model, called Quantum Compu-
tational Time-lock (QCT), where we operate under the realistic assumption that breaking
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computationally secure encryption would take a time span far exceeding the coherence time
of current quantum memories. By shifting away from the pursuit of absolute security, we can
then propose key distribution protocols that surpass standard QKD benchmarks. Moreover,
these protocols not only offer improved key rates and loss tolerance but are also provably
secure, as per standard QKD security criteria [17], against adversaries with unbounded
computational power after quantum storage decoherence, offering what is called everlasting
security [2]. Notably, unlike in PQC and traditional cryptography, the security remains
robust against any future technological advancements made by potential attackers.

Outline of the manuscript and main contributions

In the following, we give an outline of the manuscript and briefly discuss our contributions.

Part I: Background

To facilitate the understanding of this thesis, the first part offers an exploration of prelim-
inary concepts within classical and quantum information theory and cryptography, with a
particular emphasis on quantum key distribution.

Chapter 2 – Preliminaries. We start by introducing the notation and the basic notions of
finite-dimensional quantum mechanics in Section 2.1, followed by the necessary background
on Continuous-Variable systems in Section 2.2. Here in particular, we talk about coher-
ent state mapping [63], an abstract mapping scheme to map the prepare-and-measure qubit
protocols to more practical coherent states protocols, which will be used to make the exper-
iment described in Chapter 8 more practical. Moreover, we describe in detail methods for
measuring the quadrature components of a coherent state, usually called coherent detection.
Finally in Section 2.3 we introduce basic tools of classical and quantum information theory
to quantify the information exchanged between Alice and Bob in communication protocols
such as QKD. In particular the concept of conditional min-entropy will be crucial to quantify
the amount of information that might have leaked to an eavesdropper in our quantum key
distribution protocol presented in Chapter 7.

Chapter 3 – Introduction to quantum key distribution. In this chapter, we take a
closer look at quantum key distribution from various angles, including its practical imple-
mentation and security aspects, offering a broad overview. We start in Section 3.1 with a
general introduction to modern cryptography, focusing on its basic principles.

Section 3.2 then presents the general structure of a QKD protocol, and the different
assumptions that must be made to prove security in a rigorous manner. In particular, we
distinguish between the foundational assumptions of QKD, necessary for any type of protocol,
and the more specific trust assumptions on the implementation of the protocol. In Section
3.3 we present two explicit protocols: the BB84 protocol [1], whose presentation is essential
in any introduction to QKD, and the GG02 protocol [64], a Continuous-Variable Quantum
Key Distribution (CV-QKD) protocol for which we will identify some security loopholes in
Chapter 4.
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Section 3.4 focuses on presenting clear definitions of security for QKD and the general
structure of a security proof. We conclude this section with the asymptotic key rate given
by the Devetak-Winter formula [65] in Eq. (3.10), which will be used to compute the key
rate for our quantum key distribution protocol presented in Chapter 7.

Finally, Section 3.5 is devoted to practical implementations of QKD and the possible
vulnerabilities that could arise from imperfect implementations of a protocol. In particular,
we introduce the blinding attack [66], an attack strategy that comprises manipulating Bob’s
single-photon detectors by shining intense light on them. This attack strategy is similar to
the one that we discuss in Chapter 4, this time directed at a homodyne detector—-a device
designed for coherent detection of a single quadrature of an electromagnetic field used for
CV-QKD protocols.

Part II: QKD vulnerability analysis

The second part of the manuscript is devoted to presenting my first research project as
an early PhD student, which focused on the certification of QKD devices. Exploiting the
non-linear response of the homodyne detector near its detection limit, an eavesdropper, Eve,
can launch an attack against CV-QKD devices called saturation attack [67]. It consists of
biasing the noise estimation by actively inducing the saturation of the homodyne detectors.
In this project, we report the first experimental demonstration of a saturation attack against
a running CV-QKD system, ultimately leading to a full security breach. We go beyond
that by explicitly demonstrating the benefits of using well-established methodology from
classical security—Common Criteria, in the context of QKD system security evaluations.
This research led to a journal article [68], a collaborative effort with my former colleagues
at Télécom Paris. Specifically, R. Kumar was responsible for the experimental realizations
of two different variants of the saturation attack. H. Qin and R. Alléaume contributed
by developing the theoretical model for the attack. Meanwhile, I focused on adapting the
Common Criteria general framework to QKD and conducted the attack rating analysis and
evaluation.

Chapter 4 – QKD attack rating. We begin in Section 4.1 with an introduction to the
collective effort at the international level that has been made towards the development of a
standardized approach for security certification. We then proceed by describing in detail the
concept of attack potential—a metric already defined in the Common Criteria framework for
classical devices. This metric aims to evaluate the total effort required by a malicious hacker
to successfully mount an attack against QKD systems. The rating procedure consists of
attributing a numeric value to the attack potential, by summing the contributions from the
different factors shown in Table 4.1. These factors span from the level of technical expertise
required to mount the attack, to the level of sophistication of the equipment used.

Section 4.2 starts with an explanation of the general principle behind a saturation attack,
focusing then on the experimental analysis of two possible implementations using the attack
potential metric. The first and most challenging one is the coherent attack strategy [67] where
Eve resends a coherent displaced signal to induce the detector saturation. Our second attack
strategy consists of the incoherent saturation attack [69], where we shine an independent laser
toward Bob’s coherent receiver. The implementation of this attack is considerably simpler
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and it constitutes a dangerous threat to practical CV-QKD systems, resulting in a lower
attack potential.

Finally, in Section 4.3 we summarize our main take-home message: we should tackle the
challenge of reducing the gap between practical and theoretical security by rating feasible
attacks and prioritizing accordingly the greatest threats.

Part III: Hybrid quantum cryptography from communication com-
plexity

The core of my thesis unfolds in the third section, starting with a quest for new theoretical
quantum cryptographic constructions, developed in partnership with the Institute on the
Foundations of Computer Science (IRIF), at Paris Cité University. Our primary goal is to
propose a key distribution protocol that could surpass standard QKD benchmarks in terms
of both performance and functionalities, basing its security on the QCT security model.

The starting point was to identify some communication problems that would show a
performance gap between classical and quantum strategies. Leveraging the QCT model we
aimed to provide a key distribution scheme that allowed Alice and Bob to exchange a key
performing the corresponding quantum strategy, while an eavesdropper would be reduced
only to classical strategies. Such communication problems have been identified in the general
framework of communication complexity [70] and thoroughly analyzed in Chapter 5. Once
introduced the general framework of communication complexity, we examine in Chapter 6
alternative security models in quantum cryptography, where potential adversaries may have
some additional limitations compared to standard QKD. The last model that we consider
is precisely the QCT model. Finally, in Chapter 7 we propose our final key distribution
scheme. The work described in Chapters 5, 6 and 7 led to an arXiv publication [71] and has
been submitted for journal review.

Chapter 5 – From classical to quantum communication complexity. Section 5.1
introduces the concept of communication complexity in both a deterministic and a random-
ized setting. It involves two parties, Alice and Bob, aiming to compute a function f(x, y)
based on their respective inputs from sets X and Y , using classical or quantum communi-
cation. The communication complexity of a problem is defined as the communication cost
of the optimal protocol, i.e. the amount of bits/qubits necessary to solve a communication
complexity problem with a fixed probability.

Section 5.2 presents an alternative quantity, called information complexity [72] which is
a measure of the minimum amount of information that two parties need to exchange about
their respective inputs to compute a function of both inputs. As it turns out in Chapter 7,
simply having a gap between quantum and classical communication complexity is insufficient
for cryptographic applications within the QCT model. Instead, what is crucial is the presence
of a gap between quantum communication complexity and classical information complexity.
Consequently, we discuss how to link classical information and communication complexity
using compression schemes. In particular, our first original contribution in this chapter has
been to derive the explicit constants in the one-way compression scheme in Lemma 5.2.4,
crucial to derive an explicit key rate formula in our key distribution protocol.

Finally, Section 5.3 focuses on quantum communication complexity problems that show
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an exponential exponential gap between classical and quantum strategies. In particular, we
thoroughly study two different one-way quantum communication complexity problems: the
β-Partial Matching (βPM) problem [3] and the Vector in a Subspace (VS) problem [73].
Our original contributions in this section consist in the derivation of the explicit prefactors
of the classical lower bound for the βPM problem in Theorem 5.3.1, and the analysis of
the best-known classical protocol for both problems, leading to Theorems 5.3.2 and 5.3.3
respectively.

Chapter 6 – Quantum cryptography against a bounded adversary. After a brief
introduction in Section 6.1, we present in Section 6.2 a first alternative security model,
called Quantum Data Locking (QDL) [74], where one assumes in the security proof that an
adversary can perfectly store an unlimited number of qubits in a quantum memory, but only
for a finite period of time. In particular, in this section we introduce the security framework
called strong QDL, where an adversary is assumed to have access to a perfect copy of Alice’s
quantum state.

In Section 6.3 we then introduce the Noisy-Storage Model (NSM), which accounts for
limited and noisy quantum storage resources available to adversaries. Here we discuss dif-
ferent definitions of a "noisy quantum memory", starting from memories only bounded in
size [75], then considering memories with limited classical [76] and quantum [77] capacities,
and how one can prove security under each definition. In particular, in this section we in-
troduce a general theoretical attack called the encoding attack depicted in Figure 6.2. Here,
an adversary has immediate access to some quantum information, and after a time t obtains
some additional classical information. What they can do is to first prepare the initial quan-
tum information for storage while extracting some classical information. Subsequently, the
adversary stores the quantum state using a noisy quantum memory until they have access
to the additional classical information.

In Section 6.4, we then describe the QCT model, introduced in [78]. Alice and Bob
are assumed to have access to a public authenticated classical channel and to an encryp-
tion scheme that provides computational security against any unauthorized (and assumed
computationally-bounded) attacker, but only for a duration tcomp after a ciphertext is ex-
changed on the classical channel. The second assumption is that Eve cannot reliably store a
quantum state during a time larger than tcomp. In particular we assume that she has access
to what we call a (tcomp, δ)-noisy quantum memory, i.e. a time-dependent quantum memory
Φt such that after time tcomp we have ∥Φtcomp − F∥⋄ ≤ δ, where F is a completely mixing
channel and ∥·∥⋄ is the diamond norm [79]. In other words, it is a quantum memory that
is hard to distinguish (parametrized by a parameter δ) from a completely mixing channel,
when it stores a quantum state for a time tcomp or longer.

Our original contribution in this chapter consists in proving Theorem 6.4.1. We show that
the general encoding attack within the QCT model can be simplified to a scenario where the
adversary employs no quantum storage, referred to as the immediate measurement strategy.
Section 6.5 concludes the chapter by summarizing the similarities and differences between
the different security models.
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Chapter 7 – HM-QCT protocol. Now that we have described all the ingredients neces-
sary to construct a key distribution scheme, in Chapter 7 we introduce an explicit construc-
tion for a new key distribution protocol called Hidden Matching Quantum Computational
Time-lock (HM-QCT). It is based on the βPM problem analyzed in Chapter 5, a boolean ver-
sion of the Hidden Matching problem [80]. In this one-way communication problem, Ω(

√
n)

bits of communication from Alice to Bob are required, against only O
(
log(n)

)
qubits, with

n the length of the binary string x that constitutes Alice’s input. In particular, we unlock
the possibility of sending multiple copies of the same state to perform key establishment
with everlasting security [2] with performances that go beyond standard QKD.

Section 7.1 provides a high-level overview of a single round of the HM-QCT protocol,
illustrated in Figure 7.1. Following this, Section 7.2 delves into a more detailed explanation
of how the protocol works, followed by a security analysis in the i.i.d. setting, i.e. a restricted
scenario where the adversary performs the same strategy independently every round. Once
we reduce to an immediate measurement strategy thanks to Theorem 6.4.1, a central result
of our work is the exploitation of the communication gap between quantum and classical
strategies to build a secure key distribution protocol. In particular, the security reduction
to the communication complexity of the βPM problem cannot be done directly. First,
since Alice is sending m copies of the same n-dimensional quantum state, the amount of
information that she is leaking to Eve about the input x is at most m log(n) bits thanks to
the Holevo bound. This simply reduces the security proof to the study of the information
complexity of the classical βPM problem. In particular, through mapping communication
complexity to information complexity in the one-way setting in Lemma 5.2.4, we demonstrate
in Theorem 7.2.1 that Eve’s one-round guessing probability is safely bounded away from 1

when Alice sends O
( √

n
log(n)

)
copies of the quantum state.

Finally, in Section 7.3 we discuss the performance and functionalities of our protocol.
Our results illustrate that the QCT hybrid security model constitutes a promising route to
enhance the capabilities and effectiveness of quantum cryptography, while retaining some core
advantage against classical cryptography: the possibility of providing everlasting security.
In particular, our protocol offers the following benefits.

• Boosted key rates: Security can be achieved while sending up to O
( √

n
log(n)

)
photons

per channel use, overcoming the standard limit of one photon per channel use. The HM-
QCT protocol, based on the βPM problem, can be implemented with two single-mode
threshold detectors, and performance can hence be benchmarked with 2-output-mode
protocols. The fact that security can be achieved with many photons per channel
use leads to asymptotic achievable secret key rates that can be boosted by a factor
O
( √

n
log(n)

)
with respect to BB84 QKD. As illustrated in Figure 7.2, HM-QCT could

moreover overcome the fundamental secret key capacity [81].
• Improved functionalities: A fascinating advantage of enabling multiple copies per

channel use is the potential to consistently hit the classical capacity of one bit per
channel use over relatively short distances, as illustrated in Figure 7.3 — a feat unseen
in standard QKD. Moreover, multiple photons not only offer improved efficiency but
also enable multicast key distribution with up to O

( √
n

log(n)

)
authorized Bobs simulta-

neously.
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• Security with untrusted detectors: Eve’s information can be upper bounded by
only considering the state that Alice inputs and does not require (as in standard QKD)
any information about Bob’s measurement results, as discussed in Section 7.3.3. Conse-
quently, the implementation of Bob’s measurement device is not required to be trusted,
a property analog to measurement-device independent security [82].

Building on our theoretical work on key establishment, whose security and effectiveness hinge
on the ability of two parties to address a one-way quantum communication complexity prob-
lem more efficiently than is possible classically, I performed a (quite challenging) transition
to a hands-on experiment within the walls of the Laboratoire Kastler Brossel (LKB), at
Ecole Normale Supérieure. Here, I had complete access to an experimental platform that
had already been used to simulate two-photon linear networks [83,84].

In this last experimental project, detailed in Chapter 8, we investigate the feasibility of
demonstrating a quantum advantage in communication complexity. We leverage the intricate
mode mixing inherent in multimode fibers by employing wavefront shaping techniques [4, 5]
to tackle quantum communication complexity problems. An article detailing this work is
currently under development.

Chapter 8 – Platform for one-way quantum communication complexity. After
a brief introduction (Section 8.1) on our work, Section 8.2 gives a broad overview of light
propagation through disordered media, such as a multimode fiber. First, we provide a
description of speckle phenomena, mixing properties of a multimode fiber, and wavefront
control of light propagating through complex optical systems. Second, we describe the im-
pact that wavefront shaping has had on cryptography and quantum information processing,
discussing some pioneering approaches in both worlds: from the use of complex media as
unclonable physical functions [85, 86], to their use in QKD [87–89] and in programmable
optical networks [83,84,90,91].

Next, Section 8.3 starts with detailing the experimental setup and its application in
addressing one-way quantum communication complexity problems like the βPM and VS
problem. Following this, we present a theoretical framework and conduct a numerical study
to assess the flexibility and scalability of our optical network.

• Flexibility: Our method enables the implementation of Bob’s detection phase for any
one-way quantum communication complexity problem. It enables the construction of
reconfigurable linear operators, allowing for precise manipulation of both amplitude
and phase of each component, a pictorial representation of our method is presented in
Figure 8.7.

• Scalability: Unlike traditional reconfigurable network designs that rely on cascade
interferometers and suffer from a quadratic increase in components like beamsplitters
and phase shifters with circuit size, our method overcomes these challenges. By simply
engineering multimode fibers with larger diameters, we gain the ability to control more
physical modes, enabling us to configure linear optical networks that can scale in size.

In the last part of this section, we report the experimental realization of the βPM quantum
protocol up to dimension n = 8. In particular, a clear example of how well our platform
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performs the βPM protocol is given in Figure 8.11, where we showcase how a fingerprint can
be transmitted while tracking the number of photons sent. While the results are still far
from being able to show quantum advantage, we further discuss in Section 8.4 directions to
extend this approach to different quantum communication complexity problems, such as the
VS problem, and how we can scale in practice this approach to higher dimensions, to finally
reach a quantum advantage.

Chapter 9 – Perspectives. We conclude our manuscript in this final chapter. Here
we explore some possible future directions stemming from my PhD research. We start
by examining the potential impacts of our new security certification method introduced
in Chapter 4. Next, we consider ways to extend and improve our security proof for the
HM-QCT protocol. Our focus then shifts to the opportunities the QCT could open in the
field of quantum cryptography, exploring potential routes for novel cryptographic methods.
We wrap up with ideas on developing cryptographic constructions with provable security,
leveraging the isotropic mode mixing in complex media such as multimode fibers.
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This chapter begins with an overview of finite-dimensional quantum mechanics and
continuous-variable systems, setting the notations that we will use across the manuscript.
Additionally, we touch upon key concepts from classical and quantum information theory.
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2.1 Introduction to quantum mechanics

Let’s start with an overview of the mathematical framework of quantum mechanics. For
those interested in a deeper exploration, we recommend consulting [92].

2.1.1 Quantum states

A quantum state is the state of a specific physical system. All possible quantum states of the
system belong to a so-called Hilbert space, a complete, complex vector space endowed with an
inner product. A pure state, represented by |ψ⟩, is defined as a unit vector within the Hilbert
space H of the quantum system. The term "pure" indicates that this state encapsulates the
maximum amount of information possible about the system’s quantum state. In other words,
a pure state represents a quantum system with a precisely defined state, with no ambiguity
or uncertainty. An important example is the qubit Hilbert space. This space is spanned by
the basis {|0⟩ , |1⟩}, consisting of two orthonormal vectors. A general qubit pure state can
be expressed as

|ψ⟩ = α |0⟩+ β |1⟩ , (2.1)

where α, β ∈ C and |α|2 + |β|2 = 1. In addition to |0⟩ and |1⟩, Two other important qubit
orthonormal states are |+⟩ := |0⟩+|1⟩√

2
and |−⟩ := |0⟩−|1⟩√

2
. In the literature the basis {|0⟩ , |1⟩}

is often called "z basis" or "computational basis" while {|+⟩ , |−⟩} is called "x basis" or
"Hadamard basis".

.

Mixed states and density matrices

There are situations where the exact state of a quantum system might not be fully known.
For instance, a quantum system might exist in a statistical mixture—not a superposition—
of several possible states |ψi⟩, each with a certain probability pi. This scenario doesn’t
correspond to a pure state, but rather to what’s known as a mixed state. The conven-
tional representation using state vectors isn’t the most efficient way to describe a mixed
state. Instead, quantum mechanics employs an alternative, yet mathematically equivalent,
formulation known as the density matrix.

Density matrix formalism

A density matrix ρ ∈ D(H) for a quantum system is defined through the following
convex sum of projectors

ρ :=
∑
i

pi |ψi⟩⟨ψi| , (2.2)

where pi is the probability that the system is in the pure state |ψi⟩ ∈ H, and D(H)
denotes the set of density operators acting on a finite-dimensional Hilbert space H.

Properties:

i) Tr[ρ] = 1,
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ii) ρ is a positive-semidefinite operatora,
iii) ρ represents a pure state if and only if ρ2 = ρ.
aA linear operator M ∈ L(H) is called positive-semidefinite if ⟨ψ|M |ψ⟩ ≥ 0 for all |ψ⟩ ∈ H. The set

of positive-semidefinite operators acting on a finite-dimensional Hilbert space H is denoted by P(H).

It is important to highlight that various probability distributions can describe the same
mixed state, implying that the states they depict are physically indistinguishable. This
equivalence occurs exclusively when the corresponding density matrices are identical. For
instance, the completely mixed state 1

2
|0⟩⟨0| + 1

2
|1⟩⟨1| is equivalent to 1

2
|+⟩⟨+| + 1

2
|−⟩⟨−|,

with both density matrices being identical. An analogous point is that a global phase factor
eiθ in pure states lacks physical relevance; indeed, the pure states |ψ⟩ and eiθ |ψ⟩ are described
by the same density matrix, ρ = |ψ⟩⟨ψ|.

Multipartite states

To analyze complex quantum systems, it is often convenient to consider a partition into
different subsystems. Mathematically, if we have a collection of n ∈ N subsystems with the
Hilbert space of the i-th quantum system being Hi, then the Hilbert space of the entire joint
system is given by the tensor product of the individual Hilbert spaces Hjoint :=

⊗n
i=1Hi.

We say a state ρsep ∈ D (Hjoint) is separable if it can be written as a convex combination of
tensor products of states from the individual subsystems, that is

ρsep =
∑
i

piρ
(i)
1 ⊗ · · · ⊗ ρ(i)n (2.3)

with
∑

i pi = 1, pi ≥ 0 and ρ
(i)
j ∈ D(Hj) for every i, j. On the other hand, a state that is

not separable is called entangled.
There are instances where we are interested in determining the quantum state of a par-

ticular subsystem, disregarding the states of other subsystems. Consider, for instance, a
bipartite quantum state ρAE, involving two parties - Alice (A) and Eve (E). In such scenar-
ios, we might choose to overlook the subsystems associated with A, focusing solely on the
quantum state pertinent to Eve’s subsystem E. The mathematical operation for focusing on
a specific subsystem’s quantum state, while disregarding others, is called the partial trace.
For a bipartite state ρAE, taking the partial trace over subsystem A is defined as

ρE = TrA[ρAE] :=
∑
a∈A

(⟨a| ⊗ 1E)ρAE(|a⟩ ⊗ 1E), (2.4)

where A constitutes a complete orthonormal basis set for subsystem A.

Classical-quantum states

Consider a classical random variable A with distribution PA on some set A. Since we are
going to treat classical and quantum variables with the same formalism, it is useful to view
A as a particular case of a quantum system. We shall identify the classical values a ∈ A
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with some fixed orthonormal basis |a⟩ on some Hilbert space HA. The random variable A
can then be identified with the density matrix

ρA =
∑
a∈A

PA(a) |a⟩⟨a| . (2.5)

We can extend this representation to hybrid settings where the state ρ(a)Q of a quantum
system HQ depends on the value a of a classical random variable A. Such a state is called a
classical-quantum state, or simply cq-state, and takes the form

ρAQ =
∑
a∈A

PA(a) |a⟩⟨a| ⊗ ρ
(a)
Q . (2.6)

In the context of cryptography, the symbol a typically denotes some (partially secret) classical
string that Alice generates during a quantum protocol [93]. Meanwhile, ρ(a)Q represents the
quantum information that an eavesdropper might collect during the protocol. This quantum
information could potentially be correlated to the string a.

2.1.2 Quantum measurements

A measurement M with outcomes in the set M is a process in which information about the
state of a physical system is acquired by an observer. Mathematically, quantum measure-
ments are defined by a set of measurement operators, denoted as {Mm}m∈M acting on some
Hilbert space H. For a system in state ρ ∈ D (H) just before a measurement, the probability
of obtaining the outcome m ∈ M is expressed by

p(m) = Tr
[
M †

mMmρ
]
, (2.7)

where the measurement operators satisfy
∑

mM
†
mMm = 1. If the outcome m is observed,

the quantum system’s state transforms to

ρm =
MmρM

†
m

Tr[M †
mMmρ]

. (2.8)

POVM measurements

If we are only interested in calculating the probabilities of various measurement outcomes,
without needing to fully understand the changes to the quantum state post-measurement,
the most comprehensive description of quantum measurements is provided by the Positive
Operator-Valued Measure (POVM) formalism. Defining the measurement as a map Π :
M → P(H

)
one can simply rewrite Eq. (2.7) as

p(m) = Tr [Π(m)ρ] , (2.9)

where now the map Π satisfies
∑

m∈M Π(m) = 1. Projective measurements are special class
of measurements where in addition we have Π(m)2 = Π(m) for all m ∈ M.
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2.1.3 Quantum channels

A measurement is just one possible operation that can be performed on a quantum state.
What then constitutes the most general operation that a quantum device is capable of
executing? Mathematically it is described by a linear mapping E : L

(
HA

)
→ L

(
HB

)
which

satisfy the following two properties.

i) E is trace preserving, i.e. for any ρA ∈ L (HA) we have Tr[ρA] = Tr[E(ρA)]

ii) E is Complete Positive (CP), i.e. for any positive-semidefinite operator ρAC the output
state (E ⊗ IC)(ρAC) is also a positive-semidefinite operator, where IC denotes the
identity channel on some auxiliary system C.

These two conditions ensure that all quantum states are mapped to quantum states. We refer
to such operations as Complete Positive Trace Preserving (CPTP) maps or more generally
as quantum channels. A definition similar to the one for cq-states can be used to describe
quantum channels whose outcomes are partially classical. The quantum channel Eclassic :
L
(
H1

)
→ L

(
HA ⊗H2

)
is said to be classical on HA if it can be written as

Eclassic(ρ) =
∑
a

|a⟩⟨a| ⊗ E (a)(ρ) , (2.10)

where for any a ∈ A, E (a) is a trace non-increasing complete positive map from L
(
H1

)
to

L
(
H2

)
, with the additional condition that

∑
a∈A E (a) is trace-preserving. Finally, one should

observe that a measurement on H1 with outcomes in A can be seen as a CPTP map from
L
(
H1

)
to L

(
HA
)

classical in HA.

2.1.4 Distance measures among states and channels

It is a natural question to ask how well a given collection of quantum states can be dis-
criminated by means of a measurement. We start to tackle this problem by introducing the
notion of distance between quantum states.

Definition 2.1.1 (Trace Distance). Let ρ and σ be linear operators in a Hilbert space H.
The trace distance between ρ and σ is defined as

D(ρ, σ) :=
1

2
∥ρ− σ∥1, (2.11)

where ∥ · ∥1 denotes the trace norm, given by ∥A∥1 = Tr
[√

A†A
]

for any linear operator A.

As a matter of fact, the trace distance has a clear operational interpretation as it measures
how distinguishable two quantum states are. Consider a scenario where Alice sends one of
two quantum states, ρ or σ to Bob, with probabilities λ and 1−λ, respectively. Upon receipt,
Bob performs a measurement on the received state to infer whether he was sent ρ or σ. The
maximum probability Pguess with which Bob can guess correctly is achieved by a projective
measurement and it is given by

Pguess =
1

2
+

1

2
∥λρ− (1− λ)σ∥1 . (2.12)
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This result is known as Holevo-Helstrom theorem [94, 95].
Similarly, one can define a notion of distance between quantum channels, called the

diamond norm, offering an analog to the Holevo-Helstrom theorem when it comes to distin-
guishing between pairs of quantum channels [79]:

Definition 2.1.2. Let Φ : L
(
HA

)
→ L

(
HB

)
. The diamond norm is defined as

∥Φ∥⋄ := max
ρ∈P(HA⊗HA):∥ρ∥1≤1

∥(Φ⊗ IA)(ρ)∥1 , (2.13)

where IA denotes the identity channel on the Hilbert space HA.

Let us consider a one-shot discrimination task equivalent to the one for quantum states.
The optimal guessing probability Pguess in distinguishing two quantum channels Φ and Ψ is
now

Pguess =
1

2
+

1

2
∥λΦ− (1− λ)Ψ∥⋄ . (2.14)

Specifically, the optimal measurement for this purpose is a projective measurement, and the
optimal input state is a pure state [79].

2.2 Quantum continuous variables

A quantum system described by observables whose numerical values belong to continuous
intervals is said to be a Continuous Variable (CV) system. In this section, we will introduce
the formalism necessary to study quantum information with the continuous variables of a
bosonic system, such as the electromagnetic field. For an extensive description of CV systems
tailored for quantum information processing, we refer the reader to [96].

2.2.1 Canonical quantization

Let’s consider a continuous variable system as a multimode quantum harmonic oscillator
described by the Hamiltonian

H =
N∑
k=1

ℏωk
(
â†kâk +

1

2

)
, (2.15)

Where ℏ denotes the reduced Planck constant and {ωk}Nk=1 represents the set of angular
frequencies associated with each mode. Considering the bosonic nature of photons, â and â†
are respectively the annihilation and creation operators, with commutation relations

[âk, âk′ ] =
[
â†k, â

†
k′

]
= 0,

[
âk, â

†
k′

]
= δkk′ . (2.16)

The corresponding quadrature operators for each mode are defined as

x̂k :=
1√
2
(â†k + âk), p̂k :=

i√
2
(â†k − âk). (2.17)
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Energy eigenstates

The eigenstates |nk⟩, with eigenvalues ℏωk(nk+ 1
2
), where nk is an integer (nk = 0, 1, 2, ...,∞),

of the Hamiltonian (2.15) are known as Fock states. They are eigenstates of the number
operator Nk = â†kâk

â†kâk |nk⟩ = nk |nk⟩ . (2.18)

The vacuum state of the field mode is defined by

âk |0⟩ = 0 (2.19)

and the state vectors for the higher excited states are given by

|nk⟩ =
(
â†k
)nk

(nk!)1/2
|0⟩ , nk = 0, 1, 2, ...,∞. (2.20)

The Fock space is an orthogonal and complete set of basis vectors for a Hilbert space and
is a very useful representation for systems where the number of photons is not too large.

2.2.2 Coherent states

Coherent states are states belonging to a complete basis of the Hilbert space of a quantized
electromagnetic field, with an indefinite number of photons. Notably, they are the quantum
representation of the light emitted by a laser source high above threshold, such as those em-
ployed in our experiments. These are quantum states that saturate Heisenberg’s uncertainty
principle. Hence, they are usually addressed as classical-like states. Mathematically, they
are generated by applying the unitary Displacement operator

D(α) = exp(αâ† − α∗â), (2.21)

with α an arbitrary complex number, on the vacuum state

|α⟩ = D(α) |0⟩ . (2.22)

Coherent states possess several notable properties that are crucial in quantum information
processing. Firstly, they are eigenstates of the annihilation operator â, satisfying the relation

â |α⟩ = α |α⟩ . (2.23)

They can be represented as a superposition of all Fock states

|α⟩ = e−|α|2/2
∞∑
n=0

αn√
n!

|n⟩ . (2.24)

Consequently, the probability distribution of the number of photons in the state is Poissonian

P (n) = |⟨n|α⟩|2 = e−µµn√
n!

(2.25)

21



with the mean photon number µ = ⟨α|â†â|α⟩ = |α|2 and variance (∆µ)2 = |α|2. Furthermore,
coherent states form a complete set of states, where the completeness relation for these states
is expressed as

1

π

∫
|α⟩⟨α| d2α = 1 . (2.26)

For two coherent states |α⟩ and |β⟩, the scalar product is given by

|⟨β|α⟩| = e
|α−β|2

2 . (2.27)

This indicates that while coherent states are normalized, that is, |⟨α|α⟩| = 1, they differ
from Fock states in that they are not orthogonal, as |⟨β|α⟩| ̸= 0. This lack of orthogonality
means it is impossible to perfectly distinguish between different coherent states, which is a
crucial property for their application in quantum cryptography.

Coherent state mapping

Let’s consider a simple, yet quite general, protocol where Alice prepares an n-dimensional
quantum state

|ψ⟩ =
n∑
k=1

λk|k⟩ (2.28)

and sends it to a second party, Bob, which applies a unitary transformation and performs
a projective measurement on the canonical basis. The pure state |ψ⟩ can be physically
implemented by a single-photon state in superposition over n modes

â†ψ|0⟩ =
n∑
k=1

λk|1k⟩ , (2.29)

where â†ψ :=
∑n

k=1 λkâ
†
k for a collection of creation operators {â1, â2, . . . , ân} corresponding

to n optical modes, and where |1k⟩ is the state of a single photon in the k-th mode.
However, motivated by the difficulty in implementing quantum protocols based on single-

photon encoding, an alternative mapping of such protocols was introduced [63], where, in-
stead of the state in Eq. (2.28), one simply implements a sequence of coherent states over n
optical modes

|α, ψ⟩ :=
n⊗
k=1

|αλk⟩k . (2.30)

The free parameter α fixes the average number of photons across all the n optical modes. In
particular, the probability distribution of the number of photons in each mode is equivalent
to the one obtained by performing the same measurement on many copies of the single-
photon state of Eq. (2.28) where the number of copies is drawn from a Poisson distribution
with mean |α|2.

As we shall see in the next chapters, in this thesis we are interested in quantifying the
amount of transmitted information in a given quantum communication protocol. Typically,
this is based on counting the number of employed qubits. However, when a protocol uses
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physical systems distinct from qubits, one can assess the transmitted information by de-
termining the minimum number of qubits necessary, in principle, to match the protocol’s
performance. In general, the communication cost C of a quantum protocol is defined as

C = log[dim (H)], (2.31)

where H is the smallest Hilbert space containing all the states that can be sent during
the execution of the protocol. While the size of the Hilbert space is easy to calculate in
a single-photon protocol, this is more tricky in a coherent-state protocol. Since distinct
coherent states are linearly independent, one would need a large Hilbert space to contain
all the possible states involved in a protocol. However, it has been proven in [63] that they
effectively occupy a Hilbert state of dimension comparable to the single-photon version.

Theorem 2.2.1. For any state |ψ⟩ in a Hilbert space of dimension n and for any ϵ > 0,
there exists a Hilbert space Hα of dimension nα such that

⟨α, ψ|PHα|α, ψ⟩ ≥ 1− ϵ, (2.32)

log nα = O(log n), (2.33)

and where PHα is the projector onto Hα.

2.2.3 Coherent detection

Here we describe the methods for measuring the quadrature components of a coherent state.
This is usually called coherent detection since it requires combining the signal state with a
strong reference signal called a Local Oscillator (LO). Coherent detection can be divided into
two types of measurements: homodyne detection, where only a single quadrature is measured,
and heterodyne detection, where both quadratures are measured.

The homodyne detection method is represented in Figure 2.1, where the signal mode,
denoted by S, is combined with the LO through a 50/50 beam splitter. The output modes +
and − of the beam splitter are then measured with two detectors, where the photon number
operators for each output mode can be written as

n̂+ =
1

2
(â†S + â†LO)(âS + âLO), (2.34)

n̂− =
1

2
(−â†S + â†LO)(−âS + âLO). (2.35)

The operator Î∆, representing the difference in photocurrents, is then proportional to

Î∆ ∝ n̂+ − n̂− (2.36)

∝ â†S âLO + â†LOâS, (2.37)

where the prefactors are determined by the properties of the detectors. Given that the LO
is an intense classical field with energy levels significantly exceeding a single quantum unit.
This allows us to replace the operators âLO and â†LO with the classical fields ELOe

±iθLO ,
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where θLO represents the phase of the LO. When the signal state is a coherent state |αs⟩ the
expected value of the operator Î∆ can thus be described as

E[Î∆] ∝ ELO ⟨αS|â†Se
iθLO + âSe

−iθLO|αS⟩ (2.38)
∝ ELO ⟨αS|(x̂− ip̂)eiθLO + (x̂+ ip̂)e−iθLO|αS⟩ (2.39)
∝ ELO ⟨αS|x̂

(
eiθLO + e−iθLO

)
+ ip̂

(
e−iθLO − eiθLO

)
|αS⟩ (2.40)

∝ ELO (E[x̂S] cos θLO + E[p̂S] sin θLO) , (2.41)

where in the second line we used the fact that âS = x̂S+ip̂S
2

and â†S = x̂S−ip̂S
2

, while in the
fourth line we used the trigonometric formulas of the sine and cosine. Therefore by selecting
θLO = 0, π, 2π, . . . , we can measure the quadrature xs, whereas for θLO = π

2
, 3π

2
, . . . , we

measure the quadrature pS.

Figure 2.1: Homodyne detection scheme. The signal mode is combined with a strong laser
using a 50/50 beamsplitter. The light intensity at each output of the beamsplitter is recorded
and the difference between these measurements forms the homodyne detection.

Moreover, we define the shot noise N0 as the variance observed in the quadrature mea-
surements when the signal path is blocked. This represents the inherent noise level of the
measurement system, capturing only the noise contributions intrinsic to the detector and the
local oscillator. This usually acts as the standard unit for calibration in continuous-variable
quantum protocols. Similarly, a heterodyne measurement consists of directing the input sig-
nal through a 50/50 beam splitter and performing a double homodyne detection, with one
measurement in each output path [96].

2.3 Information theory

We will now introduce key concepts from both classical and quantum information theory. Our
goal is to provide the necessary tools to measure and understand the information exchanged
between Alice and Bob in communication protocols, such as Quantum Key Distribution
(QKD), and also to evaluate the amount of information that might be intercepted by an
eavesdropper. We refer to [97] for a more in-depth analysis.
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2.3.1 Classical information theory

In the context of information theory, the concept of entropy was first introduced by Shan-
non in his groundbreaking paper [98]. Driven by various questions related to information
theory, his search for a natural measure of uncertainty for a random variable resulted in the
formulation of what is now known as Shannon entropy.

Definition 2.3.1 (Shannon entropy). Let X be a random variable distributed over a finite
set X according to the probability distribution PX . Then, the Shannon entropy of X is

H(X) = −
∑
x∈X

PX(x) logPX(x), (2.42)

where we also define 0 log(0) := 0.

Another interesting quantity is the self-information, or surprisal, symbolized by S. It is
a function that maps events from the set X to R ∪ {−∞}, defined as

S(x) := − logPX(x). (2.43)

Shannon entropy can be seen as the expected value E[S] of the self-information. The latter
measures somehow the level of surprise or unexpectedness an observer experiences when an
event x occurs. The function − log(p) decreases monotonically, dropping to zero at p = 1 and
approaching infinity as p → 0. Thus, events that are certain do not contribute to surprisal,
while those deemed impossible are linked with infinite surprisal. Building on Shannon’s
work, in [99] Rényi proposed a new set of useful entropy definitions that can capture more
than the average surprisal.

Definition 2.3.2 (Rényi entropies). Let X be a random variable distributed over a finite set
X according to the probability distribution PX and Let α ∈ [0, 1)∪ (1,∞). Then, the α-Rényi
entropy of X is defined as

Hα(X) :=
1

1− α
log
∑
x∈X

PX(x)
α , (2.44)

Additionally, the case α = 0 and the limiting cases are defined as

i) H0(X) := log |X |,

ii) H1(X) := H(X),

iii) H∞(X) := minx∈X (− logPX(x)).

The measures H∞ and H0 are known as the min-entropy and the max-entropy, respectively,
and we denote them by Hmin and Hmax. In particular, we have that

Hmax(X) ≥ H(X) ≥ Hmin(X) . (2.45)
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Furthermore, we can quantify the amount of information shared between two random
variables X and Y , with distribution PXY ∈ ∆(X ×Y)1 and marginal distributions PX and
PY respectively, by means of the mutual information

I(X : Y ) := H(X)−H(X|Y ) , (2.46)

where H(X|Y ) := −
∑

x,y PXY (x, y) log
(
PXY (x,y)
PX(x)

)
is the conditional entropy.

2.3.2 Quantum information theory

Now we introduce a generalization of Shannon entropy for quantum states, called the von
Neumann entropy. The von Neumann entropy of ρ ∈ D(HA) is

H(A)ρ := −Tr[ρ log(ρ)]. (2.47)

One can notice that by considering a classical state we recover back the Shannon entropy.
For a bipartite state ρAB ∈ D(HA ⊗ HB), we define the conditional von Neumann entropy
of system A given system B when the joint system is in the state ρAB by H(A|B)ρ :=
H(AB)ρ −H(B)ρ. We can finally define the quantum mutual information as

I(A : B)ρ := H(A)ρ −H(A|B)ρ (2.48)

From this point forward, we will omit the state subscript when the state is evident from the
context.

Notably, the quantum mutual information of a classical-quantum state ρAQ is an upper
bound of the amount of classical information that an adversary can extract about the classical
system A from measuring the quantum system Q.

Theorem 2.3.1 (Holevo’s Theorem). Given a cq-state ρAQ =
∑

a∈A PA(a) |a⟩⟨a|⊗ρ
(a)
Q , then

for any measurement Π : M → P(HQ

)
on the quantum system Q, the mutual information

between the classical input A and measurement outcome M is bounded by

I(A :M) ≤ I(A : Q) . (2.49)

Another useful quantity in quantum cryptography is the probability of guessing the random
variable A for an adversary holding a quantum system Q, given by

Pguess(A|Q) := max
Π

∑
a∈A

PA(a)Tr[Π(a)ρ
(a)
Q ] , (2.50)

where we maximize over all POVMs Π : A → P(HQ). From Eq. (2.50) we can define
the conditional min-entropy of a classical system given quantum side information, in its
operational formulation [100], as

Hmin(A|Q) := − log(Pguess(A|Q)) . (2.51)

Moreover, the quantum system Q could be formed by different subsystems, say Q1 and Q2,
where Q2 might not be correlated with the classical variable A. In this case one can prove
the following lemma.

1Let S be a set. We use ∆(S) to denote the family of all probability distributions on S.
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Lemma 2.3.1. Let ρAQ1Q2 =
∑

a∈A PA(a) |a⟩⟨a| ⊗ ρ
(a)
Q1

⊗ ρQ2 be a cqq-state2. Then

Pguess(A|Q1Q2) = Pguess(A|Q1) . (2.52)

Proof. Clearly Pguess(A|Q1Q2) ≥ Pguess(A|Q1), so we show the opposite inequality. We have

Pguess(A|Q1Q2) = max
Π

∑
a∈A

PA(a)Tr[Π(a)(ρ
(a)
Q1

⊗ ρQ2)] (2.53)

and
Pguess(A|Q1) = max

Π̃

∑
a∈A

PA(a)Tr[Π̃(a)ρ
(a)
Q1
] . (2.54)

Take any POVM Π acting on the joint system Q1Q2, which is a feasible point for the
optimization defining Pguess(A|Q1Q2). Now define

Π̃(a) := TrQ2 [(1Q1 ⊗
√
ρQ2)Π(a)(1Q1 ⊗

√
ρQ2) . (2.55)

This defines a POVM onQ1. To see this note it is positive-semidefinite as (1Q1⊗
√
ρQ2)Π(a)(1Q1⊗√

ρQ2) ∈ P(HQ1⊗HQ2) and the partial trace is a CP map. Finally we have∑
a∈A

Π̃(a) =
∑
a∈A

TrQ2 [(1Q1 ⊗
√
ρQ2)Π(a)(1Q1 ⊗

√
ρQ2)]

= TrQ2 [1Q1 ⊗ ρQ2 ] = 1Q1 .

so Π̃ forms a POVM on Q1. Moreover, we have∑
a∈A

PA(a)Tr[(Π(a)(ρ
(a)
Q1

⊗ ρQ2)] =
∑
a∈A

PA(a)Tr[(1Q1 ⊗
√
ρQ2)Π(a)(1Q1 ⊗

√
ρQ2))(ρ

(a)
Q1

⊗ 1Q2)]

=
∑
a∈A

PA(a)Tr[Π̃(a)ρ
(a)
Q1
] .

Hence, we have Pguess(A|Q1Q2) ≤ Pguess(A|Q1).

A last important quantity in quantum cryptography is the ε-smooth conditional min-
entropy. For any ε ≥ 0 and a given state cq-state ρQE the ε-smooth min-entropy, Hε

min is
defined as the highest min-entropy among all states that are ε-close to ρAQ

Hε
min(A|Q)ρ := sup

σ∈Bε(ρ)

Hmin(A|Q)σ, (2.56)

where Bε(ρ) is the set of states within an ε distance from ρ, based on the purified distance,
an upper bound of the trace distance (see [101] for details).

2A cqq state represents a straightforward extension of a cq state, with a joint system that includes a
classical system alongside two quantum systems.

27



28



Chapter 3

Introduction to quantum key
distribution
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In this chapter, after a brief introduction to modern cryptography, we cover the process
of distributing secret keys through quantum communication. We’ll begin by explaining what
security means in this quantum context and how to quantify the adversary’s knowledge of the
key. Following this, we’ll transition into examining how these protocols are applied in real-
world settings, discussing both their implementation and the practical security challenges
that emerge.
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3.1 Modern cryptography

The 20th century has been a turning point in the history of cryptography. With the advent
of the digital revolution, cryptography transitioned from the realm of manual ciphers and
mechanical devices to the world of algorithms and computers. This section aims to provide,
in a quite informal way, a short overview of how to guarantee secure communication with
modern cryptography. We refer to [102] for a more extensive and formal overview.

3.1.1 Encryption schemes

Historically, cryptography focused on providing secure communication between two parties
who had previously shared some information. This scenario is referred to as symmetric
or secret-key cryptography. In this cryptographic method, a "key" acts as a shared secret
between the communicating parties that can be used to transform the original message, called
plaintext, into an encrypted message, called ciphertext, and vice versa. A bit more formally, a
private-key encryption scheme, or cipher, consists first of a key-generation algorithm, followed
by an encryption algorithm, and finally by a decryption algorithm. These algorithms are
defined as follows:

1. The key-generation algorithm, denoted as Gen, is a probabilistic algorithm that outputs
a key k, chosen according to a specific distribution defined by the scheme.

2. The encryption algorithm, denoted as Enc, takes as input a key k and a plaintext
message m, and outputs a ciphertext c. The encryption of plaintext m using key k is
represented as Enck(m).

3. The decryption algorithm, denoted as Dec, takes as input a key k and a ciphertext
c, and outputs a plaintext message m. The decryption of ciphertext c using key k is
represented as Deck(c).

It is clear that if an eavesdropper obtains the decryption key k and is aware of the decryption
algorithm Dec, then they can intercept and decrypt all messages between the communicating
parties. Therefore, it’s crucial for the parties to keep k confidential. This raises the question:
should Dec and, by extension, the entire set of cryptographic algorithms (Gen and Enc) also
be kept secret? As explained by Kerckhoffs’ principle, the answer is negative. In other
words, the security of the scheme should rely solely on the secrecy of the key.

Today, Kerckhoffs’ principle goes beyond simply suggesting that the security of a crypto-
graphic system shouldn’t rest on keeping its algorithms secret. It actively advocates for these
algorithms to be public. This openness allows for a broader community to scrutinize and
test the cryptographic designs, which not only can strengthen the security of these systems
by identifying and addressing vulnerabilities but also pave the way for creating standardized,
robust cryptographic practices.
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Public-key cryptography

One of symmetric cryptography’s main challenges lies in the distribution of the secret keys
between parties. Clearly, they cannot be directly exchanged through an insecure commu-
nication channel, since an eavesdropping adversary could easily intercept them and copy
them. The initial methods used for key distribution were primarily physical and logistical
rather than based on algorithms with provable security. For instance, the most straightfor-
ward method simply consisted of a direct physical exchange, where the parties would meet
in person to share the secret key or send it via a trusted courier. However, this method
was logistically challenging, especially for geographically distant parties, where excluding
the possibility of interceptions along the way was virtually impossible.

Luckily, the 1970s brought forth a revolutionary solution: asymmetric or public-key cryp-
tography. Pioneered by Whitfield Diffie and Martin Hellman in their paper called "New
Directions in Cryptography" [9], this method introduced a fundamentally different way of
looking at cryptography, introducing the concept of asymmetric cryptography or public-key
cryptography. Unlike symmetric cryptography, in asymmetric cryptography, there are two
separate keys: a public key for encryption and a private key for decryption. Anyone could
encrypt a message using a public key, but only the recipient, who holds the corresponding
private key, could decrypt it.

While this method allows much more flexibility compared to symmetric encryption schemes,
allowing safe communication across open networks, it is significantly less efficient in terms
of communication speed. A nice solution is therefore not to directly use asymmetric cryp-
tography for secure communication, but to use it as a secure key exchange protocol, in
combination with a symmetric encryption scheme. For instance, to encrypt a message m:

1. The sender encrypts a random secret key k with the receiver’s public key to produce
ciphertext c1, enabling only the receiver to decrypt k.

2. The sender then encrypts the message m using k through symmetric encryption, re-
sulting in ciphertext c2 which the receiver decrypts with k.

3.1.2 Basic principles in modern cryptography

Modern cryptography, regardless of its varied techniques or applications, is built upon a set
of fundamental principles. These principles not only underscore the scientific rigor inherent
in the field but also ensure that cryptographic practices are guided by a consistent and robust
framework. In the following, we list the three main principles [102].

1. Principle 1 — Exact security definitions. When addressing any cryptographic
problem the initial step is to establish a rigorous and clear definition of what constitutes
security.

2. Principle 2 — Reliance on precise assumptions. If the security of a cryptographic
mechanism depends on an unverified assumption, it is crucial to precisely articulate
this assumption. Additionally, the assumption ought to be as minimal as possible.
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3. Principle 3 — Rigorous proof of security. Cryptographic mechanisms must be
presented alongside a thorough proof of security. This proof should align with a security
definition outlined in accordance with Principle 1. If any assumption is necessary, it
should be identified following Principle 2.

Regarding a standard definition of security, one usually requires that an adversary should
not be able to derive any information, even if only partial, about the plaintext from the
ciphertext. This is commonly referred to as semantic security [103]. Additionally, the
security definition always includes the range of attacks an adversary might employ. These
can vary from the basic ciphertext-only attack—where the adversary has access only to
the ciphertext and attempts to infer the corresponding plaintext—to the more advanced
adaptive chosen-ciphertext attack. Here, the attacker adaptively chooses multiple ciphertexts
for decryption, then leverages the outcomes to decrypt a specific target ciphertext without
directly querying the oracle about it.

With respect to the possible assumptions used in modern cryptography, the bedrock of
both symmetric and asymmetric cryptographic protocols is their reliance on computational
hardness assumptions. Informally, they refer to the assumption that a particular computa-
tional problem cannot be solved efficiently (i.e. in polynomial time) using any known algo-
rithm, given the current state of technology. While this is a standard approach in modern
cryptographic protocols, it’s important to stress that these are assumptions, not proven facts.
While many problems are believed to be hard based on extensive empirical evidence and the-
oretical analysis, it’s still theoretically possible that efficient solutions could be discovered in
the future.

This brief introduction to modern cryptography concludes here. In the rest of this chap-
ter, we will focus on QKD, analyzing it under the lens of the three principles outlined earlier.

3.2 General QKD protocol

QKD is a quantum communication task that enables two parties, commonly referred to as
Alice and Bob, to create a shared secret key. At its core, a QKD protocol aims for Alice
and Bob to produce identical keys that remain unknown to any malicious eavesdropper,
commonly known as Eve. Before presenting the various steps of a QKD protocol, let’s
introduce the two communication channels used.

• Classical Authenticated Channel (CAC): a classical communication channel with
added security that ensures messages sent between Alice and Bob are authenticated
and unchanged. While the channel does not conceal the content from Eve, who can
read all messages, it guarantees that Eve cannot forge or modify any messages.

• Quantum channel: a channel that allows the transmission of quantum information
between Alice and Bob. Eve has the capability to fully interact with this channel,
potentially affecting the transmitted quantum information.
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3.2.1 Structure of the protocol

The different steps of a QKD protocol can always be partitioned into two phases. The
first one is the quantum phase, where Alice prepares the quantum states according to some
random variables in her laboratory and sends them to Bob, who subsequently measures
them. This is called the Prepare and Measure (PM) scheme1. Crucially, both Alice and Bob
depend on a trusted Random Number Generator (RNG) to provide the randomness essential
for conducting this phase, with the following steps being repeated several times.

1. Quantum communication: Based on a classical random variable extracted by a
RNG, Alice encodes a quantum state and transmits it to Bob.

2. Measurement: Bob then randomly selects one of several possible measurements to
perform on the quantum state and extracts a classical outcome.

In the subsequent classical phase, Alice and Bob utilize the CAC to perform classical post-
processing on their classical variables to generate a pair of identical and secret bit strings,
known as cryptographic keys. Specifically, they execute the following steps.

3. Sifting: They agree on a subset of samples they keep, and discard the rest.

4. Parameter estimation: Alice and Bob randomly select a number of rounds and
announce their outcomes. This comparison allows them to accurately estimate relevant
parameters such as the error rate or the transmittance of the channel, from which they
can bound the amount of information an eavesdropper might have acquired. Should
the estimated parameters be above some predetermined thresholds, they abort the
protocol. If this doesn’t happen, the remaining unrevealed variables can be mapped
to two partially correlated bit strings, known as raw keys.

5. Error correction: Alice and Bob now apply a classical error correction protocol [104]
to transform their partially correlated strings into identical ones. In this thesis, we will
only consider one-way error correction where Alice helps Bob (or vice-versa) correct
his errors.

6. Privacy amplification: In the final step, Alice and Bob use a privacy amplification
technique [105], based on a seeded randomness extractor, to eliminate any knowledge
Eve might have about the key, resulting in a shorter but secure final key.

After finishing the protocol, there are two main outcomes: if Eve has learned too much
information about the key, the protocol aborts. If not, they end up with matching secret
keys they can use to send encrypted messages.

1It turns out that an equivalent Entangled-Based (EB) protocol can always be formulated. In this
protocol, an external source distributes entangled states to both Alice and Bob, who then measure them.
However, in this thesis we will focus only on PM schemes.
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3.2.2 Foundational assumptions and trust requirements

Having analyzed the general steps in a QKD protocol, it’s essential to clarify the assumptions
required to formally prove security. While QKD protocols are frequently touted as offering
"unconditional security", this doesn’t imply they are assumption-free. Instead, this term
contrasts with traditional classical cryptography, highlighting that QKD’s security doesn’t
hinge on any assumptions about the computational capabilities of potential eavesdroppers.
Although most of the assumptions ultimately depend on the type of QKD protocol, certain
foundational assumptions are universally necessary across all protocols.

Foundational assumptions for QKD [107]

1. Correctness of quantum theory. We assume that quantum theory accurately
predicts outcomes of physical phenomena. This assumption is strongly supported
by a vast array of experimental evidence confirming the reliability of quantum
mechanics’ predictions.

2. Existence of free randomness. The protocol assumes the ability to make truly
random number generators. It has been shown in [106] that the existence of free
randomness and the correctness of quantum theory guarantee its completeness, i.e.
there’s no extension of the theory that can provide improved predictions. Notably,
an eavesdropper cannot obtain any more information on the generated key than
what is predicted by quantum theory.

3. No device leaks unauthorized information. We assume that the devices
employed in the protocol do not leak sensitive information beyond what is outlined
in the protocol. This includes, for example, ensuring that raw keys stored on
classical computers are not accessible externally.

Beyond the foundational assumptions discussed, numerous other assumptions regarding the
protocol’s implementation can be made. The more assumptions introduced, the simpler
the security proof becomes, since each known detail about the devices narrows the range
of potential eavesdropper attacks. For instance, assuming devices are leak-proof against
unauthorized information eliminates the need to consider such leaks in the security analysis.
In the literature, we divide the QKD protocols into three main categories based on the as-
sumptions made: Device-Dependent Quantum Key Distribution (DD-QKD), Measurement-
Device-Independent Quantum Key Distribution (MDI-QKD) and Device-Independent Quan-
tum Key Distribution (DI-QKD). A pictorial representation of the assumptions made for each
category is given in Figure 3.1.

In DD-QKD protocols, all devices within Alice and Bob’s labs are considered trusted and
shielded to prevent any information leakage. However, as we will see in Section 3.5.2 and,
more in detail, in Chapter 4, guaranteeing that the QKD devices behave according to the
ideal model is often challenging, opening the way to dangerous side-channel attacks.

A breakthrough in the direction of closing security loopholes at the receiver side was the
proposal of MDI-QKD [82]. In this security framework Alice and Bob each send quantum
states to a central node, which is in charge of performing the measurements. Here, it is
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Figure 3.1: Hardware trust requirements for QKD protocols. Hardware components in or-
ange are those that need to be reliable and work as specified for the security proof. In contrast,
the blue elements are those where no specific assumptions about their internal functioning
and specifications are made. The shield, depicted with a black border, ensures no information
leakage from these devices. We use abbreviations such as TQ for the quantum transmitter, RQ
for the quantum receiver, C for classical, and Q for quantum. The trust models are depicted as
follows: a) for conventional DD-QKD, b) for MDI-QKD, and c) for DI-QKD. Figure adapted
from [78].

assumed that they can flawlessly generate these quantum states within their shielded labo-
ratories, while the central receiving device operates under no such trust assumptions. The
receiver, in fact, could potentially be under the control of an eavesdropper, and its integrity
is not assumed.

In the pursuit of reducing trust assumptions to the bare minimum, DI-QKD [108] emerges
as an ideal solution because it eliminates the need to characterize both the quantum transmit-
ter and receiver. Nonetheless, this approach necessitates the distribution of entanglement
between distant observers, who must also be equipped to carry out rapid, random mea-
surements with extremely high efficiency [109]. Consequently, the complexity involved in
implementing DI-QKD might be excessively challenging for practical implementations. In
the rest of this chapter, we will focus only on DD-QKD protocols.
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3.3 Explicit protocols

Before reviewing specific protocols, it’s important to outline two primary categories defined
by their encoding and decoding techniques. The first type of protocol, called Discrete-
Variable Quantum Key Distribution (DV-QKD), utilizes single photons as the carriers of
information, employing, for instance, varying polarization directions to represent different
qubit states. However, in real-world applications, perfect single-photon sources and detectors
are not available, which could dramatically impact the security of these protocols if they are
not integrated into the security analysis, as discussed later in Section 3.5.2.

This limitation has prompted the development of protocols that encode information in
continuous properties of light, such as the electromagnetic field’s quadrature components,
leading to measurement results with continuous values. These are known as Continuous-
Variable Quantum Key Distribution (CV-QKD) protocols [110]. A remarkable advantage of
these protocols is that they can be implemented using standard telecommunications tech-
nology, the same as what’s employed in classical optical communication. However, encoding
information in a quantum state within infinite-dimensional Hilbert spaces introduces unique
challenges for security analysis in such protocols. This is because many information-theoretic
methods are tailored to DV-QKD and are difficult to extend to continuous variables.

3.3.1 Example 1: BB84

In the 1970s, the entire field of quantum cryptography was only based on one unpublished
paper by Wiesner on a quantum money scheme [111]. This protocol used qubits in the
states {|0⟩ , |1⟩ , |+⟩ , |−⟩} to create and verify banknotes, where their unforgeability was
based on the no-cloning theorem. While the protocol proposed was too simple and could
not guarantee security, the idea of using the computational and Hadamard basis to encode
classical information into a qubit inspired the first and arguably most famous QKD protocol,
the Brassard-Bennet-1984 (BB84) protocol, named after its creators, Bennet and Brassard
[1]. In the following, we give a detailed description of all the steps of the protocol.

1. Quantum communication: Alice first generates a uniformly random string a =
a1, . . . , an ∈ {0, 1}n and a basis string θ = θ1, . . . , θn ∈ {0, 1}n, where θj = 0 represents
the computational basis and θj = 1 the Hadamard basis. Then, she encodes each bit
aj into the quantum state |aj⟩θj = Hθj |aj⟩, with H the Hadamard matrix, and sends
it to Bob.

2. Measurement: Bob chooses a different basis sting θ̃ = θ̃1, . . . , θ̃n ∈ {0, 1}n uniformly
at random. He then measures each j-th qubit received from Alice in the basis θ̃j,
obtaining the outcomes b = b1, . . . bn ∈ {0, 1}n.

3. Sifting: Let S = {j|θj = θ̃j} denote the indices of the round in which Alice and Bob
measured on the same basis. Since only those rounds provide correlated results, they
discard the information for all rounds not in S. An illustration of the protocol up to
this step is represented in Figure 3.2.
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4. Parameter estimation: Alice reveals the substring aP of a corresponding to the
indices in a random subset P ⊆ S to Bob. He then reveals the corresponding substring
bP . Their goal is to use this data to calculate the Quantum Bit Error Rate (QBER),
which measures the fraction of quantum states that produced an incorrect measurement
result out of the total sent by Alice. Mathematically, it is estimated as QBER =
1
|P | |{j ∈ P |aj ̸= bj}|. Finally, if the QBER exceeds some threshold2 they abort the
protocol, otherwise they set aremain = aS\P and bremain = bS\P respectively.

5-6 Error correction and privacy amplification: Alice sends some error-correcting
information c across the CAC to Bob, who corrects the error in his string bremain to
obtain a corrected string b̃remain. Finally, Alice and Bob perform privacy amplification
to extract the cryptographic keys kA and kB respectively.

Figure 3.2: BB84 illustration. Here the computational basis is represented as {↕,↔}, while
the Hadamard basis is { , }. In this example, even after sifting, some errors could still occur.
This can be due to some external noise or due to a malicious eavesdropper. Figure inspired
by [113].

3.3.2 Example 2: GG02 protocol

The Grosshans-Grangier-2002 (GG02) protocol [64], named again after its inventors, Grosshans
and Grangier, was the first CV-QKD protocol to employ weak coherent states. In this pro-
tocol, Alice prepares a coherent state |α⟩ for each transmission, where the state follows a
complex Gaussian distribution with each quadrature characterized by a variance VA. Bob
then randomly selects which quadrature to measure using homodyne detection. Here to

2For the BB84 protocol the threshold is 11%, corresponding to the maximum error rate that we can
tolerate when Eve is executing an optimal attack [112].
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quantify the interaction of the eavesdropper on the quantum states they estimate the chan-
nel’s transmission T and the so-called excess noise ξ. Notably, considering additive Gaussian
noise, Bob’s outcome will still be a Gaussian variable with variance

VB = ηTVA +N0 + ηbTξ + νele . (3.1)

This variance includes shot noise N0, electronic noise of Bob νele, and Bob’s efficiency ηb, all
of which are pre-calibrated values, measured before launching the protocol. We now give a
detailed description of all the steps of the protocol.

1. Quantum communication: Alice generates 2n random variables from a normal
distribution with zero mean and variance VA: q1, p1, . . . , qn, pn ∼ N (0, VA). She then
prepares and sends n coherent states |q1 + ip1⟩ , . . . , |qn + ipn⟩ to Bob through the
quantum channel.

2. Measurement: Upon receiving each state, Bob randomly selects a quadrature, q or
p, for homodyne measurement and obtains n classical outcomes b = b1, . . . , bn ∈ Rn.

3. Sifting: He informs Alice of his quadrature choices. Alice retains the corresponding
data, qi or pi, as ai for each state, obtaining the outcomes a = a1, . . . , an ∈ Rn.
Consequently, after sifting, Alice and Bob always share n pairs of correlated classical
variables (a1, b1), . . . , (an, bn).

4. Parameter estimation: They select a random subset P of m indices3 {i1, . . . , im} ⊂
{1, . . . , N} and publicly disclose the associated data (ai1 , bi1), . . . , (aim , bim). Using this
data, they estimate the quantum channel’s transmission T and excess noise ξ.

5-6. Error correction and privacy amplification: Alice and Bob then apply error
correction methods [114], similar to those that are used in the telecom industry, to
agree on a shared binary string z. An important detail is that they use a method
called reverse reconciliation, meaning Bob is the one who sends the needed classical
info c to Alice over the CAC. Finally, they perform standard privacy amplification to
extract the identic cryptographic keys kA and kB, respectively.

The GG02 protocol was later improved to a no-switching version [115], where Bob performs
heterodyne detection on both quadratures simultaneously. There are also several ways to
potentially improve the performance of this protocol. For instance, opting for discrete mod-
ulation [116, 117] could simplify the post-processing steps, as opposed to using Gaussian
modulation. Additionally, filtering out excessively noisy data through postselection [118]
might also increase the overall performance.

3Note that, compared to BB84, the size of the subset P can be fixed a priori, since after the sifting Alice
and Bob always end up with n random variables each.
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3.4 Secure quantum key distribution

3.4.1 Security definitions

A quantum key distribution protocol consists of a sequence of steps executed by two honest
participants, Alice and Bob, to satisfy two primary objectives by the end of the protocol.

i) Correctness : the keys generated by Alice and Bob, denoted as KA and KB, must be
identical, ensuring KA = KB.

ii) Secrecy : only Alice and Bob should possess any knowledge of the generated key, en-
suring its confidentiality.

Nevertheless, adhering strictly to these objectives can be impractical. Concerning cor-
rectness, the protocol must incorporate a mechanism for termination, allowing either party
to abort the process. This is particularly crucial in scenarios where an adversary, such as
Eve, may completely disrupt the communication channel. To accommodate the possibility
of aborting, we introduce therefore a special symbol ⊥: if either KA =⊥ or KB =⊥, then
the protocol has been aborted. Yet, this alone isn’t sufficient. We must also account for a
small probability, where the protocol could fail in a way that Alice and Bob cannot detect,
preventing them from aborting as needed. Taking all of this in consideration, the concept of
correctness in a key distribution protocol can be formally defined as follows.

Definition 3.4.1 (ϵcor-correctness). A QKD protocol is ϵcor-correct if the following holds.
Let KA and KB denote the user’s outcomes in the protocol. Then

Prob(KA ̸=⊥ ∧KB ̸=⊥ ∧KA ̸= KB) ≤ ϵcor . (3.2)

Concerning the secrecy requirement, one can consider the joint state of Alice’s key KA

in the classical system K and Eve’s quantum system E as a cq-state ρKE. Ideally, in the
absence of any information leakage to Eve, this joint state would be uncorrelated, that is

ρideal
KE :=

1

|K|
∑
k∈K

|k⟩⟨k| ⊗ ρE , (3.3)

where K is the set of possible keys. Nonetheless, practical implementations need to allow
for minor deviations, where the actual state ρreal

KE approximates the ideal state ρideal
KE within

a small trace distance margin. Furthermore, as for the correctness of the protocol, we must
account for the eventuality of abortion. The formal definition is, therefore, as follows.

Definition 3.4.2 (ϵsec-secrecy). A QKD protocol is ϵsec-secret if the following holds. Let
Pr (abort) denote the probability that either Alice or Bob returns ⊥. Then

(1− Pr (abort))D(ρreal
KE, ρ

ideal
KE ) ≤ ϵsec , (3.4)

where ρreal
KE is the joint state of Alice’s output KA and the eavesdropper in an execution of

the protocol and ρideal
KE = 1

|K|
∑

k∈K |k⟩⟨k| ⊗ ρE.
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Finally, by combining these two definitions one gets the so-called ϵ-security definition.

Definition 3.4.3 (ϵ-security). A QKD protocol is ϵ-secure, where ϵ = ϵcor + ϵsec, if it is both
ϵcor-correct and ϵsec-secret.

Since this definition can be rewritten in terms of trace distance, this is also called the trace
distance criterion. Notably, such criterion carries one crucial property: composability [119].
Informally, this means that if a key from an ϵ-secure QKD protocol is used in an ϵ′-secure
task, composability ensures that the whole procedure is at least ϵ+ ϵ′-secure.

One might naturally wonder, what then is the ideal value for the security parameter ϵ?
Ideally, it should be as low as possible, since it indicates the likelihood of a protocol error
going unnoticed. However, reducing this parameter generally leads to higher costs in the
protocol implementation [107]. Commonly, the security parameter ϵ for each generated key
in QKD systems is set between 10−6 and 10−12, balancing security with practicality and cost.

3.4.2 Security analysis

When we model possible attacks, we always consider Eve having complete control over the
quantum channel, enabling her to manipulate it as she wishes. Moreover, she can introduce
any auxiliary states to interact with the signals sent and then carry out measurements on
these states. Generally, we also assume that she has access to quantum memory, allowing
her to store these states and delay her measurements until after gaining insights from the
classical post-processing phase.

Types of attack

One can categorize Eve’s potential strategies into three attack types. See Figure 3.3 for a
pictorial representation.

1. Individual attacks: This is the simplest form of quantum eavesdropping. Eve exam-
ines each quantum state one at a time and stores them in separate quantum memories.
She’s restricted to performing individual measurements on each state, although she
can delay her measurement until after all public communication is complete.

2. Collective attacks: These are similar to individual attacks, with the key difference
being Eve’s ability to perform a joint measurement on all the quantum states she
has accumulated. These are also called independent and identically distributed (i.i.d.)
attacks, since the joint quantum state ρnABE between Alice, Bob, and Eve before any
measurement by Eve has the form ρnABE = ρ⊗nABE.

3. Coherent attacks: These are the most general attack strategies. Eve can now interact
with the entire quantum communication sequence using one single ancilla state in a
large Hilbert space before performing any measurement on the full state.
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Figure 3.3: Attack categories for QKD. a) Individual, b) collective, and c) coherent theo-
retical attacks considered in security proofs. Figured inspired by [120].

Secret key rate

Now we present the formalism necessary to derive the secret key rate of a given QKD protocol.
The secret key rate R is defined as the ratio between the size l of the cryptographic key K
and the number N of quantum signals exchanged during the protocol

R :=
l

N
. (3.5)

In the limit N → ∞ the asymptotic secret key rate is defined as

R∞ := lim
N→∞

R . (3.6)

In a general QKD protocol, after sifting, Alice holds n = Nγsift instances of the classical
random variable A, where γsift is the sifting factor, i.e. the fraction of exchanged symbols
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that is kept in the sifting step. For example, in a standard BB84 protocol, γsift = 1
2
,

since half the times Bob picks the wrong basis. Moreover, in 2000 Shor and Preskil [112]
proved the asymptotic security of BB844, relating its security to entanglement purification
protocols [122]. The asymptotic key rate has the simple form of

RBB84
∞ =

1

2
(1− 2H2(QBER)) , (3.7)

where H2(x) = x log x − (1 − x) log(1 − x) is the binary Shannon entropy. Notably, the
threshold QBER = 11% is the point at which RBB84

∞ reaches 0.
To study a general QKD protocol however, we will focus on a different line of security

analysis based on bounding the conditional min-entropy of a sifted key. We consider for
simplicity the specific case of direct error correction, where Alice helps Bob correct his raw
key An. The size of a ϵ-secure secret key is then given by [123, Lemma 1]

l = Hϵ′

min(A
n|E)− leakEC − 2 log

(
1

2(ϵ− ϵ′ − ϵEC)

)
, (3.8)

for some ϵ′ ≥ 0. Here, leakEC denotes the amount of information that Alice communicates
to Bob during error correction. Moreover, ϵEC denotes the failure probability of the error
correction, which is the probability for Bob to guess the wrong key. Consequently, the main
goal in a security proof is to bound the smooth min-entropy in Eq. (3.8) to estimate the
secret key rate.

Generally, this quantity is rather difficult to compute under the most general coherent
attack. A typical strategy is then to restrict the analysis to collective attacks, for which
powerful numerical tools have been developed [124,125]. Notably, considering i.i.d quantum
states, the smooth min-entropy can be written as a conditional Von Neumann entropy for
one round of the quantum communication, thanks to the so-called asymptotic equipartition
property [126]

H(A|E)ρ = lim
ϵ→0

lim
n→∞

1

n
Hϵ

min(A
n|En)ρ⊗n . (3.9)

Moreover, the quantity leakER/n in the asymptotic limit can be made arbitrarily close to
the Shannon limit H(A|B) thanks to the channel coding theorem [98]. As a consequence,
one can recover the standard Devetak-Winter bound [65] for the asymptotic secret key rate

R∞ = γsift (H(A|E)−H(A|B)) . (3.10)

In DV-QKD security against coherent attacks in a scenario with a finite-size key can
then be deduced using methods derived from the de Finetti theorem [17, 127], the entropic
uncertainty principle [128], or the entropy accumulation theorem [129–131]. Yet, in CV-
QKD, security proofs for the general setting are less mature. In fact, we can only prove
the finite-size security for the GG02 no-switching protocol, thanks to a Gaussian de Finetti
reduction [132].

4Initially their approach was non-composable, but later work [121] showed that it could be readily adapted
to establish composable security.
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3.5 Practical quantum key distribution

3.5.1 Experimental implementations

Before introducing the landscape of experimental implementations of QKD is important to
mention the fundamental limit for point-to-point quantum communication rates, a constraint
imposed by the losses in the quantum channel connecting the two parties. In particular
in [81], this fundamental threshold is defined for a channel with transmissivity η by the
equation

RSKC = − log(1− η) . (3.11)

This is commonly referred to as Pirandola-Laurenza-Ottaviani-Bianchi (PLOB) bound, named
after the authors. To overcome this fundamental rate-loss scaling and achieve long-distance
communication different approaches have been considered.

Quantum repeaters: The first approach is to deploy the so-called quantum repeaters. The
main idea behind quantum repeaters is to divide the quantum channel into smaller segments,
where losses are not too high, and generate entangled pairs between intermediate nodes. By
means of quantum teleportation [133] one can establish a final pair of entangled states over
a long distance, which can then be used to perform key distribution. Yet, despite significant
advancements toward their development [134], the realization of a fully operational quantum
repeater is currently outside the reach of existing technology. The primary issue for quantum
communication applications remains that current quantum memory technology is unable to
store quantum states for the duration required to create an entangled state between two
remote parties.

Twin-fields approach: Recently, a novel phase-encoding MDI-QKD protocol called Twin-
Field Quantum Key Distribution (TF-QKD) was proposed, which does not rely on a quan-
tum memory. Alice and Bob encode their secret bits and bases within the phases of optical
pulses. These pulses are subsequently transmitted to interfere on the beam splitter of an
intermediary node. By delegating the measurement to an untrusted party, the secret key
rate in TF-QKD scales proportionally to √

η, mirroring the performance of a quantum re-
peater network with a singular intermediary node. This advancement has spurred a series
of experiments demonstrating impressive capabilities over long distances [135–137].

Satellite-based QKD: Incorporating low-Earth orbit satellites as intermediary nodes offers
another viable alternative for extending communication distances in quantum key distribu-
tion. These satellites serve as relay points between the two parties who aim to establish
a secret key on the ground. The main advantage of using free-space communication is its
lower susceptibility to signal loss compared to traditional optical fiber channels, especially at
higher altitudes. With this approach quantum communication at the intercontinental level
results feasible. For instance, in [138], they established a free-space link of over 7,600 km, suc-
cessfully connecting China and Europe. Unfortunately, the communication speeds achieved
are currently too low for real-world commercial use, calling for technological advancements,
especially in detection systems [139], as well as innovations in security proofs [140].

However, the effort of the QKD community is not solely on establishing connections between
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extremely distant users; there is also a significant emphasis on improving the overall speed
of key generation, particularly for users within metropolitan distances. The current record
for the fastest key rates with finite-size security and security parameter ϵ = 10−10 was set
in [141], implementing a DV-QKD protocol with cutting-edge multi-pixel Superconducting
Nanowire Single-Photon Detectors (SNSPDs) that boast exceptionally high counting rates,
achieving 115.8 Mb/s over a 10km optical fiber span.

Meanwhile, CV-QKD systems offer a viable and cost-effective alternative, with the added
advantage of being somewhat compatible with current telecommunications infrastructure.
These systems can currently deliver key generation rates in the range of a few megabits per
second in metropolitan networks, both for Gaussian [142] and discrete [143,144] modulation.

3.5.2 Quantum hacking

Theoretical security proofs constitute a strong conceptual framework to capture the security
properties of QKD protocols. QKD implementations may, however, not fully comply with
the model used in the security proof, leading to security vulnerabilities and the possibility of
launching side-channel attacks. In modern cryptography, side-channel attacks represent any
attack that exploits information derived from the physical implementation of a cryptosystem,
as opposed to attacks leveraging brute force or inherent theoretical weaknesses. Regardless
of their foundation in quantum theory or computational complexity, this issue is a universal
challenge across all cryptosystems. Timing attacks, for instance, pose a risk to both quantum
[145] and classical cryptosystems [146]. We refer to [58, 147, 148] for extended reviews on
quantum side-channel attacks.

The first attack specific to quantum cryptography tackled the implementation of the stan-
dard BB84, where a vulnerability was found in the light source. In particular, QKD systems
would not use true single photon sources, but opt for attenuated coherent pulses instead.
This approach can lead to signals containing multiple photons, where Eve can intercept one
photon for herself and pass the rest to Bob. During the subsequent classical communication
phase, Eve gains knowledge of the encoding basis, allowing her to accurately measure the
photons she intercepted. Even though executing the attack would require currently unavail-
able technologies, such as long-term quantum memories, the discovery of this attack, known
as Photon-Number-Splitting (PNS) attack [149], led to skepticism among researchers about
the feasibility of QKD using weak coherent sources. Fortunately, a perfect countermeasure to
this was found a few years later by modifying the BB84 protocol to include weaker intensity
"decoy states" [52].

Practical side-channel attacks

One of the first feasible side-channel attack to be identified on quantum devices was notably
low-effort for any eavesdropper: in 2001, as reported in [150], specific photon detectors—
namely silicon-based avalanche photodiodes—were discovered to emit light at various wave-
lengths when they detected a photon. This inadvertently emitted light could potentially
reveal which detector was triggered, presenting a rather obvious security loophole. This
attack is somehow linked to a broader category of trojan horse attacks [151], where Eve
typically probes the settings of Alice’s and/or Bob’s devices by injecting light and capturing
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the reflected signal. However, in this instance, such active probing was unnecessary, as the
devices themselves inadvertently disclosed information. Beyond trojan horse strategies, a
variety of hacking techniques have been identified to exploit potential weaknesses of spe-
cific implementations, such as fake-state attacks [152], efficiency mismatch attacks [153], or
time-shift attacks [145], to name a few. Yet, the blinding attack [66] stands out as one of
the most impressive for its simplicity and effectiveness, marking quantum hacking as both
a significant academic research area and a key consideration for the commercial deployment
of QKD systems.

Figure 3.4: Illustration of the detection of Eve’s resent pulsed in the blinding attack. a)
When Eve and Bob choose the same measurement bases and Eve detects a bit value of 0,
her pulse is directed towards detector 0. The resulting current exceeds the threshold current,
triggering a detection event. b) If Eve and Bob select different bases, Eve’s pulse spreads its
power equally between both detectors. Since the current in each detector remains below the
threshold, no detection event occurs. Figure from [66].

In a blinding attack, Eve can manipulate Bob’s single-photon detectors by shining intense
light on them, switching their operational mode from the single-photon sensitive Geiger mode
to a less sensitive linear mode, a process known as detector blinding. Once blinded, the
detectors only respond to very bright pulses. This allows Eve to execute an intercept-and-
resend attack without raising the QBER. She intercepts the states from Alice and measures
them on a random basis. She then resends her detection results to Bob, but instead of
sending pulses at the single-photon level, she sends pulses with tailored brightness just above
the triggering threshold for the linear mode. If Eve matches Bob’s measurement basis, the
entire pulse is directed to a single detector leading Bob to register a click as if the channel
were eavesdropper-free. Moreover, if Eve’s basis differs, she still prevents the introduction
of additional noise, since the pulse’s power is split between both detectors, with neither
receiving enough to register a detection. This scenario is depicted in Figure 3.4.
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Part II

QKD vulnerability analysis
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Chapter 4

QKD attack rating
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Inspired by the methodology used for classical cryptographic hardware, this chapter
introduces the concept of attack ratings within the scope of QKD security assessments.
We demonstrate the practicality of this method through a detailed vulnerability analysis of
a CV-QKD system, focusing on its resilience against two distinct attack strategies.
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4.1 Introduction

4.1.1 Road to certified quantum infrastructures

The maturity of the field of quantum communication is reflected in the recent development of
impressive QKD networks, such as the one developed in China [32], as shown in Figure 4.1.
This network spans thousands of kilometers and links four metropolitan areas. Moreover,
halfway around the world, Europe launched in 2019 the EuroQCI initiative [154] aimed
at deploying a pan-European quantum communication infrastructure in the next 10 years,
connecting strategic public sites.

However, in order to take the final step towards a trusted global quantum infrastruc-
ture, we necessarily need tools to ensure the process of specification, implementation, and
evaluation of quantum devices. To broaden the market of quantum cryptographic technolo-
gies, the need of the hour is, therefore, a standardized approach for security certification.
This undoubtedly constitutes a complex task, requiring the collaboration of experts from
different fields ranging from Information Technology (IT) security, quantum engineering and
theory. Nevertheless, over the last few years, several international standardization organi-
zations have been actively working towards this goal, under the unified Common Criteria
framework: the ETSI Industry Specification Group (ISG) on QKD has been focusing on
many different aspects of QKD implementation security [58] and has recently published the

Figure 4.1: Illustration of the space-ground integrated quantum network in China [32].
it consists of four quantum metropolitan networks located in Beijing, Jinan, Shanghai, and
Hefei, a backbone network that spans more than 2000 km, and ground-satellite quantum links.
This network enables communication between any pair of users, spanning distances of up to
4,600 kilometers.
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first QKD Protection Profile [60], i.e. a document that provides a standardized approach
for the evaluation and the security certification of QKD systems. In parallel, ISO/IEC JCT
1/SC 27, a joint technical committee of the International Organization for Standardization
(ISO) and the International Electrotechnical Commission (IEC), has been working on the
security requirements [61], security evaluation, testing and specification [62] of point-to-point
QKD modules.

In our work we try to give a different perspective, tackling the task of reducing the
gap between practical and theoretical security by rating the feasible attacks and prioritizing
accordingly the greatest threats. As system design and security evaluation are in practice
almost always limited by resources, attacks that are easier to implement should be prioritized,
as they represent the greatest threats. For instance, some attacks on QKD can be realized
with a relatively simple procedure and inexpensive hardware, such as detector blinding attack
[66] that has even been demonstrated on a live QKD connection [155]. Some other attacks, on
the other hand, such as the photon number splitting attack [149] and more generally collective
and coherent attacks on QKD [17], have played a fundamental role in our understanding of
QKD theory. Yet, their implementation requires the ability to store and retrieve single
photons from a quantum memory, potentially over milliseconds or larger timescales, which
is currently out of reach, given the limitations of existing quantum memory technology
[156–158]. Hence, to guarantee a very high security level for QKD, forward-looking methods
and standards in quantum cryptography implementation security shall be adopted, following
a methodology similar to the one used to certify the security of classical crypto-systems [159],
called Common Criteria.

4.1.2 Attack rating methodology

Common Criteria is the set of internationally recognized technical standards and config-
urations for security evaluations of IT products and technology. The terminology and the
concepts deployed in the Common Criteria aim to be as general as possible. Indeed, they are
not intended to restrict the class of IT security problems to which Common Criteria is ap-
plicable, making them well suited to be extended for quantum communication devices, such
as a QKD system. In simple terms, this comprehensive methodology aims at supporting the
needs of three groups with a general interest in the evaluation of the security properties of a
certain Target Of Evaluation (TOE): owners, developers, and evaluators. In particular, what
the owner of the TOE of the device wants is to protect his assets (any possible entity that
he places value upon) from possible threat agents, i.e. someone or something that can abuse
these assets against the interests of the owner. A comprehensive methodology offers general
guidance and metrics to rate the possible attacks against the assets. It also considers both
the likelihood that a threat agent may successfully perform the attack and the magnitude of
the impact that this attack has on the assets. In our rating procedure we shall focus on the
likelihood of an attack, evaluating the total effort required to successfully mount the attack,
called the Attack Potential (AP): the higher the attack potential, the lower the chances of
the attack being performed are. The rating procedure consists in attributing a numeric value
to the attack potential by considering the factors listed in Table 4.1.
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Expertise Window of Opportunity

Laymen 0 Unnecessary/unlimited access 0
Proficient 3 Easy 1
Expert 6 Moderate 4
Multiple experts 8 Difficult 10

Knowledge of TOE Equipment

Public 0 Standard 0
Restricted 3 Specialized 4
Sensitive 7 Bespoke 7
Critical 11 Multiple bespoke 9

Table 4.1: Table for the evaluation of the Attack Potential used in the thesis. Elapsed
time factor has not been considered: see text for explanations. For a complete guide on how
evaluate those factors refer to the Common Evaluation Methodology version 3.1 [57].

• The expertise refers to the level of technical expertise required to successfully perform
the attack. Clearly, an attack that can be mounted by a person with a regular level of
education without advanced knowledge in any specific field should be prioritized.

• The knowledge of the TOE involves, instead, the amount of knowledge of the TOE
design and operation required: retrieving detailed specifications about the device, for
example, might be challenging for an attacker, leading to a higher attack potential.

• Regardless of the information acquired about the TOE, it is possible that, to success-
fully mount the attack, a previous tuning of the hacker’s setup is needed. This aspect
is considered in the window of opportunity, together with possible difficulties on getting
access to the TOE.

• One last remarkable factor is the level of sophistication of the equipment used in the
attack: an attack using equipment easy to obtain and simple to operate is obviously
more dangerous than another attack that would require more advanced equipment.

To coherently consider these different factors and evaluate their contribution to the final
attack potential we assign at each factor one numerical value, following Table 4.1. In order to
guarantee a consistent evaluation with respect to attacks to other TOEs, the different levels
for each factor and their numerical values come from the Common Evaluation Methodology
version 3.1 [57] section B.4, where there is a full description of each possible level. Indeed,
their description is particularly generic, to guarantee a meaningful characterization of an
attack to a wide range of possible TOEs (such as a QKD device).

In the Common Criteria an additional factor is considered to rate the attacks: the elapsed
time, i.e. the time taken to identify a certain vulnerability and to successfully mount the
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attack. To fix a correct timescale, this quantity needs to be compared with the usual time
needed for a countermeasure to be applied. The vulnerability analysis that we report about
in this article, has been performed on a laboratory QKD system. In this context, the main
drivers of the elapsed time such as the product revision lifecycle, or the time during which an
attacker could access the QKD system, cannot be meaningfully defined. For these reasons, we
did not consider the elapsed time factor factor in our evaluation. We should however state
that this factor will become well defined when considering the security of QKD products
deployed on real-world networks and should hence be taken into account in future security
evaluations of QKD, in conformity with Common Criteria.

Moreover, in a complete vulnerability analysis, attack rating is sometimes split in two
steps, for example in the case of smartcards [160]. The identification step is related to the
effort required to create and apply the attack to the TOE for the first time. The exploitation
step is then related to the effort required to apply the attack to the TOE knowing the
techniques developed in the identification step. Both steps lead to a rating, based on the
different factors. For the sake of simplicity, we have not distinguished these two steps in
the present article, but we have just followed the general ground rules provided by Common
Criteria. This can moreover be justified by the fact that the operational context associated
to the exploitation step is essentially missing in the context of laboratory QKD prototype.

Finally, in Table 4.2 we define the semi-qualitative correspondence between rating and
attack difficulty. Attack paths with an AP between 0 and 10 are for example rated as
Basic. Such attacks can be implemented with little effort and therefore constitute very
serious threats. On the other hand, attacks with an extremely high attack potential, rated
here Beyond High, are extremely difficult to implement and therefore constitute less pressing
threats.

Rating AP Range
Basic 0− 10

Moderate 11− 15
High 16− 19

Beyond High 20−∞

Table 4.2: Semi-qualitative scale for attack rating. This scaling is adapted with respect to
the Common Evaluation Methodology [57], taking into account the fact that we consider 4
out 5 factors in our analysis.

This has led us to adapt the rating methodology and the severity scale presented in Tables 4.2
and 4.1 with respect to the original tables from the Common Evaluation Methodology [57].

4.2 CV-QKD vulnerability assessment against saturation
attacks

We now approach for the first time the task of prioritizing the feasible attacks against a
quantum cryptographic device. To illustrate the relevance of this new approach in the
quantum cryptography community, we have implemented and tested two different attack
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strategies for the saturation attack [67, 69] on a working CV-QKD experimental set-up and
evaluated their practical feasibility.

4.2.1 The saturation attack principle

Saturation attack on CV-QKD consists in biasing the excess noise estimation by actively
inducing the saturation of the homodyne detectors. In a CV-QKD system that implements
the GG02 protocol, Alice prepares coherent states of quadratures {XA, PA}, modulates each
quadrature according to a Gaussian distribution of variance VA and centered on zero, and
sends the modulated coherent state to Bob through the quantum channel. Bob randomly
measures one of the quadratures using a balanced homodyne detector. This results in quadra-
ture measurements XB and PB, with variance VB. By correlating sent and measured quadra-
ture values on a fraction of their data, the users estimate channel transmittance T and then
the excess noise ξ. If these values are within the limit for validating the security of the key,
they proceed to key distillation on rest of the data, if not the QKD protocol aborts.

Characterization of homodyne detectors

Balancing the homodyne detector prior to protocol run ensures that the mean of the
homodyne output values remain close to zero, and therefore that the homodyne receiver
is operated in its linear range, except if signals with very large quadrature values are
received at Bob side. In case signals with XB ≪ α1 (respectively XB ≫ α2) are
received, then the detector will saturate and output XB = α1 (respectively XB = α2).
Assuming it is the same for X and P quadrature, we can designate this linearity range
as a quadrature interval [α1, α2] (α1 < 0 < α2).

Figure 4.2: Pictorial representation of how to characterize the linearity range of a
homodyne detector.

A simple procedure to characterize the linearity range of the homodyne detector response
has been proposed in [69]. The key idea is to perform an homodyne measurement
while sending only a local oscillator and investigate how the system behaves under
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varying intensities. What the authors observed is that when approaching or surpassing
the detection limits, response of the detector becomes non-linear to the input signal
quadrature. As a result, the measured variance is effectively reduced compared to the
true quadrature variance of the received optical signals.

The saturation attack comprises of two main steps: intercepting Alice’s signal and resend-
ing a newly prepared signal to Bob with an extra adjustment, which we shall call saturating
tweak, that will force the saturation of the detectors. As we shall see in details in the next
section, we will consider two possible saturating tweaks. The first tweak involves introduc-
ing an additional displacement to the resent coherent state, while the second consists in
multiplexing the resent coherent state with an external incoherent laser.

Now, from the quadrature measurement data obtained from the saturated induced detec-
tor, Alice and Bob estimate channel parameters Tsat and ξsat. To characterize the attack, and
in particular its impact on key rate, we have defined the following conditions for a successful
attack:

i) The attacker, Eve, performs the saturation attack: an intercept-resend attack with a
saturating tweak.

ii) The channel transmission estimation is unaffected (Tsat = T 1 , where T is the channel
transmission in absence of attack).

iii) Alice and Bob obtain a positive key rate from their estimated parameter Tsat and ξsat.

In this scenario, despite Eve launching an intercept-resend attack, which typically would
cause the QKD protocol to terminate because of excessive noise preventing key generation,
the attack goes undetected due to saturation. Consequently, Alice and Bob end up generating
an insecure key, leading to a clear breach in security.

4.2.2 Attack implementation and rating

For the sake of clarity, we can consider that two cooperating eavesdroppers are involved in
the attack: Eveintercept, located near Alice intercepts the signals of quadratures {XA, PA}
and classically communicates the measurement results {XM , PM} to Everesend—located near
Bob as shown in Figure 4.3. Due to the technical restrictions imposed by the laboratory
equipment, the experimental demonstration focused only the resend step of the attack and
model the impact of the measurement associated with the intercept step. {XM , PM} is
deduced from {XA, PA} by simulating a heterodyne measurement, i.e. 3 dB loss factor and
also the addition of a random Gaussian noise of variance 2 shot noise [161].

We will now describe the two main attack strategies for a saturation attack, the reader can
refer to Appendix A for a full description of the experimental setup.

Coherent attack strategy

The signal of quadrature {XE, PE} is resent by Everesend, which we will from here onwards
label as Eve. is experimentally generated, using a setup built around a Sagnac interferometer,

1Alice and Bob might view a sudden alteration in the channel’s transmission as something suspicious.
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Figure 4.3: Scheme for saturation attack. Eveintercept intercepts Alice’s Gaussian modulated
signal of quadratures {XA, PA} and shares her measurement results {XM , PM} through the
classical channel to Everesend. The resent and displaced signal of quadrature {XE , PE} is
measured by Bob’s homodyne detector.

whose functioning is detailed in Appendix A. The role of this set-up is to generate, knowing
the in values {XM , PM}, a displaced coherent state of quadrature {XE, PE} that corresponds
to the encoding of {XM , PM} on a coherent state, to which is applied a coherent gain

√
G/2

in amplitude, and a controlled coherent displacement by a value ∆ = ∆X = ∆P . The Sagnac
loop offers a high phase stability which allows to precisely control ∆ and therefore minimize
the noise. Receiving the displaced coherent state {XE, PE}, Bob randomly measures one of
the quadratures with a balanced homodyne detector, hence obtaining XB or PB. Depending
on the value of ∆, this quadrature measurement will be obtained in the linear or in the
saturated regime. See Figure 4.6 for a pictorial representation.

Figure 4.4 shows the effect of the displacement ∆ on Bob’s experimental quadrature
measurements. The mean value of the homodyne output XB can be shifted towards one of
the detection limit α1 = −2.5V of the detector, for a given displacement setting . Selecting
displacement angle to 225 degree would direct the shift towards the other limit of the linear
range α2 = 3.3V . As can be seen on Figure 4.4, when the detector is operated close to it
linear range limit, then saturation occurs and quadrature variance reduces drastically.

The coherent displacement set-up demands an active feedback routine to compensate
the relative phase drifts between the displaced signal and the local oscillator. Even though
Sagnac loop provides a high stability, as illustrated by the level of control obtained on
Figure 4.4, we could not lower the residual quadrature noise due to imperfect phase drift
compensation below the null key threshold. For example, considering that 2π phase drift
occurring in 1 second, a 500 µs latency in the feedback loop creates about 0.2 degrees of
phase error. This in turn results in 0.23

√
N0 fluctuations in homodyne output and generates

excess noise of about 5N0. This implies that the excess noise ξsat is above the null key
noise threshold value, and prevents the generation of key. In other words, in the current
setup, Alice and Bob would easily detect attack based on coherent displacement. Reducing
the feedback latency such that phase drift remains negligible within the feedback intervals,
could however bring this attacking strategy to meet the attack success conditions.
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Figure 4.4: Scheme for saturation attack. Input signal sent by Eve, with quadrature variance
V ar(XE) = 22N0 with 5 different displacement ∆ values equals to 4.6

√
N0 (black), 28.39

√
N0

(red), 50.87
√
N0 (blue), 83.33

√
N0 (green) and saturation at 106.42

√
N0 (magenta). Displace-

ment creates Bob’s quadrature measurement XB, expressed here in volts, shifts towards the
detection limit–2.5Volts.

Incoherent attack strategy

In order to overcome the implementation difficulties of the coherent displacement strategy,
we have conceived and tested a much simpler strategy, based on incoherent laser pulse
injection [69]. Saturating the homodyne detector with external laser pulse indeed presents
several operational advantages over the previous strategy. First, since it is incoherent with
the local oscillator, an external laser adds only its own shot noise to the excess noise. More
importantly, relative phase drift compensation is not required for keeping the homodyne in
the saturated region. In this strategy, saturation is induced by an intense incoherent laser
pulse sent along with the resent coherent state, see Figure 4.6 for a pictorial representation.

Since optical phase drift compensation is not needed, saturation attack with an incoher-
ent laser pulse can achieve comparatively much better performance in terms of quadrature
stability and noise, and can meet success conditions, provided the channel loss is not too
small (low channel loss makes it more difficult for Eve to succeed in the intercept-resend
attack). The results in terms of excess noise are given in Figure 4.5(a). The excess noise
at Alice has been calculated from the variance of saturated homodyne output experimental
data, at various transmission distances between Alice and Bob. It can be seen that the
excess noise is below the null key threshold, which indicates Eve’s intercept-resend attack
remains untraceable. Figure 4.5(b) shows the maximal value of the final key rate per pulse,
estimated under collective attacks (see Appendix A.4). Note that the condition Tsat = T
cannot be met for a distance below 35 km (see Appendix A.3).
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Figure 4.5: Results of the incoherent attack. (a) excess noise at Alice. Red squares indicate
the null key noise threshold and blue squares indicate the estimated values of ξsat. (b) key
rate. Black squares are simulated values of the final key per pulse while Green squares are
from the experiment. Error bars are one standard deviation of fluctuations among ten smaller
data blocks of size 107. Success condition of Tsat = T can not be fulfilled below 35km.

Figure 4.6: Schematic of both a coherent attack (in green) and an incoherent attack (in
blue) against a CV-QKD protocol. The measured signal is resent with an amplification factor
G and displacement ∆ for the coherent attack. In the incoherent attack, the amplified resent
signal is combined with an incoherent laser using a beam splitter instead.
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Rating of the two attacks

Now that we have defined and studied the two possible attack paths to exploit the saturation
vulnerability of the homodyne receiver, we are ready to use Table 4.1 to evaluate their attack
potential. We assume that the hacker Eve tries to obtain as much information as possible
about the TOE design, i.e. we need to assume that Eve has good knowledge about the
specifications of the main components of the QKD system. Part of this information can
indeed be found easily online. However, some important details might be system-specific
or protected by a non-disclosure agreement between the vendor and the owner of the QKD
system. For this reason, for both attacks, the Knowledge factor for the TOE factor is
evaluated as restricted.

Both attacks rely on the intercept-resend strategy and can in principle be launched in
real-time. However, such online implementations of the attacks require to evaluate the
optimal value of the displacement ∆ and of the gain G (see methods): this can be obtained
by manually tuning Eve’s setup and measuring the excess noise due to displacement, as in
Figure A.3. Assuming a frequent trusted evaluation of the channel loss, this tuning might be
quite challenging, especially in the case of a coherent attack, where the tuning precision is
inevitably limited by the accuracy of the phase locking. As a result, for the coherent attack,
the Windows of Opportunity can be chosen as difficult, while moderate for the incoherent
attack. The main differences between the two attack paths are related to the requirements
in terms of equipment and expertise. As previously explained, the coherent attack requires
Eve to resend a coherent displaced signal while being successfully phase-locked with Alice
and Bob. To achieve this, Eve needs to be an expert in coherent optical communications,
able to control noise at the quantum level and to have access to bespoke equipment. On the
other hand, the incoherent attack only requires Eve to send an incoherent signal, without
worrying about being phase-locked with Alice and Bob: this is reflected in a simplified setup
(Equimpent specialized) and in a lower level of required technical expertise for Eve (Expertise
proficient). From Table 4.1 we hence obtain an attack potential of 26 and 14 for coherent
and incoherent attack respectively. As expected, the coherent attack is rated as beyond high,
while the incoherent attack is only rated as moderate. A summary of the analysis is given
in Table 4.3.

Attack Potential Rating Experimental Results

Exp KoT WoO Equ AP ✓ Noise model characterized

× Attack unfeasible

Coherent
Attack 6 3 10 7 26

Beyond
High

Exp KoT WoO Equ AP
✓ Attack exp. demonstrated

Incoherent
Attack 3 3 4 4 14

Moderate

Table 4.3: Summary of the analysis on the two attacks to the homodyne detection. We have
reported the values for each factor of the attack potential, namely: Exp. stands for Expertise,
KoT for Knowledge of the TOE, WoO for Window of Opportunity and Equ for Equipment.
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4.3 Conclusion

Quantifying the level of security assurance of a QKD device is a complex undertaking that
should be based on a sound and largely recognized methodology. The practical ability to
evaluate QKD security will also require to set up evaluation lab facilities and to train “QKD
security evaluation engineers”, able to conduct penetration testing on QKD systems, both
in terms of software and hardware. In that perspective, the experience accumulated in
the context of classical secure hardware, and in particular the use of the Common Criteria
methodology by the smartcard industry [160] is invaluable.

The main message of this chapter is to point at the relevance of calculating attack poten-
tial to rate attacks against QKD device, following a methodology already in place to evaluate
the security of classical cryptographic hardware. One might however wonder whether this
message should be read negatively, from a QKD viewpoint. Does it imply that the security
QKD can provide essentially compares to the security that can be reached with classical
hardware crypto-systems? We want to argue that this not the case, for fundamental rea-
sons: quantum crypto-systems strongly differ from their classical counterparts and provide
a security advantage that is not only related to the information-theoretic security versus
computational security paradigm. Quantum cryptography is moreover intrinsically based on
models where the inner details of the physical layer are tied to information-theoretic mea-
surable quantities. For instance, a functional QKD system is by definition sensitive to losses
or errors occurring at single photon level. This is in strong contrast with classical systems,
where information is typically encoded over a very large number of particles, such as classical
optical pulses containing many photons. As a consequence, a classical system is oblivious to
leakage occurring at the level of single quanta and cannot match the security level that can
be provided, at least in principle, by a quantum crypto-system.

Considering the interplay between QKD implementation complexity and security also
leads to an important reassessment. Theoretical security and practical security of a given
QKD system may indeed significantly differ, notably when practical security is limited by
engineering constraints. This calls to reconsider the absolute security claims sometimes asso-
ciated with QKD and to adopt a more balanced viewpoint taking implementation complexity
into consideration. We have depicted on Figure 4.7 an case illustrating this situation: we
consider two QKD protocols2, P1 and P2, where protocol P1 has a more advanced secu-
rity proof than protocol P2, therefore allowing to claim a higher security level in theory.
However, it is possible that the protocol P2 has a lower implementation complexity that
P1 and that, for the practically reachable implementation complexity corresponding to the
engineering threshold, the practical security, i.e. the security that can be reached in practice
by the QKD system, is larger with P2 than with P1.

Finally, the use of attack potential in QKD has also implications regarding the security
that can be targeted. In particular, optimizing the security level of a given QKD device
requires to first thwart attacks with the lowest attack potential before focusing on more
complex ones. We have moreover explicitly demonstrated, on a live CV-QKD system, how

2The term protocol has to be understood here in a holistic sense, ranging from the specifications of the
physical implementation of the QKD devices, to the detail of the logical operations that they perform in
order to establish a key.
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Figure 4.7: Pictorial representation of the possible divergence between theoretical (th.)
and practical (pract.) QKD security. A QKD protocol P1 may have a stronger theoretical
security (reachable for a perfect implementation) than another QKD protocol P2. Yet, in
practice, QKD protocols can only be operated below a certain implementation complexity
level materialized by the engineering threshold, and protocol P2 provides a stronger practical
security than protocol P1.

different attacks related to the same theoretical vulnerability - i.e. the non-linear response
of the homodyne receiver - can lead to different attack potentials. For a first attack path,
detector saturation is reached using a coherent displacement. However, the practicality of
this attack is limited due to noise generated from the imperfect phase drift compensation.
The second attack path is on the other hand much more dangerous in practice: shining
a simple external incoherent laser, it allows to drive the homodyne detector in the non-
linear region of its characteristics and to precisely control the excess noise generated from
Eve’s intercept-resend attack, while meeting the conditions defined for the success of the
attack. Adapting existing criteria from IT security to the context of quantum cryptography
is certainly a long and challenging path, but it is essential if we aim to make quantum devices
relevant in the context of cyber security.
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Part III

Hybrid quantum cryptography from
communication complexity
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Chapter 5

From classical to quantum
communication complexity
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In this chapter, we analyze in detail the framework of communication complexity, fo-
cusing on distinguishing between the communication and information costs of a protocol.
Specifically, we will thoroughly examine two quantum communication complexity problems,
the β-Partial Matching and the Vector in a Subspace, which will play a crucial role in the
next chapters.
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5.1 Communication Complexity

Communication complexity is a central model of computation, first defined by Yao [70],
where there are two players, Alice and Bob, who each receive an input: Alice gets x from a
set X and Bob gets y from a set Y . Their goal is to use the allowed type of communication
(either classical or quantum) to compute with high probability the value of f(x, y), where f
is a function (or relation) defining the computational problem that the players have to solve.
Over the years, communication complexity has been extensively investigated across multiple
layout models, which specify the allowed interaction between the players.

i) Two-way (interactive) communication: Players can exchange messages interactively,
until one of them produces the answer.

ii) One-way communication: Only Alice can send a message to Bob. Then Bob needs to
produce the answer based on the message he received and his input.

iii) Simultaneous message passing : Both Alice and Bob send one message to a third par-
ticipant (the referee) who then produces an answer based on these two messages.

To this day, experimental demonstrations of quantum protocols for solving communication
complexity problems have focused on one-way communication [162] and simultaneous mes-
sage passing [163]. Moreover, the main results presented in this thesis, both theoretical
(Chapter 7) and experimental (Chapter 8), are formulated using one-way communication
complexity. However, the beginning of this chapter serves to introduce the reader to the
broader context of interactive communication complexity.

5.1.1 Deterministic protocols

As we will see, randomness plays a pivotal role in communication complexity. Nevertheless,
it is instructive to begin with a scenario where Alice and Bob lack access to any source of
randomness. In such a deterministic setting, before receiving their inputs, Alice and Bob
will agree upon a shared protocol π to estimate the output of a given function.

A rooted binary tree (see Figure 5.1) can be used to describe a protocol π, which is an
algorithm used to generate a conversation between Alice and Bob. Each internal vertex v
has two children and is owned by either Alice or Bob. Furthermore, each internal vertex
v is associated with a function fv : X → {0, 1} or fv : Y → {0, 1}, which maps the input
known to the owner to a bit, that is viewed as a child of v. Given inputs (x, y) ∈ X ×Y , the
protocol’s outcome πout(x, y) is computed as a leaf in the protocol tree. They begin by setting
the current vertex to be the root of the tree. If the current vertex v is owned by Alice (Bob),
she (he) announces the value fv(x) (fv(y)). Both parties then set the new current vertex to
be the child of v indicated by the announced value of fv. This process is repeated until the
current vertex is a leaf, and the leaf is the outcome of the protocol. Therefore, the inputs
(x, y) induce a path from the root of the protocol tree to the leaf πout(x, y), which represents
the conversation between Alice and Bob, as shown in Figure 5.1. The concatenation of all
the bits exchanged during the conversation is often called the transcript of the protocol and
it represented as π(x, y).
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Figure 5.1: Illustration of an execution of a two-way deterministic protocol. Alice sends the
string 01 and Bob answers with the bit 1, allowing to output the final outcome πout(x, y) = 0.
Figure from [164].

The efficiency of the protocol is then quantified by its communication cost.

Definition 5.1.1 (Communication Cost). The communication cost of a protocol π, denoted
by CC(π), is the maximum number of bits that can be transmitted in any run of the protocol.

One can notice that in a deterministic setting the communication cost is the same as the
depth of the protocol tree. This means it is equal to the length of the longest path within
the tree.

5.1.2 Randomized protocols

Now that we have specified what a deterministic protocol is, we can extend the analysis to a
setting where Alice and Bob have access to some source of randomness. We shall therefore
consider two main models:

i) In a public-coin model Alice and Bob can share a public random string r, which can
always be assumed to be uniform over some domain. The transcript π(x, y, r) and the
final output πout(x, y, r) will be then a function of both inputs x, y and the shared
randomness r.

ii) In a private-coin model, instead, Alice and Bob have access locally to a private random
string rA and rB respectively, which, as in the case of the shared randomness, can
always be assumed to be uniform over some domains. The transcript π(x, y, rA, rB)
and the final output πout(x, y, rA, rB) will be a then function of all the inputs and all
the private coins.
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Finally, it can be observed that a randomized protocol can be viewed as a distribution on
deterministic protocols. Furthermore, the communication cost of a randomized protocol is
delineated as the maximum total number of bits transmitted by the players. This maximum
value is determined by considering all possible input selections and the corresponding chosen
randomness. In order to evaluate the accuracy of a protocol in these randomized settings,
one can identify two possible ways of measuring its error probability:

Worst-case A protocol has error ϵ in the worst-case if the probability of the protocol making an
error is at most ϵ on every input.

Average-case Given a distribution on inputs µ, a protocol has error ϵ with respect to µ in the average-
case if the probability of the protocol making an error is at most ϵ when the inputs are
sampled from µ.

Private vs public-coin: Communication cost

One can notice that whenever we are interested on the communication cost, any private-
coin protocol can be simulated by public-coin protocol by revealing the private random-
ness to both parties (both in the one-way and interactive communication setting). More
surprisingly, it turns out that every public coin protocol can also be simulated by a pri-
vate coin protocol with only an additional logarithmic term in the size of the input.

Theorem 5.1.1 (Public-to-Private [165]). For a function f : {0, 1}n×{0, 1}n → {0, 1},
let πpub be a public-coin protocol that computes the function f with a communication cost
c and error ϵ in the worst case, then it can be computed by a private-coin protocol with
a communication cost c+ log(n/ϵ2) +O(1) and error 2ϵ in the worst case.

We are also interested in exploring the relationship between public-coin protocols and
deterministic protocols. In particular, it is well-known that randomness does not provide
any advantage over deterministic approaches when minimizing communication costs in a
distributional setting [164].

Lemma 5.1.1. For a function f : X × Y → Z, a distribution µ ∈ ∆(X × Y)1 and a
parameter ϵ > 0, let π be a public-coin protocol with communication cost CC(π) which
computes f with an error in the average-case no larger than ϵ. Then a deterministic protocol
πdet with communication cost CC(π) exists which computes f with an error in the average-
case no larger than ϵ.

Proof. First, let us notice that by fixing a value for the shared randomness r in the one-way
public-coin protocol π we obtain a deterministic protocol πr. This means that it suffices
to prove that there exists a value r̄ for the shared randomness such that the corresponding
deterministic protocol πr̄ has a communication cost at most CC(π) and an error probability
at most ϵ. First, by Definition 5.1.1 the communication cost of πr is still at most CC(π) for

1We remind the reader that we use ∆(S) to denote the family of all probability distributions on a set S.
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any r in the domain of R. Now we focus on the error probability. First, we write the average
error probability Perr(π) of protocol π as

Perr(π) :=Pr(x,y)∼µ,r∼PR [πout(x, y, r) ̸= f(x, y)] (5.1)

=
∑
x,y,r

PR(r)µ(x, y)(1− δπout(x,y,r), f(x,y)) (5.2)

=
∑
r

PR(r)Perr(πr) , (5.3)

where PR is the probability distribution of the shared randomness, δi,j is the Kronecker
delta, and Perr(πr) :=

∑
x,y µ(x, y)(1− δπout(x,y,r), f(x,y)) is the average error probability of the

deterministic protocol πr. Now, since Perr(π) is at most ϵ, from (5.3) we complete the proof
by noticing that we can always find a value of r such that Perr(πr) ≤ ϵ.

Now that we have defined the various variants of communication complexity problems, we
are finally ready to define the average-case and worst-case complexity of a problem, called
respectively distributional complexity and communication complexity.

Definition 5.1.2 (Distributional complexity). For a function f : X×Y → Z, a distribution
µ ∈ ∆(X × Y) and a parameter ϵ > 0, we define the distributional complexity Dµ(f, ϵ) as
the communication cost of the cheapest deterministic2 protocol for computing f on inputs
sampled according to µ with an error in the average-case no larger than ϵ, i.e.

Dµ(f, ϵ) := min
π:Pr(x,y)∼µ[πout(x,y)̸=f(x,y)]≤ϵ

CC(π) . (5.4)

Definition 5.1.3 (Communication complexity). For a function f : X × Y → Z and a
parameter ϵ > 0, we define R(f, ϵ) as communication cost of the cheapest public-coin protocol
for computing f with error at most ϵ in the worst-case.

R(f, ϵ) := min
π:max(x,y)∈X×Y [Prr∼PR [πout(x,y,r)̸=f(x,y)]]≤ϵ

CC(π) , (5.5)

where PR is the probability distribution of the shared randomness.

Surprisingly, these two definitions are linked by a well-known theorem, namely Yao’s min-
max theorem [70].

Theorem 5.1.2 (Yao’s min-max). Let everything be as defined in the previous two defini-
tions, then

R(f, ϵ) = max
µ

Dµ(f, ϵ) . (5.6)

2One can prove that even in a public-coin model the cheapest protocol is always deterministic directly
from Lemma 5.1.1.
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5.2 Information Complexity

Information complexity is a measure of the minimum amount of information that two parties
need to exchange in order to compute a function in a distributed setting. It generalizes the
concept of communication complexity, which measures the total number of bits exchanged,
by considering the amount of "useful" information in those bits. In essence, information
complexity aims to quantify the inherent difficulty of a computational task by accounting
for the amount of information that must be communicated, rather than simply the number
of bits exchanged.

The concept of information complexity was first indirectly introduced in [166], in the
context of information-theoretic security, focusing on the potential for achieving information-
theoretically secure two-party computation when the information complexity is kept low.
Subsequently, a separate line of research emerged with [167] and [168], establishing lower
bounds on communication complexity by employing information-theoretic reasoning. As we
shall see, this framework can also be useful in the context of quantum cryptography, where
we are concerned about the amount of information leaking to an adversary.

5.2.1 External and internal information

Information complexity is a concept that is analogous to communication complexity, where
the measure of cost is replaced with information cost. The information cost can refer to either
the amount of information exchanged between the two parties, Alice and Bob, referred to as
internal information cost, or, alternatively, it can refer to the extent of knowledge an external
observer without access to the inputs acquires about them, known as external information
cost. For a comprehensive analysis refer to [169] and [170].

Definition 5.2.1 (Information Cost). Let π be a randomized communication protocol on
inputs X ×Y and a distribution µ ∈ ∆(X ×Y). The external and internal information cost
of π with respect to µ denoted by ICext

µ (π) and ICint
µ (π) respectively, are defined as3

ICext
µ (π) := I(Π : XY |R) , (5.7)

ICint
µ (π) := I(Π : X|Y R) + I(Π : Y |XR) , (5.8)

where Π = Π(X, Y,RA, RB, R) describes the transcript of the protocol.

Private vs public-coin: information cost

Definition 5.2.1 considers the general case with a randomized protocol using both public
and private coins. However, one can notice that is always possible to simulate a public-
coin protocol with a private-coin protocol: Alice can disclose part of her private coin
RA to simulate the shared randomness R. Although this exchange increases the total
communication cost, it does not increase the information cost, as the shared random bits
are independent of the input and might not convey any additional information about

3An equivalent formulation can be given by conditioning also on the private randomness RA and RB .
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the input itself. Thus, in terms of information complexity, private-coin protocols can be
at least as powerful as public-coin protocols, being somehow in the opposite situation of
the communication complexity. Remarkably, a converse theorem to Newman’s theorem
has been established in the context of bounded-round protocols in terms of information
complexity [171]. Specifically, any private-coin protocol that consists of q rounds can
be transformed into a public-coin protocol that requires only O(q) rounds and reveals
merely an additional O(q)a bits of information.

aNeglecting logarithmic terms and factors of the communication and information cost.

Similarly to the communication version, we can now define the information complexity
of a problem as the infimum over all possible protocols.

Definition 5.2.2 (Information complexity). Let π be a private-coin protocol on inputs X×Y
and µ ∈ ∆(X ×Y). The external (internal) information complexity of f with error tolerance
ϵ is defined as the infimum of the external (internal) information cost over all private-coin
protocols π for computing f that achieve an error in the average-case no larger than ϵ with
respect to µ:

ICext
µ (f, ϵ) := inf

π: Pr(x,y)∼µ, rA∼PRA
, rB∼PRB

[πout(x,y,rA,rB) ̸=f(x,y)]≤ϵ
ICext

µ (π) , (5.9)

ICint
µ (f, ϵ) := inf

π: Pr(x,y)∼µ, rA∼PRA
, rB∼PRB

[πout(x,y,rA,rB) ̸=f(x,y)]≤ϵ
ICint

µ (π) , (5.10)

where PRA
and PRB

are the probability distributions of Alice and Bob’s private coins respec-
tively.

A set of equivalent definitions can be given in the one-way setting for both communication
and information complexity, where the only difference is that the permitted set of protocols
is constrained to those in which Alice transmits a single message to Bob.

One can notice that the distributional complexity acts as an upper limit on the infor-
mation complexity for any given distribution µ since it is impossible for one bit of commu-
nication to disclose more than one bit of information. Morover, the external information
complexity is always greater than or equal to the internal information complexity. As the
intuition suggests, Alice and Bob know more from the beginning, so they necessarily acquire
less information, resulting in the following lemma.

Lemma 5.2.1 (Hierarchies in a distributional setting [172]). For any function f , distribution
µ and average-case error ϵ,

ICint
µ (f, ϵ) ≤ ICext

µ (f, ϵ) ≤ Dµ(f, ϵ) . (5.11)

Moreover, one of the most notable characteristics of internal information complexity is its
complete additivity when it comes to task composition.

Lemma 5.2.2 (Additivity of internal information complexity). For any function f , distri-
bution µ and average-case error ϵ

ICint
µn (f

n, ϵ) = n · ICint
µ (f, ϵ) , (5.12)
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where we denote by ICint
µn (f

n, ϵ) the internal information complexity for the task of computing
f for n independent input pairs drawn from µ with an average-case error of ϵ for each input
pair.

The fundamental idea underlying the lemma can be traced back to the works of [173],
and it was further developed explicitly in [72, 169, 174]. However, only recently it has been
proven that the same is not true for the external information [172]. As it turns out, the
additivity of the internal information allows one to link the latter with the distributional
complexity, leading to the following result.

Lemma 5.2.3 (Information equals amortized communication [72]). For any function f ,
input distribution µ and error ϵ > 0

ICint
µ (f, ϵ) = lim

n→∞
Dµ(f

n, ϵ) , (5.13)

where limn→∞Dµ(f
n, ϵ) is usually called the amortized communication.

5.2.2 Compression schemes in one-way setting

Now that we have introduced all the standard definitions in the information complexity
setting and some of their properties, we can investigate how to link information and com-
munication complexity using compression schemes. In particular, we will now focus on
techniques that distill a message M transmitted by Alice to Bob to its external information
I(M : XY )4. We will then apply these techniques to map the one-way external information
complexity to the one-way distributional complexity. First, one can immediately notice from
the mutual information chain rule that

I(M : XY ) = I(M : X) + I(M : Y |X) (5.14)
= I(M : X) . (5.15)

Here I(M : Y |X) = 0 holds because the message M is specifically designed to convey
information about Alice’s input X alone, which makes it unrelated to Bob’s input Y once
X is already known. This also implies that one can write the external one-way information
cost of a protocol π with input distribution µ as IC1,ext

µ (π) := I(Π : X). As we shall
see, compression schemes in this context prove to be highly effective. In [175], the authors
demonstrated that it is possible to compress each message of a protocol to approximately its
contribution to the external information cost plus some additional constant term. While the
authors focused only on the asymptotic scaling, we carefully derived all the specific constants
for the compression scheme. We refer to the Appendix B for a description of how to derive
the theorem from [164].

Theorem 5.2.1 (Message compression). Consider a message M sent by Alice, who holds
X, and where M is sampled from some conditional probability distribution PM |X . Alice and

4We are not considering the shared randomness, since this can always be simulated by a private-coin
protocol.
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Bob can use public randomness to simulate5 sending M by sending an expected number of
bits upper bounded by I(M : X) + 1.262 log(1 + I(M : X)) + 11.6. The simulation is one
round (i.e. only Alice has to send information) and without error.

Finally, one can then map the one-way distributional communication complexity to the
external information complexity in a one-way setting, exploiting the message compression in
Theorem 5.2.1, obtaining the result in Lemma V.3 of [175] with explicit constants.

Lemma 5.2.4 (Mapping to information complexity). Let ϵ, δ2 > 0, µ ∈ ∆(X × Y) and
f : X × Y → Z. Then

IC1,ext
µ (f, ϵ) ≥ δ2

2
D1
µ(f, ϵ+ δ2)− 6 ,

where we call D1
µ(f, ϵ) and IC1,ext

µ (f, ϵ) respectively the one-way distributional and external
information complexity of f with error ϵ on inputs sampled according to µ.

Proof. Let f be a function, µ ∈ ∆(X ×Y) be a joint probability distribution over the inputs
of f , and π a one-way private-coin protocol which computes f with error upper bounded by
ϵ such that

IC1,ext
µ (π) ≤ IC1,ext

µ (f, ϵ) + 0.05 . (5.16)
We use Theorem 5.2.1 to deduce a new one-way public-coin protocol π′ such that the average
size of the transcript is upper bounded by

E
(
|Π′|
)
≤ I(Π : X) + 1.262 log(1 + I(Π : X))) + 11.6

and the error probability is at most ϵ. Then we apply the inequality 1.262 log(1+x) ≤ x+0.3
for any x ≥ 0 to deduce

E
(
|Π′|
)
≤I(Π : X) + 1.262 log(1 + I(Π : X))) + 11.6

≤2I(Π : X) + 11.9

≤2IC1,ext
µ (f, ϵ) + 12 ,

where in the last inequality we used (5.16). By using Markov’s inequality, we can create
a new protocol π′′ which is identical to π′ except when the transcript Π′′ has size greater
than 1

δ2
E
(
|Π′|
)
, then the protocol simply aborts. By suitably fixing the public randomness,

thanks to Lemma 5.1.1, we obtain a deterministic protocol which has probability to fail
upper bounded by ϵ+ δ2 and a communication cost at most 2IC1,ext

µ (f,ϵ)+12

δ2
. The lemma then

follows from Definition 5.1.2 (see Eq. (5.4)).

This result forms a key step in our security proof of the quantum cryptographic protocol pre-
sented in Chapter 7. Now the natural question is whether a similar result can be achieved
in the case of internal information complexity: as it turns out, this is a harder problem.
Although there are known compression schemes that effectively simulate the one-way com-
munication by reducing its communication cost to almost the internal information, they
require employing multiple rounds of communication to simulate the message, such as the
scheme presented in [72]. Unfortunately, this prevents us from obtaining a map between
one-way distribution and internal information complexity equivalent to the one in Lemma
5.2.4.

5Instead of sending directly M , Alice and Bob can use their shared randomness to decrease the number
of bits Alice has to send, while Bob can still retrieve completely the message M .
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5.3 Quantum Communication Complexity

Let us now consider a possible extension of communication complexity which make use of
quantum correlations. Yao first introduced this model [70] in the context of a two-way
randomized communication complexity model where both parties are allowed to exchange
quantum states. Subsequently, Cleve and Buhrman [176] proposed an alternative model
where participants could share entangled states and communicate using classical bits. Since
a protocol in the former model can always be converted to the latter thanks to quantum
teleportation [133], for the rest of this thesis we will only consider the case where Alice and
Bob are allowed to exchange quantum states, but they don’t have access any pre-shared
entanglement. Moreover, we will call Q(f, ϵ) the "quantum version" of the communication
complexity R(f, ϵ).

Although quantum communication complexity offers advantages over classical commu-
nication complexity in several scenarios, this is not immediately evident due to Holevo’s
theorem (see Theorem 2.3.1). This theorem stipulates that the information retrieved from n
qubits does not exceed the information retrieved by n classical bits. However, in most com-
munication complexity tasks, the objective is not to identify the input itself (where quantum
communication does not offer an advantage over classical communication), but to determine
a function f of the input. In these cases, quantum communication complexity can provide
significant advantages compared to classical communication complexity [3, 73,177–179].

5.3.1 β-Partial Matching Problem

In this section we shall present the quantum communication complexity problem, called β-
Partial Matching (βPM) problem, for which Ω(

√
n) bits of communication from Alice to

Bob are required, against only O
(
log(n)

)
qubits, with n the length of input x. In particular,

we will analyze the best-known quantum and classical protocols and a lower bound for its
one-way distributional complexity for a particular input distribution µ

βPM
.

Let n ∈ N and define the notation [n] = {1, ..., n}. In the following n will be assumed
to be even. A matching M is a set of pairs (a, b) ∈ [n]2, such that no two pairs contain
the same index, where, each index is called a vertex and a pair of vertices is called an edge.
For example if n = 4 then the set of edges {(1, 2), (3, 4)} or {(2, 3)} are valid matchings
whereas {(1, 2), (2, 3)} are not. See Fig. 5.2 for a pictorial representation. We say M is a
β-matching if in addition |M | = βn. The βPM problem is built around a β-matching M ,
that constitutes part of the input given to Bob. M consists of a sequence of βn disjoint
edges (i1, j1)...(iβn, jβn) over [n]. We will call Mβn the set of all β-matchings on n bits: if
β = 1

2
the matching is called perfect and if β < 1

2
the matching is called partial. M can be

represented as a βn×n matrix with only a single one in each column and two ones per row,
namely at position il and jl for the l-th row of matrix M . Let x ∈ {0, 1}n, applying the
matching M to x leads to the βn-bit string v = v1, ..., vl, ..., vβn where vl = xil ⊕xjl . Finally,
we call aβn a vector of dimension βn with value a in each component. Using the notation
above, we can finally define the βPM problem:
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β-Partial Matching: problem formalization

Alice’s input: x ∈ {0, 1}n.
Bob’s input: M ∈ Mβn and ω ∈ {0, 1}βn.
Promise on the input: given a bit a ∈ {0, 1}, then ω =Mx⊕ aβn.
Communication model: one-way communication between Alice and Bob.
Goal: Bob outputs the bit a with high probability.

We shall call for clarity X := {0, 1}n, y := (M,ω) and Y := Mβn × {0, 1}βn.
Then, one can define the (partial) function βPM : X ×Y → {0, 1} as the function that
randomly picks an element from the vector Mx⊕ ω.

Input distribution: we call µ
βPM

∈ ∆(X × Y) the input probability distribution
uniform over x ∈ {0, 1}n and M ∈ Mβn. The inputs x and M together determine the
βn-bit string v =Mx. To complete the input distribution, with probability 1/2 we set
ω = v and with probability 1/2 we set ω = v̄.

34

1 2

34

1 2

34

21

Figure 5.2: Illustration of a set of perfect matchings for size n = 4. For example, considering

x = 1001, ω = 11, for the first perfect matching in blue we have Mx =

[
x1 ⊕ x2 = 1
x3 ⊕ x4 = 1

]
,

resulting in a = 0.

Best-known quantum protocol

Using a simple quantum protocol, the above task can be solved by transmitting only a
n-dimensional quantum state [3]. Alice sends a uniform superposition of her bits to Bob:

|ψx⟩ =
1√
n

n∑
i=1

(−1)xi |i⟩ . (5.17)

Bob completes his βn edges to a perfect matching in an arbitrary way and measures with
the corresponding set of n/2 rank 2 projectors, where for an edge (a, b) the projector is P =
|a⟩⟨a|+|b⟩⟨b|. With probability 2β he will receive an output corresponding to one of the edges
(il, jl) from his input β-matching M . The state then collapses to 1√

2
((−1)xil |il⟩+(−1)xjl |jl⟩ ,

from which Bob can obtain the bit vl = xil ⊕ xjl using a measurement containing projectors
{|+⟩⟨+| , |−⟩⟨−|}, where |+⟩ = (|il⟩+ |jl⟩)/

√
2 and |−⟩ = (|il⟩ − |jl⟩)/

√
2, and immediately

retrieve the bit a. With probability 1 − 2β, instead, he will receive an output that doesn’t
correspond to any edge of the β-matching M : in this case, he immediately outputs b =⊥,
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Mode
 combiner

Rerouting

Switches

b=0

b=1

�-matching

Switches

Figure 5.3: Illustration of a possible implementation of Bob’s decoding with n = 6 spatial
modes and β = 1/3. In the β-matching part Bob uses his knowledge of M to control each
switch and direct each mode to the corresponding beam splitter (BS). The modes with dotted
lines are blocked instead, since they don’t correspond to any vertex of the partial matching.
Then, in the rerouting part, he reorders the modes based on ω. Finally, thanks to a mode
combiner, he directs the first (second) half of the modes to the first (second) detector.

aborting the protocol. By repeating a constant number of times they can achieve correctness
ϵcor for any small constant ϵcor.

As depicted in Figure 5.3, the final measurement can always be thought as a linear
operator LβBM(y), which represents the β-matching and rerouting part in Figure 5.3, followed
by a projection on two orthogonal subspaces corresponding to b = 0 and b = 1 respectively.
See Appendix C.1.1 for a complete descritption of LβBM(y).

Classical lower-bound and best-known classical protocol

Now that we have introduced the best-known quantum protocol, we present the scaling law
for the lower bound of the one-way distributional complexity of the βPM protocol, showing
an exponential gap in the amount of communication required between quantum and classical
strategies.

Theorem 5.3.1. Let β ∈ (0, 1/4] and µ
βPM

be the input distribution introduced in Section
5.3.1. Then, ∀ϵ ∈ (0, 1

2
]

D1
µ
βPM

(βPM, ϵ) ≥ k(ϵ)
√
n+ d(ϵ) , (5.18)

where

k(ϵ) =
1

50e
√
β

(1
2
− ϵ
)2

and d(ϵ) = 2 log
(1
2
− ϵ
)
+ 2(log(2)− log(5)) . (5.19)
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Proof. A complete description of how to derive this theorem from [3] is given in Appendix
C.1.2.

Moreover, directly from Lemma 5.2.4, we obtain a bound on the external information com-
plexity, which will be a crucial ingredient for the security proof of the key distribution
protocol presented in Chapter 7. Finally, we analyze the best-known classical protocol π

βPM
,

which has already been sketched in [3].

Classical protocol π
βPM

. Alice and Bob can exploit their public randomness to agree on
a subset s := {j1, . . . , jd} ∈ S, where S is the set of all the possible subsets of d indices
in [n]. Subsequently, Alice transmits the corresponding bit values xs := (xj1 , xj2 , . . . xjd) to
Bob. As such, the communication cost of this protocol is d. Consequently, in this protocol,
Bob receives the corresponding d(d−1)

2
edges6. Finally, Bob, by knowing ω, can give the right

answer whenever he gets at least an edge in the matching M and randomly guesses the bit
otherwise.

From our analysis, presented in Appendix C.1.3, we find an upper bound of the error prob-
ability.

Theorem 5.3.2. Let d ∈ N. An explicit one-way public-coin protocol π
βPM

exists with a
communication cost CC(π

βPM
) = d which solves the n-dimensional βPM protocol with an

error probability for any input at most

ϵ
βPM

(d) =
d∑

k=0

(
2βn
k

)(
n−2βn
d−k

)
2
(
n
d

) e−
k(k−1)
4βn . (5.20)

Specifically, we have numerically shown that a communication cost of O(
√
n) is sufficient to

solve the problem with a constant probability for any input distribution. This results in an
upper bound for the one-way distributional complexity of O(

√
n) for any input distribution.

Furthermore, in the context of calculating a non-asymptotic upper bound, one can simply
define

CC⋄(βPM, ϵ) := min{d ∈ N | ϵ
βPM

(d) ≤ ϵ} . (5.21)

From Theorem 5.3.2 and Definition 5.1.2, we then obtain, for any input distribution µ,

D1
µ(βPM, ϵ) ≤ CC⋄(βPM, ϵ) . (5.22)

5.3.2 Vector in a Subspace Problem

The Vector in a Subspace (VS) problem is another communication problem where one party
Alice receives a unit vector x ∈ Rn and Bob receives a subspace H ⊆ Rn of dimension ⌊n/2⌋
such that either x ∈ H or x ∈ H⊥. Their goal is to answer 0 if x is in H and 1 if x is in H⊥.
In particular, we will focus on the case where both the unit vector x and the subspace H are
picked from a uniform distribution, with the promise that x is either in H or H⊥. We call
µ

V S
the corresponding joint distribution.

6Whenever we say that Bob receives an edge, say (j1, j2), it implies that he acquires the bit values assigned
to the corresponding vertices, i.e. (xj1 , xj2).
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Best-known quantum protocol

A one-way quantum protocol is known that only requires O(log n) qubits and no shared
randomness between Alice and Bob [180]. The protocol involves Alice creating a quantum
state

|ψx⟩ =
n∑
i=1

xi |i⟩ (5.23)

and transmitting it to Bob, who then executes a projective measurement onto the subspaces
H andH⊥). In this protocol, Alice’s encoding is based on the relative amplitudes, contrasting
with the βPM quantum protocol where the information is encoded in the relative phases.
On the other hand, Bob’s decoding can also be executed using only two detectors, given that
the VS problem produces a boolean output. As a matter of fact, the decoding process can
be visualized as a random orthogonal matrix coupled with a mode combiner.

Classical lower bound and best-known classical protocol

In the study by Regev et al. [73], the authors established a lower bound of Ω(n1/3) for the
two-way classical distributional complexity when the inputs are derived from the uniform
distribution µ

V S
. However, the lower bound presented in their work is not considered to

be definitive. They propose that a lower bound of Ω(
√
n) is likely to be more accurate. In

support of this conjecture, a restricted version of the problem was examined in the study by
Grupel et al. [181], where they established an optimal lower bound of Ω(

√
n) bits.

What’s even more interesting is that the classical lower bound for the general problem
was extended in a subsequent study [182] to encompass two-way internal information com-
plexity. This marked the first instance of demonstrating an exponential separation between
one-way quantum communication complexity and two-way internal information complexity.
As indicated by Lemma 5.2.1, demonstrating an exponential separation with the two-way
internal information complexity is the most challenging task.

Finally, we analyze the best-known classical protocol π
V S

, sketched in [177].

Classical protocol π
V S
. Let z1, ..., zn be n mutually independent random elements in R,

each chosen according to the normal distribution N (0, n−1), that is, each zi has the normal
distribution with expectation 0 and variance n−1. The distribution of z = (z1, ..., zn) in Rn

is hence multi-normal (we call this distribution ψ). Let k = ⌊2C
√
n⌋, where C is a large

enough constant. let z1, ..., zk be k mutually independent random elements of Rn, each cho-
sen according to the distribution ψ. We assume that both players can see z1, ..., zk (using
their pre-shared secret). Let z ĵ be the element in {z1, ..., zk} with the largest scalar product
with the input vector x ∈ Sn−1 ∩ H (same analysis for H⊥). Alice knows the value of the
index ĵ and sends that index to Bob. Now Bob knows vector z ĵ. He will answer 0 if z ĵ is
closer to H and 1 if z ĵ is closer to H⊥. The total communication cost of the protocol is C

√
n.

Similar to the βPM problem, we only introduce the key theorem here that establishes an
upper boundary for the error probability. The comprehensive derivation of this theorem can
be found Appendix C.2.
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Theorem 5.3.3. Let d be an integer. An explicit one-way public-coin protocol π
V S

exists
with a communication cost CC(π

V S
) = d which solves the n-dimensional VS problem protocol

with an error probability at most

ϵ
V S
(d) = min

t1,t2>0
1−

(
1− e−

(|T |+T )2

8

)(
1− 2e−

t2
2

2

)(
1− 1

t21

)
(5.24)

with T ≡
√

d
π
−
√

4
√
n(t1 + t2) + 2

√
2t1t2.

As in the case of the βPM problem, we notice that a communication cost of O(
√
n)

is sufficient to solve the problem with a constant probability for any input distribution,
resulting in an upper bound for the one-way distributional complexity of O(

√
n). We can

now again obtain a non-asymptotic upper bound by defining

CC⋄(V S, ϵ) := min{d ∈ N | ϵ
V S
(d) ≤ ϵ} . (5.25)

5.3.3 Comparison between the two problems

We now summarize all the bounds we have analyzed for the VS problem and the βPM
problem in Table 5.1.

VS βPM

Lower bounds ICint
µ
V S
(V S, ϵ) = Ω(n1/3) IC1,ext

µ
βPM

(βPM, ϵ) = Ω(
√
n)

Q. upper bounds Q1(V S, ϵ) = O
(
log(n)

)
Q1(βPM, ϵ) = O

(
log(n)

)

C. upper bounds For any input distribution µ:
- D1

µ(V S, ϵ) = O(
√
n)

For any input distribution µ:
- D1

µ(βPM, ϵ) = O(
√
n)

Table 5.1: Comparison of the lower and upper bounds of the VS and βPM problems. We only
present the most powerful bounds for each category: for example, an upper bound on the one-
way distributional complexity implies an upper bound on the one and two-way information
complexities. The color coding of the cells indicates the status of prefactor evaluation: Green
cells represent bounds where prefactors have been evaluated in a noiseless model, yellow cells
indicate evaluations based on a realistic noise model, and red cells are for bounds for which
prefactor evaluations are not currently available. The βPM lower bounds are only valid for
β ∈ (0, 14 ].

However, as we conclude this section, one important question remains open: which of the
two protocols is harder to implement in the classical model? Let’s say we set a target error
probability at 0.2. We can then compare the upper limit of transmitted bits from the best
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classical protocol with the number of transmitted qubits in a one-way quantum protocol.
In particular, we allow Alice to send multiple copies of the same n-dimensional quantum
state. As we’ll explore in upcoming chapters, the ability to send multiple copies to solve
the problem enhances the practicality of the implementation. It allows for compensation for
potential losses and increases resilience to noise. Finally, given m copies sent, the amount of
qubits transmitted is simply upper bounded by m⌈log(n)⌉.

Figure 5.4: Comparison between transmitted bits/qubits for classical and quantum upper
bounds for an error probability of ϵ = 0.2. In a) we compare the upper bound for VS classical
protocol, obtained from Eq. (5.25), with quantum protocols sending up to 66 copies. In b)
we compare the βPM classical protocol for β = 1/4, obtained from Eq. (5.21), with quantum
protocols sending up to 4 copies.

As observed in Figure 5.4, at a fixed size of the problem n, the VS classical protocol
requires to send many more bits compared to the βPM problem. For instance, when consid-
ering n = 100, fewer than 15 bits are required for the βPM problem, in contrast to over 400
for the VS. The plot also illustrates how one could implement the quantum protocol for the
VS problem with several copies of the same quantum state and still outperform its classical
upper bound even for relatively modest values of n (e.g. less than 100).
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Chapter 6

Quantum cryptography against a
bounded adversary
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In this chapter, we examine various security models proposed in quantum cryptography
literature that impose additional constraints on the capabilities of an eavesdropper. In
particular, we present a hybrid security model, introduced for the first time in [78], which
will be utilized in Chapter 7 to construct an everlasting key distribution scheme.
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6.1 Introduction

QKD is renowned for its ability to offer security against adversaries with unrestricted techno-
logical capabilities. These adversaries are assumed to possess boundless resources, including
a universal quantum computer with unlimited computational power and a perfect quantum
memory with infinite capacity. However, it is important to acknowledge that these assump-
tions may be unrealistic given the current state of quantum technology development. This
creates a disparity between the anticipated technological advancements and the capabilities
attributed to Eve.

Alternative security scenarios can be explored to address this disparity, considering the
technological limitations that potential eavesdroppers may face. These are also called physi-
cal assumptions. We examine multiple examples of such security models, exploring the ben-
efits of considering an eavesdropper with imperfect quantum memories. Firstly, we explore
the assumption that Eve can perfectly store an unlimited number of qubits in a quantum
memory, but only for a finite period of time, analyzing a cryptographic construction called
Quantum Data Locking (QDL). Secondly, we consider the Noisy-Storage Model (NSM),
which accounts for limited and noisy quantum storage resources available to adversaries.
However, both QDL and the NSM do not rely on any computational assumptions, but they
force the adversary to store the quantum states by intentionally delaying the classical post-
processing. While such an approach establishes security adequately, it does pose apparent
challenges, particularly when the focus is on enhancing communication speed, which is an
important consideration in practical scenarios.

In the final section of this chapter, we introduce a novel hybrid security model, the
Quantum Computational Time-lock (QCT). This model aims to address the aforementioned
challenges by leveraging both physical and computational assumptions. In particular, we
will analyze its validity and the level of security that it can provide. It’s worth noting that
this model will find practical application in a forthcoming chapter, namely Chapter 7, where
we detail a key distribution protocol operating within the QCT paradigm.

6.2 Quantum data locking

Quantum data locking is a quantum phenomenon that enables the encryption of long mes-
sages using a short secret key while maintaining information-theoretic security. This stands in
stark opposition to classical information theory, where, as per Shannon’s principle, the secret
key’s length must match or exceed the message’s length. This phenomenon can be leveraged
to achieve efficient QKD protocols, given the additional assumption that any adversary pos-
sesses quantum storage of infinite capacity, but can only maintain quantum information for
a restricted period of time.

6.2.1 General protocol

A typical QDL protocol requires a sender (Alice) and a receiver (Bob) to have access to
a short pre-shared secret k, which is used to agree on a code, for example a set of basis
vectors. Alice can then send encrypted information to Bob by applying the corresponding
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unitary transformation Uk. Since it knows the secret k, Bob can then apply the inverse
transformation U−1

k , followed by a measurement in the computational basis. This process is
illustrated in Fig. 6.1.

Figure 6.1: QDL protocol’s circuit layout. Alice and Bob already possess a shared secret
key k. Alice utilizes this key to encrypt her message using a unitary operation Uk. Bob, on
the other hand, decrypts by performing the reverse operation U−1

k . Figure from [183].

More formally, one can divide a general QDL protocol into 5 main steps.

QDL protocol steps

1. Unitary set agreement: Prior to any quantum communication, both Alice and
Bob agree on a set of K unitary matrices, represented as {Uk}k=1...K . Each matrix
in this set represents a distinct basis within the Hilbert space of dimension d. The
elements of the computational basis are symbolized by {|j⟩}j=1...d, and applying
the unitary Uk to this basis results in {Uk|j⟩}j=1...d.

2. Unitary selection: Using a secret key that is logK bits long, Alice selects a spe-
cific unitary transformation from the shared set. This transformation corresponds
to a particular basis among the K agreed-upon bases.

3. Quantum encoding: From her chosen basis, Alice selects M vectors, labeled as
{Uk|ja⟩}a=1...M . These vectors act as her quantum encoding method to transmit
logM bits of classical information through the channel. This transposition of clas-
sical data into quantum system Q can be characterized by the classical-quantum
state
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ρkAQ =
1

M

M∑
a=1

|a⟩⟨a| ⊗ Uk|ja⟩⟨ja|U †
k . (6.1)

4. Quantum decoding: Bob applies the inverse unitary U †
k and then measures in

the computational basis.

5. Error correction: Alice and Bob can communicate reliably over a noisy channel
by performing standard error correction, transmitting at rates under the chan-
nel’s capacity r = I(A;B|K), where I(A;B|K) measures the mutual information
between Alice’s input A and Bob’s measurement B, given their shared secret key
K.

Possible security frameworks

Within the realm of QDL, two distinct security frameworks can be identified [74]. In the
context of Weak QDL, Alice and Bob communicate over a noisy quantum channel, with Eve
intercepting by measuring the channel’s environment. This situation is technically charac-
terized by asserting that Eve can tap into the output of the complimentary channel bridging
Alice to Bob. Notice that this is analogous to Wyner’s wiretap channel model [184]. Con-
versely, in Strong QDL, Eve is assumed to be able to measure the very input of Alice and
Bob’s channel. This means that the classical-quantum state describing the correlation be-
tween the classical message and Eve’s quantum state is of the form of Eq. (6.1). The focus
of our following discussions will be oriented towards the Strong QDL framework.

6.2.2 Security with accessible information

As presented in Chapter 3, the accepted security criterion in the quantum cryptography
community is the trace-distance criterion. However, this has not always been the case: in
the early stage of quantum cryptography, researchers relied on a different criterion, based on
the accessible information. This criterion requires to bound the classical mutual information
between the classical message and the result of any measurement Z Eve can make on her
quantum system Q

Iacc(A : Q) := max
Z

I(A : Z(Q)) . (6.2)

While this approach might appear practical at first glance, it turns out that it is, in
general, not composable [121]. The non-composability of accessible information is rooted in
its underlying assumptions about Eve’s strategy. Specifically, it presumes that Eve performs
a measurement right after the quantum communication is over. However, this might not be
the most strategic choice for her. Instead, Eve could opt to withhold her measurements until
some additional information has leaked. This delay allows her the opportunity to adapt and
refine her measurement tactics based on this additional knowledge, exploiting what is called
the locking of accessible information [185].
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Locking of accessible information

Let’s consider an extension of the setting described in Eq. (6.1), where now the eaves-
dropper has also access to an additional random variable Y , resulting in a ccq state
ρAY Q. Let

∆ := Iacc(A : Y Q)− Iacc(A : Q) (6.3)

be the increase in accessible information about A when the classical information Y
is added to the quantum system Q. Then we say that the accessible information is
lockable [185] if ∆ can be larger than the size of the additional information Y a.

aThe locking property is inherently quantum in nature. When the quantum system Q is substituted
with a classical random variable Z, we get ∆ = I(A : Y |Z) ≤ H(Y ). This implies that ∆ can’t surpass
the size of Y .

Nevertheless, a core assumption in QDL postulates that Eve can only reliably store
quantum information for a finite duration, with Alice and Bob being aware of this maximum
storage time. Leveraging this information, they can delay the error correction until after
the quantum memory’s decoherence time, circumventing the unintended unlocking of Eve’s
accessible information. This precaution guarantees that any potential eavesdropper would
have already measured their portion of the quantum system. Moreover, as shown in [186],
one can make a QDL protocol robust against leakage to Eve of part of the message before
the expiration time of her quantum memory. This is achieved by increasing the length of the
key by a proportionate amount, solidifying the accessible information as a reliable figure of
merit for security evaluations.

6.2.3 Practical quantum data locking

Initially, QDL protocols involved coherent control over very large Hilbert spaces, includ-
ing challenging tasks like sampling random unitaries based on the Haar measure [187], or
performing universal quantum computations [188]. Hence, given their complexity, these
protocols were far from being feasible in practical experiments, not even for basic demon-
strations.

Several years later, in 2014, Lupo et al. introduced a more feasible QDL protocol in [74],
which necessitated only local random unitaries within a small d-dimensional Hilbert space.
This particular protocol could be implemented using a sequence of n photons, with each
photon existing in a d-dimensional Hilbert space. While the protocol demands a large number
of photons, it ensures security while keeping the dimensionality d conveniently small.

This pragmatic shift led to the first hands-on experiments two years later [189], where
spatial light modulators created pseudo-random unitary transformations on the photon’s
wavefront. This method, which we’ll explore in detail in Chapter 8, successfully demonstrated
how to encrypt 6 bits per photon using less than 6 bits per photon of secret key. However,
while the single-photon encoding over d spatial modes shown in [189] is practical from an
implementation standpoint, its transmission rate is limited to log d/d bits per mode.

More recently, drawing inspiration from Boson Sampling [190], a more efficient use of
resources was proposed in [191], where the message is encoded using multiple photons across
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many modes. This approach significantly enhances the transmission rate per photon, asymp-
totically achieving the limit of 1 bit per mode.

6.3 Noisy-storage model

We now review some notions regarding the NSM, which is mainly studied in cryptographic
tasks between two parties that do not necessarily trust each other, such as quantum bit
commitment [192] and quantum oblivious transfer [193]. Our primary emphasis will be on
exploring the methodologies used to ensure security within this framework. It’s noteworthy to
mention that, from an experimental standpoint, there have already been significant demon-
strations in this domain. The experimental execution of these protocols has been showcased
using contemporary hardware typically employed for quantum key distribution [194, 195].
Additionally, an experimental realization of a quantum protocol for oblivious transfer has
been presented for optical continuous-variable systems [196].

6.3.1 Physical assumption

The main physical assumption in this setting is that no large-scale reliable quantum storage
is available to the adversary at the time of the execution of the protocol. Otherwise, the
adversary remains arbitrarily powerful: they have the capability to carry out any form of
quantum operations/computations, utilize any encoding and decoding processes, and hold
an infinite quantity of classical information. A quantum memory within the broader NSM
can be conceptualized as a device accepting inputs from a specific Hilbert space, denoted
as HQin

. Since it undergoes decoherence, if such a memory retains an initial state ρin ∈
D(HQin

) for a duration t, the resultant state is Φt(ρ) ∈ D(HQout). Here, Φt : L(HQin
) →

L(HQout) represents a CPTP map. We operate under the basic assumption that the noise
exhibits Markovian characteristics. Hence, the set {Φt}t>0 forms a continuous one-parameter
semigroup, expressed as

Φ0 = 1 Φt1+t2 = Φt1 ◦ Φt2 . (6.4)

This indicates that storage noise increases over time, preventing an adversary from obtain-
ing useful information by postponing the readout. Moreover, since the quantum storage
assumption needs to hold only at the time of the execution of the protocol, its security
cannot be compromised retroactively, even if we develop more advanced quantum memories
in the future. As previously noted, the principal strategy to obtain security in this security
model involves introducing a specific time delay, denoted as t. Within this framework, the
optimal strategy for an adversary is to retrieve the information from the device right after
time t, since any additional delay will only lead to a further increase in the amount of noise.

6.3.2 Quantifying adversarial information

Despite the framework of two-party cryptography being fundamentally different from QKD,
where Alice and Bob do trust each other, and the third party Eve is eavesdropping, the
uncertainty relations used to prove security are general and useful in different scenarios.
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In order for us to provide a good overview of how one usually proves security in this model,
let us consider a general scenario, where an adversary wants to guess the value of a random
variable A. In particular, they immediately have access to some quantum information Q, and
after a time t obtain some additional classical information Y . Without loss of generality, one
can consider the following strategy, illustrated in Figure 6.2, to retrieve as much information
as possible about A.

Figure 6.2: General encoding attack. It consists of an encoding E that maps (conditioned on
some classical outcome Z) the adversary’s quantum system to the memory input Qin. after
a time t, when the adversary has access to some additional information Y , they perform the
final measurement Π on Qout using both Y and the classical outcome Z.

They immediately apply an encoding operation E : L
(
HQ

)
→ L

(
HZ ⊗HQin

)
. This oper-

ation prepares the quantum state for storage while extracting additional classical information
Z. Subsequently, the adversary stores the quantum state using a quantum memory defined
by the map Φt : L(HQin

) → L(HQout). As a consequence of this setting, the adversary after
a time t holds the classical-quantum system E = Y ZQout. At this point, they can perform
a POVM Π : A → P(HY ⊗HZ ⊗HQout) on the output of the quantum memory to guess the
variable A, making use of the unlocked information Y and the additional classical variable Z.
We refer to this general strategy as an encoding attack. One should note that any strategy
that performs a measurement at times different from t0 and t0+ t, even if surely suboptimal,
can be described by an encoding attack.

In this scenario, therefore, what one is interested in is to bound the relative min-entropy
Hmin(A|Y ZΦt(Qin)), which quantifies the uncertainty of an adversary about A, while holding
some quantum information Φt(Qin) and classical registers Y and Z. We will then discuss a
natural extension, useful in cryptography, where the adversary’s goal is to acquire information
on n repetition of the same variables A and Y , evaluating therefore Hmin(A

n|Y nZΦt(Qin)).
In the following, we will analyze three possible approaches to tackle this problem, based

on three assumptions on the available quantum memories:

• bounding the size of the quantum memory,

• bounding its classical capacity,

• bounding its quantum capacity.
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Bounded size of the quantum memory

Historically, the NSM had first been introduced in a less general variant, called the Bounded-
Quantum-Storage Model (BQSM) [75], where the quantum memories available at the time
of the protocol execution are assumed to be able to store only a finite number q of qubits
perfectly. In this setting, one can now reduce the analysis to a restricted strategy where
the adversary never uses a quantum memory, but they immediately perform a measurement.
We call such a strategy an immediate measurement strategy. In this restricted scenario,
the adversary performs an immediate measurement Z : L(HQ) → L(HZ) and obtains a
classical outcome Z. After a time t, they unlock the additional information Y and extract
the final guess by performing a classical decoding Π1, that can again be expressed as a POVM
Π1 : A → P(HY ⊗HZ).

The way to reduce to this restricted strategy simply consists of using a known chain rule
for the min-entropy [17], obtaining

Hmin(A|Y ZΦt(Qin)) ≥ Hmin(A|Y Z)− q

≥ min
Z
Hmin(A|Y Z(Q))− q . (6.5)

This general result also extends to the case with n repetitions of the same variable A and
Y , since it only depends on the size of the quantum memory, obtaining

Hmin(A
n|Y nZΦt(Qin)) ≥ min

Z
Hmin(A

n|Y nZ(Q))− q . (6.6)

However, in order to analyze the immediate measurement strategy, we need to specify fur-
ther what information the adversary has access to and what they want to retrieve. Let’s
consider a standard BB84 encoding, where the adversary wants to retrieve a single bit
a ∈ {0, 1} and receives a quantum encoding of this bit either in the computational (as |a⟩)
or in the Hadamard basis (as H |a⟩). Moreover, the classical information Y that she unlocks
after a time t is the basis information. In this setting, it can be shown using some state
discrimination strategy with post-measurement information [197] that

min
Z
Hmin(A|Y Z(Q)) = − log

(1
2
+

1

2
√
2

)
≃ 0.22 . (6.7)

Moreover, using the semidefinite programming formalism in [197], it has also been shown
the extension for n repetitions [198]

min
Z
Hmin(A

n|Y nZ(Q)) = −n log
(1
2
+

1

2
√
2

)
≃ 0.22n , (6.8)

where now HQ = (C2)
⊗n. From Eq. (6.6), this means that a non-trivial bound on the

adversary information can only be found when q ≲ 0.22n. However, this security analysis
has been refined further in [199], where they proved that, at the expense of a small error ϵ,
a much stronger smooth min-entropy uncertainty relation can indeed be obtained:

min
Z
Hϵ

min(A
n|Y nZ(Q)) ≥ n

(
1

2
− 2δ

)
where δ ∈

(
0,

1

2

)
and ϵ = exp

(
δ2n

32
(
2 + log 1

δ

)2
)
. (6.9)
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Bounded classical capacity of the quantum memory

Although simply bounding the size of the quantum memory is enough to prove security for
different cryptographic protocols, it is an assumption that might oversimplify the storage ca-
pacities of a quantum memory. Furthermore, when we consider continuous variable systems,
it becomes evident that there isn’t a distinct dimension limit to which the bounded-storage
analysis can be readily applied. Therefore, to align more closely with the capabilities of
present-day quantum technology, one can then consider alternative assumptions, such as
limiting the success probability of correctly transmitting a randomly chosen nR-bit string
x ∈ {0, 1}nR through the quantum memory Φt, defined as

PΦt
succ(nR) := max

Π, {ρx}x

1

2nR

∑
x∈{0,1}nR

Tr [Π(x)Φt(ρx)] , (6.10)

where the maximum is taken over families of code states {ρx}x∈{0,1}nR on HQin
and decoding

POVMs Π : {0, 1}nR → P(HQout).
In particular, in [76], they proved that, by bounding PΦt

succ, one can reduce the analysis
of the general attack in Figure 6.2 to the one of the immediate measurement strategy:

Hϵ+ϵ′

min (A|Y ZΦt(Qin)) ≥ − logPΦt
succ

(
⌊Hϵ

min(A|Y Z)− log
1

ϵ′
⌋
)

≥ − logPΦt
succ

(
⌊min

Z
Hϵ

min(A|Y Z(Q))− log
1

ϵ′
⌋
)
. (6.11)

Notably, the first inequality in (6.11) is valid for an arbitrary cccq-state ρAY ZQout , while the
second inequality is based on the fact that Z comes from the general attack strategy in
Figure 6.2 and the fact that is PΦt

succ is a monotonically decreasing function. Moreover, the
bound in (6.11) is again a general statement that can be applied also to the n repetitions
case, obtaining

Hϵ+ϵ′

min (A
n|Y nZΦt(Qin)) ≥ − logPΦt

succ

(
⌊min

Z
Hϵ

min(A
n|Y nZ(Q))− log

1

ϵ′
⌋
)
. (6.12)

Finally, considering the standard BB84 encoding, one can combine the security reduction
in (6.11) with the post-measurement information bound in (6.9) to bound the adversary
information on the string of bits An under a general strategy.

In [76], a specific scenario was examined where an adversary employs the same single-
qubit quantum memory, denoted as Nt, a total of νn times. The collective quantum memory
can therefore be represented as Φt = N⊗νn

t . By focusing on certain channels that satisfy a
strong-converse property [200], the authors established the security of protocols like oblivious
transfer and bit-commitment under the condition CNt · ν > 1

2
, where CNt is the classical

capacity of the single-qubit memory.

Bounded quantum capacity of the quantum memory

Knowing how well a quantum memory can preserve classical information is not the only way
of describing its performance. Moreover, this characterization gives us no information about
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its ability to retain purely quantum information. A natural extension of this model is to
therefore consider a bound on the (one-shot) quantum capacity of the available quantum
memory.

Here, however, we cannot simply use the chain rule used in (6.5) or the bound in (6.11) to
reduce the analysis to an immediate measurement strategy. It turns out that the approach
this time is quite different: by considering from the beginning a BB84 encoding is it possible
to bound the n repetitions case with the following uncertainty relation [77]

Hϵ
min(A

n|Y nZΦt(Qin)) ≥ n · γBB84

(
Hmin(Q|ZΦt(Qin))

n

)
− 1− log

2

ϵ2
, (6.13)

where the function γBB84(·) is

γBB84(x) =

{
x if x ≥ 1

2

g−1(x) if 0 < x < 1
2
,

(6.14)

with g(x) = H2(x) + x − 1. The system Q, as represented in Figure 6.2, is the adversary’s
initial quantum information, which in this particular case are the n BB84-encoded qubits.
Moreover, Hmin(Q|ZΦt(Qin)) is a measure of how well an adversary, equipped with a noisy
quantum memory, can preserve the entanglement, over a duration t, of the n Einstein-
Podolsky-Rosen (EPR) pairs that Alice sends when considering a purified version of the
protocol. This operational meaning can then be directly connected to the one-shot quantum
capacity of the quantum memory, effectively bounding the right term in (6.13). See [77] for
additional details. Finally it is important to notice that this last approach is fundamentally
different from the previous ones: there is never a reduction to the immediate measurement
strategy, but rather a reduction to a purified version where the adversary does not have
access to the basis information Y .

6.4 Quantum computational time-lock security model

A novel security model called Quantum Computational Time-lock was introduced in [78],
building a bridge between the often disparate worlds of classical and quantum cryptography.
By analyzing this security model, we will explore how to combine realistic physical assump-
tions introduced earlier in this chapter with the assumption of short-term computational
security of a classical symmetric encryption scheme. Although this perspective places the
QCT model outside the realm of unconditional security, it’s important to note that this
stance is more cautious than assuming computational long-term security. The latter as-
sumption is often implicitly made in many practical QKD implementations, where QKD is
combined with computationally secure block ciphers such as Advanced Encryption Standard
(AES). This approach results in a security level dependent on AES, raising questions about
the added value of QKD in such scenarios [201].

6.4.1 Computational and physical assumptions

In the QCT construction, authorized parties, Alice and Bob, are assumed to be connected
via a noiseless and authenticated classical channel and an insecure quantum channel. An
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adversary, Eve, is assumed to have full access to the input of Alice and Bob’s communication
channels. Every classical (quantum) message communicated between Alice and Bob over
the classical (quantum) channel can be wiretapped by Eve and stored in classical (quantum)
memory. With this pessimistic setting for Eve’s channel, we are in a similar set-up as strong
QDL wherein an adversary Eve receives direct inputs from Alice.

The model is based on two nested assumptions. The first one is that Alice and Bob can
use a tcomp-secure encryption scheme.

Definition 6.4.1 (tcomp-secure encryption scheme). An encryption scheme (Gen; Enc; Dec) is
said to be tcomp-secure if it is semantically secure against adaptive chosen-ciphertext attacks
with respect to any unauthorized attacker Eve for a time at least tcomp, after a ciphertext is
exchanged on the classical channel.

This implies that an encrypted message Enck(m) is (computationally) indistinguishable
from a completely random string until at least a time tcomp. Furthermore, the security against
adaptive chosen-ciphertext attacks ensures another required property: non-malleability [102].
In simple terms, an encryption scheme is called non-malleable if one cannot feasibly manip-
ulate a given ciphertext in such a way that it produces another ciphertext, which, when
decrypted, yields a plaintext related to the original.

The second assumption is that an adversary Eve cannot reliably store a quantum state
during a time larger than tcomp i.e. that she has access to what we call a (tcomp, δ)-noisy
quantum memory, defined as follows.

Definition 6.4.2 ((tcomp, δ)-noisy quantum memory). A (tcomp, δ)-noisy quantum memory
is a Markovian time-dependent quantum memory Φt such that at time tcomp

∥Φtcomp −F∥⋄ ≤ δ , (6.15)

where F(ρ) := Tr[ρ]
dout

1dout is a completely mixing channel, ∥·∥⋄ is the diamond norm [79], and
dout is the dimension of the output of the quantum memory.

In other words, a (tcomp, δ)-noisy quantum memory is a quantum memory that is hard to
distinguish (parametrized by a parameter δ) from a completely mixing channel F , when it
stores a quantum state for a time tcomp or longer. One can note that assuming that the
coherence time of available quantum memories is much shorter than tcomp corresponds to
taking δ ≪ 1.

Notably, while short-term computational security [202] and noisy-storage have been indi-
vidually explored in the field of quantum cryptography, this model marked the first instance
of proposing a combination of these two concepts.

6.4.2 Validity of QCT model

The validity of the QCT model is solidly grounded in practice when one considers existing
and prospective quantum storage capabilities [158] and puts them in perspective with an
extremely conservative lower bound on the time tcomp for which current encryption schemes
would be considered secure, such as tcomp ≥ 105 s ≈ 1 day. Moreover, it is interesting to
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Figure 6.3: Overview of the assumptions in the QCT Model. Assumption a) Secure short-
term encryption over period tcomp, allowing the exchange of some classical secret Y between
Alice and Bob. Assumption b) A noisy quantum memory Φt with a coherence time tcoh ≪
tcomp .

understand that although the QCT assumptions set some limits to the scaling of quan-
tum error-corrected quantum memory, it does not rule out the possibility of having useful
quantum computers. Extrapolating for instance on [203] we see that 20 million noisy (with
physical gate error 10−3) qubits would be sufficient to factor a Rivest-Shamir-Adleman (RSA)
2048 key, using 104 logical qubits. However, considering the same resources and the same
number of logical qubits, they could be stored for only a few hours. This would hence not
rule out the conservative QCT assumptions mentioned above. We should also stress that
the QCT approach enables us to build key establishment schemes that offer everlasting se-
curity. This means that the secret keys can be provably secure against an adversary who
is computationally unbounded after quantum storage decoherence, where the decoherence
time to be considered is the one technologically available at the time of protocol execution.
In particular, security holds against any future progress of the attacker’s computational and
quantum storage capabilities.

6.4.3 Rationale of the QCT model

The QCT security model aims to enhance quantum cryptography’s performance and func-
tionalities. Its goals are twofold: surpassing classical cryptography’s capabilities and offering
advantages over standard QKD.

• Security gain over classical cryptography: The QCT model aims for everlasting
security. While it cannot guarantee unconditional security due to the QCT assump-
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tions, it ensures that keys remain secure against an infinitely powerful adversary as
long as the initial encrypted communication is not compromised within the quantum
storage’s decoherence time. This level of security is unattainable with classical methods
alone.

• Enhanced performance compared to QKD: The QCT model seeks to outperform
QKD and the fundamental limits of repeaterless quantum secret capacities. As we will
see in the key establishment scheme presented in Chapter 7, it proposes using multiple
copies of the same quantum state sent from Alice to Bob, increasing the rate and loss
tolerance compared to discrete-variable QKD.

6.4.4 Quantifying adversarial information

Let’s consider a case where Alice wants to transmit some classical information A to Bob.
First, she sends to Bob some short-term secret Y , encrypted using a tcomp-secure encryption
scheme, and then some quantum information Q. Imagine, for example, Q being many copies
of the same quantum state and Y being some information on how to perform the optimal
measurement. Following the Strong QDL framework, the adversary has a full copy of both
the classical and quantum information.

One can notice that we are in a scenario similar to the one analyzed for the NSM, where
access to the additional information Y is now delayed thanks to the short-term encryption
scheme. Therefore, we consider the encoding attack described in Figure 6.2 for Eve to
retrieve as much information as possible about A. She immediately applies an encoding
operation E : L

(
HQ

)
→ L

(
HZ ⊗ HQin

)
, which is now statistically independent of y due

to the semantic security of the encryption scheme. Moreover, its non-malleability prevents
Eve from running any homomorphic strategy, i.e. a quantum operation depending also on
Enck(y), which could eventually leak sensitive information. Moreover, we consider that after
the time tcomp, Eve is given the encrypted secret y, i.e. that Enc can be fully decrypted after
tcomp, which is the most favorable case for Eve. As in the NSM, what one is interested in is
to bound Hmin(A|Y ZΦt(Qin)), which results in analyzing the guessing probability

Pguess(A|Y ZΦtcomp(Qin)) :=max
Π

∑
a

PA(a)Tr[Π(a)Φtcomp(E(ρY Q))] , (6.16)

where we use the notation N (ρXQ) := (1dX ⊗N )(ρXQ) for any quantum channel N acting
only on Q. We will use this notation throughout the rest of this manuscript.

Reduction to immediate measurement

We can now bound Pguess(A|Y ZΦtcomp(Qin)) with respect to an immediate measurement
strategy, which, like for the NSM, consists first in an immediate measurement Z : L(HQ) →
L(HZ). At time tcomp, Eve unlocks Y and extracts the final guess by performing a classical
decoding Π1, that can be expressed as a POVM Π1 : A → P(HY ⊗ HZ). The guessing
probability can therefore be written as

Pguess(A|Y Z(Q)) := max
Π1

∑
a

PA(a)Tr[Π1(a)Z(ρY Q)] . (6.17)
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To show the security reduction we first prove the following useful (and more general) theorem.

Theorem 6.4.1. If ∥Φ − F∥⋄ ≤ δ, with F being the completely mixing channel, then for
any cqq-state ρAXQ we have

Pguess(A|XΦ(Q)) ≤ Pguess(A|X) + δ . (6.18)

Proof. We can bound the guessing probability as follows

Pguess(A|XΦ(Q)) =max
Π

∑
a

p(a)Tr[Π(a)Φ(ρXQ)]

=max
Π

∑
a

p(a)
(
Tr[Π(a)(Φ−F)(ρXQ)] + Tr[Π(a)F(ρXQ)]

)
≤max

Π

∑
a

p(a)
(
∥Π(a)∥∞∥(Φ−F)(ρXQ)∥1+Tr[Π(a)F(ρXQ)]

)
≤δ +max

Π

∑
a

p(a)Tr[Π(a)F(ρXQ)] .

In the third line, we used Hölder’s inequality and the fact that
∑

a p(a) = 1, while the last
inequality is obtained by noticing that ∥M∥∞ ≤ 1 for any element of a POVM and the fact
that ∥(Φ − F)(ρAX)∥1 < δ, since we have ∥Φ − F∥⋄ ≤ δ. Finally, from Lemma 2.3.1 we
directly have maxΠ

∑
a p(a)Tr[Π(a)F(ρXQ)] = Pguess(A|X) which concludes the proof.

Now, from Theorem 6.4.1, we simply have that for any encoding operation

Pguess(A|Y ZΦtcomp(Qin)) ≤ Pguess(A|Y Z) + δ

≤ max
Z

Pguess(A|Y Z(Q)) + δ , (6.19)

where we maximized over all possible Eve’s immediate measurements Z. Hence, considering
δ << 1, we have successfully reduced any general attack strategy to an immediate measure-
ment strategy, without the need to further specify the form of the cccq state ρAY ZΦtcomp (Qin).
Therefore, as in the NSM, this general result also extends to the case with n repetitions of
the same variables A and Y , obtaining

Pguess(A
n|Y nZΦtcomp(Qin)) ≤ max

Z
Pguess(A

n|Y nZ(Q)) + δ. (6.20)

In the next chapter, we shall see how to bound the guessing probability for the immediate
measurement by exploiting known results from the communication complexity framework.
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6.5 Conclusion

In this chapter, we explored three major quantum cryptographic models: Quantum Data
Locking, the Noisy-Storage Model, and Quantum Computational Timelock. We summarize
the main features of each security model in Table 6.1.

Model Security Assumptions Type of Security Proof

QDL [74]
Time-limited quantum memory (δ =
0 for a finite time τ)

Bound the accessible information
Iacc(A : Q)

NSM

Quantum memory:

• bounded size [75]

• bounded classical capacity [76]

• bounded quantum capacity [77]

Bound Hϵ
min(A|Y ZΦt(Qin)) and

Hϵ
min(A

n|Y nZΦt(Qin))

QCT [78]
1. tcomp-secure encryption scheme

2. (tcomp, δ)-noisy quantum memory
Bound Hmin(A|Y ZΦt(Qin)) and
Hmin(A

n|Y nZΦt(Qin))

Table 6.1: Comparison of cryptographic models: QDL, NSM, and QCT.

In our development of the QCT model, we incorporated techniques from both the QDL
and NSM models. Like strong QDL, our model assumes that the adversary has access to a
complete copy of the quantum communication. This assumption intriguingly shifts a tradi-
tional key distribution problem, typically involving an external hacker, into a scenario where
the adversary, Eve, directly receives information from Alice. This shift effectively transforms
the model into a two-party cryptographic framework. Therefore, it is not surprising that
the general attack in QCT directly mimics the NSM general attack illustrated in Figure 6.2.
This mix of features from different frameworks will be even more evident in the next chapter,
where we shall explore a detailed key distribution scheme under the QCT model.

More generally, our objective in this discussion was to highlight the critical importance of
merging provable security principles with practical assumptions about an adversary’s capa-
bilities, a concept that is fundamentally vital in the realm of modern quantum cryptography.
This approach not only aligns theoretical robustness with real-world applicability but also
opens up new paths for exploring and understanding security dynamics.
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Chapter 7

HM-QCT protocol
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In this chapter, we explore a new approach to quantum cryptography by considering
the QCT security model presented in Chapter 6. In particular, we unlock the possibility
of sending multiple copies of the same state to perform key establishment with everlasting
security with performances that go beyond standard QKD.
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7.1 Introduction

In quantum cryptography, encoding classical information redundantly on multiple copies of
the same quantum state could be highly beneficial from an engineering viewpoint, allowing for
higher rates and better resilience to loss. However, this is a problem for the security of many
quantum cryptography protocols as it would allow the adversary to gain more information
about the underlying state than if just a single copy is sent. This limitation translates
into a mean photon number that is typically upper bounded by 1 in QKD protocols, and
more generally, into the existence of a fundamental rate-loss trade-off that severely limits
the distances over which we can perform QKD [81].

In this chapter, we introduce an explicit construction for a new key distribution proto-
col called Hidden Matching Quantum Computational Time-lock (HM-QCT). It is built on
top of the one-way communication complexity βPM problem [3], for which Ω(

√
n) bits of

communication from Alice to Bob are required, against only O (log(n)) qubits, with n the
length of input x. See Chapter 5 for more details.

In each round of the HM-QCT protocol Alice generates both inputs x and y and shares
the latter with Bob using a short-term computationally secure encryption scheme. Alice and
Bob can then solve the βPM protocol with a quantum strategy to extract a bit, sending m
copies of the same n-dimensional quantum state. See Figure 7.1 for a pictorial representation.

Quantum channel

time-locked 

Figure 7.1: One round of the HM-QCT protocol.

Finally, by performing standard classical post-processing to their string of bits, they
can distill a secret key, whose security is based on the reduction to classical strategies for
this communication complexity problem, effectively connecting the field of communication
complexity and quantum cryptography.
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7.2 HM-QCT key distribution scheme

7.2.1 Protocol description

Now that we’ve outlined the construction approach for our protocol and the rationale behind
its security proof, we’re set to present a more detailed and formal version of our hybrid key
distribution protocol. The notation used is the one introduced in Section 5.3.1.

HM-QCT Protocol

Parameters:

- dimension n of the communication complexity problem,
- number of copies m,
- number of rounds l.

1. Data Generation:

- Alice generates and stores x = (x1, ...xl) and y = (y1, ...yl) from the proba-
bility distribution µl

βPM
∈ ∆l(X × Y) presented in Section 5.3.1. She then

computes and stores the string a = (a1, ..., al), where aj = βPM(xj, yj).

2. QCT exchange

- Alice and Bob run Gen and obtain a shared secret k.

- Alice sends Enck(y) to Bob.

- Bob decrypts Enck(y) using Deck, obtaining y.

3. Quantum communication

• for i = 1; i ≤ l

– Alice and Bob run the βPM quantum protocol, with input xi and yi
sending m copies of the quantum state (5.17). Bob stores the output bi.

4. Sifting:

- Alice and Bob discard all rounds with bi =⊥.

5. Classical post processing:

- Parameter estimation: Alice and Bob estimate the QBER i.e. the error rate
of a conclusive round, by revealing a part of their string.

- Alice and Bob perform error correctiona [104] followed by privacy amplifica-
tion [105] to distill a secret key.

aThe correctness of our protocol is ensured by the correctness of the βPM protocol together with
an extra step of error correction to deal with noise and loss present in practical scenarios.

99



7.2.2 Achievable key rate in the i.i.d. setting

We now describe how to derive an achievable key rate within our model. We shall analyze
the security of our key distribution protocol in the i.i.d. setting, i.e. the restricted case where
the adversary Eve performs the same strategy independently on every round1. In particular,
Eve’s general attack to each round of the protocol is the one depicted in Figure 6.2. In
this scenario, the initial quantum system Q is composed of m instances of the quantum
state as defined in Eq. (5.17). Considering the j-th round, her objective is to deduce the
bit aj = βPM(xj, yj). For clarity, from now on we simplify our discussion by omitting the
subscript that denotes the round number. She starts with an encoding operation E and
subsequently stores the quantum information until the time tcomp required to unlock the
encrypted input y.

As a consequence of this setting, at the end of each round Alice and Bob have access
to a realization of correlated classical random variables A and B, respectively, whereas the
adversary holds the quantum-classical system E = Y ZQout. The final joint state for each
round between Alice and Eve will have therefore the form

ρAY ZΦtcomp (Qin) =
∑
x,y,a

µ
βPM

(x, y)δβPM(x,y),a

|a⟩⟨a| ⊗ |y⟩⟨y| ⊗ |z⟩⟨z| ⊗ (IZ ⊗ Φtcomp)(E(ρx)) . (7.1)

At this point Eve performs a POVM Π : {0, 1} → P(HY ⊗ HZ ⊗ HQout) on the output of
the quantum memory to guess the bit a, making use of y and the classical string z. The
guessing probability Pguess(A|Y ZΦtcomp(Qin)) can be expressed as follows

Pguess(A|Y ZΦtcomp(Qin)) =max
Π

∑
x,y,a

µ
βPM

(x, y)δβPM(x,y),a (7.2)

Tr[Π(a)(|y⟩⟨y| ⊗ (IZ ⊗ Φtcomp)(E(ρx)))] . (7.3)

Finally, since the min-entropy lower-bounds the von Neumann entropy, we can lower
bound the Devetak-Winter bound [65] in Eq. (3.10) and obtain the following achievable key
rate

RQCT
∞ ≥ γsift (Hmin(A|Y ZΦt(Qin))−H2(QBER)) . (7.4)

The sifting factor γsift can be expressed as 1− pabort, where pabort represents the probability
that a single round in the quantum communication protocol yields an inconclusive result.
In Appendix C.3 we have evaluated pabort and QBER as a function of the number of copies
sent m in a practical scenario.

To bound Hmin(A|Y ZΦt(Qin), we can now reduce the analysis to the immediate measure-
ment strategy described in Section 6.4.4, where Eve immediately performs a measurement
Z. Specifically, drawing from Eq. (6.19), we can determine an upper bound for the key rate

RQCT
∞ ≥ γsift

(
− log

(
max
Z

Pguess(A|Y Z(Q))
)
−H2(QBER)

)
. (7.5)

1A possible direction to extend the security analysis to a coherent attack is discussed in Chapter 9.
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7.2.3 Exploiting the complexity gap

To finally estimate an upper bound to Eve’s guessing probability we still have to analyze
the immediate measurement strategy. Our approach for a full proof follows the idea that
extracting a bit of the key with an immediate measurement strategy is as hard as solving
the classical βPM problem. In particular, Eve cannot do better than what one would get for
the βPM problem by sending m log(n) bits of information about the input x, where m log(n)
bits is the maximum classical information one can extract from m copies of a n-dimensional
quantum state thanks to the Holevo bound.

Lemma 7.2.1. ∀ϵ ∈
(
0, 1

2

)
if an immediate measurement strategy with Pguess(A|Y Z(Q)) ≥

1− ϵ exists, then Alice has sent m copies of the quantum state (5.17), with

m ≥
IC1,ext

µ
βPM

(βPM, ϵ)

⌈log(n)⌉
.

Proof. Let’s suppose there exists an immediate measurement strategy with Pguess(A|Y Z(Q))
at most 1− ϵ, then we can transform this strategy into a classical protocol to solve the βPM
problem. The transformation is straightforward, Alice generates m copies of the quantum
state (5.17), then she immediately performs the measurement Z and sends the classical
output z to Bob who, after performing the final POVM Π1 on z and y, will output the
correct answer with probability at least 1 − ϵ. Note that the string z is the transcript of
the protocol. Since from Holevo’s bound we know that I(X : Z) ≤ m⌈log(n)⌉, by definition
5.2.2 of IC1,ext

µ
βPM

(βPM, ϵ) we have

m ≥
IC1,ext

µ
βPM

(βPM, ϵ)

⌈log(n)⌉
.

Finally, thanks to the complexity gap between classical and quantum strategies, Theorem
7.2.1 ensures that Eve’s guessing probability is safely bounded far from 1 as long as Alice is
sending O

( √
n

log(n)

)
copies of the quantum state.

Theorem 7.2.1. Let us suppose n ≥ 4. For any encoding attack Eve’s guessing probability
is bounded by

Pguess(A|Y ZΦtcomp(Qin)) ≤
1

2
+ 2

(
3
√
−q +

√
p

3

)
+ δ , (7.6)

with

q =
−50√
n
e
√
β((m+ 1)⌈log(n)⌉+ ln(4) + 6)

p =
−50√
n
e
√
β

(
log

(
5

2

)
− ln(4)

)
.

Proof. We first prove a useful lemma.
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Lemma 7.2.2. ∀ϵ ∈
(
0, 1

2

)
, ∀δ2 ∈

(
0, 1

2
− ϵ
)

if an encoding attack with
Pguess(A|Y ZΦtcomp(Qin)) ≥ 1−ϵ+δ exists, then Alice must have sent m copies of the quantum
state (5.17), with

m ≥
δ2

(
1

50e
√
β

(
1
2
− ϵ− δ2

)2√
n+ 2 log

(
1
2
− ϵ− δ2

))
− log(5

2
)δ2 − 6

⌈log(n)⌉
.

Proof. Let ϵ ∈
(
0, 1

2

)
, δ2 ∈

(
0, 1

2
− ϵ
)
. Let us suppose there exists an encoding attack

with Pguess(A|Y ZΦtcomp(Qin)) ≥ 1 − ϵ + δ. First, by using Theorem 6.4.1, we deduce

maxZ Pguess(A|Y Z(Q)) ≥ 1 − ϵ. Then we use Lemma 7.2.1 to deduce m ≥
IC1,ext

µ
βPM

(βPM,ϵ)

⌈log(n)⌉ .

Furthermore, from Lemma 5.2.4 we obtain m ≥
δ2
2
D1

µ
βPM

(f,ϵ+δ2)−6

⌈log(n)⌉ . Finally, we conclude the
proof by showing that from Theorem 5.3.1 we have

m ≥
δ2
2
(k(ϵ+ δ2)

√
n+ d(ϵ+ δ2))− 6

⌈log(n)⌉
,

with k and d defined in (5.19).

Now we are ready to prove Theorem 7.2.1. Let x be equal to 1
2
− ϵ and δ2 := x

2
. By

contraposition, Lemma 7.2.2 implies that for any encoding attack acting on m copies, with

m =

1
50e

√
β

(
x
2

)3√
n− ln(4)− 6− (log(5

2
)− ln(4))x

2

⌈log(n)⌉
− 1 , (7.7)

Eve’s guessing probability is bounded by Pguess(A|Y ZΦtcomp(Qin)) <
1
2
+x+ δ. We now have

to find the real zero of Eq. (7.7) by using Cardan’s method. We first rewrite (7.7) in in the
canonical form

z3 + pz + q = 0 , (7.8)

where

z =
x

2
, q =

−50√
n
e
√
β ((m+ 1)⌈log(n)⌉+ ln(4) + 6) ,

p =
−50√
n
e
√
β

(
log

(
5

2

)
− ln(4)

)
.

We now notice that q < 0 and, since
(
log
(
5
2

)
− ln(4)

)
< 0, that p > 0. This means that

∆ := −(4p3 +27q2) is negative. Therefore, thanks to Cardan’s method, the zero of equation
(7.8) expressed in the variable x is

x = 21−
1
3

(
3

√
−q +

√
−∆

27
+

3

√
−q −

√
−∆

27

)
. (7.9)
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From Eq. (7.9), noting the negative second term with 3
√
· and the fact that d

√
· is subadditive

for any integer d, we deduce that

Pguess(A|Y ZΦtcomp(Qin)) ≤
1

2
+ 2

(
3
√
−q +

√
p

3

)
+ δ .

Finally, from Theorem 7.2.1 we can rewrite the achievable key rate in (7.4) as

RQCT
∞ ≥ γsift

(
− log

(
1

2
+ 2

(
3
√
−q +

√
p

3

)
+ δ

)
−H2(QBER)

)
. (7.10)

7.2.4 Everlasting secure key expansion

The security analysis shows that, within the QCT model, we can simplify the scenario to one
where Eve’s interaction (measurement) on the quantum state occurs right at the beginning, at
t = t0. The security analysis after tcomp, then purely relies on information-theory principles.
Hence the resulting key rates are valid against an adversary with unbounded computational
power after tcomp, i.e. our schemes have everlasting security [2]. We note that everlasting
secure key establishment cannot be attained with cryptographic protocols relying solely on
classical communication, even with computational assumptions. Classical communication
can be copied, making harvesting attacks (store now, attack later) a significant vulnerability.

Furthermore, to ensure the effectiveness of our hybrid key distribution scheme, the rate
of secure key generation must exceed the rate of key consumption due to the need for a
pre-shared key. One way to achieve this is by employing a block cipher in the QCT exchange
described in Section 7.2.1, where Alice divides the message y into fixed-size blocks. As a
block cipher can encrypt an exponential number of blocks in the key size, the rate of pre-
shared key consumption grows logarithmically with the number of protocol rounds, while
the final key size increases linearly, ensuring secure key expansion.

7.3 Performance analysis and functionalities

7.3.1 Key rate analysis

While most articles on communication complexity focus on asymptotic scalings of input
dimensions, our work necessitates precise knowledge of the lower bounds of communication
complexity in the non-asymptotic regime.

With these bounds, we can accurately determine how the guessing probability scales
with the dimension and the number of copies sent by Alice. Theorem 7.2.1 is therefore a
significant result, derived from a lower bound of the one-way information complexity of the
βPM problem, but this bound may not be tight. In fact, the error ϵ

BKP
(d) from the best-

known classical protocol with a communication cost d, analyzed in Appendix C.1.3, is larger
than what one would get from the lower bound.
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Figure 7.2: Key rate comparison for the HM-QCT protocol between the derivation from
the upper bound and the lower bound of the one-way external information complexity of the
βPM problem, both evaluated with δ = 10−4 and β = 1

4 . We benchmark them with the
BB84 protocol with decoy states [52] and the 2-mode Secret Key Capacity (SKC) [81]. The
plots for the HM-QCT protocol are derived under a practical implementation, as detailed in
Appendix C.3. For both the HM-QCT protocol and the BB84 protocol with decoy states,
we used the same detector specifications. These detectors are state-of-the-art SNSPDs, as
detailed in [141], characterized by a dark count probability of Pdark = 10−8 and a detection
efficiency of ηdet = 65%.

Nevertheless, one can consider an optimistic scenario where the actual one-way informa-
tion complexity for any error ϵ is equal to the information cost of the best-known protocol2.
In this context, by combining Theorem 6.4.1 and Lemma 7.2.1 we have

Pguess(A|Y ZΦtcomp(Qin)) ≤ 1− ϵ
BKP

(m⌈log(n)⌉) + δ . (7.11)

Consequently, in Figure 7.2 we plot a comparison between the achievable key rate from
(7.10) and the key rate obtained from the best-known classical protocol, where in both cases
we performed a optimization on the number of copies m.

Since our protocol is implemented using two detection modes, effectively sending at most
one bit per channel use, we benchmark it with two standard key rate limits: the BB84
protocol with decoy states [52] and the more general limit for 2-mode optical key distribu-
tion [81], generally called the 2-mode SKC. It’s evident from the plot that while the lower
bound demands an exceedingly high number of modes, around 1016, to surpass the SKC,
the upper bound achieves this with 10 orders of magnitude fewer modes. Moreover, with
only a thousand modes, the key rate derived from the upper bound can already surpass the
theoretical limit for BB84. Notably, an experimental implementation of a variant of the
quantum βPM protocol has already been performed with a similar number of modes [162].

2In other words, assuming that future developments on finding tighter lower bounds will show that the
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Figure 7.3: Key rate over short distances for the HM-QCT protocol derived from the best-
known classical protocol.

When focusing on relatively short distances, as illustrated in Figure 7.3, the key rate
derived from the upper bound provides a significant insight. By increasing the number of
modes n, it becomes possible to achieve a stabilized key rate nearing one bit per channel
use, since there’s a high likelihood of at least one photon reaching the detectors consistently.

In general one can notice that at very long distances the protocol’s efficiency is primarily
hindered by detector dark counts, which significantly limit the achievable key rate. At in-
termediate distance, the key rate’s trend resembles the 2-mode SKC, decaying exponentially
with distance due to Bob receiving, on average, less than one photon per channel use.

7.3.2 Multicast key distribution

Allowing to send m multiple copies of the same quantum state not only increases the overall
performance of two-party key distribution but also unlocks the possibility of performing
multicast key distribution, where one can distill the same key among N authorized Bobs.
The multicast HM-QCT key distribution protocol is simply a generalization of the bipartite
version where Alice first shares the secret y with all the N authorized Bobs using a short-
term secure encryption scheme. She then can subdivide on each round the total number of
copies m of the quantum states among the N different Bobs based on their distance, ensuring
that more distant Bobs receive a higher number of copies to compensate for potential loss.

Proving security in this setting turns out to be along analogous lines as in the bipartite
case [204, 205], where a generalized version of the Devetak-Winter bound represents the
achievable key rate in the asymptotic limit

RN
∞ ≥ γsift

(
Hmin(A|E)−max

i
H2(QBERi)

)
. (7.12)

In this context, QBERi denotes the quantum bit error rate corresponding to the i-th Bob,

current best-known classical protocol is the optimal protocol.
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Figure 7.4: One round of the multicast HM-QCT protocol, where m =
∑N

i=1mi are sent
among N different Bobs.

while the quantum system E describes the total classical and quantum information available
to Eve in each protocol round. Importantly, given our assumption that Eve has access to
all m transmitted quantum states in every round, the process of bounding the relative min-
entropy Hmin(A|E) remains the same as described for the two-party model. Moreover, it
is interesting to notice how the amount of information that could potentially leak to an
eavesdropper during the error correction phase only depends on the Bob with the highest
level of noise.

7.3.3 Security with untrusted detectors

In our security analysis, one can notice that the way we establish a bound on the min-
entropy Hmin(A|Y ZΦtcomp(Qin)) only depends on the dimension of the input state prepared
by Alice’s quantum source. In fact, it is sufficient to know from Holevo bound that Alice
is leaking at most m⌈log(n)⌉ bits of information about her input to then reducing Eve’s
attack strategy to a classical strategy for solving the βPM protocol. This simply means that
we are not required to know the specifications of Bob’s measurement device or the amount
of noise between Alice and Bob. In particular, the QBER at Bob’s side only influences
the amount of leakage that happens doing the error correction step, but it doesn’t affect
Hmin(A|Y ZΦtcomp(Qin)). In Figure 7.5 we compare the trust assumptions of the QCT model
with other standard trust models: DD-QKD, MDI-QKD, and DI-QKD.
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Figure 7.5: Comparison of hardware trust requirements between the QCT model and the
conventional trust models: DD-QKD, MDI-QKD, and DI-QKD (see Section 3.2.2 for more
details). As in Figure 3.1, components in orange are those that need to be reliable and work
as specified in the security proof. In contrast, the blue elements are those where no specific
assumptions about their internal functioning and specifications are made. The shield, depicted
with a black border, ensures no information leakage from these devices. The smaller figures
use abbreviations such as TQ for the quantum transmitter, RQ for the quantum receiver, C
for classical, and Q for quantum. Figure from [78].
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Chapter 8

Platform for one-way quantum
communication complexity
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In the previous chapter, we introduced a scheme for key establishment, whose security and
effectiveness hinge on the ability of two parties to address a one-way quantum communication
complexity problem more efficiently than is possible classically. Building on this concept, this
chapter investigates the feasibility of experimentally demonstrating a quantum advantage in
communication complexity.
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8.1 Introduction

In our highly connected world, where the demand for higher transmission capacity keeps
growing, the spatial degree of freedom within a multimode fiber (MMF) has long been
recognized as a valuable asset for boosting communication rates. As we have seen, this
is particularly important for QKD, for which the secure key rates are still many orders of
magnitude lower than the data transfer rate of classical communication. Despite significant
efforts to reduce the inevitable crosstalk in MMFs, it continues to be a major barrier for the
practical use of spatial modes in QKD, particularly for long-distance applications [88].

Yet, as we shall see in this chapter, the utility of MMFs extends well beyond enhancing
communication speed. A notable application consists of embedding optical linear circuits
in the higher dimensional space of a MMF. Conventional designs of reconfigurable linear
optical circuits are usually based on integrated optics [206, 207], where the elements are
miniaturized and embedded on a chip. The construction of such devices is based on a
cascade of interferometers that consists of many beamsplitters and tunable phase shifters.
However, as the complexity of the circuit increases, so does the need for more beamsplitters
and phase shifters. Notably, the number of these necessary components tends to increase
quadratically with the circuit’s size. This rapid escalation in component count not only
makes the circuit more cumbersome to implement but also significantly reduces its accuracy.

The experimental platform that we deploy, already used to simulate two-photon linear
networks [83, 84], offers an innovative approach to circumvent these limitations. Instead of
relying on a multitude of beamsplitters and phase shifters, we leverage the intricate mode
mixing inherent in a MMF by employing wavefront shaping techniques for quantum infor-
mation processing. Given that our key distribution scheme in Chapter 7 can be constructed
from any one-way quantum communication complexity problem, our focus will be on demon-
strating the practical use of optical devices that exploit complex mode mixing to tackle such
quantum communication problems. Specifically, we will focus on the high-dimensional uni-
tary operators necessary to implement the detection part of the βPM and VS quantum
protocols, going beyond the 2-input approach proposed in [83,84].

8.2 Light propagation through disordered media

8.2.1 Scattering theory

Light traversing a non-uniform medium undergoes scattering along various optical paths,
leading, for coherent light, to the formation of a complex interference pattern at the medium’s
output, known as a speckle pattern [208]. This speckle pattern acts as a distinctive mark of
the medium’s irregularity under specific lighting conditions. To describe this phenomenon
in a simple system, we consider a 2D geometry where monochromatic light travels through
a linear waveguide, as depicted in Figure 8.1.

Even though the process is extremely complex, it remains linear and deterministic. The
transformation of the incoming optical field Ein to the outgoing one Eout can be thus effec-
tively described by a linear operator, as follows

110



Figure 8.1: a) Speckle pattern. b) Model of light scattering in a complex medium. Con-
sidering a planar geometry, the input field Ein consists of components from both directions:
E+

in when the input is from left to right, and E−
in for right to left input. Correspondingly, the

output field, Eout, also has two components: the left-to-right output E+
out, and the right-to-left

one E−
out.

(
E−
out

E+
out

)
= S

(
E+
in

E−
in

)
, (8.1)

where the linear operator S is known as the scattering matrix of the system [4, 209]. Here,
the symbols +(−) distinguish between fields propagating from left to right (and vice versa).
Furthermore, the scattering matrix S can be broken down as follows

S =

(
R T’
T R’

)
. (8.2)

In this decomposition, R and R’ correspond to the reflection matrices for fields entering from
the left and right, respectively. The off-diagonal blocks, T and T’, represent the transmission
matrices that describe propagation from left to right and from right to left, respectively.
When there is no absorption and energy conservation is enforced, the scattering matrix S
becomes unitary, satisfying the condition SS† = 1. Additionally, the time-reversal symmetry
indicates that S = ST . Unfortunately, measuring a complex system’s full scattering matrix
is usually quite challenging since it requires injection and detection on both sides and the
ability to control and measure all the modes.

Nevertheless, when studying a MMF, the focus of this chapter, only a negligible fraction
of the energy is reflected during propagation. This is why we primarily explore the character-
istics of the Transmission Matrix (TM) T, which is not only measurable experimentally [210]
but also useful for many different applications, such as quantum information processing and
cryptography as discussed in Section 8.2.4.

8.2.2 Multimode fibers as complex media

Optical fibers are characterized by a core with a refractive index n1, surrounded by a cladding
with a lower refractive index n2 (where n2 < n1), see Figure 8.2 for a pictorial representation.
The fiber’s Numerical Aperture (NA), which is the range of angles that it can accept for
incoming light, is defined entirely by these two refractive indices as follows

NA =
√
n2
1 − n2

2 . (8.3)

111



Figure 8.2: Illustration of an optical fiber, composed of a core with diffraction index n1 and
a cladding with refractive index n2.

Fibers with a uniform refractive index n1 are called step-index fibers. In contrast, fibers
that exhibit a refractive index that varies radially are known as graded-index fibers. This
varying refractive index is carefully engineered to minimize modal dispersion, a phenomenon
where the propagation velocity of the optical signal is not the same for all possible light
paths, or modes, causing signal distortion due to differential arrival times.

To support a high number of modes, MMFs are engineered with cores whose diameters
are large compared to the wavelengths propagating through them. In particular, the number
of transverse spatial modes Nmodes capable of propagating through the fiber depends on the
core radius rc, the numerical aperture NA, and the wavelength of the light λ [211] according
to the following relation

Nmodes = 2

(
πrcNA
λ

)2

. (8.4)

Some appealing features of MMFs are their negligible reflectivity combined with the
possibility of space-division multiplexing across thousands of modes, offering significant ad-
vantages in high bit-rate optical communications [212, 213]. Nonetheless, challenges like
cross-talk among different propagating modes and modal dispersion can limit their effective
communication capacities and distances. In this context, the MMF can be conceptualized
as a complex scattering system, where light entering the fiber interacts and scatters due
to the fiber’s inherent inhomogeneities and imperfections, leading to mode mixing. De-
spite significant efforts to mitigate such mixing, including the study of propagation invariant
modes [214], or exploiting neural networks [215–217], in our work we will consider different
scenarios that can transform the presence of mode mixing from a challenge into a valuable
asset.

Modeling MMFs

Analyzing the mode mixing in MMFs is a very complex endeavor since it depends on several
factors such as inhomogeneities in the refractive index, variations of core radius, impurities
in the core, etc. [218]. Historically, investigations into mode mixing in MMFs have primarily
employed power-coupling models [219–221], which examined the energy distribution among
propagating modes [219] and how it varies along the fiber’s length [220, 221]. Nonetheless,
these models fall short in offering insights into the relative phases between modes and the type
of interference occurring at the MMF’s output, making them not adapted for applications
involving coherent sources.
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An alternative approach more suited for coherent light is based on field-coupling models
[222–225], which investigate the impact of perturbations and impurities on coherent electric
fields with a transmission matrix formalism. In particular, they focus on different properties,
such as polarization-mode dispersion [223], modal dispersion [224], and mode-dependent
loss [225].

Another commonly-used approach for describing MMFs is based on Random Matrix
Theory (RMT) [226–228]. While it is well-known that the TM of a complex medium such
as a layer of paint is well approximated by a random matrix in the pixel basis [210], MMF
characterization depends in practice on the particular type of fibers. Back in 2015, Plöschner
et al. [214] used a tailored theoretical model to predict the propagation of light through a step-
index fiber for lengths up to hundreds of millimeters solely on their geometry, excluding the
possibility of short step-index MMF being well approximated with a random matrix. Later
in 2018, it was discovered that graded-index fibers with a perfectly parabolic refractive index
could be predicted even more reliably than step-index fibers [229]. However, graded-index
fibers turn out to be extremely sensitive to deviations from the ideal refractive index, making
them good candidates for obtaining highly isotropic mixing across spatial and polarization
modes.

Finally, it is worth mentioning that there is a simple open-source Python module called
pyMMF [230], based on the work in [231], which allows finding the propagating modes of
MMFs with arbitrary index profiles and simulates their transmission matrix.

8.2.3 Introduction to wavefront shaping

The concept of wavefront shaping dates back to the early 1950s, notably within the field of
astronomy [232]. Astronomers faced significant challenges in observing starlight due to at-
mospheric turbulence, which eventually led to distorted wavefronts arriving on the telescope,
causing blurred images. The main idea, proposed in [232], involved balancing this distortion
by using active optical components of the telescope setup for compensation. This approach
is called adaptive optics. In the context of perturbation correction, the term wavefront shap-
ing, however, was coined more than 50 years later, in the seminal work of Vellekoop and
Mosk [233], where they deployed a Spatial Light Modulator (SLM) to control light propa-
gating through a layer of paint.

Spatial light modulators

Before delving into the different approaches for wavefront shaping, it is useful to analyze the
different devices used to control the wavefront of an incoming beam of light. There is a wide
range of SLMs, which can be divided into three main categories:

• Liquid crystal SLMs, which we generally call SLMs in this thesis, are composed of
liquid crystal cells of a size of a few µm arranged in a grid. The cells’ orientations,
and hence their optical properties, can be altered by applying varying voltages. In
particular, the change in orientation varies the birefringence of the cell, introducing a
local phase shift between [0, 2π] on one of the polarization components of the wavefront.
They have the highest number of pixels among all the other SLMs, but they have a
quite slow refresh rate (a maximal speed of ∼ 100 Hz).
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• Micro Electro-Mechanical System (MEMS) SLMs are arrays of micro-mirrors,
each ranging in size from 10 to 100 µm. These mirrors are capable of rapid translation,
providing phase modulation in the interval [0, 2π] and achieving refresh rates between
10 kHz and 100 kHz. However, only a few thousand unit cells can be controlled in a
single device.

• Digital Micromirror Device (DMD) is a particular type of MEMS, where the
mirrors are rotated instead of translated. The switching between two possible angular
positions guarantees a fast (up to several tens of KHz) binary amplitude modulation,
while allowing to control up to 106 unit cells [234].

In Table 8.1 we summarize the main features of each technology.

Technology Liquid Crystal SLM MEMS DMD

Illustration

Number of Pixels ∼ 106 ∼ 103 ∼ 105 − 106

Diffraction Efficiency ∼ 90% 100% 50%

Modulation Phase [0, 2π] Phase [0, 2π] Binary Amplitude
Maximal Speed ∼ 100 Hz ∼ 10 kHz < 100 kHz
Cost ∼ 104e ∼ 105e ∼ 103e

Table 8.1: Comparison of different types of SLM technologies. Table from [235].

Optimization method

Going back to the first wavefront shaping experiment in [233], by detecting the light at the
output of the complex medium with a camera, one can use a pixel of the camera at a specific
position as a feedback signal for optimizing the phase modulation of the SLM. Specifically,
this involved testing various phases for each pixel of the SLM, and subsequently keeping the
phase that resulted in the maximum intensity at the targeted output. See Figure 8.3 for a
pictorial representation.

While this method can achieve intensity enhancement directly proportional to the count
of macro pixels on the SLM [233] and can be adapted for multiple output objectives [233]
and different optimization methods [238–240], a major drawback—and a key reason for our
decision not to adopt this approach—is the necessity for a full optimization procedure each
time a new target is established.
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Figure 8.3: Wavefront shaping with the optimization method. (a) Initially, the SLM’s
pattern is uniform, leading to an equal contribution from each pixel. In the complex plane, this
results in the fields from the SLM pixels converging at the targeted camera pixel with phases
that are randomly distributed due to the scattering process. The feedback for optimization
comes from the intensity reading of a specific pixel on a Electron-multiplying Charge-Coupled
Device (EMCCD) camera. (b) After the optimization process, there is a significant increase
in the intensity at the targeted camera pixel. This enhancement is depicted in the complex
plane, where the phase components of the fields contributing to the targeted pixel now align
in the same direction. This alignment leads to constructive interference, effectively amplifying
the intensity at the specified output location. Figure adapted from [236,237].

Digital phase conjugation method

An alternative approach, proposed by S. Popoff et al. in 2010 [210], allows to focus light
without the need for an optimization process. This approach is based on the general concept
of digital phase conjugation [241]. Essentially, it leverages the time-reversal symmetry inher-
ent in optical systems composed by a SLM and a complex medium. The process begins with
the characterization of the transmission matrix T of the complex medium, using a phase-
stepping holographic technique detailed in Section 8.3.2. Once the transmission matrix is
known, one can compute the input field Etarget

in to send through the complex medium to
obtain the targeted output Etarget

out

Eout = TEin → Etarget
in = T−1Etarget

out . (8.5)
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However, in practical scenarios, the inverse T−1 is extremely sensitive to noise [236].
This means even a slight error or noise in T can lead to significant changes in T−1. A more
robust solution is thus to consider the transpose conjugate T†. In fact, the operator TT†, also
known as the time-reversal operator, has been extensively studied in the RMT framework.
In particular, it has been observed that for both layers of paint and sufficiently long MMFs,
this operator closely approximates the identity operator [236, 237]. Consequently, the final
output can be approximated as follows

Eout = TEtarget
in

= TT†Etarget
out

≃ Etarget
out + noise/background .

In Section 8.3, we will explore how this technique not only allows the creation of intense
focusing spots at the output of a complex medium, but also extends to the construction of
reconfigurable linear networks.

The time-reversal operator in the RMT framework

Understanding the properties of the TT† is essential in the effective use of wavefront
shaping techniques. When considering a basic RMT model where the transmission
matrix T is a rectangular matrix of dimension k × d with elements drawn from i.i.d.
complex Gaussian random variables, it has been shown in [242] that

TT† = 1+
1√
d
H , (8.6)

where the noise term H is a Hermitian matrix with normalized coefficients. This implies
that with a sufficiently large number of controllable modes, the time-reversal operator
can approximate the identity operator. Moreover, the probability distribution of trans-
mission eigenvalues in the asymptotic case of this model (k, d → ∞), which indicates
how efficiently each mode (eigenvector) transmits light, follows the so-called Marchenko-
Pastur distribution [243].

Finally, using a RMT-based concatenated fiber model [226], it has been shown
in [244] that, when restricting to the sub-transmission matrix for one particular po-
larization, the transmission eigenvalues follow a bimodal law of the so-called Dorokhov-
Mello-Pereira-Kumar (DMPK) model [245,246].

8.2.4 Applications of wavefront shaping

Wavefront shaping, despite being a relatively new area of research, has had an important
impact across several fields, spanning from non-invasive imaging inside biological samples
[247] and RADAR imaging [248] to innovations in compressive sensing [249], to name just a
few. We refer to [4] for an extensive review. In the next sections, in particular, we will focus
on the impact that wavefront shaping has had on cryptography and quantum information
processing, which are two central topics of this thesis.
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Applications in cryptography

Considering a highly mixing scattering medium that is too complex to be copied or emu-
lated, has always been a fascinating direction for cryptographic applications. Such an object
is usually referred to as an optical Physical Unclonable Funcion (PUF) or Physical One-
Way Function (POWF) [85]. A pioneering cryptographic approach leveraging the inherent
complexity of such media, combined with wavefront shaping techniques, is an authentica-
tion method known as Quantum-Secure Authentication (QSA) [86]. The scheme involves a

Figure 8.4: Illustration of a QSA. (a) setup: SLM1 generates a challenge, which is sent to
the optical key. The response is then analyzed back by the SLM2. (b) When the key is correct,
the response results in a bright focusing spot. (c) For any other key, instead, one obtains a
random speckle. (d) A scenario where the authorized party successfully authenticates itself,
but for which (e) an emulation attack fails. Adapted from [86].

challenge-response protocol for identification where the goal is to prove that one has access
to a unique physical object, called an optical key, which is hard to emulate. After manufac-
turing the optical key, which is a layer of paint in [86], there is a one-time characterization
by measuring its transmission matrix1. With this approach, a verifier who knows the TM
can send a few-photons high-spatial-dimensional quantum state and subsequently verify the
response by unscrambling the corresponding speckle-like output of the optical key.

However, authentication is not the only security feature that can be provided using
wavefront shaping techniques. Even in the field of QKD, these techniques could be applied
to enhance the performance both for free-space [87] and fiber-based communication [88].
For instance, in [87], they showed how, by using a genetic algorithm [250,251] optimization
method, it could be possible to perform a standard free-space BB84 protocol even in scenarios

1In Figure 8.4, they considered the reflection matrix instead. However, the formalism remains the same.
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with strong scattering effects, such as in the presence of clouds, dust, haze or fog, leading
to an over 200-fold enhancement in transmission efficiency. Moreover, as reported in [88],
Zhou et al. have already successfully established a high-fidelity communication link over a
1-km-long MMF, where over 200 spatial modes can be controlled by using real-time off-axis
holography [252]. This progress represents a crucial milestone in advancing the capabilities
of high-dimensional QKD systems with MMFs [253].

Figure 8.5: Secure data transmission over a MMF in the presence of an eavesdropper. (a)
Eve performs a beam-splitting attack. When imaging into a camera, Eve’s output results
in a complex interference pattern, while Bob’s results in a focus on a particular spot of the
fiber output facet. Figure from [89]. (b) Eve wiretaps the channel where Bob and Eve
each share 50% of the transmitted power. While Alice and Bob diagonalize their channel
using the Singular Value Decomposition (SVD) based on their transmission matrix to retrieve
the message, Eve measures her own TM and performs channel inversion. Figure adapted
from [254]. In both (a) and (b) the security is based on the asymmetry between the transmitted
matrix of the legitimate channel and that of Eve’s channel.
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Secure communication has also been experimentally analyzed in the presence of an eaves-
dropper. One such experiment [89] involved a QKD scheme where a portion of the MMF
was contained within the labs of the communicating parties, Alice and Bob. By randomly
bending the MMF segment inside their labs, they could thwart an eavesdropper’s attempts
to fully learn the transmission matrix. In particular, they showed experimentally how they
can provide secure communication against a specific beam-splitting attack, as illustrated
in Figure 8.5(a). Furthermore, an experimental demonstration of secure data transmission
over a wiretapped MMF channel was reported for the first time in [254]. Here, the protocol’s
security relied on the physical system’s properties between the legitimate users, employing
the so-called Physical Layer Security (PLS) framework [255]. Notably, they utilized a SLM
to generate tailored wiretap codes [256] based on the SVD of measured TMs, as shown in
Figure 8.5(b).

Applications in quantum information processing

The first demonstration of controlling single-photon through an opaque scattering medium
[257] dates back to 2014, when they used an optimization method to focus a heralded single-
photon reflected from a layer of white paint (ZnO). In the same year, Defienne et al. [258]
deployed instead the digital phase conjugation method to engineer single photon-states re-
flecting again from a layer of paint (TiO2) and analyze their coherence properties. In 2016,
wavefront shaping techniques were extended to make the SLM and the complex medium
(both for an opaque scattering medium [259] and for a MMF [260]) act as a fully pro-
grammable 2× 2 beamsplitter and analyze the corresponding two-photon interference.

This first class of reconfigurable operators led to a natural extension to higher dimensions
both for single-photon and two-photon linear operators. Two-photon interference with a
reprogrammable 2 × 4 linear operator has been first analyzed in [83] and then recently
extended to 22 output ports with a SPAD array in [84], showcasing the possibility of scaling
the number of controllable outputs. Following a similar approach, but only considering one
input port at the time, in [90] they successfully implemented amplitude-only linear operators
of dimensions up to 8× 38.

A different approach based on single-outcome projective measurements to transport and
certify two-photon entanglement has also been experimentally analyzed in [91] where they
were able to construct reconfigurable linear operators of dimension up to 7 × 7. By using
one SLMs at each end of the MMF, they were able to measure the TMs without the need
for a reference field, being able to retrieve relative phases across the different outputs.

8.3 Reconfigurable optical network for quantum commu-
nication complexity

Demonstrating a quantum advantage in solving one-way quantum communication complexity
problems presents a fascinating yet challenging task. This process requires the capability for
high-dimensional encoding and decoding, coupled with the imperative to minimize overall
loss. A key aspect is the careful selection of the right problem to demonstrate a clear
advantage over classical strategies. Several factors influence this choice, such as
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1. Quantum encoding: it’s essential to assess how feasible it is for Alice to encode the
targeted complex high-dimensional quantum state with the technology deployed.

2. Quantum decoding: on the other end, Bob’s ability to perform accurate and lossless
quantum decoding is equally important.

3. Classical benchmark: a quantum protocol that seems easier to implement might
not lead to quantum advantage due to a very efficient corresponding classical commu-
nication complexity. Thus, accurately estimating both the lower and upper bounds of
the classical protocols is crucial in determining the likelihood of achieving a genuine
quantum advantage.

Notably, we have already performed a detailed classical benchmark for two particular
communication complexity protocols, the βPM and VS protocols (see Section 5.3.3). On
the other hand, in this chapter, we will experimentally investigate how to perform a recon-
figurable and low-loss quantum decoding from wavefront shaping techniques, while Alice’s
encoding will be simulated by simply adding an extra phase mask layer to the SLM, as
explained in Section 8.3.3. Compared to the previous experiments on the setup [83, 84], we
employed a novel method of partitioning the SLM into multiple input ports, as described in
Appendix D.1. This approach enables precise control over the amount of light directed to
each port.

8.3.1 Experimental setup

As illustrated in Figure 8.6, our platform to test one-way communication complexity prob-
lems is conceptually divided into two parts.

Figure 8.6: Setup configuration to solve a one-way boolean quantum communication com-
plexity problem. Alice’s encoding is simulated by adding an additional mask to the SLM,
which has been carefully partitioned in n ports (n = 4 in this illustration). Bob uses the
SLM and MMF to build a linear operator. He then divides the output in the camera into two
subspaces (light H-polarized and V-polarized), where for each subspace he defines k/2 macro
pixels as output ports (k = 4 in this illustration). If Bob detects a greater amount of light in
the red detection modes, he responds with b = 0; if not, he responds with b = 1.(L: lens, ND:
neutral-density filter, D: Iris diaphragm, WP: Wollaston prism.)
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• Alice’s setup: Alice employs a superluminescent diode to generate coherent states
with a controllable mean photon number. A 1-nm bandpass filter is added on the
source path so that spectral dispersion is negligible when light propagates through the
MMF2. In addition, she has shared access to a SLM, a reflective liquid-crystal phase-
only model (Hamamatsu, X10468-02, which is strategically partitioned into n input
ports, as described in Appendix D.1. Consequently, Alice is capable of encoding a
sequence of n spatially multiplexed coherent states, by displaying a phase pattern on
the SLM. As a matter of fact, as indicated in [63], a one-way quantum communication
complexity protocol using pure single-photon states |ψ⟩ can be mapped to coherent-
state protocols, encoding a coherent state |α, ψ⟩ as described in Eq. (2.30). The SLM
is a reflective liquid-crystal phase-only model (Hamamatsu, X10468-02).

• Bob’s Setup: Bob’s apparatus includes the shared SLM and a graded-index MMF
capable of supporting approximately 400 propagation modes3 at 810nm (Thorlabs,
GIF50C, length4 55.3± 0.1 cm, core diameter 50± 2.5 µm, NA 0.200± 0.015). Since
our MMF present an isotropic mixing across both spatial and polarization modes, to
collect two orthogonal polarizations (H and V) we use a Wollaston prism directing them
to separate regions of our EMCCD camera (Andor iXon3 860). This binary division
in detection is specifically designed for boolean one-way communication complexity
problems.

It’s worth noting that in a practical implementation of a one-way quantum communica-
tion protocol, two SLMs would be necessary: one for Alice to encode her quantum states and
another for Bob to perform the correct measurements. However, for the sake of simplicity
and to minimize costs, our setup employed just a single SLM.

8.3.2 Acquisition of transmission matrix

In the following, we present our approach to fully characterize our MMF by independently
measuring the transmission matrix T(p), linking the relevant input modes for each p-th input
port to the targeted output modes. In our experiment, we define the input modes as a series
of focused spots arranged on an isometric grid at the input facet of the MMF. To ensure
a complete characterization of the fiber we always consider Ninput = 600 different spots, a
number higher than the supported modes by the MMF. Each input mode corresponds to a
specific phase ramp displayed on the SLM, while the output modes are simply k macro pixels
of the EMCCD camera, each of which is approximately the size of an average speckle grain.
Moreover, to avoid unmodulated light getting into the MMF, we have offset the center of
the MMF’s optical axis from the zeroth diffraction order by 50µm in both horizontal and
vertical directions.

2This is because graded-index fibers are less sensitive to modal dispersion. In particular one can define
their spectral bandwidth δω as the smallest frequency shift that must be applied to the input light to achieve
a complete decorrelation in the output speckle pattern. In our experiment, we work with a light source with
spectral width (1 nm) much smaller than δω to make the effects of dispersion negligible.

3However, we control only the H polarization with our SLM, effectively addressing ∼ 200 modes.
4Length was chosen short enough to neglect spectral dispersion.
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Before explaining our particular acquisition process, let us describe a general approach
to measure a transmission matrix using a co-propagating reference field. This reference is
used to reconstruct the complex values of the TM from intensity measurements exploiting a
technique called phase-shifting holography [261].

General TM acquisition with phase-shifting holography

Let’s consider a generic linear optical system S, by shifting the phase of a controlled field
E(S) by a global phase θ with respect to a reference field R the photocurrent measured
at the the j-th output mode for the i-th input mode is given by

I
(S,θ)
ji = |Rj + E

(S)
ji e

iθ|2

= |Rj|2 + |E(S)
ji |2 + 2|Rj||E(S)

ji | cos(ϕRj − ϕ
(S)
ji − θ).

In this context, Rj = |Rj|eiϕ
R
j represents the complex reference field directed towards

the j-th output port. Similarly, E(S)
ji = |E(S)

ji |eiϕ
(S)
ji denotes the complex field at the

j-th output mode corresponding to a specific i-th input mode, essentially forming the
element of the TM for the optical system S. Shifting the phase θ over Nθ steps allows
to compute the unfiltered transmission matrix M(S)

M
(S)
ji =

1

Nθ

∑
θ

[I
(S,θ)
ji cos(θ)− iI

(S,θ)
ji sin(θ)]

= |E(S)
ji ||Rj|ei(ϕ

(S)
ji −ϕRj ) ,

from which one can retrieve the transmission matrix T(S) by measuring the output
reference intensity IR

T
(S)
ji =

M
(S)
ji√
IRj

= |E(S)
ji |ei(ϕ

(S)
ji −ϕRj ) . (8.7)

This general method allows the retrieval of a transmission matrix from a linear optical
system S, which still presents some unknown relative phases ϕR of the reference field. These
phases, however, are not of significance when one directly measures the output of the optical
system [236]. Let us now focus on the setup in Figure 8.6. A natural way of creating a co-
propagating field is by displaying an additional phase ramp to the SLM to focus part of the
light onto one particular input mode of the MMF. This leads to a speckle-like reference field,
which may result in low-intensity spots corresponding to targeted output modes. However,
it is known that a low-intensity reference field results in an inaccurate estimation of the
transmission matrix [262] and hence a limited control when deploying wavefront shaping
techniques, making this approach non-optimal.

We have therefore implemented a specific measurement process to estimate the transmis-
sion matrix of the optical system in Figure 8.6 for different input ports, while maximizing
the intensity of the co-propagating reference field in the targeted outputs. The measuring
process is divided into two main steps: in the first step, we acquire the transmission matrix
T(full) by considering the full SLM as one single-port, with a speckle-like co-propagating field.
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The second step consists of independently measuring the transmission matrices T(1) . . .T(n)

of dimension k×Ninput for n different input ports5. In this phase, the new optimized reference
field is obtained by adding an additional phase-layer to the entire SLM. By knowing T(full),
one can, in fact, deploy a standard digital phase conjugation method to generate a focusing
reference field in the targeted outputs. Notably, by using the same focusing reference field
for all n input ports, it’s possible to build a linear optical network using the measured TMs
directly. This approach avoids the need for extra calibration of the references, which in [237]
required a combination of photon counts and two-photon interferences analysis [263].

8.3.3 Construction of reconfigurable detection system

Now that the optical system has been fully characterized, we are finally ready to explain how
to harness this information to build a reconfigurable k×m linear operator L . As explained
before, the general concept relies on digital phase conjugation, where each p-th input port
of the SLM is encoded such that optical field at the input of the MMF has the form

E
(p)
in = T(p)†L(p) , (8.8)

where L(p) is the p-th column of the linear operator, as illustrated in Figure 8.7. In particular,
since the SLM is on the Fourier plane of the input face of the MMF, the phase mask displayed
on each port of the SLM corresponds to the angular component of the Fourier transform of
the input field in Eq. (8.8).

Figure 8.7: Pictorial representation of the construction of a 4×4 linear operator. Each port
of the SLM encodes a different column of the linear operator, controlling both the amplitude
and the phase of the corresponding output state. The final output detected is a coherent sum
of the contribution of each individual port. Illustration inspired by [237].

Therefore, the combination of the light modulation from the SLM and the mode mixing
of the MMF results in an observed linear operator Lobs, where the column encoded by the
p-th input port has the form

L(p)
obs = T(p)T(p)†L(p) . (8.9)

5In this case, the controlled input field E(p) is obtained from the light modulated only by the p-th input
port of the SLM.
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In an ideal implementation, Alice, which in the communication complexity framework
has access to a classical input x, sends a n-dimensional quantum state |ψx⟩ to Bob, who
programs his reconfigurable optical detection system presented in Figure 8.6 according to
his classical input y. The output state impinging the camera has therefore the form

|ψout⟩ = cost ·Lobs |ψx⟩ , (8.10)

with cost being a constant to normalize the state. As shown in Figure 8.7, the first n/2
states of the canonical basis of the output Hilbert space are defined by the output modes in
the H region of the camera, while the remaining n/2 are in the V region.

Alice’s encoding with one SLM

First, as explained in Section 2.2.2, any standard single-photon one-way quantum commu-
nication complexity protocol can be mapped in a coherent state protocol without changing
Bob’s decoding apparatus. Moreover, to further decrease the complexity of our optical net-
work, drawing inspiration from a strategy implemented in [264], the components of the input
quantum states are encoded directly on the SLM as depicted in Figure 8.8(b).

Figure 8.8: Alice’s methods to encode input vectors for a 4 × 4 linear operator. (a) The
phases are encoded directly into multiple light beams, and the SLM mask consists only of
the mask extracted from Eq. (8.8). (b) Only one light beam is sent which doesn’t carry
information. Alice’s input state is encoded by adding additional phase masks to each port of
the SLM. Figure adapted from [264].

Unfortunately, since the SLM can only encode phase masks, we are not able to directly
simulate the input state such as the one in Eq. (5.23) used to solve the VS quantum one-
way communication complexity protocol. Consequently, our experiment will be limited to

124



the βPM protocol, which requires only phase encoding. However, as discussed in Section
5.3.3, at a fixed size of the problem, the VS has a best-known classical protocol which is
much more demanding in terms of communication cost with respect to the βPM, making it
a much better candidate to show a quantum advantage. To address the limitations imposed
by the SLM’s encoding capabilities in the next section we perform a numerical analysis
to demonstrate that even when tackling the more general VS problem, our programmable
linear network can achieve performance levels comparable to those achievable in the more
practically implementable βPM quantum protocol. This approach helps to illustrate the
potential of our network in scenarios where direct simulation of certain input states is not
feasible.

8.3.4 Scalability and flexibility of the optical network

Before we proceed with the numerical analysis of the two distinct one-way quantum com-
munication complexity problems, it is beneficial to first explore how the performance of our
network is expected to scale with an increase in the size of linear operators.

Scalability in the RMT model

The scalability and programmability of this general approach were studied in [83] under the
straightforward RMT model, where the elements of the TMs are drawn from i.i.d. complex
Gaussian random variables. Given a fiber with Nmodes physical modes and an optical con-
figuration with n input and k outputs ports, one can think of each input port of the SLM
being able to effectively address only Nmodes/n of these physical modes. Consequentely, the
single-port transmission matrix T(p) is effectively a k × (Nmodes/n) random matrix. From
Eq. (8.6) an estimation of the single-port time-reversal operator is given by

T(p)T(p)† = 1+

√
n

Nmodes
H , (8.11)

which still converges to the identity operator when the number of physical modes goes to
infinity. A metric to quantify the difference of the implemented linear operator from the
ideal one is the fidelity F of the difference between the two operators, defined as

F(Lobs,L) := 1− ∥Lobs −L∥1
nk

, (8.12)

where ∥A∥1 :=
∑k

i=1

∑n
j=1 |Aij| is the l1-vector norm. From Eqs. (8.9) and (8.11) the asymp-

totic scaling of the fidelity in this model was found to be

F(Lobs,L) = 1−O
(√ nk

Nmodes

)
. (8.13)

This equation suggests a critical relationship between the dimensions of linear operators
and the number of physical modes Nmodes. Specifically, to increase the dimensionality of
square operators (k = n) linearly, a quadratic increase is required in the number of physical
modes (Nmodes = O(n2)). An increase in the number of physical modes can be achieved,
for instance, by engineering MMFs with greater diameters or higher numerical apertures, as
shown in Eq. (8.4).
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Numerical analysis for one-way communication complexity

Finally, we are interested to see how this flexibility specifically applies when trying to solve
VS and βPM problems, with a model which is closer to our experimental apparatus. In
particular, we will consider a measured transmission matrix T(full) of size k × Ninput when
using the full SLM as a unique port. We then, following the philosophy of the previous
paragraph, extract each single-port transmission matrix T(p) not by directly measuring them,
but by dividing the full transmission matrix into n submatrices, i.e. T(full) =

∣∣∣T(1)
∣∣∣ . . . ∣∣∣T(n)

∣∣∣
of dimension k × Ninput/n. From now on, since we consider only square linear operators,
we will always consider k = n. Considering for the sake of simplicity lossless single-photon
protocols, we choose as a figure of merit to compare the two protocols the visibility V of the
boolean detection system, defined as the probability of each photon going in the right region
of the camera

V = ⟨ψout|Π(a)|ψout⟩ , (8.14)

with a ∈ {0, 1} being the correct answer. The operators

Π(0) =
∑
i∈H

|i⟩⟨i| , Π(1) =
∑
i∈V

|i⟩⟨i| (8.15)

represent the POVM associated with the boolean response.

Figure 8.9: Numerical simulation for the visibility of βPM and VS protocols. Alice’s input
states are in the form of Eqs. (5.17) and (5.23), respectively. The detection linear operator
implemented for the βPM corresponds to the unitary matrix in Eq. (C.1). In contrast, the
operator for the VS protocol is a random unitary matrix that defines the two distinct sub-
spaces.

Therefore, visibility can be interpreted as the probability of correctly guessing in a one-
way quantum communication complexity problem, where a single photon is sent in a scenario
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without any loss. As displayed in Figure 8.9, the visibility rapidly decreases with the size of
the problem, which is in accordance with the scaling in Eq. (8.13). Moreover, the visibility
difference between the βPM6 and VS protocols is at most 4%, showcasing that the effective-
ness of our detection method is influenced not by the specific linear operator used but solely
by the size of the linear network.

8.3.5 Experimental analysis

In the following section, the experimental results for the βPM quantum protocol are pre-
sented using the setup shown in Figure 8.6. First, a calibration of the setup is performed,
where the SLM is partitioned in n = (4, 6, 8) input ports (Appendix D.1), then the trans-
mission matrices linking the n ports to the k = n output ports are measured (Section 8.3.2).
Finally, Alice’s encoding and Bob’s decoding are programmed using the SLM (Section 8.3.3).
Alice’s quantum state is the coherent-state version of the state in Eq. (5.17). Specifically, it
is given by

|α, x⟩ =
n⊗
p=1

∣∣∣∣ α√n(−1)xp
〉
p

, (8.16)

where x ∈ {0, 1}n is Alice’s input and α is a complex amplitude. By modulating the
intensity of the output beam of the superluminescent diode and selecting accordingly the
exposure time of the EMCCD camera, we can control the average amount of photons |α|2
that Alice is sending per round of the protocol, resulting in a quantum communication cost
of O

(
|α|2 log(n)

)
qubits7.

Error analysis

The output state impinging the camera after encoding on the SLM Bob’s linear operator
LβPM(y) in Eq. (C.1) has the form

|α, x, y⟩ =
n⊗
j=1

∣∣∣∣∣α
√
η

n

n∑
p=1

(−1)xp
(
T(p)T(p)†L(p)

βPM(y)
)
j

〉
j

=
n⊗
j=1

∣∣∣α(x,y)
j

〉
j
, (8.17)

where we defined α
(x,y)
j := α

√
η
n

∑n
p=1(−1)xp

(
T(p)T(p)†L(p)

βPM(y)
)
j

the new complex ampli-

tudes for the j-th and η the overall efficiency of optical setup.
Let DH (DV ) be the random variable corresponding to the number of clicks in the n/2

output modes of the camera corresponding to the H (V ) region. Since each the output
state in Eq. (8.17) is still a tensor product of n coherent states, these two variables are

6We chose β = 1
2 to ensure fair comparison with the VS protocol by avoiding additional losses due to

partial matchings. This same principle has been followed in the experimental phase as well.
7In the following we consider |α|2 log(n) as the effective number of transmitted qubits. However, to upper

bound the quantum communication cost, one should derive the precise prefactors from [63, Theorem 1]
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distributed according to Poissonian distributions DH ∼ Poisson
(
µ =

∑
j∈H

∣∣∣α(x,y)
j

∣∣∣2) and

DV ∼ Poisson
(
µ =

∑
j∈V

∣∣∣α(x,y)
j

∣∣∣2). Considering the bit a being the right answer, then the

error probability ϵ of the protocol is

ϵ =

{
Pr(DH > DV ) +

1
2
Pr(DH = DV ) if a = 0 ,

Pr(DH < DV ) +
1
2
Pr(DH = DV ) if a = 1 .

(8.18)

Setup efficiency

Before presenting the experimental results, it is crucial to further discuss the different sources
of loss in our optical system, detailed in Table 8.2, Notably, we have calculated the efficiency
of the optical pathway, from the source of the coherent state to the output of the MMF,
at approximately 70%. This efficiency reduction is primarily attributed to two factors: the
limited reflectivity of the SLM, which has an efficiency of ηSLM ≈ 90%, and the transmission
efficiency ηMMF ≈ 80% through the MMF itself. The efficiency loss in the MMF is largely
due to losses at the injection of the fiber. This is because the guiding core of the MMF
acts as a spatial filter (both spatially and in numerical aperture—i.e. angularly), and some
of the high-frequency components of the SLM patterns are filtered. On the detection end,
our EMCCD camera exhibits a quantum efficiency of ηdet ≈ 75%. However, the main
source of loss in the camera arises from utilizing only a limited number of macro pixels as
detection ports, which represent a minor portion of the camera’s active area. Notably, the
total amount of light directed to the specific n detection ports of the camera constitutes
merely ηports ≈ 8%8 of the overall light that impinges the camera. While opting for larger
detection ports could significantly boost the efficiency ηports, such an increase beyond the size
of a speckle grain would result in capturing additional light that is not precisely controlled,
lacking any information about Alice’s encoding.

Parameter Value
SLM reflectivity: ηSLM 90%
MMF transmission: ηMMF 80%
Detector quantum efficiency: ηdet 75%
Detection ports efficiency: ηports 8%

Table 8.2: Summary of the efficiency parameters measured in the implementations. All
of them have been used in the simulations except ηports, which has been recalculated when
performing the numerical simulations9, due to its dependency on the accuracy of the linear
operator’s implementation.

8Experimentally, the stability of ηports is maintained even as the number n of ports increases. This occurs
because the reduced accuracy in impinging the detection ports due to a larger linear operator is balanced by
a corresponding increase in the detected region of the camera.

9To recalculate ηports in the simulations, we considered a TM carrying the amplitude and phase informa-
tion of each pixel of the camera.
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Quantum βPM and classical benchmark with VS

We are now ready to analyze the performance of our experiment and benchmark it with
the best-known classical protocol for the VS problem, analyzed in Appendix C.2. For each
partition of the input ports, we performed the βPM protocol over l = 500 instances of the
variables x = (x1, . . . , xl) and y = (y1, . . . , yl), where every pair (xi, yi) was drawn from the
probability distribution µ

βPM
presented in Section 5.3.1. In particular, we fine-tuned the

beam intensity and the exposure time of our EMCCD camera to ensure the error probability
estimated from the l instances of the protocol was below a targeted error threshold. We have
then measured the number of transmitted photons |α|2, and hence the number of transmitted
qubits |α2| log(n), by injecting the output of the photon source into an avalanche photodiode.
As shown in Figure 8.10, experimentally, we required (5 · 103, 2 · 104, 2.5 · 104) transmitted
qubits to solve the βPM problem with an error rate of ϵ = 0.2 for n = (4, 6, 8) ports,
respectively.

Figure 8.10: Plot of the transmitted number of qubits vs. the input size n for solving the
βPM problem within error probability ϵ = 0.2. It includes quantum simulations for MMFs
with varying mode numbers (Nmodes = 200, 400, 1000). For each mode count, there are color-
coded barriers (blue, red, and yellow, respectively) indicating the maximum n beyond which
the problem cannot be solved within the specified error limit. Furthermore, the graph also
includes a comparison with the transmitted bits required by the best-known classical protocol
for the VS problem, as deduced from Theorem 5.3.3, serving as a classical benchmark.

We compared the results also to a set of numerical simulations forNModes = (200, 400, 1000),
where for the 200 modes MMF we considered as before a measured transmission matrix T(full)
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and then divided it into n submatrices. For the simulation of TMs with a higher number
of modes we have simply copied the initial transmission matrix and reshuffled the modes.
Although our method is still several magnitudes away from the classical benchmark for the
VS problem, the quantum simulations demonstrate its potential to achieve a quantum ad-
vantage. Moreover, they highlight again how beneficial it would be to increase the number
of effective modes of the MMF.

It is natural to ask why there is such a difference between the simulation and the ex-
periment. First, the simulation assumes perfect wavefront shaping, both in amplitude and
phase, which results in a better implementation of the linear operator. However, this is not
the only reason. For instance, what we observe from the simulation for 200 modes is that it
is impossible for this approach to solve the problem with an error rate of ϵ = 0.2 for n > 22,
not even sending an infinitely large number of qubits. This is because, for more than 20% of
the possible inputs, the protocol will give the wrong answer no matter how much light one
decides to send. Nonetheless, it can easily solve the problem for n = 22 by sending only a
bit more than a thousand qubits. This gives a pitch for our experimental implementation,
as we could still achieve the desired guessing probability by enhancing the signal-to-noise
ratio, namely, by increasing the transmitted number of qubits. This suggests that additional
noise is present at the detection end, which is not accounted for in Eq. (8.3.5). A further
characterization and reduction of dark currents and background events could therefore lead
to better performance.

βPM as a quantum communication channel

To further explore how well our experimental setup can perform the βPM protocol, we
considered a quantum communication scenario where Alice and Bob use l = 6 · 103 instances
of the βPM protocol to share a binary image of a fingerprint. One can imagine that Alice and
Bob have agreed in advance on a set of inputs y = (y1, . . . , yl). Alice can then simply choose
accordingly each of her inputs x = (x1, . . . , xl) in order for her to transmit the fingerprint.
Specifically the j-th binary pixel of the targeted image has the value aj = βPM(xj, yj).

The experimental results in Figure 8.11 clearly demonstrate that an image with 4 ports
becomes distinctly visible with as few as 7 · 103 transmitted qubits per pixel. When the
number of ports increases to 6 and 8, the quantity of qubits required for a clear image
does rise significantly, yet the transmission of well-defined images remains achievable. For
example, with 4 · 104 qubits transmitted per pixel, we can successfully transmit an image
with 8 ports while maintaining a pixel error rate of ϵ = 0.12. See Figure 8.12 for the full plot
of the pixel error rates achieved for each image with respect to the number of transmitted
qubits per pixel.
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Figure 8.11: Experimental transmission of a binary classical fingerprint image with 6 · 103
pixels solving the βPM quantum protocol.

Figure 8.12: Plot of error probabilities of the experimental transmission of a binary classical
fingerprint solving the βPM problem.
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8.4 Conclusion

The investigation of novel quantum communication complexity problems with better sepa-
rations stands as a vibrant and dynamic area of interest. In this context, having a sound
and flexible platform for assessing quantum communication protocols and clearly showing
the benefits of quantum technology is extremely valuable for advancing the field.

In this chapter, we have introduced one such optical platform leveraging spatial degrees of
freedom, specifically designed for addressing quantum communication problems. Our strat-
egy is based on the intricate mode mixing within a MMF, coupled with the precise shaping
of the incoming light wavefront. This method’s key strength is its flexibility, which enables
the implementation of Bob’s detection phase for any quantum communication complexity
problem.

In particular, we applied this method to the detection part of the βPM quantum protocol,
evaluating its effectiveness and discussing how it can be scaled up for larger linear operators
by increasing the number of modes supported by the fiber. Additionally, we believe that
by leveraging various multiplexing techniques, such as spectral, timing, and polarization, we
can enable the solution of quantum communication problems in higher dimensions. Another
possibility to dramatically increase the size of the Hilbert space under manipulation is to use
and control multiple entangled photons, offering another exciting area for further exploration.

Finally, focusing on one single communication problem, we noticed that our reconfigurable
detection platform is particularly effective for problems necessitating the encoding of a wide
spectrum of quantum linear operators. An example is the VS problem, for which its classical
best-known protocol is quite demanding in terms of communication compared to the βPM
problem. Here, we observe that enhancing the number of controllable modes and reducing
external noise could potentially lead to outperforming its classical counterpart.
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Chapter 9

Perspectives

As we draw this manuscript to an end, this final chapter is dedicated to exploring the various
future directions and perspectives that emerge from my PhD research.

Prioritizing is the key to practical security

We have started our journey with my first research project in the world of quantum cryptog-
raphy, proposing a novel methodology for security certification described in Chapter 4. The
introduction of an attack rating methodology in the context of QKD brings new perspectives
to the design of quantum cryptographic hardware: the search for strong theoretical security
should be balanced with the practical need to keep implementation complexity manageable
and reduce the presence of possible loopholes. This dialectic approach is likely to trigger the
exploration of novel trade-offs in cryptographic system design.

Furthermore, advancements in the field of vulnerability assessments would play a crucial
role in shedding light on the actual security benefits that quantum cryptography can deliver.
By doing so, it could help dispel some of the skepticism that national security agencies
have recently voiced about QKD [47,48], establishing a clearer understanding of its practical
implications.

QCT model exploration and security proof extension

The second part of my PhD was mostly theoretical and focused on finding novel crypto-
graphic constructions based on the hybrid QCT model. Yet, it’s also valuable to more
closely examine the mathematical foundation of the QCT model itself. One idea is to for-
malize the classical short-term encryption assumption in Definition 6.4.1 using a security
notion of semantic security against quantum adversaries [265,266]. With such a formal def-
inition, it would be possible to rigorously show that an eavesdropper cannot exploit in any
way the ciphertext Enck(y), generated from input y, before reaching the computational time
tcomp.
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Additionally, the security of the HM-QCT key distribution scheme is currently only prov-
able within an i.i.d. scenario. However, the general attack in Figure 6.2 could be considered
with an extended quantum system Q including the quantum states sent across all the com-
munication rounds. The most challenging part is to be able, as in the i.i.d. scenario, to
effectively show a security reduction to the gap between quantum and classical one-way
communication complexity. A promising approach involves leveraging the additivity feature
of internal information complexity1, as outlined in Lemma 5.2.2. This lemma suggests, in
simpler terms, that solving n independent instances of a communication problem simultane-
ously doesn’t offer a more efficient solution than tackling them one after the other, thereby
effectively reducing to an i.i.d. scenario.

Find novel cryptographic constructions from QCT

The security proof that we have established for a key distribution scheme based on the
βPM problem could also be applied to any one-way communication complexity problem
with a boolean output. The results illustrated in Chapter 7 hence also pave the way to the
study of other communication complexity problems with larger gaps between classical and
quantum strategies, which would lead to even greater performances. For instance, it would
be interesting to investigate whether one could employ the k-forrelation problem [267], a
query-complexity problem2 which can be mapped to a communication complexity problem
through the query to communication lifting theorem [268]. In particular, the correspond-
ing communication complexity problem shows a classical-quantum separation of Ω(n1−ϵ) vs
O(log n) where ϵ > 0 can be made arbitrarily small, improving upon the Ω(

√
n) vs O(log n)

separation of the βPM problem.
Finally, communication complexity is not the only framework that one could explore

within the QCT model. Another interesting direction is to consider pseudorandom quan-
tum states [269]. A keyed family of n-qubit quantum states {|ψk⟩}k∈{0,1}λ is said to be a
pseudorandom state if any polynomially many copies (in λ) of |ψk⟩ is computationally in-
distinguishable from the same number of copies of a state drawn from the n-qubit Haar
distribution. In particular, Ji, Liu, and Song [269] conjectured a method, later proved by
Brakerski and Shmueli [270], for creating pseudorandom states from uniform binary superpo-
sitions with post-quantum one-way functions. Within the QCT model, Alice and Bob could
first agree on a key k by using a short-term encryption scheme. To send a message secret
message m ∈ {0, 1}n to Bob, Alice would then generate a pseudorandom state encoding
the message m into a n-qubit state with such a family of post-quantum one-way functions.
By knowing the key k, Bob would be able to retrieve the message, while an unauthorized
adversary would receive a pseudorandom state as their direct input. Hence, when reducing
to an immediate measurement strategy, this state would be indistinguishable from a random
quantum state sampled according to the Haar measure, intuitively ensuring the security of
the communication protocol.

1It’s important to highlight that our security proof relies on external information complexity at this stage.
To pivot towards a dependence only on internal information, we are yet to identify a one-way compression
scheme necessary to formulate an analog of Lemma 5.2.4 specific to internal information complexity.

2In a query model you are given a black-box access to some input. Your goal is to compute a function of
the input while minimizing the number of queries.
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Cryptographic constructions with provable security from complex media

In Chapter 8 we have presented our approach to have a reconfigurable platform for one-way
communication complexity using MMFs. However, it would be interesting to focus more
on the possible quantum cryptographic constructions based on the isotropic mode mixing
of the MMFs and other forms of complex media. The main idea would be to leverage the
theoretical work on quantum PUFs that has been conducted in the last years [271–275] and
apply it to cryptographic constructions similar to the pioneering experiment [86] depicted in
Figure 8.4. The security of this protocol has only been analyzed against some specific strate-
gies such as an intercept-resend attack [276], and attacks focused on retrieving information
from an unknown challenge state [277, 278]. This would raise an important question: is it
feasible to develop a practical challenge-response authentication system employing wavefront
shaping techniques, while also ensuring its security in a rigorous and general mathematical
framework? Notably, a recent patent [279] on such quantum authentication methods indi-
cates a growing interest, not only from an academic standpoint but also from an industrial
perspective.
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Appendix A

Methods for saturation attacks
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A.1 Experimental setup

A.1.1 Bob’s homodyne detector

As explained in a balanced homodyne detection, the signal is mixed with an intense local
oscillator on a 50/50 beam splitter. Quadrature information is retrieved by subtracting the
photocurrents generated from two photodiodes of identical detection efficiency connected
at the output ports of the beam splitter. Due to the imperfect splitting ratio of the beam
splitter, as well as the efficiency mismatch of photodiodes, it is necessary to add appropriate
attenuation at the respective output port of the beam splitter, see Figure A.1. This equalizes

Figure A.1: Balanced homodyne detection at Bob’s side. An attenuator (Att) in one of
the output ports of the 50/50 Beam Splitter (BS) balances the photocurrent generated from
photodiodes PIN1 and PIN2. Homodyne electronics circuit amplifies the subtracted pho-
tocurrents.

the photocurrents and hence sets the mean of the output voltage of the homodyne detection
close to zero. This is referred to as balancing the homodyne or, more precisely “balancing the
homodyne with respect to the local oscillator port". It has been shown that such balancing
is essential to reduce the excess noise due to local oscillator intensity fluctuation [280]. In
case of imperfect balancing, one of the photodiodes generates more current than the other.
As a result, the value of the homodyne output shifts towards the detection limit, and this
may lead to saturation.

The reason for saturation is due to the limited amplification factor of homodyne electronic
circuitry. In our case, the circuit is made around an Amptek A250 charge amplifier, powered
by ± 5V power supply, that exhibits detection limit α1 at -2.5V in the negative DC level and
α2 at +3.3V in the positive DC level (which is observed while interchanging photodiodes).
Saturation behavior is also observed while setting a low dynamic range of the data acquisition
card (say, ± 2V) that is used to acquire homodyne output for post-processing. In this work,
we have set the data acquisition card range at ± 5V. Thus, the linear range is limited solely
by the homodyne electronic circuitry.

Setup for coherent attack strategy

The experimental setup shown in Figure A.2 implements the resend session of the saturation
attack. We have implemented CV-QKD Everesend system [281] using a Sagnac loop realized
with a Variable Beam Splitter (VBS).
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Figure A.2: Experimental setup for generating displaced coherent state. In the Sagnac loop,
Gaussian modulated signals are prepared using the amplitude modulator AM1 and the phase
modulator PM1 and are then displaced at the VBS, based on a coherent interference with the
pump. Displaced signals are then sent to Bob along with the local oscillator.

We have used a 1530.12nm pulsed laser of width 50ns, at a repetition rate of 1MHz,
to generate this displaced signal. Displacing the signal is achieved as follows. The VBS,
with splitting ratio ≈99.9%, splits the pulse from the circulator into two. Less intense
signal pulse in a clockwise direction goes under Gaussian modulation by the first amplitude
modulator AM1 and the phase modulator PM1 and is further heavily attenuated by an
isolator (connected in reverse to achieve an attenuation higher than 30dB). The highly intense
pulse travels along anti-clockwise directions, referred to as pump pulse, meets the signal pulse
at the VBS and displaces it [282]. The amplitude modulator AM2 controls the intensity of
the pump and hence the amount of displacement ∆. A PIN diode attached to the VBS
helps to monitor the stability of displacement operation. The Sagnac configuration helps to
lock the relative phase of the pump pulse and signal pulse to zero. Finally, the circulator
directs the displaced signal towards the Polarization Beam Splitter (PBS) that polarization
multiplexes the local oscillator and displaced signal to the output fiber channel.

A.1.2 Setup for incoherent attack strategy

In this version of attack, Eve sends external laser pulse of 20ns width, along with signal
pulse in the same polarization but at different wavelength (1550.12nm). The signal laser and
incoherent laser pulses are synchronized with proper delay. At Bob station, he performs the
same homodyne measurement as in the coherent attack strategy, where incoherent laser pulse
is polarisation demultiplexed along with signal. It exploits two features of the homodyne
setup: imbalance of the homodyne experienced by the light through signal port and also
wavelength dependent splitting ratio of the beam splitter [283–285]. By taking into account
the wavelength dependent effect and the attenuator value adjusted for the local oscillator,
the effective transmittance applied to the incoherent laser is approximately Tbs ≈ 49%, while
the transmittance applied to local oscillator is about Tlo ≈ 50% ± 0.05%. The equivalence
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of the intensity I of the incoherent laser pulse to the displacement ∆ can be given by

∆ =
√
ηb/Ilo(1− 2Tbs)I , (A.1)

where ηb is the efficiency of Bob and Ilo is the local oscillator intensity. Therefore, vary-
ing intensity of the incoherent light shifts the mean of the homodyne output towards the
saturation limit α1 and as a result affects the output variance.

A.2 Estimation of channel parameters

In CV-QKD system that uses the quantum channel is characterized by its transmission T
and its excess noise ξ. These parameters are estimated from Alice and Bob’s modulated and
measured quadratures. Under saturation attack, these parameters are modified into Tsat
and ξsat. During the intercept-resend attack, the quadrature measured by Eve is: XM =
XA +X0 +X

′
0, where X0 is the vacuum noise quadrature due to Alice preparation and X

′
0

is due to 3dB loss from Eve’s heterodyne measurement. The resent signal takes the form:
XE =

√
G
2

(
XM +XNA,E

)
+∆X +X

′′
0 . Here, G is the amplification factor to compensate the

loss from the heterodyne detection, XNA,E
accounts the technical noise from Alice and Eve,

X
′′
0 is due to coherent state preparation by Eve. The term ∆X determines the amount of

shift in the mean value of quadrature. The same formalism holds true also for P quadrature.
The parameter estimation takes the form [67]

Tsat = 2⟨XAXBsat⟩2/(GηBV 2
A)

ξsat =
2

Gη
B
Tsat

(VBsat −GηBTsat
2

VA −N0 − νele) ,
(A.2)

where, XBsat and VBsat denote quadrature and its variance measured under saturation attack.
Moreover, νele is the electronic variance of the homodyne detector. One aspect of the attack
worth mentioning here is that we assume that Eve does not tamper with the shot noise
calibration phase.

A.3 Noise model and attack tuning

To evaluate optimal values of ∆1 and G for successful attack, it is essential to characterize
the noises associated with displacement as well as incoherent laser pulse. In the absence of
a resent signal, displacement pump/incoherent light is sent to Bob, and the amount of noise
is recorded for various values of ∆. This helps to model the excess noise at Bob, shown in
Figure A.3(a) and (b), and it is taken into account during optimization of ∆ and G. Figure
A.3(c) and (d) show excess noise at Alice with respect to ∆. Value of detection limit α1

is calibrated as −106
√
N0 (−2.5V expressed in shot noise unit) for the optimization. For

each transmission distance and for respective optimal VA, ∆ and G are calculated such that
excess noise falls below the null key threshold. The optimal values are those that correspond
to a maximum key rate, with Tsat = T , shown in Figure A.3(e) and (f). It can be seen

1As we have seen in Eq. (A.1), we can consider ∆ as a parameter to optimize for both the attack strategies.

140



Figure A.3: Excess noise due to displacement(a)-(d). Red circles and blue squares represent
noise from coherent displacement and incoherent light, respectively. Black lines are theoretical
fits with the respective noise model. (a) and (b) show excess noise at Bob induced by ∆.
Noise from coherent displacement shows quadratic behavior while incoherent light adds noise
from its own shot noise which is linear. Noise at Alice is shown in (c) and (d). (e)-(f)
Optimal values of ∆ and G at a various distance calculated based on noise model from (a)
and (b). Red and blue dots represent coherent and incoherent attacks, respectively.

that at a transmission distance shorter than 50km and 35km, respectively for coherent and
incoherent attack strategy, no values of G and ∆ are able to meet attack success conditions.
The difference in feasible distances may have an impact on the attack potential as it affects
the rating factors: (i) knowledge of TOE (which is here the knowledge of optimized QKD
signal parameters for those distances) and (ii) window of opportunity (as it is easy to meet
attack conditions at a shorter distance than longer distances). However, such deviations will
be relevant for larger distance differences and less visible for differences between 50km and
35km. In the incoherent attack strategy, the average power of the incoherent light required
to reach the detection limit α2 = −106

√
N0 is observed as 5.55uW.

A.4 Asymptotic secret key rate for GG02

Here we present the asymptotic key rate for the GG02 protocol, introduced in Section 3.3.
In a reverse error correction scenario, the general Devetak-Winter bound in Eq. (3.10) can
be rewritten as

R∞ = γsift (I(A : B)− I(B : E)) . (A.3)

One can first notice that for each signal, Alice and Bob always agree on one quadrature,
resulting in γsift = 1. Moreover, the mutual information between Alice and Bob can be
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written as
I(A : B) =

1

2
log (1 + SNR) . (A.4)

Here the term SNR is the signal-to-noise ratio given by SNR = TVA
1+χtot

, where χtot is the
total noise above the shot noise. The analysis of the mutual information between Bob and
Eve is, however, more tricky. First, we need to consider the EB version of the protocol. In
such a protocol, one can assume without loss of generality that Eve possesses a purifying
system for the state ρAB shared by Alice and Bob. Then we use a very useful result known
as the optimality of Gaussian attacks [286], which implies that one can determine the mutual
information by restricting ρAB to a particular class of states, called Gaussian states [96].

Explaining in detail how to calculate the mutual information between Bob and Eve for
this particular type of states goes beyond the scope of this thesis. Instead, we’ll summarize
the key findings and recommend referring to [287] for a comprehensive derivation. The
mutual information I(B : E) can hence be estimated from Alice’s variance VA, the channel
transmission T , and the excess noise ξ, as follows

I(B : E) =
2∑
i=1

G

(
λi − 1

2

)
−G

(
λ3 − 1

2

)
, (A.5)

where G(x) = (x + 1) log2(x + 1) − x log2 x, λ1,2 are the symplectic eigenvalues [96] of the
covariance matrix characterizing the purified system for A and B, and λ3 the eigenvalue for
the state remaining after Bob’s measurement. The eigenvalues can be determined as

λ21,2 =
1

2

(
∆±

√
∆2 − 4D

)
, (A.6)

λ23 = V

(
V − T (V 2 − 1)

1 + T (V − 1) + Tξ

)
, (A.7)

where one defines

∆ := V 2 + (1 + T (V − 1) + Tξ)2 − 2T (V 2 − 1) , (A.8)
D := (1 + T (V − 1) + Tξ)V − T (V 2 − 1) , (A.9)

with V := VA + 1.
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Appendix B

One-way compression scheme

B.1 Derivation of Theorem 5.2.1

For the sake of completeness, in this section we show how to derive Theorem 5.2.1, which is
an analog result to [164, Corollary 7.7] with a concrete constant. First, we need to define a
one-way compression scheme to transmit integers in an optimal way.

Lemma B.1.1 (Compression scheme). Let z ∈ N. There exists a one-way protocol that
allows Alice to communicate z to Bob using at most log(z) + 1.262 log(log(z)) + 6.3 bits.

Proof. The protocol consists of two phases. In the first phase Alice sends y := ⌈log(z)⌉ in
base 3 using the two-bit letters 00, 01, 10. Alice then sends the bits 11 to indicate to Bob
that the first phase is complete. In the second phase Alice sends the binary representation
of z to Bob. Note that because Bob knows ⌈log(z)⌉, he knows when the protocol stops.

In the first phase of the protocol Alice sends ⌈log3(⌈log(z)⌉)⌉ two-bit letters plus an
additional two bits to complete the phase. Thus the total number of bits can be bounded as

2⌈log3(⌈log(z)⌉)⌉+ 2 ≤ 2 log3(2) log(⌈log(z)⌉) + 4

≤ 2 · 0.631 log(⌈log(z)⌉) + 4

= 1.262 log(⌈log(z)⌉) + 4

≤ 1.262 log(log(z) + 1) + 4

≤ 1.262 log(log(z)) + 5.3 ,

where in the last inequality we used the fact that log(x + 1) ≤ log(x) + 1 for x ≥ 1. In the
second step Alice only needs to send ⌈log(z)⌉ ≤ log(z) + 1 bits. By combining the upper
bounds we obtain the claimed result.

Then, we can use Claim 7.9 of [164], and replace the Claim 7.8 by our Lemma B.1.1 to
complete the derivation.
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Quantum Communication Complexity
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C.1 β-Partial Matching problem

C.1.1 Detection linear operator for quantum protocol

In the quantum protocol for the βPM problem, Bob’s detection approach, depicted in Fig-
ure 5.3, can be described by a linear operator. Specifically, the 2βn × n linear operator
LβPM(y), which precedes the final detection phase involving the mode combiner, depends on
the matching M ∈ Mβn and the vector ω ∈ {0, 1}βn, which together they form the input
y = (M,ω). As a matter of fact, the linear operator can be decomposed in a sequence of
permutations and pair-wise interference operations

LβPM(y) = P(ω)HP(M) . (C.1)

Given the matching M of size βn × n with binary entries, the permutation matrix P(M) of
size 2βn × n is constructed as follows. For each row i in M , ranging from 1 to βn, locate
the column indices j1, j2 where Mi,j1 =Mi,j2 = 1. Then, in the matrix P(M), set

P
(M)
2i−1,j1

= 1 and P
(M)
2i,j2

= 1 . (C.2)

This results in a permutation matrix P(M) where each pair of rows (2i − 1, 2i) corresponds
to the non-zero column indices of the i-th row in M . Now, we want each pair of modes to
interfere through a beam splitter, which is formally described by the action of the operator

H = Iβm ⊗ H2 , (C.3)

where Iβm is an identity matrix of size βm, ensuring that the Hadamard operation H2 is
applied independently to each pair of matched modes. Finally, P(ω) is a permutation matrix
that reorganizes the elements based on Bob’s input ω. First, let us consider the matrix G,
which reorders all the modes. The modes with odd indices are mapped to the first βn modes
and the even ones to the last βn modes. One such map is the following permutation matrix

Gij =


1 if j = 2i− 1 for i = 1, . . . , βn ,

1 if j = 2(i− βn) for i = βn+ 1, . . . , 2βn ,

0 otherwise .
(C.4)

Let now P̃
(ω)

be an 2βn × 2βn permutation matrix corresponding to the binary vector ω,
where for each pair (2i− 1, 2i) with i = 1, 2, . . . , βn, we have

P̃
(ω)
jk =

{
1 if (j, k) = (2i− 1 + ωi, 2i− 1) or (j, k) = (2i− ωi, 2i) ,

0 otherwise .
(C.5)

This definition ensures that if wi = 1, the i-th pair (2i− 1, 2i) is flipped, while if ωi = 0, the
pair remains unchanged. The final permutation matrix P(ω) is then obtained by combining
the two operators

P(ω) = GP̃
(ω)

. (C.6)
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C.1.2 Derivation of Theorem 5.3.1

In [3] the authors prove that, given β ∈ (0, 1/4]1 and ϵ1 ∈ (0, 1/2), for any deterministic
protocol π for the βPM problem that has a communication cost at most γϵ1

√
n/β+ log(ϵ1),

with γ a positive constant which we will determine afterward, the probability of success with
respect to the distribution µ

βPM
is upper bounded by 1

2
+ 5

2

√
ϵ1. To make the correspondance

with Theorem 5.3.1, we can write ϵ1 in terms of the error probability ϵ by noticing that
1 − ϵ ≤ 1

2
+ 5

2

√
ϵ1. This in fact implies ϵ1 ≥ 4

25

(
1
2
− ϵ
)2. By definition of the distributional

complexity we can therefore obtain Theorem 5.3.1, where all we need now is to retrieve the
desired upper bound γ ≤ 1

8e
.

Bounding γ

Still from [3], in their analysis they require the value of γ ≥ 0 to be small enough to satisfy
the following inequalities:

ϵ21
2

≥
4c−2∑

even k=2

(
64eγ2ϵ21

k

)k/2
(C.7)

ϵ21
2

≥

(
8
√
2eγϵ1

√
β

n

)2c

, (C.8)

with c ≥ 1. First, let’s prove that the bound γ ≤ 1
8e

implies Eq. (C.7). We notice that

γ ≤ 1
8e

≤
√

1
96e
, resulting in 96eγ2 ≤ 1. Then we obtain the following bound for ϵ21

2
:

ϵ21
2

≥ 96eγ2ϵ21
2

(From 1 ≥ 96eγ2)

≥ 32eγ2ϵ21
1− 32eγ2

(Using 2 ≤ 3− 96eγ2)

≥
∞∑
k=1

(
32eγ2

)k
ϵ21 (Given

∞∑
k=1

xk =
x

1− x
)

≥
∞∑
k=1

(
32eγ2ϵ21

)k (From ϵ1 < 1)

≥
∞∑

even k=2

(
64eγ2ϵ21

k

)k/2
(Using k > 1)

≥
4c−2∑

even k=2

(
64eγ2ϵ21

k

)k/2
. (Truncating the sum).

1Note that in this thesis we have used the notation β in place of the α from [3].
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To conclude, we demonstrate that γ ≤ 1
8e

implies (C.8). First, we notice that we can rewrite
the bound as 1

2
≥
(
4
√
2eγ
)2

. Then, as before, we derive the desired upper bound for ϵ21
2
:

ϵ21
2

≥

(
8
√
2eγϵ1

1

2

)2

(From
1

2
≥
(
4
√
2eγ
)2

)

≥

(
8
√
2eγϵ1

√
β

n

)2

(Using ϵ1 <
1

2
)

≥

(
8
√
2eγϵ1

√
β

n

)2c

, (Given c ≥ 1 and β/n ≤ 1

4
) .

C.1.3 Best known classical protocol

In this section we analyze the best known classical protocol for the βPM problem, introduced
in section 5.3.1. First, for the sake of completeness we restate the full protocol.

Classical protocol π
βPM

: Alice and Bob can exploit their public randomness to agree on
a subset s :={j1, . . . , jd} ∈ S, where S is the set of all the possible subsets of d indices in [n].
Subsequently, Alice transmits the corresponding bit values xs := (xj1 , xj2 , . . . xjd) to Bob.
As such, the communication cost of this protocol is d. Consequently, in this protocol, Bob
receives the corresponding d(d−1)

2
edges2. We call σ(s) the set of all those edges. Finally, Bob,

by knowing ω, can give the right answer whenever he gets at least an edge in the matching
M and randomly guesses the bit otherwise.

Next, we proceed to prove Theorem 5.3.2, which we also restate here for completeness.

Theorem 5.3.2. Let d ∈ N. An explicit one-way public-coin protocol π
βPM

exists with a
communication cost CC(π

βPM
) = d which solves the n-dimensional βPM protocol with an

error probability for any input at most

ϵ
βPM

(d) =
d∑

k=0

(
2βn
k

)(
n−2βn
d−k

)
2
(
n
d

) e−
k(k−1)
4βn . (5.20)

Proof. First, we define sM as the list of all the vertices in the β-matching M . For example,
let n = 4 and M be a perfect matching (i.e. β = 1/2) such that M = {(1, 2), (3, 4)}3,
then sM = {1, 2, 3, 4}. We call dM the number of indices in s that are part of sM , i.e.
dM := |s ∩ sM |. One can evaluate probability distribution of dM :

P (dM = k) =

(
2βn
k

)(
n−2βn
d−k

)(
n
d

) , (C.9)

2Whenever we say that Bob receives an edge, say (j1, j2), it implies that he acquires the bit values assigned
to the corresponding vertices, i.e. (xj1 , xj2).

3Note that here we use the equivalent pairs notation for the matching M .
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where
(
n
d

)
is the number of ways to pick d indices in [n],

(
2βn
k

)
is the number of ways to pick

k indices which are part of a β-matching sM and
(
n−2βn
d−k

)
is instead the number of ways to

pick d− k indices which are not part of a β-matching M4.
We now want to evaluate the probability of Bob not receiving any edge which is part of

his β-matching for a known value of dM . Trivially, whenever Bob doesn’t receive any index
in sM then the probability of not receiving any edge which is part of M , i.e. dM = 0, is
always equal to 1, otherwise we have

P (∄(i, j) ∈ σ(s) s.t. (i, j) ∈M |dM = k) =
k∏
l=1

(
2βn− 2(l − 1)

2βn− (l − 1)

)

=
k−1∏
l′=0

(
1− l′

2βn− l′

)

≤
k−1∏
l′=0

(
1− l′

2βn

)
≤ e−

∑k−1
l′=0

l′
2βn

≤ e−
k(k−1)
4βn ,

(C.10)

where in the first line we used that, after having checked that the first l − 1 indices in sdM
do not form any edge in M , 2βn − 2(l − 1) is the remaining number of possible indices in
sM that won’t form an edge in M when paired with the indices in the already extracted list
{j′1, . . . j′l−1}, and 2βn− (l−1) is the total number of remaining indices in sM . In the second
line we have simply replaced l with l′ := l − 1. The third line is obtained by noticing that
a

x−a >
a
x

for any x, a > 0 with x > a. The fourth and fifth lines follow from 1− x < e−x and∑k−1
i=0 i = k(k − 1)/2 respectively.
Finally, since Bob, by knowing ω, can give the right answer whenever he gets at least an

edge in the matching M and randomly guesses the bit otherwise, the error probability for
the best-known protocol is at most

1

2

d∑
k=0

P (dM = k)P (∄(i, j) ∈ σ(s) s.t. (i, j) ∈M |dM = k)

≤ 1

2

d∑
k=0

P (dM = k) e−
k(k−1)
4βn

≤
d∑

k=0

(
2βn
k

)(
n−2βn
d−k

)
2
(
n
d

) e−
k(k−1)
4βn .

where in the first line we used the fact that dM cannot be larger than d, Eq. (C.10) in the
second line and (C.9) in the last line.

Now let’s say that we want to solve the problem for an error at most ϵ, for any ϵ < 1/2.
Then, by performing the best-known protocol, it is sufficient to send d = O(

√
n) bits. To

show that we numerically analyze Eq. (5.20) in Figure C.1.
4Note that in (C.9) we considered

(
a
b

)
= 0 whenever b > a.
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Figure C.1: Error analysis for the best-known protocol for the βPM problem. a) Numerical
analysis of ϵ

βPM
(
√
n) for different values of β. b) Impact of different multiplying factors

(k ∈ {1, 32 , 2}) on error probabilities for β = 1
4 .

In Figure C.1(a), we observe that ϵ
βPM

(
√
n) converges to constant values for various β

values, indicating the protocol’s stability under varying β settings. Moreover, Figure C.1(b)
illustrates the effect of different multiplying factors on error probabilities, taking β = 1

4
as

an example. This demonstrates the ability to achieve the desired error probabilitiy ϵ by
appropriately selecting the factor.

C.2 Vector in a Subspace problem

C.2.1 Best known classical protocol

In this section, similar to the previous one where we analyzed the βPM protocol, we provide
a comprehensive analysis of the best-known protocol for the VS. Once again, for complete-
ness, we present a restatement of the full VS protocol below.

Classical protocol π
V S

. Let z1, ..., zn be n mutually independent random elements in R,
each chosen according to the normal distribution N (0, n−1), that is, each zi has the normal
distribution with expectation 0 and variance n−1. The distribution of z = (z1, ..., zn) in Rn

is hence multi-normal (we call this distribution ψ). Let k = 2d, where d is an integer and
let z1, ..., zk be k mutually independent random elements of Rn, each chosen according to
the distribution ψ. We assume that both players can see z1, ..., zk (using their pre-shared
secret). Let z ĵ be the element in {z1, ..., zk} with the largest scalar product with the input
vector x ∈ Sn−1 ∩H (same analysis for H⊥). Alice knows the value of the index ĵ and share
that index with Bob, by sending d bits. Now Bob knows vector z ĵ. He will answer 0 if z ĵ is
closer to H and 1 if z ĵ is closer to H⊥.

Next, we proceed to prove Theorem 5.3.3, which we also restate here for convenience.
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Theorem 5.3.3. Let d be an integer. An explicit one-way public-coin protocol π
V S

exists
with a communication cost CC(π

V S
) = d which solves the n-dimensional VS problem protocol

with an error probability at most

ϵ
V S
(d) = min

t1,t2>0
1−

(
1− e−

(|T |+T )2

8

)(
1− 2e−

t2
2

2

)(
1− 1

t21

)
(5.24)

with T ≡
√

d
π
−
√

4
√
n(t1 + t2) + 2

√
2t1t2.

Proof. We start with some theorems that we shall use in this proof. First, let’s consider
the Borel-Tis Inequality [288], a concentration inequality for the maximum of i.i.d. Gaussian
random variables.

Theorem C.2.1 (Borel-Tis Inequality). Let Y = maxi=1...mXi, where Xi ∼ N (0, σ2) are
i.i.d. Gaussian random variables. Then

P (y − E[Y ] < −t) ≤ e−
t2

2σ2 . (C.11)

Next, we consider an inequality [289] that provides bounds on its expectation value.

Theorem C.2.2. Let Y = maxi=1...mXi, where Xi ∼ N (0, σ2) are i.i.d. Gaussian random
variables. Then

E[Y ] ≥ 1√
π ln 2

σ
√
lnm . (C.12)

Finally, we will need a variant of the Levy’s Lemma [290], a result which shows that the
norm of a projection of a random vector is close to Gaussian.

Theorem C.2.3 (Levy’s Lemma). Let ν ∈ Sn−1 be a unit random vector distributed uni-
formly with n > 2. Let F ⊆ Rn be a subspace of dimension l. Then for each t > 0

P

(
∥ProjFν∥

2
2 −

l

n
≥ t√

n

)
≤ e−

t2

2 , (C.13)

where ∥·∥2 is the euclidean norm and ProjFν is defined as the projection of ν onto the
subspace F , formally given by ProjFν := arg minv∈F ∥ν − v∥2.

We start our proof by showing how for large n, with very high probability, any zi is very
close to a unit vector. The distribution of ∥z∥22, where z is an n-dimensional multivariate
variable, with each component independently distributed as N (0, n−1), is given by ∥z∥22 ∼
1
n
χ2(n). This indicates that the norm squared of z follows a chi-squared distribution with
n degrees of freedom, scaled by 1

n
. Therefore, Chebyshev’s inequality can be used to bound

the norm squared of z: for each t1 > 0, the following concentration inequality holds

P

(∣∣∥z∥22 − 1
∣∣ < t1

√
2

n

)
≥ 1− 1

t1
2
. (C.14)

Moreover, we know that ⟨zi|x⟩ ∼ N (0, n−1), since it is a projection on a random di-
rection, but all the directions give the same distribution. Let’s define xi := ⟨zi|x⟩ and
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y := max{x1, . . . , xm} = ⟨z ĵ|x⟩. Now we lower bound the value of the scalar product y with
a combination of Theorem C.2.1 and C.2.2, where in our case σ = 1√

n
. First one can show

that, from Theorem C.2.2.

E[Y ] ≥
√
lnm√
nπ ln 2

=

√
d

nπ
. (C.15)

Finally, from Theorem C.2.1 one obtains for each t3 > 0

P

(
y ≥ 1√

n

(√
d

π
− t3

))
≥ 1− e−

t23
2 . (C.16)

Now we have all the ingredients to evaluate the projection of z ĵ on H and H⊥. We will
consider the case x ∈ H (the case x ∈ H⊥ has the same analysis). One can write z ĵ as

z ĵ = xy + ν
√

∥z∥22 − y2, where ν is uniformly distributed over the unit sphere in x⊥ which
is a subspace of Rn of dimension n− 1. Since dim[H] = n/2 and H⊥ ∈ x⊥, we have that for
each t2 > 0

P

(∣∣∣∣∥ProjH⊥v∥22 −
1

2

∣∣∣∣ < t2√
n

)
≥ 1− 2e−

t2
2

2 , (C.17)

where we considered n to be large enough such as the expected value of the squared norm is
n/2
n−1

≃ 1/2. From eq. (C.14), it can be observed that for each t1 > 0, with a probability at
least 1− 1

t21
, the squared norm of the projection ProjHz

ĵ is

∥∥∥ProjHz ĵ∥∥∥2
2
= y2 +

(
∥z∥22 − y2

)
∥ProjHν∥

2
2

> y2 + (1−
√

2

n
t1 − y2)(1− ∥ProjH⊥ν∥22).

Similarly, from Eq. (C.17), we can derive that, with probability at least (1− 2e−
t2

2

2 )(1− 1
t21
)

∥∥∥ProjHz ĵ∥∥∥2
2
> y2 + (1−

√
2

n
t1 − y2)(

1

2
− t2√

n
)

>
1

2
+ y2

(
1

2
+

t2√
n

)
− 1√

n

(
t1√
2
+ t2

)
>

1

2
+
y2

2
− 1√

n

(
t1√
2
+ t2

)
.

Finally, from eq. (C.16) it follows that, for t3 ≤
√

d
π
, with probability at least (1− e−

t23
2 )(1−

2e−
t2

2

2 )(1− 1
t21
)

∥∥∥ProjHz ĵ∥∥∥2
2
>

1

2
+

(√
d
π
− t3

)2
2n

−
t1√
2
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With the same probability, the projection on H⊥ is given by∥∥∥ProjH⊥z ĵ
∥∥∥2
2
=
(
∥z∥22 − y2

)
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√
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√
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n

.

Therefore, with an error probability at most 1− (1− e−
t23
2 )(1− 2e−

t2
2

2 )(1− 1
t21
), the following

inequalities hold true
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.

The idea now is to select a valid value for t3 such that either we ensure that
∥∥∥ProjHz ĵ∥∥∥2

2
>∥∥∥ProjH⊥z ĵ

∥∥∥2
2
, thereby guaranteeing Bob’s correct answer, or t3 = 0, forcing the error proba-

bility to be at most 1. Therefore, we select t3 = |T |+T
2

, with T :=
√

d
π
−
√

4
√
n(t1 + t2) + 2

√
2t1t2

5,

obtaining an error probability at most 1−(1−e−
(|T |+T )2

8 )(1−2e−
t2

2

2 )(1− 1
t21
) for any t1, t2 > 0.

Now one can minimize the error probability with respect to t1 and t2 to conclude the
proof.

Just like in the βPM problem, we can solve this problem by transmitting d = O(
√
n)

bits. In particular, in Figure C.2 we illustrate how to reach a desired error probability by
appropriately selecting the multiplying factor.

5One can notice that t3 ≤
√

d
π holds for any t1, t2 > 0.
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Figure C.2: Error analysis of the best-known protocol for the VS problem. We analyze the
impact of different multiplying factors (k ∈ {30, 35, 40}) on error probabilities.

C.3 General practical quantum protocol

In this section, we analyze a general quantum protocol for the βPM problem and the VS
problem for a realistic noise model. We consider a case where Alice sends m copies of the
quantum state in Eq. (5.17) for the βPM protocol and (5.23) for the VS. Let us call a ∈ {0, 1}
the right answer. Bob then performs the measurement from the corresponding ideal protocol
and outputs

- b =⊥ and aborts the protocol with probability pabort

- else, b = a with probability (1−pabort)(1−QBER) or b ̸= a with probability (1−pabort)·
QBER, where QBER is the quantum bit error rate, i.e. the error rate of a conclusive
round.

Given a dimension n and a number of copies m, the physical implementation of the
protocol determines the QBER and abort probability pabort. In the following we will analyze
these quantities for a physical implementation based on photonics.

C.3.1 QBER and pabort derivation

Consider a lossy channel, with T the transmittance of the channel, defined as T = 10−0.02L,
where L is the length of the quantum channel expressed in kilometers. Let ηdet be the
detector efficiency and Pdark the dark-count probability per detector. We will assume that
the error rate is dominated by dark counts and that clicks due to signals and due to dark
counts are independent. As described in Section 5.3, Bob can perform the measurement
associated to his input with only two detectors. In this analysis we will not consider photon
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counting detectors. Moreover, we shall consider the case where each copy of the quantum
state is encoded in a photon with n optical modes. Now let us consider the probability of
a photon sent by Alice being detected: it will transmitted with probability T due to loss
in the transmission channel; once it has successfully reached Bob’s measurement apparatus,
in the βPM case there is an extra probability 1 − 2β of addressing one of the modes not
described by the partial matching; finally, once it is rerouted to one of the two detectors, it
will be detected only with probability ηdet. Combining all these steps, the final probability
for a photon to be detected is 2βηdetT for the βPM protocol and ηdetT for the VS protocol.
Since each photon is independent, the probability that there is at least one click due to the
signal is

Ps = 1− Bin(0,m, T̃ ) = 1− (1− T̃ )m,

with T̃ := 2βηdetT for the βPM protocol and T̃ := ηdetT for the VS protocol. We called
Bin(k, n, p) :=

(
n
k

)
pk(1 − p)n−k the Binomial distribution, where

(
n
k

)
= n!

k!(n−k)! . Moreover,
the probability of getting zero clicks is the probability of having at the same time no clicks
from dark counts and no clicks due to the actual signal, i.e.

Pr(0 clicks) = Pr(no dark counts) · Pr(0 clicks due to signal)
= (1− 2Pdark + P 2

dark)(1− Ps) .

On the other hand, the probability of getting a click in both detectors at the same time is

Pr(both detectors click)=Pr(2 dark counts)+Pr(dark count in wrong detector)Ps
= P 2

dark + Pdark(1− Pdark)Ps .

We now assume that Bob aborts the protocol every time he has 0 clicks or clicks in both
detectors, i.e.

pabort = (1− 2Pdark + P 2
dark)(1− Ps)− (P 2

dark + Pdark(1− Pdark)Ps)

= Pdark − (1− 3Pdark + 2P 2
dark)(1− T̃ )m . (C.19)

Now we have that the QBER is the probability of giving a wrong answer after the sifting,
i.e.

QBER =
Pr(b ̸= a ∧ b ̸=⊥)

1− pabort
, (C.20)

with Prob(b ̸= a∧b ̸=⊥) = Pdark(1−Pdark)(1−Ps), obtaining eventually by direct calculation

QBER =
Pdark − P 2

dark

1− Pdark − (1− 3Pdark + 2P 2
dark)(1− T̃ )m

(1− T̃ )m . (C.21)

Finally, we have evaluated the pabort
6 and QBER as a function of the number of copies sent

m.

6One can notice that even in the case where Alice is sending a large number of copies pabort converges to
Pdark instead of simply 0. This is due to the fact that we haven’t considered an implementation with photon
counting detectors.
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Appendix D

Methods for reconfigurable optical
linear operator
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D.1 Input ports calibrations

Before being able to characterize the TMs of each input port, we need to define how to
subdivide our optical system into distinct input ports. While a division in square grids has
already been proposed in [264], we decide to preserve the radial symmetry of the Gaussian
input source by dividing the SLM into different pizza-shaped slices1, which allows to more
easily equalize intensities. However, we need first to characterize the Gaussian beam coming
from the superluminescent diode and how it couples to the MMF. To do this, we conduct a
detailed scan of the SLM, mapping out how light from each pixel of the SLM impings the
MMF.

D.1.1 Active zone of the SLM

Our approach begins with displaying a phase ramp on the SLM and collecting the resultant
speckle pattern. The key observation comes from noticing changes in the speckle pattern
only when we vary the phase value of pixels that reflect light inside the MMF. Therefore,
as illustrated in Figure D.1, by adding a phase shift of π to each macro pixel (each sized
4×4) and analyzing the correlation C(X, Y ) between the original speckle image (without any
additional phase shift) and the modified image (with the phase shift at macro pixel(x, y)) we
can effectively reconstruct the Gaussian beam’s profile. In particular, this technique allows
us to accurately find the position of the beam’s center, which is crucial to divide the SLM
into well-balanced slices.

D.1.2 Dividing the SLM in slices

Once we have characterized the active zone of the SLM, we can then divide it into m different
slice-shaped ports, where our goal is to make sure that each port is controlling the same
amount of light. In particular, this is crucial when we want to simulate a quantum state
coming from Alice, such as the one for the βPM protocol in Eq. (5.17), which is a balanced
superposition where the classical information is encoded in the phase.

Our technique for dividing SLM into m well-balanced ports, illustrated in Figure D.2,
works as follows. Initially, we display a uniform phase ramp across the entire SLM and record
the total light intensity, Itot. Next, we set the SLM to a completely black state (phase 0 across
all areas), ensuring no light reaches the MMF as it aligns with the first diffraction order. We
then apply the phase ramp to a specific slice of the SLM, defined by a starting angle αin1 = 0
and a variable ending angle αout1 , initially set to 0. This angle is gradually increased until the
light intensity collected from this section, Itot1 , reaches Itot/m. Subsequent ports are scanned
in the same way starting from the ending angle of the previous port αinp = αoutp−1. The final
port m is uniquely defined by the start angle αinm = αoutm−1 and ends at αoutm = 2π, completing
the circle.

1Despite the Ph.D. candidate being Italian, sadly the idea came from the French supervisor...
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Figure D.1: Analysis of the active zone of the SLM. The reconstruction of the Gaussian
beam’s profile is achieved by applying a π phase shift to each macro pixel, identified by
coordinates (x, y), and examining the correlation C(X,Y ) between the original and modified
speckle images.

Figure D.2: Illustration of the division of the SLM into m = 4 different ports. Due to the
fact that the SLM active profile is not perfectly Gaussian, the angles of the four ports are not
precisely 90° each.
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Titre : Communications quantiques multimodes et cryptographie hybride
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Résumé : La cryptographie quantique a été large-
ment définie comme une forme novatrice de crypto-
graphie ne reposant sur aucune hypothèse de dif-
ficulté computationnelle. Cependant, avec l’évolution
du domaine, et en particulier alors que la distribution
quantique de clé (QKD) atteint des niveaux élevés de
préparation technologique, il semble qu’il faille trou-
ver un équilibre critique. D’une part, il y a la quête
du niveau de sécurité théorique le plus élevé. D’autre
part, une seconde direction consiste à optimiser la
sécurité et la performance pour une utilisation réelle,
tout en offrant un avantage par rapport à la cryptogra-
phie classique. Dans cette thèse, nous avons exploré
de nouvelles voies vers cette seconde direction, à sa-
voir la cryptographie quantique en conditions réelles.
Dans le premier projet, nous défendons un mes-
sage simple mais puissant : les attaques les plus
dangereuses contre la QKD, pour lesquelles le
développement de contre-mesures est crucial, sont
les plus faciles à mettre en œuvre. Par conséquent,
nous effectuons une évaluation de la vulnérabilité d’un
dispositif de QKD à variables continues, proposant
une nouvelle méthodologie pour la certification de
sécurité basée sur le classement des attaques.

Dans le deuxième projet, nous introduisons une
construction explicite pour un protocole de distribu-
tion de clés dans le modèle de sécurité Quantum
Computational Timelock (QCT), où l’on suppose que
le chiffrement sécurisé computationnellement ne peut
être rompu qu’après un temps bien plus long que le
temps de cohérence des mémoires quantiques dis-
ponibles. En tirant parti des hypothèses QCT, nous
construisons un protocole de distribution de clés basé
sur le problème de Hidden Matching, pour lequel il
existe un écart exponentiel en complexité de com-
munication unidirectionnelle entre les stratégies clas-
siques et quantiques. En particulier, en exploitant
cet écart exponentiel, nous débloquons la possibilité
d’envoyer plusieurs copies du même état pour réaliser
un établissement de clé avec des performances qui
vont au-delà de la QKD standard.
Dans le dernier projet expérimental, nous étudions
la faisabilité de démontrer un avantage quantique en
complexité de communication. En particulier, nous
exploitons le mélange de modes complexe inhérent
aux fibres multimodes en employant des techniques
de wavefront shaping pour aborder les problèmes de
complexité de communication quantique.

Title : Multimode quantum communications and hybrid cryptography

Keywords : Quantum communication, Quantum cryptography, Quantum optics

Abstract : Quantum cryptography has been largely
defined as a novel form of cryptography that would
not rely on any computational hardness assumption.
However, as the field progresses, and in particular as
Quantum Key Distribution (QKD) reaches high tech-
nological readiness levels, it appears that there might
be a critical balance to strike. On the one hand, we
have the quest for the highest theoretical security le-
vel. On the other, a second direction consists in op-
timizing security and performance for real-world use,
while still providing an edge over classical cryptogra-
phy. In this thesis, we have explored new paths to-
wards this second direction, namely real-world quan-
tum cryptography.
In the first project, we promote a simple yet powerful
message: the most dangerous attacks against QKD,
for which the development of countermeasures is cru-
cial, are the easiest ones to implement. Hence, we
perform a vulnerability assessment of a Continuous-
Variable QKD system device, proposing a novel me-
thodology for security certification based on attack ra-
ting.

In the second project, we introduce an explicit
construction for a key distribution protocol in the
Quantum Computational Timelock (QCT) security
model, where one assumes that computationally se-
cure encryption may only be broken after a time much
longer than the coherence time of available quan-
tum memories. Taking advantage of the QCT assump-
tions, we build a key distribution protocol on top of
the Hidden Matching problem, for which there exists
an exponential gap in one-way communication com-
plexity between classical and quantum strategies. In
particular, by exploiting this exponential gap, we un-
lock the possibility of sending multiple copies of the
same state to perform key establishment with perfor-
mances that go beyond standard QKD.
In the last experimental project we investigate the
feasibility of demonstrating a quantum advantage in
communication complexity. In particular, we leverage
the intricate mode mixing inherent in multimode fibers
by employing wavefront shaping techniques to tackle
quantum communication complexity problems.
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