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Abstract for the general public 

Lithium-ion batteries play a crucial role in the current energy transition, supporting electric 

mobility and renewable energy storage. To this end, the storable energy and efficiency of 

batteries must be improved. Among other factors, the performance is limited by the ability of 

positive electrode materials to reversibly exchange lithium ions and electrons. In this joint 

experimental and theoretical study, we aim to understand electron transfer on an atomic 

scale. The research has been carried out using LiNiO2, Li2MnO3, and LiCoO2 as model 

systems in the context of positive electrode materials for next-generation Li-ion batteries. By 

distinguishing between degraded surface layers and bulk material, we uncover a local 

electronic mechanism during delithiation that highlights the central role of oxygen ions in 

charge compensation. These results challenge conventional theories and offer promising 

directions for improving battery performance. 

Résumé grand public 

Les batteries lithium-ion sont actuellement limitées par la faculté des matériaux d'électrode 

positive à échanger réversiblement les ions lithium et les électrons. Cette étude vise à 

comprendre les transferts d'électrons à l'échelle atomique dans les oxydes lamellaires de 

métaux de transition pour mieux appréhender le comportement en cyclage des futures 

générations d’électrodes. Grâce à une approche nouvelle basée sur la spectroscopie de 

photoémission à rayonnement X et calculs théoriques, nous avons dressé une cartographie 

détaillée des variations de la structure chimique et électronique depuis l’extrême surface 

jusqu’au volume des électrodes à chaque stade de la désinsertion des ions lithium. Nous 

avons ainsi mis en évidence le rôle majeur des atomes d’oxygène dans les mécanismes redox 

de ces matériaux d’électrode. Ces résultats apportent un regard nouveau sur le rôle des 

anions en tant que centre redox offrant des pistes prometteuses pour améliorer les 

performances des batteries. 

Riassunto per il pubblico generale  

Le batterie agli ioni di litio sono attualmente limitate dalla capacità dei materiali usati come 

elettrodi positivi di scambiare reversibilmente ioni litio ed elettroni. In questa tesi, si è 

studiato il trasferimento degli elettroni negli ossidi lamellari di metalli di transizione per 

comprendere meglio il loro comportamento durante il processo di carica e scarica delle 

batterie. Grazie ad un nuovo approccio basato sulla spettroscopia di fotoelettroni a raggi X e 

calcoli teorici, abbiamo caratterizzato le variazioni della struttura chimica ed elettronica in 

funzione della profondità (fino ai primi 30 nanometri) e della de-intercalazione degli ioni di 

litio. In tal modo, è stato possibile evidenziare il ruolo degli atomi di ossigeno nel 

compensare la rimozione degli ioni litio attraverso la distribuzione della carica in eccesso con 

un meccanismo detto di “auto-regolazione". Sulla base di questi risultati, si evidenziano 

alcune direzioni promettenti per migliorare le prestazioni delle batterie.   



  

 

 



   

 

   

Abstract 

This thesis has the objective to understand the redox compensation mechanism of 

positive electrode materials sustaining lithium-ion battery (dis-)charge processes. The 

study is conducted for LiNiO2, Li2MnO3, and LiCoO2, archetype materials for the state-

of-art high-energy positive electrode materials Li[NixMnyCoz]O2. Despite these 

materials having been studied for decades, the link between electronic correlations and 

redox mechanism during (de-)lithiation is not well understood. In particular, the role 

of transition metals and oxygen ions in the redox process is yet to be clarified and 

resolved in-depth from the surface towards the bulk. 

To this goal, we establish a novel methodology based on laboratory- and 

synchrotron-based soft and hard X-ray photoemission spectroscopy (XPS, HAXPES) 

to probe qualitatively and quantitatively the electronic structure from the extreme 

surface down to ~20-30 nm. This allows us to follow the evolution of positive solid 

electrode-electrolyte interphase, surface electrode material degradation, and bulk 

electronic structure upon cycling. Notably, the thickness and chemical structure of the 

surface degradation layer depends on the increase of oxygen valence, related to its 

interaction with the transition metal. Subsequently, we investigate the evolution of the 

bulk electronic structure upon cycling by analyzing the transition metal 2p core-level 

HAXPES spectra with electronic structure simulations based on density functional 

(DFT) and cluster model (CMT) theories. We evaluate the role of transition metals and 

oxygen in the redox process by quantifying the 3d-3d Coulomb repulsion and oxygen 

ligand-metal 2p-3d charge transfer (Δ). The spectra analysis for LiCoO2 and LiNiO2 

highlights a decrease of Δ towards the negative charge transfer regime indicating a 

leading role of the oxygen ions in the charge compensation mechanism. The 

delithiation process is therefore controlled by the local electron transfer from oxygen 

2p orbitals to limit charge accumulation in the metal 3d orbitals. 

  



  

 

  



   

 

   

Résumé 

Le succès des oxydes de métaux de transition lamellaires (LiMO2, M : Ni, Co, Mn) en 

tant que matériaux d’électrode positive est dû à leurs capacités à intercaler de manière 

réversible les ions lithium en préservant l’intégrité cristalline de l’électrode. Bien que 

les LiMO2, soit largement étudiés et utilisés, les mécanismes en jeu à l’échelle 

électronique lors de la désinsertion/insertion du lithium ne sont toujours pas clarifiés. 

Cette thèse a pour objectif d’appréhender les mécanismes de compensation de charge 

dans les matériaux d'électrode positive LiMO2 pendant leur cyclage. En particulier, le 

rôle des métaux de transition et des ions d'oxygène dans le processus 

d'oxydoréduction reste à élucider en différenciant les processus de surface de ceux du 

bulk du matériau.    

Pour ce faire, grâce à une approche qualitative et quantitative basée sur la 

spectroscopie de photoémission de rayons X de laboratoire et synchrotron, mous et 

durs (XPS, HAXPES), nous avons résolu la structure électronique et chimique des 

électrodes LixMO2 depuis l'extrême surface jusqu'à ~20-30 nm.  Nous avons mis en 

évidence des points communs et des différences sur la nature chimique et l’épaisseur 

de la couche de passivation de surface « solide electrolyte interphase- SEI », la structure 

électronique à proximité de la SEI et dans le volume des électrodes en fonction de la 

nature du métal de transition. Le couplage entre HAXPES et simulation à base de 

model de cluster (CMT) et de théorie de la fonctionnelle de densité (DFT) a permis de 

réinterpréter le rôle de l’oxygène dans les processus de transfert de charge.  Ainsi, nous 

avons identifié, à chaque étape de la désinsertion du lithium dans LixMO2, la 

contribution de la répulsion Coulombique « 3d-3d » et le transfert de charge « 2p-3d » 

entre l'oxygène et le métal (Δ). L'analyse expérimentale et théorique des spectres des 

niveaux de cœur des composés LiCoO2 et LiNiO2 à différents stades de la delithiation 

a mis évidence la présence d’un régime de transfert de charge négatif indiquant le rôle 

prépondérant des ions oxygène dans le mécanisme de compensation de charge.  
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Context and outline of the thesis 

 

The global environmental situation needs no introduction. It is well known that 

reducing greenhouse gas emissions to slow global warming is the most urgent 

challenge facing our society. Achieving this goal requires a radical change in our 

economic models, particularly in the energy sector, driven by long-term and large-

scale policies identified in the United Nations “Sustainable Development Goals” [1]. 

Indeed, the European Union has set the legislative goal of reducing emissions by 55 % 

by 2030 and achieving a climate-neutral society by 2050 in the "Fit for 55" package [2]. 

Battery development has a key role to play in supporting this transition to a 

sustainable energy model. The European research initiative “Battery 2030+” has been 

established to address this need [3]. In its “Battery Manifesto”, lithium-ion battery 

technology is identified as the main driving force in the current energy storage 

landscape [4]. This leading role is driven by the current accelerated transition to 

electric mobility. In the “Battery 2030+” roadmap updated in 2023, the long-term 

research directions have been identified and distinguished into three main 

themes [4,5]. One of these general themes consists of the fundamental understanding 

and development of battery interfaces and materials through a combined experimental 

and computational approach. 

The FOCUS “Multiscale battery simulation applied to electrode materials” project 

of the French Alternative Energies and Atomic Energy Commission (CEA) launched 

in 2020 fits into this context [6]. The goal of the project is to study battery materials 

from atomic to device scale through the coordinated deployment of 15 theses and post-

docs to develop predictive theoretical models. In this context, a primary focus is given 

to the coupling of physical modeling and experimental characterization. 

This thesis is part of the FOCUS Battery project and was carried out at the 

Innovation Laboratory for New Energy Technologies and Nanomaterials (LITEN) 

research institute of the CEA in Grenoble, France. The thesis focuses on two 

fundamental aspects concerning the positive electrode materials of lithium-ion 

batteries: resolving the bulk electronic structure and the electrode-electrolyte interface 

evolution upon cycling. These elements are fundamental to the operation of lithium-

ion batteries, making their understanding a vital resource for directing the 

development of better materials. At the same time, these aspects are known to be 

among the least understood in the lithium-ion battery field [7,8]. 

This is largely caused by the lack of combined experimental and theoretical methods 

with an adequate surface resolution for interfaces and sensitivity to electronic 

structure, the need for which has recently been emphasized by the scientific 
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community [8,9]. This thesis aims to address that need through the development of an 

integrated experimental and theoretical approach based on soft and hard X-ray 

photoelectron spectroscopy (XPS, HAXPES), specifically. The experimental 

characterizations were carried out with a novel laboratory spectrometer of the 

Nanocharacterization Platform (PFNC) that allows probing on an equal footing the 

nanoscale interfaces and buried bulk electronic structures of the electrode materials. 

The interdisciplinary nature of the project was concretized in the execution of the 

thesis across two CEA laboratories: the Laboratory of Advanced Characterization for 

Energy (LCAE) for the experimental study and the Laboratory for Multiphysics 

Modelling and Simulation (LMPS) for the theoretical one.  

The manuscript is organized as follows: 

Chapter 1 reviews the current understanding and open research directions 

regarding the electronic structure and surface chemistry of layered transition metal 

oxides, introducing the main questions that motivated this thesis.  

Chapter 2 describes the overall experimental and theoretical methodology, 

highlighting the combination of XPS and HAXPES to discriminate surface and bulk 

electronic states and the application of density functional and cluster model theories 

(DFT, CMT) for interpreting the latter.  

Chapter 3 introduces the experimental framework through a detailed core-level 

spectra analysis for the pristine electrode materials Li2MnO3, LiCoO2, and LiNiO2. 

Chapter 4 discusses the surface chemical composition changes of the electrode 

materials due to Li+ deintercalation as a result of XPS and HAXPES qualitative and 

quantitative analysis.  

Chapter 5 builds on the above analysis to study the core-level HAXPES spectra 

changes upon delithiation using CMT simulations to understand the bulk charge 

compensation mechanism in layered lithium transition metal oxides. 
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Chapter 1  

Charge compensation and degradation 

mechanisms of layered transition metal 

oxides 

 

The current knowledge on the layered transition metal oxides used as positive electrode active 

materials is reviewed, highlighting the role of their electronic structure and surface chemistry in Li-

ion batteries. The chemical and physical perspectives on their electronic structure are presented, 

followed by a review of approximately four decades of research aiming to understand the redox 

process mechanism. The major instability issues are then introduced, presenting what is known 

about the degradation mechanisms associated with redox processes from the extreme surface toward 

the bulk. 

 

1.1 Fundamentals of Li-ion batteries 

A lithium-ion battery is an electrochemical cell based on the reversible transfer of 

lithium ions between two electrodes through an electrolyte and electrons through the 

external circuit. When using a conventional liquid electrolyte, a porous electrolyte-

permeable separator is added to avoid physical contact between the electrodes and 

define the electrolyte layer thickness. While Li+ ions move through the electrolyte, 

electrons are forced to move through an external circuit that is electronically connected 

to the electrodes via metallic current collectors.  

The scheme of the device is shown in Figure 1.1.1. The movement of lithium ions 

through the electrolyte is coupled with an electric current flow through an external 

circuit that is fed into the device during battery charging process and can be used for 

external work when the battery is discharging. Depending on the direction of this 

process, both electrodes can act as anode (oxidation) and cathode (reduction), whose 

redox reactions are indicated below, assuming electrodes based on graphite (C) and 

layered metal oxides (LiMO2), respectively [10]:  

 𝐿𝑖𝑥𝑀𝑂2 + (1 − 𝑥)𝐿𝑖
+ + (1 − 𝑥)𝑒− ⇄ 𝐿𝑖𝑀𝑂2 Equation 1.1.1 
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 𝐿𝑖𝑥𝐶 ⇄ 𝐶 + 𝑥 𝑒− + 𝑥 𝐿𝑖+ Equation 1.1.2 

Conventionally, electrodes are often named with respect to their role during the 

discharge process [11], i.e. from left to right in the equations above. A more accurate 

definition is based on the relative potential of the two electrodes: the electrodes with 

higher and lower potential are defined as positive electrode (conventionally, cathode) 

and negative electrode (anode), respectively. In this thesis, we will adopt the latter 

nomenclature. 

 
Figure 1.1.1 Schematic illustration of a Li-ion cell, indicating electrode components and Li+ and 

electrons (e-) pathways. The length scales ranging from full cell to fundamental charge transfer 

processes are shown. Adapted from ref. [10,12,13].  

A lithium-ion battery is a system spanning a wide range of length scales. While the 

complete device is in the order of mm-cm, each electrode is a heterogeneous system 

comprising active material, binders and additives which form sub-millimeter 

microstructures [9,12,13]. The active materials typically consist of particles from a few 

micrometers to some tens; however, the single crystalline grains are smaller (~100 nm). 

Finally, the atomic dimension (Ǻ-nm) is the one in which the fundamental redox 

processes underlying the operation of the entire device take place, to which is added 

a further dimension, the depth, since these mechanisms involve the surface and bulk 

layers in a different way (Figure 1.1.1). 

The interplay of the processes happening at each scale makes the theoretical and 

experimental study of lithium-ion batteries very interdisciplinary and requires the 

combination of different scientific areas for a complete understanding. In this thesis, 
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we focus on the atomic scale. The intrinsic properties of the active materials in the two 

electrodes define fundamental aspects for battery performance, including the energy 

that can be stored in the battery [10,14]. Moreover, the nature of the interfaces between 

the various components plays a fundamental role in the reversibility of the cycling 

process and long-term stability of the battery [10,14,15]. 

 

1.1.1 Electrochemical basics  

The energy storable 𝐸 in a Li-ion battery depends on the cell voltage 𝑉 and the total 

exchanged charge with the system, named battery capacity 𝑄 [10]. In particular, 𝐸 is 

given by the integral of the de-intercalation curve 𝑉(𝑞) with respect to the capacity 

𝑞 [10]:  

 𝐸 = ∫ 𝑉(𝑞) 𝑑𝑞
𝑄

0
  Equation 1.1.3 

In practice, the volumetric and gravimetric energy densities -- the energy 

normalized to cell volume and weight, respectively -- are typically used to compare 

the batteries performance, which therefore depends also on the molecular weight and 

specific volume of the materials [14,16,17]. However, both 𝑉 and 𝑄 are strictly related 

to the cell chemistry [14].  

At the thermodynamic equilibrium, the open-circuit cell potential 𝑉𝑂𝐶 depends on 

the difference between the electrochemical potential of negative and positive 

electrodes (𝜇𝑛 and 𝜇𝑝, respectively) following the Nerst equation [10,18]: 

 𝑉𝑂𝐶 =
𝜇𝑛−𝜇𝑝

𝑒
  Equation 1.1.4 

with 𝑒 the electron charge. To avoid electrolyte involvement in redox reactions, 𝑉𝑂𝐶 

should be within the electrochemical stability window of the electrolyte used (Ew), 

defined by its highest occupied and lowest unoccupied molecular orbital (HOMO and 

LUMO, respectively) [19]. However, this does not happen in real devices: the LUMO 

level has a potential higher than µn while the HOMO has a lower potential than 𝜇𝑝, 

inducing reduction and oxidation of the electrolyte, respectively [Figure 1.1.2(a)] [19]. 

The formation of electrically insulating solid electrode-electrolyte interphases (SEI) 

kinetically hinder these degradative processes until suppressing them when a 

sufficient thickness is reached [20]. This is typically in the order of a few nanometers 

for the positive electrode and in the range between 1 -100 nm for the negative one [9]. 
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Figure 1.1.2 (a) Energy level diagram for the electrodes and electrolyte, highlighting the formation of 

passivation layers i.e. the positive and negative solid electrolyte interphases (SEI). Adapted from 

ref. [19]. (b) Qualitative valence band plots for the electrodes. (c) Relation between the cell voltage 

(bottom) and thermodynamic phase transitions (top) for a general LixMO2 material. Red lines 

indicate the measured voltage due to charge and discharge overpotentials. Adapted from ref. [8]. 

Note that 𝜇𝑛, 𝜇𝑝, and therefore 𝑉𝑂𝐶 are intrinsic characteristics of the electronic 

structure of the electrode materials [Figure 1.1.2(b)] [10,18]. In fact, the electrons 

participating in the redox reactions of Equation 1.1.1 arise from the electronic valence 

states closest to their Fermi level. Understanding the impact of this process on the 

electronic structure and its relationship with the deintercalation process is the first 

major objective of this thesis.  

Since the electrochemical potentials are defined by the derivative of the Gibbs free 

energy, the shape of the (de)intercalation curve provides information on internal 

structural and/or phase transformations taking place during these processes [18]. 

Assuming a constant potential for the negative electrode (e.g. experimentally obtained 

by using lithium metal), a constant potential V(x) indicates a two-phase region while 

a linear increase/decrease show a solid solution for the positive electrode material 

[Figure 1.1.2(c)]. Moreover, the presence of internal resistances upon charge and 

discharge defines overpotentials that modify the cell voltage as schematized in Figure 

1.1.2(c). Kinetic processes such as diffusion of lithium ions into the electrodes and 

electrolyte and charge exchange at the interfaces contribute to the internal resistance. 

The theoretical capacity a material can offer 𝑄𝑡ℎ𝑒𝑜 can be estimated by the Faraday 

law as 𝑄𝑡ℎ𝑒𝑜 =
𝑧𝐹

𝑀
, with M the molar weight, z the number of electrons exchanged by 

formula unit, and F the Faraday constant. Thus, the quantity of lithium ions exchanged 

by the material x can be estimated from the measured capacity 𝑄 as 𝑥 =
𝑄

𝑄𝑡ℎ𝑒𝑜
, allowing 

to deduce the average stoichiometry of the electrode materials (Equation 1.1.1). The 

reversibility of the (de)intercalation process is expressed by the charge/discharge 

capacity ratio, called coulombic efficiency (CE = Qch/Qdis) [10]. Although it cannot be 

exactly 100% due to the second law of thermodynamics, state-of-the-art materials and 

devices make it possible to achieve high reversibility. However, degradation processes 

of materials and interfaces cause a progressive decrease of both capacities. To indicate 
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the stability of a battery, the capacity is conventionally indicated after a certain number 

of cycles with respect to that in the first cycle [10]. 

 

1.1.2 Families of positive electrode materials  

Although in this thesis we will focus on layered transition metal lamellar oxides 

(LiMO2), it is insightful to compare them with the others technologically relevant 

families of positive electrode materials such as spinel structure oxides (LiM2O4), and 

polyoxides with an olivine structure (LiMXO4) [16,21]. All three classes of materials 

are commercialized for various applications spanning from electric vehicles to 

portable electronics. Another sub-class of layered oxides, in which the Li concentration 

is higher than the transition metal (Li-rich oxides, LRO), is also distinguished by its 

promised electrochemical performance. Despite the Li-rich category is instead still at 

research level, its fundamental properties are highly relevant in the context of layered 

oxides, as will be discussed in Section 1.4.5.   

 
Figure 1.1.3 (a) Crystal structures of representative materials for the main classes of positive electrode 

materials. (b) Average voltage vs capacity for different families of positive electrode materials. The 

data shown was taken from ref. [22–24]. 

The crystalline structures of the reference materials for each category are illustrated 

in Figure 1.1.3(a). The structural and electronic characteristics of the three families of 

materials induce different capacities and voltages behaviors, as shown in Figure 

1.1.3(b) [16], leading to different energy densities and stabilities. Layered transition 

metal oxides are considered the best candidates for developing batteries that can store 

more energy [18,22,25]. However, better stability and lower cost of raw materials make 

the other two categories equally interesting for applications with lower requirements 

by means of energy density [17,21]. 

 

olivine

layered
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 i     

Li rich
 i     
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1.2 Crystallography of layered lithium 

transition metal oxides 

The crystal structure of layered transition metal oxides with stoichiometry LixMO2 

(0<x<1) consists of a face centered cubic (fcc) close-packed oxygen framework in which 

Li and M ions are encaged in edge-sharing octahedral sites LiO6/MO6 and fill 

alternating layers [18]. Delmas and coworkers introduced a nomenclature for this class 

of materials based on the coordination site for the intercalant ion (O=octahedral, 

T=tetrahedral, P=prismatic) followed by the number of MO2 layers to describe the 

repeating units [26]. 

 
Figure 1.2.1 Schematic of the general structural changes involved during Li+ (de)intercalation in a 

layered transition metal oxide.  

In the most technologically relevant cases (M = Co, Ni, Mn), fully intercalated LiMO2 

and de-intercalated MO2 typically have the O3 and O1 structures with rhombohedral 

symmetry (space group R-3m) as shown in Figure 1.2.1 [18]. First (two-phase) or 

second (continuous) order phase transitions can be observed depending on the host 

exact composition. However, the O1 structure is rarely obtained upon electrochemical 

deintercalation [27]. In fact, the O3 structure tends to persist even upon phase 

transitions that occur during (de)lithiation.  

Phase transitions reversibility is crucial for the stability of the material upon cycling 

and the kinetics of the (de)intercalation process [18]. While in some cases lithium 

(de)intercalation is performed with minimal changes for the host structure, large 

volume changes and/or structural distortions can occur. The latter can lower the 

symmetry from rhombohedral to monoclinic, as indicated with an apostrophe in 

Delmas’ notation (e.g. O’3).  
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Beyond the deintercalation line, phase degradation to spinel (LiM2O4) and rocksalt 

(LixM1-xO) structures can occur by rearrangement of the Li and M ions in the fcc oxygen 

structure [18,28]. In particular, the layered-to-rocksalt transformation is a critical issue 

in these compounds as it involves a disordering of Li and M occupations, with 

typically a larger concentration of the latter followed by oxygen release 

(densification)  [18].  

It is possible to synthesize Li-excess oxide with Li1+xM1-xO2 formula, where the 

additional Li ions substitute the transition metal in its layers and tend to arrange in 

honeycomb structures [29]. The forehead of these materials is Li2MnO3, with an excess 

of x=1/3. Two structural models were proposed in the literature: Li1+xM1-xO2 was 

described as either a single solid solution with uniform Li/M mixing or as a 

heterogeneous solid system consisting of Li2MO3 and LiMO2 nano-domains [29]. In 

any case, two M and four Li ions coordinate oxygen ions involved in the honeycomb 

arrangements [30,31]. This local coordination has been proposed to explain the redox 

compensation mechanism for Li-rich oxides. 

 

1.3 Electronic structure of layered transition 

metal oxides: a dual perspective 

The electronic structure of layered transition metal oxides plays a crucial role in the 

charge and discharge processes of lithium-ion batteries [14,19,32,33]. As Li+ 

(de)intercalation can affect the crystal structure of the host layered oxide, the same can 

happen with the removal and addition of electrons in the electronic structure. Of 

course, both aspects are intrinsically coupled.  

Since the birth of the lithium-ion battery, the redox process during deintercalation 

has been explained based on well-known concepts of solid-state 

electrochemistry [10,21,34,35]. These interpretative models are still used to understand 

the fundamental mechanisms of positive electrode materials including next-

generation candidates, which present “unusual” large capacities that cannot be 

accounted for by classic models that assumes a cation-centered redox process [36]. This 

called for improvement of the models, that eventually are becoming closer and closer 

to models developed in the solid-state physics field.  

Indeed, the study of the electronic structure of transition metal oxides has been and 

still is of great importance in solid-state physics [37,38]. Single-electron theoretical 

models typically fails to describe the electronic structure of these materials, indicating 

the importance of electron-electron interaction (correlation) effects in these systems, 
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which need to be deal with other approaches, namely many-body methods [38,38–41]. 

In this framework, a crucial role of oxygen anions was recognized early on [42,43].  

Both perspectives are presented below, showing the need for a unification to further 

advance the fundamental understanding of redox processes in batteries.  

 

1.3.1 The solid-state (electro-)chemistry perspective: from 

cationic redox potentials to anionic redox processes 

The valence band of 3d transition metal oxides is constituted by the O 2p and M 3d 

bands, whose relative energy position rules the redox compensation mechanism in 

lithium-ion batteries [10,32,33,44]. The transition metals are coordinated by six oxygen 

ligands in slightly distorted octahedra. The crystal field of such coordination induces 

a splitting of degenerate the 3d states into a lower-energy three-fold manifold and a 

higher-energy two-fold one [18,44]. These bands are referred to by means of their 

symmetry within the group theory as t2g, comprising the dxy, dxz, and dyz orbitals, and 

eg, having d3r-z2 and dx2-y2 symmetries. Their difference in energy is explained by 

looking at the local orientation as shown in Figure 1.3.1(a): while the t2g orbitals point 

towards the space in between the oxygen ligands, the eg ones are aligned to the M-O 

bonds and therefore feel larger Coulomb repulsion of the O 2p orbitals. 

 
Figure 1.3.1 First insight on the electronic structure of 3d transition metal oxides. (a) Crystal field 

splitting of the 3d orbitals for a transition metal ion in octahedral coordination. Reprinted from [45]. 

(b) Electronic configurations for Mn, Co, and Ni at different oxidation states followi g Hu d’s rule 

and crystal field splitting. (c) Qualitative energy diagrams of LiMO2 commonly adopted in the 

literature. Adapted from ref. [46].  



1 - Charge compensation and degradation mechanisms of layered transition metal oxides 9 

 

   

Crystal field and atomic Hund’s rule of maximum multiplicity are the first two 

ingredients for filling the 3d orbitals. High- or low-spin configurations are obtained 

whether the crystal field splitting (historically defined as 10Dq) is smaller or larger 

than the electron spin pairing energy [18,44]. Figure 1.3.1(b) shows the ionic 

configurations for Mn, Co, and Ni with 2+, 3+, 4+ oxidation state, which are the most 

common cases in lithium transition metal oxides for lithium-ion batteries. For late, 

high valence 3d transition metal oxides (Co and Ni), the octahedral splitting is 

typically large leading to low spin configuration. Earlier 3d transition metal oxides 

(Mn) can instead show high-spin local structures since the crystal field splitting is 

smaller.  

Octahedral distortions such as in the R-3m space group (local D3d symmetry) or 

partial filling of the t2g or eg bands lead to lower symmetry local coordination. When 

the eg states are only partially filled, the energy of the filled orbital is typically lowered 

with respect to the unoccupied one, breaking the octahedral symmetry. This effect, 

known as Jahn-Teller distortion, is typically verified in molecular systems as well as 

early 3d solids such as Mn-based oxides, but is not observed in some relevant cases of 

solids for Li-ion battery application (e.g. LiNiO2), suggesting a dominant role of other 

physical effects [28,47,48]. Concerning the D3d symmetry, this induces an additional 

splitting of the t2g band into a two-fold degenerate band with eg symmetry and one 

orbital having a1g symmetry [47]. However, this splitting is smaller than the one related 

to octahedral coordination. 

The energy of the M 3d bands depend on the metal and its oxidation state (i.e. its 

configuration as shown above) as well as the local environment [21,25]. Qualitatively, 

anion electronegativity, ligand-metal covalency and the Madelung potential give 

altogether a so-called inductive-effect that shifts the position of the transition metal 

redox-active band with respect to the O 2p one [10,19,21,49]. Accordingly, the voltage 

of the cationic redox couple increases for less covalent M-L bonds (L=ligand) [49,50]. 

Historically, this was the reason for moving from layered sulfides (LiTiS2) to oxides 

(LiCoO2), which could deliver higher voltages because of the more ionic character of 

the host material [35]. In principle, this could lead to the assumption that covalency 

might play a secondary role in the electronic structure of LiMO2. However, as 

discussed in the next section, this proved to be wrong for late 3d transition metal 

oxides.  

Based on the above considerations, qualitative diagrams were realized to describe 

the redox process of conventional materials such as LiNiO2, LiMnO2 and LiCoO2 

[Figure 1.3.1(c)] [46]. In this picture, the highest occupied band is the one involved in 

the one-electron redox process associated with delithiation (Equation 1.1.1) and is 

referred to as the M3+/4+ cationic redox couple [18,19,46,50]. Upon oxidation, its position 

decreases in energy (increasing voltage) and can eventually reach the top of the ligand 

band. According to Goodenough and co-workers, this presents an intrinsic voltage 
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limit, due to a Fermi level pinning to the ligand band: further oxidation affects more 

and more the oxygen states, leading to structural degradation [10]. This is the case of 

LixCoO2, whose intrinsic voltage limit is expected at x~0.5, corresponding to a voltage 

of ~4.2 V vs Li+/Li [10]. Nevertheless, material optimization by surface engineering and 

bulk doping are breaking this limit, showing stable cycling up to 4.5-4.6 V vs Li+/Li at 

the laboratory level [51–55].  

The above concepts can be formalized within molecular orbital theory (MOT), 

where the overlap of M 3d and (unoccupied) 4sp and O 2p ligands in octahedral 

configuration leads to the diagram shown in Figure 1.3.2(a) [44,56]. In this framework, 

bonding molecular orbitals have a strong O 2p character while non-bonding ones have 

stronger M 3d character; the t2g states, due to low overlap with O 2p ligands, are 

classified as non-bonding states.  

Note that, within this theory, the ligand band is assumed to play a spectator role 

since it simply tunes the redox potential of the metal centers and set its intrinsic limit. 

However, the study of Li2MnO3 and Li-rich derived compounds put this 

understanding into question. Indeed, the large capacity observed could not be 

described solely by cationic oxidation: in Li2MnO3, for example, Mn is already in its 

expected highest oxidation state possible (4+) [36,57,58]. MOT diagrams turned useful 

in rationalizing this aspect: because of the different local coordination, a non-bonding 

O 2p state is formed [Figure 1.3.2(b)] [30,31,56]. Its presence and energy position 

relative to the M t2g and eg bands is proposed to explain the redox mechanism of these 

compounds: whenever it is the first state available for the redox reaction, a so-called 

anionic redox would take place [57,59]. Although appealing, this explanation is not 

sufficient to explain all experimental observations related to anionic redox-active 

systems and the various mechanisms are under discussion in literature [36]. 

Nevertheless, a clear distinction between “conventional” and “Li-excess” transition 

metal oxides, based on cationic and anionic redox mechanisms, emerged. In the most 

recent years, however, the line dividing these systems is progressively vanishing as 

more and more experimental and theoretical findings are revealing a rather different 

picture for the electronic structure of “classical” layered oxides, in which the role of 

oxygen remained hidden beneath the qualitative definitions given above.  
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Figure 1.3.2 Electronic structure of lithium transition metal oxides from molecular orbital theory 

perspective. (a) Molecular orbital diagram for a MO2 complex in octahedral environment including 

non-bonding metal t2g and O 2p states. The latter appear only in case of Li-rich stoichiometries. (b) 

Qualitative density of states derived from the diagram in (a) for LiCoO2 and Li2MnO3. Adapted from 

ref. [30,44,56,57]. 

 

1.3.2 The solid-state physics perspective: electronic 

correlations and ligand-metal charge transfer 

One key aspects regarding the electronic structure of 3d transition metal oxides and 

implicitly shown in Figure 1.3.1(c) is that the 3d bandwidth is typically very narrow, 

resembling that of an isolated atomic electronic structure [38,40]. Indeed, the low-

energy electronic structure of these compounds can show atomic-like, localized 

character that is better understood in atom-based rather than electron-based 

theories [38,40]. Because of the 3d electrons localization, their reciprocal interaction 

becomes not negligible and cannot be taken into account in single-electron pictures. 

Such electron-electron interaction is called electronic correlation, and the materials 

presenting it, among which are the 3d transition metal oxides, are defined as strongly 

correlated [60].  

The impact of electronic correlation becomes clear when considering that a partial 

occupation of the valence transition metal 3d bands does not necessarily lead to a 

metallic conductivity, as expected in conventional single-electron theories. This was 
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first observed for NiO: despite the valence band presents a 3d8 electronic 

configuration, a low electron conductivity and a band gap of ~4 eV were instead 

measured [61,62]. The opening of such gap was explained by the coulomb repulsion 

between the 3d electrons, which localizes them within each atom in the solid, as 

described by the many-body Hubbard model Hamiltonian, written below in second 

quantization formalism and whose physics is sketched in Figure 1.3.3(a) [39,60,61,63]: 

 𝐻 = 𝑡 ∑ (𝑐𝑖,𝜎
† 𝑐𝑗,𝜎 + 𝑐𝑗,𝜎

† 𝑐𝑖,𝜎) + 𝑈∑𝑐𝑖,↑
† 𝑐𝑖,↑

𝑖

𝑐𝑖,↓
† 𝑐𝑖,↓

(𝑖,𝑗)𝜎

 Equation 1.3.1 

Where 𝑡 is the hopping energy from one site to a neighbor one, 𝑈 is the Coulomb 

repulsion, conventionally called Hubbard U, 𝑐† and 𝑐 are creation and annihilation 

operators, i and j electron indexes, and 𝜎 = ↑, ↓ the spin index. Note that 𝑡 is related to 

the bandwidth D (for example, 𝑡 = 𝐷/4 in a semicircular density of state). 

 
Figure 1.3.3 Schematic picture for (a) the Mott-Hubbard and (b) Anderson models assuming a two-

dimensional square lattice. Blue and yellow circles represent metal and ligand atoms, respectively. 

(c) Low energy electron removal and addition spectra for a generic 3d transition metal compound. 

No significant metal-ligand covalency is assumed in this approximation. Starting from the upper 

model, in which 3d electrons are not interacting hence a partial filling leads to band metal, turning 

on the 3d electronic correlations splits the 3d band into upper and bottom Hubbard bands, whose 

position with respect to the O 2p band depends o  the Δ/U ratio. Adapted from ref. [42]. 
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In the Mott-Hubbard model, materials properties are defined by the competition 

between itineracy and localization of the 3d electrons i.e. kinetic and coulombic 

energy: the system behaves as a metal for U/D<<1 but becomes an insulator for 

U/D>>1 [63]. In the former case, the Hamiltonian can eventually simplify in a tight-

binding model where electrons are completely itinerant. In the second case, the 

materials are called Mott-Hubbard insulators to differentiate with classic band 

insulators. The resulting bands are referred to as upper and lower Hubbard bands.  

Further spectroscopic investigations of transition metal oxides called for the 

inclusion of the O 2p band in the picture given the Mott-Hubbard physics, leading to 

the Anderson model Hamiltonian as schematized in Figure 1.3.3(b) [42,60]: 

 𝐻 = ∑ 휀𝑖𝜎
𝑑 𝑑𝑖𝜎

† 𝑑𝑖𝜎𝑖𝜎 + ∑ 휀𝑖𝜎
𝑝 𝑝𝑖𝜎

† 𝑝𝑖𝜎𝑖𝜎 +

∑ 𝑉𝑖𝑗(𝑑𝑖,𝜎
† 𝑝𝑗,𝜎 + 𝑑𝑖,𝜎

† 𝑝𝑗,𝜎)(𝑖𝑗)𝜎 + 𝑈∑ 𝑑𝑖,↑
† 𝑑𝑗,↑𝑖𝑗𝑘𝑙 𝑑𝑘,↓

† 𝑑𝑙,↓  
Equation 1.3.2 

Where d and p indicate M 3d and O 2p orbitals and V is the hybridization strength 

between the two sets of orbitals. While the Hubbard U is the energy cost for an electron 

transfer between two metal sites 𝑑𝑖
𝑛𝑑𝑗

𝑛 ⟶ 𝑑𝑖
𝑛+1𝑑𝑗

𝑛−1, a charge transfer energy Δ is 

associated with charge fluctuations of type 𝑑𝑖
𝑛 ⟶ 𝑑𝑖

𝑛+1𝑳, with 𝑳 a ligand hole [42,43]. 

Accordingly, the competition between U and Δ describes different regimes (and band 

gap characters) for the transition metal oxides, as described by the Zaanen-Sawatzky-

Allen (ZSA) theory [43].  

In the ZSA theory, the properties of the solid are studied by considering an ionic 

cluster model where covalency, electronic correlations, and charge transfer are taken 

into account within a configuration interaction approach [43,64,65]. The many-body 

wavefunction of the system is defined as linear combination of different 

configurations [42,43,64–66]: 

 Ψ = |𝑑𝑛⟩ + |𝑑𝑛+1𝑳−𝟏⟩ + |𝑑𝑛+2𝑳−𝟐⟩ + ⋯  Equation 1.3.3 

The as-defined model Hamiltonian can then be solved by exact diagonalization 

methods (see Section 2.2.2 for more details).  

Within the ZSA theory, four different regimes for the transition metal oxides are 

found depending on the Δ/U ratio [Figure 1.3.3(c)] [42]. The first two regimes, namely 

the Mott-Hubbard insulator (U<Δ), the charge transfer insulator (U>Δ) have been 

studied since the nineties for many compounds. With decreasing Δ, however, two 

other regimes were recognized later on. The valence mixed or intermediate state 

corresponds to the case in which the upper Hubbard band crossed the O 2p band, 

leading to large covalency between p-d and a non-trivial electronic structure, with 
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large fluctuation between different electronic configurations. Finally, in the negative 

charge transfer region (Δ < 0), the O 2p is self-doped and the transition metal ions do 

not take the formal oxidation state. Since this will be a recurrent concept in this thesis, 

the formal oxidation state will be indicated by roman notation (e.g. III) to make a 

distinction between this concept and the actual ionic charge (e.g. 3+).  

Small and/or negative charge transfer are typical for late high-valence 3d transition 

metal ions because of their larger electronegativity [42]. This includes Co and Ni in 

their highest oxidation states and therefore can potentially apply to battery-related 

materials. Nevertheless, the electronic structures shown in [Figure 1.3.3(c)] do not 

correspond to those presented in the previous section [Figure 1.3.1(c)] and 

traditionally used to interpret the redox compensation mechanism in the Li-ion battery 

field. As will be discussed in the next section, this disagreement reflects the two 

different scientific pathways that can be distinguished in the last decades of research 

aimed to clarify the electronic structure of layered transition metal oxides in the 

framework of Li-ion batteries.  

 

1.4 The charge compensation mechanism: 

retrospective and outlook 

In this section, the buildup of knowledge on the charge compensation mechanism 

in layered transition metal oxides within the past four decades will be summarized. A 

schematized perspective of it is proposed in Figure 1.4.1, distinguishing the most 

relevant materials (or groups): LiCoO2, LiNiO2, NMC, and Li-rich NMCs.  
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Figure 1.4.1 Investigation of the charge compensation process of layered transition metal oxides in 

the past decades. 
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1.4.1 “ ayi g the basis”: first applicatio s of  i o 2 and 

LiNiO2 in Li-ion cells and insights from the ZSA theory 

(1980-1990) 

From a background of fundamental research on the magnetic properties of 3d 

transition metal oxides, Goodenough and coworkers initiated the study of layered 3d 

transition metal oxides for Li-ion battery applications in 1980, when he reported the 

first cycling data of LixCoO2 [34]. The voltage of this compound was nearly double of 

its forehead LixTiS2, whose intercalation chemistry was studied by Whittingham et 

al. [67]. This improvement led to the commercialization of the first Li-ion battery in 

1991, after the crucial substitution of Li metal with graphite as carbon-based negative 

electrode active material by Yoshino et al., who fabricated the first commercial-type 

Li-ion cell [68]. For their key contributions to the development of this technology and 

its relevance in nowadays-human society, the three researchers were awarded the 

Nobel Prize in 2019 [69].  

Soon after the discovery of LixCoO2, other parent compounds were tested for their 

electrochemical performance. In particular, LixNiO2 was highlighted as possible 

candidate, although Li/Ni inter-site disordering during both synthesis and 

electrochemical deintercalation, leading to low stability upon cycling, prevented the 

commercialization of LiNiO2-based batteries [70–74]. Conventionally, the redox 

compensation mechanism was related to the redox activity of low-spin CoIII/IV and 

NiIII/IV redox couples based on crystallography and magnetic properties of these 

compounds [73].  

These pioneering studies were concomitant with the development of the ZSA theory 

and the finding of NiO as a charge transfer insulator [43,62]. Soon after, Sawatzky’s 

group studied the electronic properties of Li-doped CoO and NiO [75–77]. Their 

interest on Li substitution was not due to Li-ion battery application but on its hole-

doping effect as criteria to classify the material in the ZSA diagram. By combining X-

ray Absorption spectroscopy (XAS), Bremsstrahlung isochromatic spectroscopy (BIS) 

and XPS with cluster model theory calculations, they found that LixCo1-xO and LixNi1-

xO (0<x<0.5) behave as charge transfer insulators [75–77]. Note that x=0.5 gives the 

layered rhombohedral structure used in Li-ion battery, as confirmed by X-ray 

diffraction (XRD) characterization [75,76].  

More specifically, a large p-d covalency was deduced by studying the O K-edge XAS 

pre-peak region of LixNi1-xO [Figure 1.4.2(a)]. The peak at 532 eV, related to Ni 3d 

hybridized with O 2p states,  sharply decreased upon Li substitution, while a lower-

energy peak appeared at 528.5 eV, suggesting that the hole compensating Li 

substitution had oxygen character [76,77]. The stabilization of the localized oxygen 

role was explained by O 2p antiferromagnetic exchange interaction, argued to be 
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stronger than Ni-Ni super-exchange [77]. This would imply that LiNiO2 lies in the 

negative charge transfer regime where the |𝑑8𝑳⟩ state has a lower energy than the 

nominal |𝑑7⟩ [Figure 1.4.2(b)]. A chemical perspective of this was given by 

Goodenough, who discussed this behavior as a shift of the Ni3+-O2- = Ni2+-O- 

equilibrium to the right side [48]. However, no direct comparison between experiment 

and theoretical calculations was brought to support the latter conclusion.  

 
Figure 1.4.2 (a) O K-edge spectra for a series of LixNi1-xO samples, where x is indicated on the left 

side. For comparison, the spectra for reference MgO, NiO, and Li2O samples are also shown. 

Reprinted from ref. [77] (b) Qualitative electron addition and removal spectra for (top) a charge 

transfer insulator e.g. NiO, modified by Li doping assuming either (middle) a rigid-band model or 

(bottom) hole localization on the O 2p states around lithium. Reprinted from ref. [77]. (c) Co L-edge 

XAS and (d) Co 2p XPS spectra for LixCo1-xO doped samples and LiCoO2. Reprinted from ref. [75].  

With an analogous methodology, CoO was classified as intermediate between Mott-

Hubbard and charge transfer insulator [75]. With low Li+ doping (x<0.2), the local 

electronic structure of Co did not change significantly as measured by Co L edge XAS 

and Co 2p XPS, indicating hole-doping of the O 2p band as in the case of the parent 

nickelate compounds. However, larger lithium substitution up to LiCoO2 does oxidize 

high-spin CoII (|𝑡2𝑔
5 𝑒𝑔

2⟩, S=3/2) to low-spin CoIII (|𝑡2𝑔
6 𝑒𝑔

0⟩, S=0), as deduced by the changes 

in the core-level spectra [Figure 1.4.2(c,d)]. Eventually, LiCoO2 also falls in the 

intermediate region and is characterized by both large p-d hybridization (O K edge 

XAS) and 3d electronic correlations as deduced by the valence band satellite 

structure [75].  

These results draw a different perspective of the electronic structure of the lithiated 

compounds than that assumed in the contemporary electrochemical studies. The 

relevant hole doping in the O 2p band of LiCoO2 and LiNiO2 sets a different starting 

point for the charge compensation upon Li deintercalation. However, delithiated 

compounds were not studied by Sawatzky and coauthors, and the strongly parameter-

dependent model calculations left space for improvements on the theoretical side. 

Moreover, due to the well-known tendency to Li/Ni disorder in LixNi1-xO [71], the 

spectroscopy characterization needed further investigation.  



18  1 - Charge compensation and degradation mechanisms of layered transition metal oxides 

 

1.4.2 “U dersta di g the limits”: i sights o  e d-member 

structures phases by XRD and DFT (1990-2000) 

In the nineties, the development of the in-situ XRD technique allowed characterizing 

the crystal structure changes of LiCoO2, LiNiO2, and LiCozNi1-zO2 inside 

electrochemical cells. These studies clarified the nature of some phase transitions, 

showing the impact of monoclinic distortions and Li ordering as observed for example 

for Li0.5CoO2 [78]. A particular attention was given to the deeply delithiated phases of 

LixCoO2 and LixNiO2 (x<0.5 and 0.2, respectively). A strong shrinking of the MO2 

interlayer distance and a tendence of transition metal displacement filling the empty 

Li sites were observed for these phases [Figure 1.4.3(a,b)] [27,79–82]. Such behavior 

was related to the low cycle stability of the highly delithiated layered oxides. 

 
Figure 1.4.3 Evolution of the cell parameters as function of Li stoichiometry in (a) LixCoO2 and (b) 

LixNiO2 materials as resulted by in-situ XRD. Reprinted from ref. [79,82]. The data find good 

agreement with more recent publications [83–86].  

The end-member Ni1-xCoxO2 metastable O1 phases were prepared and characterized 

by Tarascon’s group by in-situ XRD, highlighting a shrinking of the O-O distance [27]. 

This was explained by assuming a partial role of oxygen in the deintercalation process. 

Notably, this behavior was not interpreted in the framework of the ZSA theory but by 

recalling J. Rouxel’s studies on the redox chemistry of transition metal 

chalcogenides [87].  

These insights were supported by ab initio Density Function Theory (DFT) studies 

for both LixCoO2 and LixNiO2 by Ceder et al. [33,88,89]. By combining DFT calculations 

with thermodynamic considerations for the Li-ion cell system and cluster expansion 

methods to deal with Li ion disordered in partially delithiated structures, the authors 

presented a systematic approach to predict average voltages, deintercalation curves, 
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and phase diagrams for the layered systems. The MOT interpretation of the electronic 

structure (Section 1.3.1) found fair agreement with the band structures presented for 

LixCoO2 [33]. However, the analysis of the contribution of metal 3d and ligand 2p 

orbitals to the average voltage revealed an increasing role in the charge compensation 

by oxygen going from Sc to Zn along the row of 3d transition metals [Figure 

1.4.4(a)] [33].  

This was highlighted for the LixCoO2 system by observing the differential electron 

density maps between decreasingly delithiated structures, which showed larger 

differences located around oxygen [89]. Wolverton and Zunger gave a similar result, 

shown in Figure 1.4.4(b). They observed that the Co 3d occupation almost did not 

change from LiCoO2 to CoO2 [90]. Such behavior was explained by a “self-regulating 

response” of the system driven by charge imbalance minimization, similar to what 

observed in previous studies on transition metal impurities embedded in 

semiconductor matrixes [90]. This tendency of Co 3d to maintain a constant local 

charge regardless of the external conditions was later generalized to the transition 

metal family, disputing the conventional idea that oxidation states are directly linked 

to ionic charges [91,92]. However, such generalization was not widely accepted and 

the debate about this issue continues [93–97]. Despite the above great advancements, 

DFT-based calculations based on local density approximation (LDA) could not 

account completely for the electronic correlations effect. In particular, the metal-

insulator transition observed for 0.75<x<0.94 for LixCoO2 by Delmas et al. could not be 

predicted by Ceder’s studies [89].  

 
Figure 1.4.4 Insights on the charge compensation mechanism by LDA calculations. (a) Electron 

transfer of metal M and ligand X from MX2 to LiMX2 as a function of the 3d transition metal. The 

inset shows the trend by increasing ligand electronegativity with constant Co ion. Data taken from 

ref.  [33]. (b) Differential electron density plot from LiCoO2 to CoO2 calculated by Wolverton and 

Zunger in ref. [90]. Red and blue regions show regions with electron depletion and increase, 

respectively.  
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The LixNiO2 system was harder to study within DFT methods. In principle, LiNiO2 

is a Jahn-Teller active system due to the NiIII formal electronic structure (t2g6eg1). 

However, the long-range order measured by XRD matched with the rhombohedral O3 

structure of LiCoO2, although local distortions were confirmed by Extended X-ray 

Absorption Fine Structure (EXAFS) and neutron diffraction investigations [47,98,99]. 

Besides, standard LDA calculations for LiNiO2 lead to a metallic ground state in 

contrast to the experimentally verified semiconductor’s gap [33]. Moreover, the LiNiO2 

system was known to be easily affected by Li-off stoichiometry and Li/Ni intermixing 

defects, which can easily alter the characterized material’s properties depending on z 

in Li1-zNi1+zO2. Therefore, proper and reproducible comparisons between experiment 

and theory were hard to obtain. Because of this, the findings on LixCoO2 charge 

compensation mechanism were not directly transferred to LixNiO2. Jahn-Teller 

distortions led by Li+ inter- and intra-layer repulsion and consequent NiIII/IV charge 

ordering, were instead considered to dominate in the electronic structure of this 

system [88].   

 

1.4.3 “The crossroads”: seeki g better electrochemical 

performance with NMC while carrying on fundamental 

investigations for LiCoO2 (2000-2010) 

The low structural stability of LiNiO2 was overcame by bulk doping the structure 

with other 3d transition metals, leading to LiNixMnyCozO2 (NMC) solid solution with 

x+y+z=1, introduced by Dahn’s group in 2001 [100,101]. The superior electrochemical 

performance of substituted oxides supported the spreading of this technology, 

essential to power portable electronics first and electric vehicles afterwards, and led 

the intense research in the Li-ion battery field that continues nowadays [25]. In fact, 

the synergy between each ion was found to result in materials with properties that are 

overall better than the simple sum of each [18].  

Along this research direction, the charge compensation mechanism was kept being 

attributed to the cation redox couple as initially proposed, formalizing the concepts 

presented in Section 1.3.1 in numerous review articles [10,18,19,49,50]. In this 

framework, although the role of each transition metal in NMC was not understood 

from a fundamental point of view, systematic studies clarified their impact on the 

electrochemical performance [18]. Al and Mn are conventionally assumed to be redox-

inactive upon Li+ (de)intercalation [18]. A stabilizing role was however related to these 

ions, since larger concentrations of Mn or Al in the NMC or NCA structures typically 

improve cycle life and thermal stability. Manganese in particular is often considered 

to reduce Ni from III to II because of the largest oxidation potential of the MnIII/IV couple 

to the NiII/III and NiIII/IV ones [18,50]. Therefore, it is believed that the NiII/NiIII ratio could 
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depend on the Mn concentration in NMC [50]. Ni and Co are typically considered 

redox active. Due to different redox potentials, a larger Ni concentration leads to an 

increase in battery specific capacity (with constant upper cut-off voltage), while larger 

concentrations of Co allows to increase the average voltage [18,50,102]. Since the 

electrolyte stability is improved at lower voltages and because of the high cost and 

humanitarian concerns of Co extraction, its reduction is overall favored from socio-

economic point of views [102]. Some authors even questioned the actual need of cobalt 

in modern positive electrode materials, although at the moment small concentrations 

are still widely used in the state-of-art Ni-rich NMC materials (Ni concentration > 80 

%) [55,103,104].  

Meanwhile, the seminal works by Ceder and Sawatzky inspired several 

experimental investigations to understand the predicted fundamental oxygen-driven 

charge compensation mechanism. Note that most studies focused on LiCoO2, probably 

because it was the most stable and best-known system that perfectly fitted the role of 

model system for the whole family of layered 3d transition metal oxides.  

 
Figure 1.4.5 Insights on the charge compensation mechanism by soft XAS analysis. (a) O K-edge and 

(b) Co L-edge XAS spectra for a series of LixCoO2. The diagrams on the right side show proposed 

transition explaining the main features of the spectra. (c) Hartree-Fock calculation for the total and 

partial density of states using a 2D triangular lattice model in which the Co3+/Co4+ ratio was varied to 

mimic the deintercalation. The corresponding models are shown in figure (d). Reprinted from. [105]. 
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In agreement with the above theoretical findings, O K-edge XAS revealed a 

significant evolution of the O local electronic structure, in contrast with minor changes 

observed by Co L-edge XAS [Figure 1.4.5(a,b)] [105–107]. Mizokawa et al. rationalized 

XAS spectral features using Hartree-Fock simulations for mixtures of CoIII/CoIV ions in 

the triangular CoO2 lattice (i.e. within the D3d crystal field), highlighting a larger 

concentration of O 2p holes around Co4+, assumed in its formal e’g4a1g2eg0 configuration 

[Figure 1.4.5(c,d)] [105]. Note the charge-separated CoIII/CoIV model used by 

Mizokawa et al. does not agree with the previous DFT studies (e.g. the “self-regulating 

response” mechanism) in which Co local charge would not change so drastically upon 

deintercalation.  

 
Figure 1.4.6 Insights on the charge compensation mechanism by soft XPS analysis. (a) Co 2p XPS 

spectra for progressively de-lithiated LixCoO2 samples. (b) O 1s XPS spectra for pristine LiCoO2, 

CoO2, and the same CoO2 samples but with exaggerated charge neutralization to shift the surface 

insulating components indicated by empty peaks. The grey peaks were related to oxygen ions in the 

LixCoO2 lattice at two different oxidation states. Reprinted from ref. [108]. (c) Energy diagram 

obtained by combining soft XAS and XPS in-situ analysis on LiCoO2 and Li0.5CoO2 thin films, 

showing the non-rigid band shift effect upon de-lithiation. Reprinted from ref. [109]. 
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Dahéron et al. gave a different perspective by using core-level XPS [108]. The 

authors interpreted the decrease of the charge-transfer satellite peak of Co 2p and Co 

3p XPS spectra as signature of partial oxidation of CoIII, although no characteristic 

feature could be referred to CoIV [Figure 1.4.6(a)]. A similar result was obtained by 

Ikedo et al., whose Hartree-Fock simulations for the Co 2p peaks of LiCoO2 confirmed 

the charge transfer and strongly covalent nature of the LixCoO2 system [110]. However, 

Dahéron et al. observed also an intensity increase in the O 1s XPS spectra at higher-

binding energies to the peak related to lattice anions, which was referred to partial 

oxygen oxidation process [Figure 1.4.6(b)] [108]. Therefore, they concluded that the 

electron transfer mechanism of LixCoO2 is due to a co-participation of both Co and O.  

A combination of in-situ UPS, XPS and XAS for a LixCoO2 thin film by Jaegermann 

et al. pushed forward this interpretation [109]. By deriving the energy diagram models 

via experimental study, they proposed that cations (Co3+/Co4+) and anions (O2-/O-) 

contribute at two different stages of delithiation [Figure 1.4.6(c)]. The transition point 

was identified in x~0.5, where the Co 3d band would be pinned to the O 2p one, 

imposing an intrinsic voltage limit for the electrochemical stability of LixCoO2. This 

interpretation is in good agreement with that proposed by Goodenough [10], although 

it does not account for the actual stability of LiCoO2, that can be cycled up to 4.5-4.6 

V [51–53,55,111]. However, the proposed energy diagrams did not account for 

electronic correlations or p-d hybridization, and the interpretation of core level Co 2p 

XPS was still based on cluster model assumptions, without supporting theoretical XPS 

simulation carried out for delithiated LixCoO2 compounds. Finally, as for the XPS 

study by Dahéron et al., the limited depth probed by soft XPS was not considered, 

although it was recognized that surface degradation may play a major role upon 

delithiation.  

In summary, while oxygen participation to the redox compensation mechanism in 

LixCoO2 could be confirmed by several experiments, the nature of the co-participating 

cobalt and the differences between surface and bulk electronic structures (hence the 

actual mechanism) is still unclear. For this reason, this system continues to intrigue 

both theoreticians and experimentalists.  

 

1.4.4 “The tur arou d”: reig ited i terest for  iNi 2 (2010-

2020) 

Since the discovery of NMC and NCA, the LixNiO2 system was less investigated by 

fundamental point of view in contrast to the constant advancement for the LixCoO2 

system [28]. However, the need of Li-ion batteries with larger energy densities led to 

development of Ni-rich NMC and NCA materials that eventually put again LixNiO2 

on the hotspot as the end-member for these solid solutions [28,102]. Clarifying its 
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microscopic properties is considered a crucial fundamental challenge to control and 

improve the electrochemical performance of Ni-rich materials.  

In 2019, three breakthrough studies on LiNiO2 ground state were published [112–

114]. Based on previous findings on rare-earth Ni 3d7 nickelates studied in the high-

temperature superconductivity field [115], Sawatzky’s group proposed that self-

doped oxygen holes in LiNiO2 are disordered in a glassy electronic structure [112]. The 

random distribution of holes in the O 2p ligands would be favored to the Jahn-Teller 

distortion by an entropy gain due to the large number of nearly degenerate states 

found by DFT calculations, some of which including bond and charge 

disproportionation. While long-range neutron diffraction data could be fit even with 

undistorted rhombohedral structure, the inclusion of bond disproportionation 

significantly improved the description of short-range structural data [Figure 

1.4.7(a,b)]. The authors proposed that electronic disorder would arise considering the 

many ground state structural models found at similar energy at DFT+U level [Figure 

1.4.7(c,d)]. Therefore, the LiNiO2 structure was described as random arrangement of a 

few NiO6 building blocks, characterized by different number of O holes, cluster size, 

and (when active) Jahn-Teller distortion orientations [Figure 1.4.7(e-g)].  

Sicolo et al. gave a different explanation: in their ab-initio molecular dynamics 

(AIMD) study, the JT distortions were observed to dynamically change orientation 

without a cooperative effect that order them in the long range [Figure 1.4.7(h)]. In this 

study, the authors did find Ni ions in the conventional trivalent state with no oxygen 

holes. However, a recent AIMD investigation1 for the same system but based on 

different DFT approximation for the exchange-correlation functional suggests a 

radically different conclusion, where it is the bond- and charge-disproportionation to 

be dynamically changing [116]. 

In general, it seems that DFT+U investigations of LiNiO2 electronic structure are 

significantly sensitive to the approximation employed for treating the electronic 

correlations. To overcome this issue, Korotin et al. studied the dynamical nature of 

LiNiO2 electronic structure by DFT plus dynamical mean field theory (DFT+DMFT), 

the state-of-art many-body technique for studying weakly and strongly correlated 

systems [113]. With this method, a paraorbital ground state was obtained i.e. even 

when in 3d7 electronic configurations, the dz2 and dx2-y2 orbitals are equally filled, lifting 

off the JT distortion. In agreement with the early-proposed negative charge transfer 

picture, the occupancy of |𝑑7⟩  and |𝑑8𝑳−𝟏⟩ 3d8 were found to be nearly equal.  

 

1 Not proofed at the time this paragraph is written. 



1 - Charge compensation and degradation mechanisms of layered transition metal oxides 25 

 

   

 
Figure 1.4.7 Proposed models for the ground state electronic structure of LiNiO2. While the long-

range structure measured by neutron diffraction is well described by both classic rhombohedral 

structure and bond-size disproportionation model in (a), the latter significantly improves the 

description for short-range order as shown in the fits for the neutron pair distribution function in 

(b). (c) Total energy and (d) crystal structures for LiNiO2 assuming different structural models (JT = 

Jahn Teller, SD = Size disproportionation). The values in parenthesis are for NaNiO2. (e) The five 

building blocks describing the disordered SD model. The density of oxygen holes with eg symmetry 

is shown as isosurface colored plot. (f,g) schematic illustrations for the O 2p hole density in the 67% 

SD phase compared to the zigzag JT phase, typical for NaNiO2. (h) Variation of the Ni-O bond 

lengths over time calculated by AIMD. Reprinted from ref. [112,114].  

Overall, the presence of oxygen holes in the ground state of LiNiO2 starts to be 

accepted by the community nowadays, although there is no consensus yet on the 

details beneath its electronic structure. Still, moving beyond a classic interpretation 

that assigns a static trivalent oxidation state to Ni local configurations requires to 

reinterpret the conventional cationic-centered redox compensation mechanism 

assumed until now. This work has been approached by a few studies published by the 

time this Ph.D. thesis was carried out.  
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1.4.5 “  e step back to jump ahead”: probi g oxyge  

electronic structure in Li-rich positive electrode 

materials (2000-2020) 

Before presenting the latest advancements on the understanding of LiMO2 

electronic structures, it is insightful to consider the Li-rich Li1+xM1-xO2 (LRO) systems. 

These materials have attracted intense research due to their large energy densities 

exceeding that of Ni-rich NMCs. However, large first-cycle capacity loss, voltage 

hysteresis and fade as well as other stability issues pose a great challenge for their 

commercialization [57]. As for Ni-rich systems, understanding the redox mechanism 

underneath all these issues is considered the key to develop successful strategies to 

achieve stable cycling of LROs and would represent a major advancement in battery 

technology [36]. 

In the literature, the large capacity of LROs has been referred to as “anomalous”, 

because it exceeds what could be compensated by the transition metal redox only as 

expressed by the Faraday law [36,117]. Therefore, a separate oxygen redox is proposed 

to compensate the remaining Li+ (de-)intercalation. From this basic understanding, 

intense research has been devoted to understand and control the so-called anionic 

redox mechanism. Moreover, a conceptual division between LiMO2 and LRO materials 

is assumed in most theories for the latter, that assign a standard cationic redox 

mechanism to LiMO2 and a different anionic/cationic co-participation to the 

former [30,31,56,118,119].  

The forehead of this class of materials is Li2MnO3, whose electrochemical activity 

was first investigated by various authors around 2000 [120–122]. Robertson and Bruce 

proposed that O2- oxidation upon delithiation was responsible for electrolyte 

degradation, whose acidic byproduct would intercalate H+ in exchange of Li+  [121]. 

The first charge curve rapidly evolved towards the typical shape of spinel LiMn2O4, 

indicating bulk degradation [121]. O2 and CO2 gas evolution measured by Yu et al 

corroborated these hypothesis [122]. Eventually, gas evolution was related to most of 

the electrochemical capacity of Li2MnO3 by a combination of titration and mass 

spectroscopy techniques, while no changes in Mn and O bulk electronic structures 

were observed by X-ray spectroscopy techniques [123].  

Although Li2MnO3 is nowadays considered overall inactive to anionic redox and 

has bad cycle stability, the derivation of substituted compounds had a different 

electrochemical behavior and better performance [57]. Dahn’s group showed that 

partially Ni-substituted Li2MnO3 with formal Li[NixLi(1/3-2x/3)Mn(2/3-x/3)]O2 could deliver 

more than 200 mAh/g after several cycles, although the same issue of a first irreversible 

capacity loss associated to a high voltage plateau was also observed [124]. Further 

substitution with Co led to various Li-rich and M-rich oxides formulations similar to 
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Li[Li0.2Ni0.13Mn0.54Co0.13]O2, whose structural complexity has been mentioned in 

Section 1.1 [125]. As for Li2MnO3, cationic redox was not sufficient to explain the large 

capacity of LROs, characterized by a two-steps first-cycle charge profile followed by 

an “S-sloped” discharge curve [Figure 1.4.8(a)]. These features were at first attributed 

to large O2 loss leading to material densification  [117,124]. However, Delmas’s group 

showed that large deoxygenation could not explain the cation average oxidation states 

at the end of discharge measured by soft and hard XAS, redox titration and magnetic 

measurements [126–128]. The authors proposed a distinct mechanism for oxygen 

redox in the bulk and on the surface of the particles, concluding that only surface O 

redox led to irreversible oxygen loss [128]. 

 
Figure 1.4.8 Experimental insight on the charge compensation mechanism of Li-rich NMC materials. 

(a) Typical first-cycle charge and discharge curve. Reprinted from [129]. O K-edge RIXS maps for (b) 

pristine and (c) charged Li-rich NMC material, highlighting the feature commonly related to bulk 

anionic redox. (d) Bulk-sensitive XAS spectra corresponding to the RIXS maps. Reprinted from [130]. 

(e) Sketch for the comparison between conventional in-lab XPS and synchrotron HAXPES. O 1s 

HAXPES spectra for Li-rich NMC at (f) charged and (g) discharge state at different cycles, 

highlighting the periodical increase/decrease of the On- peak related to anionic redox in the paper. 

Reprinted from [129]. (h) Calculated intensity decay with increasing depth for three different photon 

energies, showing that the sensitivity to first nanometers is still significant. (i) Comparison of O 1s 

XPS and HAXPES spectra for NMC442 at pristine and charged state as well as Li-rich NMC at charged 

state, showing a larger intensity in the 530 eV region expected for the bulk oxidized oxygen 

component for NMC442, in which no anionic redox was expected. Reprinted from [131]. 

While distinguished from classic LiMO2, the charge compensation of LROs has been 

related to Li2RuxSn1-xO3, designed as model systems by the Tarascon’s group [31,132–
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134]. The authors proposed a “metal-driven reductive coupling mechanism” [31]: O2- 

to O- oxidation would be followed by metal reduction (e.g. Ru6+ to Ru5+) and 

condensation of the O- ligand forming peroxo-like (O2)2- species with shorter O-O 

bonds that stabilize bulk oxygen holes. The formation of O- was explained by means 

of molecular orbital theory applied to the specific local coordination of the O 2p 

orbitals, as discussed in Section 1.3.1. Noteworthy, the reductive mechanism drawn 

by Saubanère et al. in ref. [59] would be referred to as ligand-to-metal charge transfer 

in a different context.  

To understand the redox mechanism of these compounds, experimental techniques 

sensitive to local oxygen oxidation state in the bulk material were necessary. In fact, 

two spectroscopic tools emerged as direct probes of O bulk oxidation: O K-edge 

resonant inelastic X-ray spectroscopy (RIXS) [119,130] and O 1s hard X-ray 

photoelectron spectroscopy (HAXPES) [129,135]. A detailed explanation for the 

techniques can be found in ref. [136] for RIXS and in Section 2.1.1 for HAXPES. Below, 

we only discuss their application to the context of studying anionic redox in Li-rich 

NMCs.  

The idea behind application of RIXS to study O redox is to overcome the large 

influence of p-d hybridization in the O K-edge XAS spectra [130]. The technique 

explores XAS features with the subsequent X-ray emission decay in an overall 

“photon-in photon-out” process, which allows to distinguish the states involved in the 

excitations (e.g. vibronic, magnetic, and electronic) as well as their localized or 

itinerant nature [36,136]. Since the observable is the emitted X-ray, the technique is 

typically classified as bulk sensitive [36]. In case of the O K-edge for LROs, two major 

changes were commonly observed for all systems upon charging [Figure 1.4.8(b-d)]: 

a sharp feature at excitation and emission energies of 531 eV and 523.5 eV, respectively, 

in the range typical for O2 and peroxides, and vibronic modes with fundamental 

energy separation of 0.19 eV, comparable to O2 [36,118,119,130,136]. The appearance 

of these features at the end of the first voltage plateau (referred to cationic redox) and 

the similarities with oxidized O species led to consider RIXS as the major probe for 

investigating O-redox behavior in battery materials [136,137]. However, a theoretical 

investigation of these features is still missing. 

Core level O 1s HAXPES was identified as experimental tool for characterizing bulk 

anionic redox following the initial observation of the appearance of a peak at 530.5 eV 

upon charging [132] for LiRu0.5Sn0.5O2. However, its origin was unclear, since its 

position is typical for both peroxides and transition metal surface under-coordinated 

oxides [138] and the study was carried out by conventional lab-based soft XPS, with a 

limited probing depth. Based on these preliminary findings, HAXPES investigations 

of Li-rich NMCs were carried out, confirming that an analogous O 1s peak could be 

measured also with larger the depth sensitivity[Figure 1.4.8(e)] [129,135,139]. This led 

the Tarascon’s group to address this technique as a “direct probe” of anionic redox 
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[Figure 1.4.8(f,g)] [129,135]. However, the experiments typically reported a 

comparable or even larger peak intensity close to the surface [129,135,139,140]. 

Notably, a similar observation by lab-based XPS for deeply charged LixCoO2 was also 

related to oxygen participation in the redox process [108]. 

Eventually, the above interpretation was called into question by a comparison of 

conventional and Li-rich charged NMCs, which showed analogous increase if the 

~530.5 eV peak, even more intense for conventional non-anionic redox-active materials 

[Figure 1.4.8(h,i)] [131]. In parallel, investigation of surface transition metal oxidation 

state by L-edge XAS suggested partial reduction of Ni and Mn in the same region. 

Therefore, it was concluded that this feature was related to surface degradation i.e. 

metal reduction and/or O under-coordination. Nevertheless, this opinion is not widely 

accepted and O 1s HAXPES is still employed to study the redox mechanism of LROs 

by following the evolution of the 530.5 eV peak [141,142].   

 

1.4.6 “Bridgi g borders at the fro tier”: li ki g theoretical 

understanding with experimental observations (2020-

now) 

Following the experimental and theoretical assessment of the anionic redox process, 

several studies were carried out for conventional model system. In contrast to the 

expected behavior for non-Li rich oxides, whose capacity could be in principle 

explained by cationic redox, LiCoO2 [53,54], LiNiO2 [137,143], NMC [144], and 

NCA [145] all showed the RIXS feature at high voltages that was previously related to 

anionic redox in LROs. Therefore, these studies questioned the fundamental 

understanding of the redox compensation mechanism for layered transition metal 

oxides, suggesting a prime role of oxygen going beyond the simple tuning of the cation 

redox couple (inductive effect) or a partial involvement by hybridization with the 

transition metal 3d states.  

Motivated by the increase of the uppercut off voltage to 4.6 V vs Li+/Li towards high-

energy density applications, the redox compensation of LiCoO2 at high voltage 

continues to intrigue the battery community. In fact, thanks to bulk and/or surface 

modifications, LixCoO2 shows stable cyclability beyond the classic limit of 4.2 V up to 

4.5 - 4.6 V [51,146]. While oxygen holes upon delithiation were measured by O K edge 

XAS, this was mostly related to Co 3d - O 2p hybridization [105,106]. However, the 

finding of the O K-edge RIXS peak suggested a more complex interplay between Co 

and O, as discussed by E. Hu et al [54]. In fact, the authors questioned previous criteria 

for anionic redox identified in the DFT+U study by Saubanére et al. [31], namely the 

presence of local Li-O-Li configurations and O-O dimer formations, both absent in 
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highly delithiated LixCoO2. Therefore, they proposed that O redox was promoted 

instead by the enhanced hybridization itself, although the mechanism remains 

unclear [54].  

A possible reason for this disagreement can stand in the DFT+U approximation, as 

suggested by Isaacs and Marianetti, who compared it with DFT+DMFT calculations 

for LixCoO2 (x=1, 0.5, 0) and highlighted the failure of the static DFT+U approach to 

predict metallic phases for CoO2 and Li0.5CoO2, as observed experimentally [147]. In 

their calculations, the number of Co 3d electrons did not change significantly with 

decreasing x [Figure 1.4.9(a)]. This result recalls the “self-regulation mechanism” 

proposed early on by Wolverton and Zunger [Figure 1.4.4(b)] [90]. With an average 

occupation constantly around seven electrons, only a spread of atomic state 

probabilities with different spin and number of electrons resulted from the 

DFT+DMFT calculation [147]. However, no direct link of this theoretical study with 

spectroscopic observation could confirm these findings.  

 
Figure 1.4.9 (a) DFT+DMFT prediction of Co atomic states by means of Co 3d occupation and local 

spin state for LiCoO2, Li1/2CoO2, and CoO2. Reprinted from [147]. (b,c) Proposed charge compensation 

mechanism for LixNiO2 based on Ni L-edge and K-edge XAS, O K-edge RIXS, and gas evolution 

analysis [143]. (d) Ni and O oxidation states calculated by DFT and DFT+DMFT for NiO, LiNiO2, 

and NiO2, highlighting the larger electron transfer for O 2p states. (e) Revisited charge compensation 

mechanism for LixNiO2: the redox center is shifted from Ni to O. Reprinted from [148].  

The first explanation of the O K-edge RIXS peak appearing in LixNiO2 near full 

delithiation was given by Li et al. based on the ionic picture indicated in Figure 
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1.3.1(c). Accordingly, oxidation of low-spin NiIII to NiIV would leave unaffected the O 

2p band until near complete electron withdrawal from the eg states [Figure 1.4.9(b,c)]. 

Surface and bulk sensitive XAS as well as operando differential electrochemical mass 

spectrometry (DEMS) completed this picture by highlighting surface densification due 

to O2 release and Ni reduction [143]. However, this interpretation overlooks most 

previous studies on LiNiO2 ground state and does not explain the origin for O redox 

mechanism in a Li-stoichiometric oxide. 

Other studies on NMC and NCA materials refer to the analogous RIXS feature as a 

consequence of increased hybridization [144,145]. This conclusion agrees with the 

RIXS study of LixCoO2 [54] but goes in contrast with the basic premise about RIXS 

being able to distinguish hybridization and O redox due to non-bonding O states [130]. 

Interestingly, this structural requisite for anionic redox in the Li-rich systems has been 

formalized using Li2MnO3 as model system [30,31], despite no characteristic RIXS 

features were observed for this compound [123]. This highlights the relevance of Ni 

and/or Co interaction with the O 2p states to unlock this spectroscopic response.  

Menon et al. re-investigated this issue by measuring high-resolution O K-edge RIXS 

spectra for 2 at% W-doped LiNiO2, which not only confirmed the appearance of the 

feature observed by Li et al but also revealed the vibronic modes similar to O2 [137].  

Because of the absence of lone pairs as in LROs, they propose that a different common 

origin could be the cause of O redox behavior in both stoichiometric and Li-rich 

oxides [137]. In a subsequent DFT+DMFT study, the same group highlighted the 

significant O 2p hole doping going from NiO to LiNiO2 and even further towards 

NiO2 [148]. Indeed, the average Ni 3d occupation would stay close to 8 in all cases, 

while the O 2p oxidation state moves from -2 (NiO) to -1.5 (LiNiO2) to -1 (NiO2) [Figure 

1.4.9(d,e)]. O and Ni K-edge XAS simulations matching well the experiment within 

this anion-centered redox compensation mechanism corroborated this finding. In 

agreement with this study, Ni L-edge XAS simulations based on cluster model theory 

gave |𝑑8𝑳−𝟏⟩ and |𝑑8𝑳−𝟐⟩ as the most relevant states for LiNiO2 and NiO2, 

respectively [149].  

In summary, the once-diverging pathways of Li-rich and Li-stoichiometric oxides 

are now colliding due to similar spectroscopic observations that suggest common 

physics involved in the charge compensation mechanism. The most recent studies on 

LiCoO2 and LiNiO2 systems (mostly published during the time this thesis was carried 

out) highlighted a tendency of transition metal cations to preserve the local net charge 

by depleting the surrounding O 2p orbitals. Investigating this behavior by core-level 

HAXPES in combination with electronic structure simulations is one main target of 

this thesis. 

As evident in the above paragraphs, the most recent studies are based on XAS 

and/or RIXS characterization. As further detailed in the next chapter, photoelectron 
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spectroscopy is characterized by a large sensitivity to interatomic interaction being 

based on an ionization process that enhance core-hole screening effects. Therefore, it 

can bring valuable insights on the complex metal-oxygen interplay outlined by XAS 

and RIXS studies. However, HAXPES characterizations are indeed less frequently 

conducted due to the ambiguities on bulk sensitivity, O 1s interpretation, and non-

trivial transition metal line-shapes. Addressing these methodological and 

theoretical challenges constitutes the second major objective of this thesis. For the 

third one, we refer to the next section.  

 

1.5 Degradation of layered transition metal 

oxides in Li-ion batteries 

Whatever charge compensation mechanism allows layered transition metal oxides 

to (de-)intercalate Li+, the process is not fully reversible and the material tends to 

degrade upon cycling in Li-ion batteries. This is related to several instability issues, 

distinguished according to their physical origin into thermal, mechanical, and 

(electro)chemical (Figure 1.5.1). The aim of this section is to introduce them giving 

emphasis to the latter since it is the typical subject of XPS studies for battery materials.  

 
Figure 1.5.1 Schematic representation of the three types of degradation mechanisms in lithium 

layered oxides. Adapted from [18]. 

1.5.1 Thermal instability 

As early recognized by first principle calculations, partially deintercalated layered 

oxides are metastable phases with respect to related transition metal spinel and 

rocksalt oxides [150,151]. As shown below, the decomposition reactions produce O2 

gas species [152]. 
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The fact that the material does not spontaneously decompose releasing oxygen was 

explained by the kinetic hindrance of this process in the bulk structure, where the O2 

molecules could hardly diffuse outward [153]. Nevertheless, as will be discussed 

below in Section 1.5.3, this spontaneous process is observed to occur on particle 

surfaces.  

The phase degradation kinetics depends on the energetic cost for transition metal 

migration to the Li+ sites left empty upon deintercalation. This depends on the 

transition metal ion size and its stability in octahedral (Oh) environment with respect 

to tetrahedral (Td) coordination, since the least energetic migration path involves a 

passage through a nearest neighbor tetrahedral site (𝑂ℎ → 𝑇𝑑 → 𝑂ℎ)  [150]. 

Accordingly, the tendency of trivalent ions to migrate in NMC materials sees the 

following order: MnIII > NiIII > CoIII [50]. Concerning Ni-rich NMC and LiNiO2, the 

Ni/Li interlayer mixing is generally explained by the facility for NiII to occupy the Li 

octahedral site due to their similar cation sizes (NiIII: 0.56 Å, NiII: 0.69 Å, Li+: 0.76 Å. [28]. 

However, the recent findings on the latter electronic structure presented in Section 

1.4.4 imply that taking tabulated values for Ni cationic size could overlook other 

fundamental mechanisms. 

While the layered phases are metastable at room temperature, heating at >200 °C 

favors the reactions expressed in Equation 1.5.1 and Equation 1.5.2 in a two-step 

process, as resulted by thermogravimetric analysis with coupled mass spectrometry 

(TGA-MS) studies [154,155]. Moreover, systematic investigations clarified that the 

onset of decomposition is lowered by increasing Ni content [154]. This represents a 

critical issue for Li-ion battery safety since the reactions are exothermic and the 

produced O2 can react with the electrolyte. Therefore, decomposition of the bulk 

layered phase can start the so-called thermal runaway i.e. chain reactions that can 

eventually lead to battery explosion [25].  

 

1.5.2 Mechanical instability 

The progressive deintercalation of LiMO2 modifies the transition metal interlayer 

spacing, with a first mild increase and a subsequent abrupt shrinking, typically related 

to a phase transition towards the end of deintercalation (Figure 1.4.3). The electronic 
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origin of this behavior is typically explained on a qualitative level as follows [156]. The 

Li+ deintercalation progressively lowers the electrostatic screening effect of the Li+ layer 

to the reciprocal repulsion between adjacent MO2 layers, causing a slight increase in 

the interlayer distance. Further oxidation is proposed to induce a re-hybridization 

process that lowers the effective charge on the O atoms and therefore the interlayer 

repulsion, leading to the collapse along the c-axis of the rhombohedral structure. 

Noteworthy, while this charge transfer process is widely accepted to explain this 

crystallographic behavior, its impact on the electronic structure is less clear.  

The shrinking of the interlayer distance causes an anisotropic lattice strain on the 

crystals, released by fractures that break the grain borders in the secondary particles 

starting from the first charge step [157]. Secondary particle cracking can be observed 

by SEM technique, as in the example given in Figure 1.5.2 where the measurements 

were performed in-situ for a single particle [158]. As a margin note, it is interesting to 

point out that particle cracking could be studied also by their acoustic emission [159].  

Particle cracking has two major effects: (1) exposing new surface to the electrolyte 

and (2) reducing the electric connectivity between active material and current collector, 

making part of the material effectively inactive. The increase of effective surface area 

may have initial beneficial effect in conventional Li-ion cells since it allows electrolyte 

infiltration within the cracked particles, improving the (de)intercalation 

kinetics [160,161]. However, exposure of virgin surface induces further material 

degradation through the mechanisms shown in the next section, making such 

continuous interplay between cracking and surface degradation one of the main 

causes for the capacity fade of layered oxides [162].  

 
Figure 1.5.2 in-situ SEM imaging of a secondary NCA particle before and after three charge-discharge 

cycles. Reproduced from [158]. 
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1.5.3 Surface electrochemical instability 

The surface chemistry of LixMO2 plays a major role in the electrochemical 

deintercalation process. Although the mechanism is not completely understood, a 

qualitative model for the structure, composition, and morphology of a general LixMO2 

surface structure can be outlined, as shown in Figure 1.5.3. As introduced in Section 

1.1, electrochemical decomposition of the electrolyte due to either a misalignment of 

electrode and electrolyte respective energy levels and/or chemical reactions form a 

deposit layer on the electrode particle surface called solid-electrolyte interphase (SEI).  

 
Figure 1.5.3 Schematic model for the surface layers developing due to surface electrochemical 

degradation mechanisms occurring in layered lithium transition metal oxides. The model was 

inspired by ref. [20,163,164]. 

In the case of the positive electrode, this is often referred to as cathode electrolyte 

interphase (CEI) in the literature, although herein we define it as positive SEI (pSEI) 

for consistency with the adopted nomenclature. Typically, the pSEI is distinguished 

from the surface degradation of the layered structure beneath it (herein the surface 

reduced layer SRL), which is an intrinsic property of layered oxides as explained in 

Section 1.5.1. While both layers are strictly interlinked and could be regarded as a 

single multilayer interphase, it is more convenient to discuss them separately. 

Moreover, it is insightful to look at the surface of pristine materials, whose chemical 

composition can determine the performance in the Li-ion cell.  

 

1.5.3.1 Surface chemistry of pristine LiMO2 

Nowadays, battery-grade positive electrode materials are commonly stored and 

handled in air-free environment. The impact of air moisture on battery performance 

was observed early on by Dahn et al. while attempting to cycle LiCoO2 in the high 

voltage regime (4.5-4.6 V) [111]. Starting with a material stored in ambient atmosphere, 
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exposing fresh surface by grinding or heating significantly improved the capacity 

retention [Figure 1.5.4(a)]. The effect of ambient storage is even more critical for 

NMC [165]. Gauthier et al. explained this tendency by the increase of O anions 

nucleophilicity when bound with Ni [Figure 1.5.4(b)]: the O 2p states tend to donate 

electrons more easily for late transition metal oxides [20].  

 
Figure 1.5.4 (a) Discharge capacity retention for LiCoO2 charged up to 4.5 V, showing the beneficial 

effect of surface cleaning via heating. Reprinted from [111]. (b) Schematic illustration of the 

nucleophilic attack mechanism proposed by Gauthier et al. to explain the stronger reactivity of Ni-

based compared to Co-based materials [20].  

Air instability was explained by the reactivity of LiMO2 surface layers with H2O and 

CO2 forming lithium-containing surface impurities such as Li2O, LiOH, Li2CO3, and 

transition metal carbonates and (oxy-)hydroxides [165–167]. Such species are 

commonly observed at the surface of LiCoO2, LiNiO2, and NMC by 

XPS [108,166,168,169]. These lithiated surface species are generally electronic 

insulators and decompose at high voltage releasing O2 and CO2. Therefore, their 

presence is commonly referred to as detrimental for battery performance and stability 

[147,151].  

 

1.5.3.2 The pSEI: formation, properties, and characterization 

Despite the pSEI has been deeply investigated and reviewed during the last 

decades, it is commonly recognized that the fundamental mechanisms behind its 

formation and evolution as well as its properties are still poorly understood [7,20]. This 

can be explained by the challenge of characterizing a highly-sensitive, few-nanometer 

thick interphase with dynamic nature evolving inside a Li-ion cell during operation, 

when a multitude of interlinked processes happen at the positive electrode surface [9]. 

Moreover, the number of studies on this interphase falls short with respect to those 

dedicated to its anodic counterpart (the nSEI) [7,20]. Nevertheless, some general 

understanding can be outlined. 
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The thermodynamic and kinetic aspects about the formation of an interphase 

between electrode and electrolyte have been presented in Section 1.1. In general, pSEI 

formation is driven by electrolyte decomposition, which can occur via either chemical 

redox or electrochemical (faraidic) redox, or even by acid-base reactions [7]. However, 

the energy difference between the HOMO level of the electrolyte and the PE chemical 

potential is typically quite small. This is why chemical decomposition pathways are 

expected to dominate the formation of the pSEI over electrochemical decomposition, 

which is instead predominant in the formation of the nSEI [20]. Despite the different 

origin, similar chemical species due to solvent and salt decomposition are typically 

found in both n- and pSEI, although the latter is significantly thinner [7,20].  

Various pSEI models have been proposed in the literature (see for example figure 6 

of ref. [20]), with a general buildup of understanding leading to the model shown in 

Figure 1.5.3, adapted from more recent studies [163,164]. Nowadays, the pSEI is 

typically distinguished into inner and outer region: the former mainly consists of 

inorganic salts resulted by LiPF6 degradation [163,170], often represented in a mosaic-

like arrangement following the pioneering work by Peled et al. for the nSEI [171] while 

the outer region contains organic deposits such as polycarbonates, due to solvent 

degradation [164].  

Based on on-line electrochemical mass spectrometry (OEMS) gas analysis, Jung et 

al. proposed the mechanisms shown in Figure 1.5.5 for the chemical and 

electrochemical oxidation pathways, with emphasis on reactions at high voltage and 

deintercalation levels [152]. In the electrochemical pathway, solvent molecules are 

oxidized by reducing the PE surface. To compensate this process, Li+ ions are re-

intercalated in the host material causing voltage drops in the cell. While the rate of this 

pathway is expected to increase upon charge, the onset of surface decomposition leads 

to a faster chemical decomposition of the electrolyte by reacting with the release of 

singlet 1O2 molecules. Therefore, the evolution of the pSEI is intrinsically linked to the 

PE surface degradation.  

 
Figure 1.5.5 Comparison of electrochemical and chemical oxidation mechanism proposed by Jung et 

al. in ref [152]. 
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As mentioned above, the lack of more detailed information on SEI formation and 

evolution is due to its challenging characterization even by current state-of-art 

methodologies. Ideally, a multi-technique approach that combines chemical 

sensitivity, spatial (both lateral and in-depth) and temporal resolution (i.e. in-situ and 

in-operando measurements) would be required [15,172]. However, the current 

understanding mostly relies on separate ex-situ characterization. Among the various 

techniques, the most frequently used ones are those with the highest surface chemical 

sensitivity, namely XPS, TEM, and TOF-SIMS.  

XPS is widely employed to characterize surfaces and interphases of battery 

materials [108,163,166,170,173–183]. A representative example of ex-situ 

characterization is shown in Figure 1.5.6(a) (top), showing the O 1s and F 1s core levels 

spectra measured for a series of LiCoO2 electrodes [170]. The chemical sensitivity of 

XPS allows to distinguish different chemical species in the pSEI. In this specific case, 

the authors studied the dynamic nature of the pSEI, which is observed to reversibly 

form and decompose upon cycling [170]. Such behavior was related to a cross-talking 

mechanism with the opposite nSEI by dedicated protocols. Beyond the identification 

of the chemical species of the pSEI, XPS quantitative analysis can give the relative 

atomic surface concentration. As shown in Figure 1.5.6(a) (bottom), the results of 

quantitative analysis indicate a “breathing” behavior of the pSEI to form during 

discharge and decompose upon charging.  

Often used in combination with XPS, TOF-SIMS has the advantage of higher in-

depth and lateral resolution [184–188]. The technique allows measuring the 

concentration of specific secondary ions sputtered by the primary beam, which can be 

used to understand the in-depth distribution of chemical species in the pSEI. When 

combined with a sufficiently focused primary ion beam, i.e. including a lateral 

resolution mapping, 3D images such as those shown in Figure 1.5.6(b). In this 

example, Sheng et al. studied the impact of an amorphous lithium carbonate coating 

layer on the pSEI composition and electrochemical performance for a Ni-rich NMC 

material [189]: as evident in the 3D reconstructed images, a thinner and more 

homogeneous pSEI is obtained by this surface treatment.  

An important aspect of the pSEI is its morphology, typically probed by TEM 

imaging technique. However, as pointed out by Zhang et al., this technique is 

particularly sensitive on material preparation and acquisition settings, that can easily 

alter the reactive surface layers [190]. By making use of cryogenic TEM and with a 

specific sample preparation protocol, the authors showed that even a fast short circuit, 

easily happening during cell disassembling, can significantly alter the pSEI 

morphology [Figure 1.5.6(c)]. In absence of this process, a systematic investigation of 

particle surfaces highlight that no uniform pSEI coating is present, implying that the 

pSEI has a rather heterogeneous morphology [190].   
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Figure 1.5.6 Main characterization techniques for the pSEI. (a) O 1s and F 1s XPS spectra for a series 

of LixCoO2 samples at different cycled conditions. Peak fitting allows to distinguish different surface 

components of the pSEI. In the panel below, quantitative analysis was carried out considering the 

rest of high-resolution spectra. Reproduced from [170]. (b) 3D TOF-SIMS images of secondary-ion 

fragments for coated and uncoated NMC samples. Reproduced from [189]. (c) Left: schematics for 

pSEI formation in normal conditions or after controlled short-circuiting. Right: Cryo-TEM images 

for the pSEI deposited on a NMC particle after short-circuiting. Reproduced from [190]. 

 

1.5.3.3 The SRL: formation, properties, and characterization 

Beyond the pSEI growth, related to oxidative decomposition of the electrolyte, 

surface degradation of positive electrode material has a large impact on material 

stability. Although a growing number of reports highlight the importance of the herein 

called surface reduced layer (SRL) in the operation of lamellar oxides in Li-ion 

batteries, the characterization of this interface is just as complex as for pSEI [149,191–

195]. Because of the challenging characterization of SRL composition, structure, and 

morphology, the mechanisms behind its formation and evolution remain overall 

unclear. As for the pSEI, however, some general understanding has buildup during 

the last decades. 

Following the discussion of Section 1.5.1, the surface of partially de-lithiated 

layered oxides spontaneously tends to reconstruct into cubic phases releasing oxygen 

(see eq. 2.5.1 and 2.5.2). Since the evidences of the SRL mostly come for Ni-rich NMC 
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materials, this layer is often referred to NiO-like rock-salt layer [28]. Indeed, as for the 

other instability issues, a larger Ni concentration enhances the destabilization of the 

surface structure [20,28]. This has been explained by the small Ni2+ cation radii, similar 

to Li+, as well as to a lower  stability of oxygen anions, which tends to oxidize forming 

O2 at the surface [28,153,196].   

Generally, the SRL tends to be considered inert material with a passivating function: 

after falling into the Li ion layer at reduced II state, the activity of transition metal ions 

is considered to be irreversible loss [18,20]. Moreover, the densification of the SRL 

hinders Li+ diffusion, increasing the cell impedance [152,162,192]. However, it should 

be noted that some recent insight propose a dynamic nature as for the pSEI [191].  

The characterization of the SRL consists of studying its main properties related to 

the surface degradation mechanism, constituted by surface reconstruction (I), surface 

reduction of transition metal ions (II), and O2 release (III) as sketched in Figure 1.5.7(a).  

The use of atomic resolved imaging technique such as scanning transmission 

electron microscopy (STEM) allows to directly visualize the surface reconstruction into 

rocksalt/spinel structures of sufficiently small single particles  [192,194,197–201]. An 

example of this technique is shown in Figure 1.5.7(b), showing the SRL of a 

LiNi0.4Mn0.4Co0.18Ti0.02O2 particle after one 2.5-4.7 V cycle in a liquid Li-ion cell [192]. 

Beyond imaging, structural analysis can be performed by the Fourier transform of 

selected areas of the image, as shown in the panels on the right side for the rocksalt 

(top) and layered (bottom) structure.  

Electron energy loss spectroscopy (EELS) [192,193,195,202,203] and soft 

XAS [130,136,143,145,195] are the most widely employed techniques for studying the 

surface transition metal reduction, as they both combine a high surface sensitivity 

couple with capability to probe local electronic structure. The physical process at the 

basis of both EELS and XAS is the core-to-valence excitation by an electron or an X-ray 

beam, respectively. Therefore, the spectra are qualitatively comparable, as shown in 

Figure 1.5.7(c,d) where Ni L-edge EELS and XAS spectra were acquired for the same 

LiNi0.4Mn0.4Co0.18Ti0.02O2 material [195]. However, while EELS provides better in-depth 

resolution, the energy resolution and signal-noise ratio of XAS spectra, typically 

performed in synchrotron facilities, is significantly better. Soft XAS allows to perform 

depth profile by changing detection mode from Auger electron yield (AEY, 1–2 nm) to 

total electron yield (TEY, 2–5 nm), to fluorescence yield (FY, ~50 nm) [195]. 

Generally, the interpretation of TM L- and K-edge EELS and XAS spectra is non-

trivial as it depends on local symmetry, intra-atomic and interatomic interactions, 

which can be only fully understood by coupling with dedicated theoretical 

investigations. However, many studies tend to approximate specific spectral shapes to 
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unique oxidation states, often leading to misleading interpretation related to 

cationic/anionic redox. 

 
Figure 1.5.7 Characterization approaches for the SRL. (a) Sketch showing the effects of the layered-

to-rocksalt surface degradation: (I) structural disorder, (II) TM reduction, and (III) O2 release. (b) 

Atomic-resolution STEM image showing the surface structural degradation of a 

LiNi0.4Mn0.4Co0.18Ti0.02O2 particle exposed to Li-ion electrolyte for ~30 h. The “Reco structio  layers” 

have a disordered rocksalt structure opposite to the bulk layered structure. The surface reduction of 

transition metal ions on the same material was studied by performing Ni L-edge (c) spatially resolved 

EELS and (d) XAS at different acquisition modes. For both techniques, the decrease of the lower-

energy L3 peak to the higher-energy one [e.g. the L3high/L3low ratio in (d)] was related to partial surface 

Ni reduction. The EELS spectra shown in (c) were measured in the zone indicated by the STEM image 

on the left-hand side. Reprinted from [195]. (e) Gas evolution measured by OEMS for NMC811 upon 

cycling. Reprinted from ref [204]. 

Noteworthy, such complexity is also at the basis of XPS and HAXPES analysis of M 

core level line shapes. However, the interatomic screening effects become more 

relevant in photoemission spectroscopy, forcing it to leave apart the fully ionic picture. 

This and the fact that lab-based XPS equipment does not typically have the required 

bulk sensitivity to study the buried SRL hindered the application of XPS to this issue. 

In fact, while complementary to XAS analysis, XPS is rarely used to study the SRL in 

the literature. Nevertheless, XPS can give some advantages: (1) study the whole 

interphase i.e. SRL and pSEI (2) study qualitatively and quantitatively both M and O 

spectra (3) get more insight into the M-O interplay, often hidden in XAS analysis. 

These perspectives open to the third main objective of the thesis: combining soft 

and hard X-ray photoelectron spectroscopy for performing qualitative and 
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quantitative depth analysis across the complex multilayer interphase of layered 

transition metal oxides. 

Finally, in-situ and operando gas analysis gives a unique perspective on the formation 

of the SRL layer, as it allows to quantify the release of O2, CO2 etc. and follow their 

voltage dependence [143,152,204–206]. An example by the Gasteiger’s group is shown 

in Figure 1.5.7(e) [204].  

 

1.5.4 Impact of degradation mechanisms on battery 

performance 

As mentioned above, mechanical, thermal, and surface instabilities are strictly 

interconnected to each other. The interplay of several mechanisms is even broader at 

the cell level, as degradation mechanisms at each component of the battery can be 

linked to each other. Therefore, studying battery degradation is an extremely complex 

and broad topic as it requires to account for all mechanisms and their interdependence 

on a multiscale level [11,207]. Herein, we limit the discussion to the effects of the 

above-said degradation mechanism affecting the positive electrode material, to the cell 

capacity fade.  

A significant first-cycle capacity loss, absent in subsequent cycling, is observed for 

all LiMO2 materials [208,209]. Indeed, it is very common that the Coulomb efficiency 

of the first cycle is ~80-90% in contrast to the following cycles, where it approached 

99% [208,209]. Most of this capacity loss seems to be associated with kinetic hindrance 

for Li+ diffusion inside the re-lithiating particles. This can be recovered by both 

improving particle connectivity via calendaring and with a constant potential 

discharge step, as shown in Figure 1.5.8(a) for NMC811 electrodes. Nevertheless, 

some capacity loss is effectively irreversible: this was attributed to surface degradation 

i.e. either the loss of active material related to the SRL formation or loss of Li+ in the 

nSEI and pSEI formation [208,209].  

Beyond the first cycle, the same kinetic hindrance effect continues to limit the 

amount of Li+ that can be re-intercalated on discharge, which in turn controls the 

amount of deintercalated Li+ on charge. Moreover, impedance increase due to 

formation of the SRL and pSEI surface layers lowers the effective state-of-charge range 

i.e. the range of x in LixNiO2, as shown in the bottom panel of Figure 1.5.8(b) [162,210]. 

For Ni-rich systems, the decrease of the charge capacity seems to be related to 

suppression of the high-voltage H2-H3 transition, related to the abrupt shrinking of 

the interlayer spacing. Indeed, while in-situ and operando structural investigations 

revealed no significant bulk degradation in terms of increasing Li/Ni intermixing upon 

cycling [162,194,211], the appearance of a secondary so-called fatigued phase was 
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reported by Xu and coworkers [194]. Its origin was related to a pinning of the 

interlayer spacing coming from the surface rocksalt layer, as sketched in Figure 

1.5.8(c): indeed, the fatigued phase had stoichiometry and structure resembling that 

of the H2 phase.  

 
Figure 1.5.8 Impact of positive electrode material degradation on the capacity retention in Li-ion cells. 

(a) First-cycle capacity loss for a NMC811 sample with or without protocols to reduce the loss due to 

kinetic hindrance due to low Li+ diffusion at the end of discharge. Reprinted from [209]. (b) 

Discharge capacity as a function of cycle for different batches of LiNiO2 (prepared with different 

amounts of precursors). In the panel below, the average Li stoichiometry at the end of charge and 

discharge is shown, indicating a shrinking of the range of composition achievable upon cycling. 

Reprinted from ref [210]. (c) Left: mechanism for the growth of bulk fatigued phase due to surface 

structure pinning by the rocksalt-like densified layer. Right: phase fraction estimated by operando 

XRD analysis for NMC811 after long cycling tests. Reprinted from [194]. 
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1.6 Chapter conclusions and outlook 

This chapter introduced the main concepts and theories to describe the electronic 

structure of LiMO2 materials and its impact on electrode bulk and surface stability. The 

vast literature on charge compensation and degradation mechanisms associated with 

(de-)lithiation was summarized, identifying cornerstones and current research 

directions. Nowadays, although more and more attention is given to materials with 

lithium-rich stoichiometries from an application point of view, the actual mechanism 

of conventional materials, identified in LiCoO2 and LiNiO2 model systems, is still not 

entirely clear. Questions to be clarified are: what is the role of oxygen in the charge 

compensation mechanism of layered metal oxide electrodes? What changes by 

replacing Co with Ni? What is the electronic structure of LiNiO2?  

The fact that these issues are still open is testified by the many studies published 

while this thesis was being conducted on this topic. Herein, the coupling of core-level 

spectroscopy with electronic structure simulations emerged as the most effective 

methodology for addressing these questions. In this thesis, we will follow this state-

of-the-art approach, which will be based on X-ray photoelectron spectroscopy. In this 

way, the interaction between metal and oxygen and the electronic correlation 

phenomena will be emphasized, allowing us to look at the charge compensation 

mechanism from a different point of view than that of absorption spectroscopy. To this 

end, it was necessary to develop step-by-step an experimental and theoretical method 

of analyzing the core spectra of transition metals and oxygen.  
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Chapter 2  

Methodology 

 

2.1 Soft and hard X-ray photoelectron 

spectroscopy of lithium transition metal 

oxides 

The combination of conventional laboratory XPS with HAXPES characterization 

and its application to the specific case of layered lithium transition metal oxides are 

discussed below. A review of the basic principles of XPS is given in Annex A. The link 

between experimental and computational methods is also established.  

 

2.1.1 Lab-based HAXPES for Li-ion battery applications 

In the last few decades, HAXPES 2 applications had a  large expansion worldwide 

due to the development of dedicated beamlines and, more recently, the availability of 

this technique even at lab-scale [212]. This thesis represents one of the first applications 

of an in-lab HAXPES equipment to investigate battery-related materials.  

The main interest in performing HAXPES over XPS characterization is the increased 

information depth that can be achieved with increasing X-rays energies, opening to 

new experimental and analytical methodologies [212,213]. This is shown in Figure 

2.1.1: by increasing the photoelectron kinetic energy (hence increasing the exciting 

photon energy), the inelastic mean free path can exceed the practical sampling depth 

limit of 10 nm that can be achieved by conventional Al Kα (1.486 keV) and Mg Kα 

(1.253 keV) X-ray sources. 

 

2 Conventionally, XPS experiments employing hard X-rays are addressed to as HAXPES (hard X-ray 

photoelectron spectroscopy). The historical reason for this distinction stands in the type of 

monochromator used for soft and hard X-rays (grating and single crystals, respectively). 
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However, the use of X-ray tubes equipped with anodes emitting at higher energies 

comes with two drawbacks: (1) the photoionization cross-section decrease that 

requires compensation by high flux and (2) the intrinsic linewidth of practical hard X-

ray sources is higher than the classical ones, leading to overall lower energy 

resolutions. Such constraints were first solved by employing synchrotron radiation. 

Nowadays, more than 20 beamlines are available for HAXPES experiments 

worldwide [212].  

 
Figure 2.1.1 Universal curve for the inelastic mean free path calculated with the Seah-Dench equation 

𝝀 =
𝑨

𝑬𝒌
+ 𝑩√𝑬𝒌 (where A = 641, B = 0.096 for inorganic compounds). The dotted lines indicate the 

expected IMFP for Ni 2p photoelectrons (EB = 850 eV) excited by Al Kα (1 86 eV) a d  r Kα (5 19 

eV) X-rays.  

Despite the benefits of performing synchrotron HAXPES, laboratory-scale 

equipment is still required for more accessible and lower-cost analysis of buried 

interphases and multilayer structures. Beyond economical and practical aspects, these 

can also present advantages to synchrotron studies, favoring a complementary lab-

based and synchrotron HAXPES approach. In fact, the high flux of synchrotron 

radiation can irreversibly change the sample surface (beam damage effect), which can 

be overcome by using less intense laboratory sources. Moreover, most synchrotron 

HAXPES analysis remains at a qualitative level due to the lack of experimental relative 

sensitivity factors (RSFs) necessary for quantification.  

These motivations triggered the development of various lab-based HAXPES that 

make use of Ag Lα (2.984 keV), Cr Kα (5.415 keV), or Ga Kα (9.252 keV) X-ray sources. 

For some equipment, including the one used in this thesis, a list of experimental RSFs 

is now available, enabling HAXPES quantification. However, their actual application 

to various research fields is still in its infancy: in the field of lithium-ion batteries, for 

example, no publications outside those related to this thesis have been found at the 

time of writing this paragraph (September 2023). Further details on the differences 

between each apparatus, in comparison with synchrotron HAXPES, can be found in 

ref. [212].  
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2.1.1.1 Non-destructive depth profile analysis 

In typical XPS equipment, depth profiles can be obtained by Ar-ion or Gas Cluster 

Ion Beam sputtering. However, these are destructive methods and can easily alter the 

sample surface chemistry by preferential sputtering, as will be shown in Section 3.3.1. 

Nondestructive methods to perform depth-dependent analysis consist of varying 

either the take-off angle, the core-level of analysis, or finally the incident photon 

energy. However, the former two approaches remain within the threshold of 10 nm 

when using Al Kα radiation. 

By coupling soft and hard X-ray photoemission spectroscopy, nondestructive depth 

profiles beyond 10 nm can be achieved (Figure 2.1.2). Note that the schematics 

consider ideal interphases, taking average thicknesses as estimated for various 

samples in literature by different methods, and overlooks the practical challenges of 

HAXPES acquisitions in terms of energy resolution and, more critically, signal 

intensity. 

 
Figure 2.1.2 Schematics of the typical depth sensitivities for the main core levels of transition metal 

oxides probed by lab-scaled XPS and HAXPES.  

In principle, this approach would enable to analyze on equal footing all components 

of the complex multilayer interphase developed on the positive electrode material 

upon cycling. Although a few HAXPES studies have been performed for positive 

electrode materials (Section 1.4.5), the aim of those studies was not necessarily to 

characterize the whole interphase or investigate in-depth the surface-to-bulk evolution 

of the electronic structure. Therefore, highlighting and discussing the actual 

limitations of this approach is a central theme of this thesis.  
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2.1.1.2 Overcoming the superposing Auger electron emission issue 

Beyond an increase of the information depth, the use of HAXPES has another 

important benefit: removing overlapping Auger signals from the core level 

photoemission spectra. In fact, in an XPS experiment, the detector collects not only 

electrons ejected by direct photoemission process, but also the second ionization 

process known as Auger electrons. The energy diagram in Figure 2.1.3(a) illustrates 

the typical Auger process observed in the XPS spectra of 3d transition metals.  

 
Figure 2.1.3 (a) Energy diagram of an LMM Auger process. The energy levels are labeled using both 

orbital (left) and X-ray nomenclatures (right). After core-hole creation at the core level C1, an electron 

from the level C2 can fill the hole by releasing some energy. This in turn allows a second electron at 

the level C3 to be released. The kinetic energy of the transition is 𝑬𝑲,𝑨𝒖𝒈𝒆𝒓 = 𝑬𝑳𝟐 − 𝑬𝑴𝟐,𝟑
− 𝑬𝑴𝟒,𝟓

 and 

does not depend on the photon energy. (b) Expected overlaps between Auger and photo-electrons 

for the most commo  core levels of a tra sitio  metal oxide electrodes as probed by the Al Kα X-ray 

source.  

On the one hand, the analysis of Auger peaks can be extremely insightful for 

chemical analysis: in fact, Auger Electron Spectroscopy (AES) is a well-known 

technique in surface science. On the other hand, XPS and AES peaks tend to overlap 

with each other, complicating the analysis. Figure 2.1.3(b) schematically shows the 

binding energy position of Mn, Co, and Ni, O, and F core-level and Auger peaks when 

measured with Al Kα source. As evident in the figure, many overlaps are obtained. 

This has been a long-standing issue for XPS analysis of NMC materials [214–216]. 

However, Auger electrons have a fixed kinetic energy which depends only on the 

involved core levels. By using hard X-rays, the “apparent” binding energy shown in 

an XPS experiment can be shifted to higher binding energies, allowing to measure the 

core level spectra without Auger contributions.  
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2.1.2 Study of transition metal oxides by photoemission 

spectroscopy 

The details of XPS spectral shape can inform on the electronic structure of the 

material. This is exploited specifically for strongly correlated systems such as 3d 

transition metal oxides. In fact, for these systems, more than one peak related to the 

same chemical species typically appear in the measured spectra. Therefore, the 

common peak fitting approach (as summarized in Annex A) is not sufficient to qualify 

and quantify the different chemical and electronic states of transition metal ions in a 

sample.  

 

2.1.2.1 Satellite peaks  

The transition metal core-level spectra are composed by various lines which in 

principle correspond to different final states. Conventionally, the most intense line is 

called main line while all others are referred to as satellites peaks 3. The analysis of 

transition metals core-level photoemission spectra is based on measuring and 

interpreting satellites energy position and intensity with respect to the main line. This 

approach, developed since the ’60 and presented in different textbooks [213,217,218], 

brought and still brings significant contributions to the understanding of the electronic 

structure of transition metal oxides. For example, the theory presented in Section 1.3.2 

was built upon experimental and theoretical X-ray spectroscopy insights. The study of 

layered lithium transition metal oxides presented in this thesis is based on this general 

framework. 

 

2.1.2.2 Unraveling the photoemission screening effects 

The electronic correlations leading to different final states in the XPS spectra can be 

distinguished into intra-atomic and inter-atomic effects. Because these effects act as a 

response of the system to the positive core-hole potential, they are typically referred 

to as screening processes. Various levels of theory were developed, progressively 

increasing the number of screening channels to be taken into account to fully describe 

 

3 More precisely, these are named intrinsic satellites, since they originate from the photoexcitation 

step, while electron energy losses happening during its travel towards the surface are called extrinsic 

satellites. In this chapter, the latter case will be neglected so the distinction between intrinsic and 

extrinsic satellite drops out. 
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the photoemission spectra. Such theoretical buildup is schematized in Figure 2.1.4 (4). 

The main aspects of the different screening processes are reviewed in Annex A.  

 
Figure 2.1.4 Schematics for the main interactions involved in an X-ray photoemission process in d8 

metal oxide based material.  

Due to the high complexity and case-to-case character of the study of transition 

metal core-level photoemission spectra, coupling with computational methods is the 

most robust pathway. This not only supports the experimental analysis but establishes 

the connection between the photoemission experiment and the corresponding excited 

electronic structure. Therefore, for a complete analysis of the core-level spectra, it 

would be necessary to consider in the simulation all the effects that take place once the 

core-hole is created. However, empirical analysis based on the photoemission theory 

is also a suitable approach, especially for studying surface effects, which are hard to 

describe by simulations.  

In practice, some screening processes can predominate in the overall spectra 

depending on the case of study, which can simplify the analysis and direct the choice 

of the theory to be used. For late-transition metal oxides, in particular, it is well known 

that inter-atomic charge transfer is far more important than intra-atomic multiplet 

splitting effects  [217,218]. Therefore, both the empirical peak fitting approaches 

detailed in Section 3.3.2 and computational methods presented below were adapted 

towards the interpretation of satellite peaks as charge transfer satellites.  

 

4 Note than in the literature there is no standard nomenclature about the names of such levels of 

theories, leading to ambiguities (for example, the ligand field theory presented in ref. [218] would be 

called crystal field theory in ref. [219]).   
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2.2 Theoretical spectroscopy: from electronic 

structure calculation to photoemission 

spectra simulation 

The main aim of the computational methods used in this thesis was to complement 

and gain further insight on the experimental spectroscopy. Simulating the XPS spectra 

within a given specific theoretical method allows us to resolve the complex spectra of 

transition metal core levels and gain insights on the electronic structure that gives the 

experimental response. However, with respect to classic electronic structure 

calculations, two aspects need to be included: the core-hole potential and electron-

electron interactions. The electronic structure calculations performed in this thesis are 

mostly based on two theories: the density functional theory (DFT) for a first insight of 

the ground state electronic structure properties, and cluster model theory (CMT) to 

simulate photoemission spectra and bridge between theory and experiment.  

 

2.2.1 On density functional theory calculations 

DFT is a state of art method for calculation of ground state electronic structures 

without need of experimental parameters. The basic principles of the theory and the 

computational details for calculations performed in this thesis are given in Annex B.  

2.2.1.1 Electronic correlations within the density functional theory 

The complexity of the analysis of core-level photoemission spectra as outlined 

above lies on the many-body nature of the photoemission process as it involves local 

electron-electron interactions. This poses a problem for methods such as DFT, whose 

accuracy relies on the approximation chosen to describe the system. In the case of 3d 

transition metal oxides, this translates into the choice of how electronic correlations are 

treated.  

In the literature, DFT+U is the most common method to deal with the strong 

electronic correlations in layered transition metal oxides used as positive electrode 

materials. In the DFT+U method a local potential correction, the Hubbard U, is added 

to the exchange-correlation functional of DFT [220–222]. The Hubbard U is either 

treated as a parameter and fitted to a certain experimental parameter such as the 

voltage or the band gap (for example in [32,223,224]) or obtained via ab initio 

techniques [225–228]. In any case, the DFT+U approach has been criticized in the 

literature to overestimate the correlations for 3d transition metal oxides that present 

soft correlations and/or metallic character, such as in the LixCoO2 

system [147,222,224,228,229].  
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Leaving apart the discussion about which functional better describes these kinds of 

compounds, which is a highly debated topic in the literature, it is important to note 

that none can fully describe the photoemission experiments. In fact, within the single-

electron DFT or DFT+U theories, no many-body effects such as the XPS satellites can 

be theoretically investigated. From this perspective, moving from DFT to DFT+U can 

be seen as focusing on the main line or on the Hubbard band solely, while the 

experimental spectral function is a distribution of both. 

For this reason, we did not explore the large number of exchange-correlation 

functionals present in the literature but limited to the GGA in the form given by 

Perdew-Burke-Ernzerhof (PBE), taken as a starting point for the subsequent cluster 

model calculations. In fact, a linking between DFT and photoemission experiments 

was outlined during the thesis. Meanwhile, DFT was also used in some cases to 

directly calculate the XPS binding energies, as discussed below.  

 

2.2.1.2 ab initio binding energy calculation 

Although DFT is built upon theorems acting on the ground state, part of its success 

is based on the capability to capture with significant accuracy properties of excited 

states. Exploiting the all-electron characteristic of the Wien2k code, it is possible to 

evaluate the core-level eigenvalues that are calculated within the self-consistent field 

convergence scheme [230]. In the literature, most studies employing binding energy 

calculations focused on the surface core-level binding energy shifts (SCLS) i.e. the shift 

in binding energy of an atom at the extreme surface with respect to the bulk 

material [231–238]. In the Li-ion battery field, this method is still rarely explored: to 

our knowledge, only two publications reported binding energy calculations by DFT 

for battery materials [140,239].  

For an accurate prediction of the binding energy, the core-hole potential must be 

appropriately included in the calculation. Different schemes were proposed in the 

literature [230,240–242], among them, the Janak-Slater method was chosen for this 

thesis. The basic idea is to calculate the binding energy from the core-level eigenvalue 

for the electronic structure of the target material in which half a core-electron was 

removed. The basic theory and practical details of the method are given in Annex B. 

However, this method allows only to consider the partial screening of the core-hole 

potential. It does not allow to describe the many-body effects responsible for satellite 

peaks. Therefore, its application was limited to the study of O 1s peaks. For the 

transition metal core-level spectra, the CMT was used instead.  
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2.2.2 Cluster model theory calculations  

The CMT is based on the ansatz that the investigated electronic properties of the 

material can be sufficiently well described considering not the whole solid but a local 

structure [43]. In fact, the Hamiltonian is defined for an atomic cluster (typically a 

central metal surrounded by ligand atoms), in contrast with the periodical boundary 

conditions of DFT.  

The cluster model Hamiltonian is classically described by parameters for (1) 

hopping and onsite energies for the single electron interactions, (2) the electron-

electron Coulomb interactions, and (3) the charge-transfer process. By including 

explicitly all electron-electron interactions for the correlated shell, the CMT is a many-

body theory in contrast to single electron approaches such as DFT. This makes the 

CMT more appropriate for studying XPS satellites peaks, at the price of losing the ab 

initio character of DFT. In fact, the parameters entering in the calculation typically need 

to be tailored to the experiment. However, some methods were proposed in the 

literature for importing such parameters directly from ab initio calculations. In 

particular, a modified version of the method described by Haverkort et al [219] was 

adopted in this thesis. An extended description of the theory and all computational 

details are given in the Annex E. The general workflow is summarized below.  

 

2.2.2.1 Building the Hamiltonian supported by ab initio methods 

First, the converged electronic structure obtained by the GGA calculation was used 

to build the non-interacting part of the cluster Hamiltonian. To make this conversion, 

the periodical Kohn-Sham wave-functions were transformed to a localized basis set of 

maximally localized Wannier functions (MLWFs, detailed in Annex C). With the as-

obtained MLWFs, a tight binding model Hamiltonian with band dispersion equivalent 

to the initial one of GGA is constructed. Its hopping and on-site energy terms were 

then extracted to describe the appropriate cluster model symmetry.  

Second, for the electronic correlations and charge transfer energy, two approaches 

were used. The first is the more conventional one, in which the Hubbard U and charge 

transfer energy Δ were fitted to the experimental spectra. This method has been widely 

used in the literature and is considered a robust method for finding these parameters 

giving access to the microscopic properties of material [64,65,243,244]. Indeed, U and 

Δ describe important aspects of the physics of 3d transition metal compounds, as 

explained in Section 1.3.2.  

Nevertheless, the dependence on empirical parameters can be an issue when the 

experimental data is affected by surface effects, as typical for battery materials. For this 

reason, an alternative method based on defining the model parameters from an ab initio 
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technique was also explored. Starting from the wannierization mentioned above, the 

local Coulomb interactions were calculated by the constrained random phase 

approximation (cRPA) method. The basic principles of this method and computational 

details can be found in the Annex D. Eventually, the use of cRPA supported and 

overcame the initial methodology based on semi-empirical parameters derived by 

fitting the photoemission spectra.  

 

2.2.2.2 Accessing ground state properties and spectra simulation 

The cluster model Hamiltonian described above was solved via exact 

diagonalization, leading to the ground state many-body wave function for the target 

cluster system. Its properties were investigated by computing observables such as the 

average electron occupation for specific shells and their spin state, or the partial weight 

of each electronic configuration to the total wave function as Ψ𝐺𝑆 =  𝛼|𝑑𝑛⟩ +

𝛽|𝑑𝑛+1𝑳−𝟏⟩ + 𝛾|𝑑𝑛+2𝑳−𝟐⟩…, with n the formal occupation. 

Furthermore, the excitations of the ground state were studied via the Green’s 

function formalism. By setting up the appropriate excitation and final state 

Hamiltonian, both valence band and core-level photoemission spectra were simulated. 

Moreover, the spectral distribution of each configuration contributing to the total 

spectra was evaluated. In this way, a theoretical support to peak fitting analysis of 

transition metal core-level spectra could be established.  

 

2.3 Chapter summary 

In this chapter, the experimental and computational methods were described, 

highlighting the strong synergy between the two. The success of this combined 

approach lies on the nature of photoemission spectroscopy, for which a well-known 

background theoretical knowledge exists in the literature. Figure 2.3.1 summarizes 

the general workflow adopted in this thesis. The use of XPS and HAXPES to perform 

non-destructive depth analysis is a central part of this method, as it allowed us to 

discriminate surface and bulk electronic states. However, the simulation of surface 

effects is a great challenge, which was not approached in this thesis. Instead, the study 

of surface-to-bulk changes were carried out with peak fitting methodologies. The 

analysis was supported by the interpretation of bulk-sensitive HAXPES spectra using 

a combination of computational techniques leading towards ab initio photoemission 

spectra simulations.  
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Figure 2.3.1 General methodology that combines experimental and theoretical photoemission 

spectroscopy as presented in this chapter.  
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Chapter 3  

Surface and bulk signatures of pristine 

model electrode materials 

 

In this chapter, we present an XPS and HAXPES study of pristine LiCoO2, LiNiO2, and Li2MnO3. The 

compleme tarity betwee  Al Kα a d  r Kα X-ray sources and the use of quantification to 

disentangle the surface and bulk contributions are highlighted. The results outlined in this chapter 

will thus form the basis for the investigations dedicated to cycled materials. Since no chromium-

based HAXPES characterization of these materials is present in the literature, the quantification 

results presented in this chapter are detailed to constitute a reference for upcoming studies. Finally, 

the analysis of transition metal 2p core level spectra will be discussed concerning the empirical peak 

fitting methods. 

 

3.1 Choice of model systems 

As discussed in Section 1.4.3, the role of each transition metal in Li(Ni,Co,Mn)O2 

lacks fundamental understanding, in particular concerning the electronic properties. 

A first step towards filling this gap consists of understanding the behavior of each 

transition metal independently. This motivates the choice of the three materials 

studied in this thesis: LiCoO2, LiNiO2, and Li2MnO3.  

For the study of cobalt- and nickel-based redox compensation mechanism, the most 

natural choice was to take the related single transition metal layered oxide system, i.e. 

LiCoO2 and LiNiO2. The charge compensation mechanism of both cobalt- and nickel-

based layered oxides is still under discussion in the literature, motivating the use of 

combined experimental and theoretical study to clarify the role of metal and oxygen 

(Section 1.4.6). Moreover, XPS data for the LiNiO2 system is relatively scarce in the 

literature, in contrast to LiCoO2. Because of the larger literature background for 

LiCoO2, this system was the first to be investigated in this thesis and was used also to 

establish the experimental (and consequently, theoretical) protocols for the other two 

systems.  

While the choice of LiNiO2 and LiCoO2 was quite straightforward, some comments 

are necessary for Li2MnO3. From a general point of view, manganese is considered 

inert in its IV oxidation state upon (de-)intercalation in NMC: its use is practically 
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motivated by a stabilization of the crystal framework [18]. Since the objective of this 

thesis is to study the redox compensation mechanism in layered oxides, the study of a 

manganese–based system was limited to complement the results obtained for LiNiO2 

and LiCoO2. However, manganese-pure layered oxides with LiMnO2 stoichiometry 

are poorly stable and therefore their synthesis is quite challenging [245–247]. Thus, the 

choice for the manganese model system fell on the parent Li-rich system Li2MnO3. 

Beyond practical reasons, the choice of Li2MnO3 has two advantages:  

1. It allows to study the MnO6 cluster in an environment close to NMC materials, 

where Mn is in nominal IV (and not III) oxidation state (Section 1.4.3). 

2. It is the forefather for the class of Li-rich oxides (Section 1.4.5), which are 

potential candidates for next-generation cathode materials and whose redox 

mechanism is proposed to involve oxygen. 

Finally, the experimental study of LiCoO2 as a model system was further simplified 

using binder-free thin films. Due to the unavailability of thin films for LiNiO2 and 

Li2MnO3, powder samples were utilized instead. However, the use of binder and 

carbon additives in the composite electrodes required special precautions with respect 

to binder-free LiCoO2 thin films. The structural characterization of all pristine 

electrode materials is reported in Annex F. See Annex A for general experimental 

details on XPS and HAXPES analysis.  

 

3.2 Lab-based XPS and HAXPES 

characterization of pristine materials 

3.2.1 Comparison of XPS and HAXPES survey spectra 

Figure 3.2.1 shows the XPS and HAXPES survey spectra of pristine (a) LiCoO2 thin 

films and (b) LiNiO2 and (c) Li2MnO3 powders. All core-levels can be measured with 

the co-focalized dual source, allowing to investigate the electronic properties of the 

photo emitting ions at different depths, except for the transition metal 1s deep core 

levels. However, their binding energy are in the 8 keV range and therefore cannot be 

measured with the Cr Kα source.  

Compared to the XPS survey spectra, two major features are missing in the HAXPES 

spectra: (1) the C 1s peak, due to both the surface localization of carbonaceous species 

and the low C 1s photoelectron cross-section and (2) the Auger peaks, because their 

kinetic energy is photon-energy independent and are thus shifted to larger binding 

energies in the HAXPES experiments (> 4000 eV). The large broadening and low 
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intensity of the Auger peaks measured with the Cr Kα source impeded to use them as 

charge-correction reference as proposed in the literature [248]. 

Note that a scaling of 50 was applied to HAXPES spectra in Figure 3.2.1Figure 3.2.. 

Despite the high power used for Cr Kα photon extraction (50 W versus the 25 W used 

for Al Kα), the HAXPES signal intensity is about two orders of magnitude lower than 

that of XPS. In fact, while acquisition of XPS survey spectra typically required about 5 

minutes, the noisier HAXPES spectra shown in Figure 3.2.1 required at least one hour, 

hence taking significant part of beam time in each experiment. Therefore, HAXPES 

survey spectra were rarely measured throughout the thesis, in contrast to the common 

practice for XPS experiments, as they do not typically give much more information 

than the XPS survey spectra. 

 
Figure 3.2.1 XPS (red line) and HAXPES (blue line) survey spectra for LiCoO2 thin film (left-hand 

panel), LiNiO2 powder (middle panel) and Li2MnO3 powder (right-hand panel).  

 

3.2.2 LiCoO2 

The XPS and HAXPES core-level high-resolution spectra for LiCoO2 thin films are 

shown in Figure 3.2.2 and Figure 3.2.3, respectively. For comparison, bare LiCoO2 

and Co3O4 powders were also analyzed. The experimental data is shown as empty 

black dots while peak fit components and convolution are shown as black and red 

curves, respectively (when performed). A grey line is used for the background curve. 

In general, Shirley background was employed except for those cases in which it 

surpasses the experimental lineshape in the high-energy range (e.g. Co 2p XPS of 

LiCoO2). For Co 3p and Co 2p core levels, a black curve is also used for better 

readability. The  XPS and HAXPES quantification and peak assignment are shown in 

Table 3.2.1 and Table 3.2.2, respectively.  

The analysis below was based not only on reference materials but also on the large 

number of XPS studies for this material [75,108,109,163,166,249–256]. However, 

quantification aspects and (non-destructive) depth profiling are rarely discussed in the 

literature, making this analysis valuable to answer some discrepancies found in the 

literature even for this well-known material.  
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Figure 3.2.2 Core-level XPS spectra for LiCoO2 thin film (first row from the top), LiCoO2 powder 

(second row), Co3O4 powder (third row).  

 

 
Figure 3.2.3 Core-level HAXPES spectra for LiCoO2 thin film (first row from the top), LiCoO2 powder 

(second row), and Co3O4 powder (third row).  
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Orbital Assignment 
LiCoO2 (thin film) LiCoO2 (powder) Co3O4 

BE FWHM at % BE FWHM at % BE FWHM at % 

Li 1s LiCoO2 54.3 1.1 9.4 54.4 1.1 13.3    

 Li2CO3 55.8 1.2 6.0       

Co 2p LiCoO2 (Co3O4) 780.0  9.2 780.1  12.4 60.5  32.4 

Co 3p LiCoO2 (Co3O4) 60.9  10.1 61.0  20.8 779.9  19.9 

O 1s lattice 529.6 1.1 16.6 529.7 1.2 27.5 529.9 1.0 24.5 

 surface 530.8 1.9 2.9 531.5 2.5 15.0 531.1 2.3 13.2 

 CO32- 532.3 1.8 25.8       

 C-O, C=O 533.5 2.1 2.0    533.1 1.9 0.7 

C 1s C - C 285.4 1.4 8.5 285.0 1.5 8.2 285.0 1.4 7.3 

 C-O 286.3 2.0 2.4 286.4 2.0 1.5 286.4 2.0 1.0 

 C=O 288.4 1.5 0.6 288.4 1.4 0.5 288.5 1.4 1.0 

 CO32- 290.5 1.5 6.7 289.6 2.0 0.8    

Table 3.2.1 Results of the XPS quantitative analysis for the series of cobalt oxide samples. Binding 

energies (BE) and full width at half maximum (FWHM) are reported in eV. 

Orbital Assignment 
LiCoO2 (thin film) LiCoO2 (powder) Co3O4 

BE FWHM at % BE FWHM at % BE FWHM at % 

Li 1s LiCoO2 54.5 1.5 8.7 54.5 1.2 7.8    

Co 2p 
LiCoO2 

(Co3O4) 
779.7  18.9 779.8  14.7 779.5  20.1 

Co 3p 
LiCoO2 

(Co3O4) 
60.6  18.2 60.8  14.8 60.5  17.4 

O 1s lattice 529.5 1.3 37.2 529.6 1.3 28.6 529.9 1.1 20.0 

 CO32-    531.5 2.3 4.7 531.1 2.3 4.0 

 C-O, C=O 532.2 2.0 16.9    533.0 2.4 0.9 

Co 2s 
LiCoO2 

(Co3O4) 
   926.3  14.8 926.8  18.2 

Co 3s 
LiCoO2 

(Co3O4) 
   102.7  14.5 102.3  19.6 

Table 3.2.2 Results of the HAXPES quantitative analysis for the series of cobaltite samples. Binding 

energies (BE) and full width at half maximum (FWHM) are reported in eV. 

 

3.2.2.1 Co 3p and Co 2p core levels 

The Co 3p and Co 2p spectra give a perfect example of the theory presented in 

Section 2.1.2 as they both show a charge transfer satellite at about 10 eV with respect 

to the main line. For the Co 2p core level, the spin-orbit coupling separates the 2p3/2 

and 2p1/2 by about 15 eV. We note that the satellite structure of LiCoO2 and Co3O4 is 

slightly different, reflecting the different electronic structure of cobalt ions in the two 

systems. While a single peak is observed in LiCoO2, a broader structure is measured 

for Co3O4, suggesting the presence of at least a second peak between the main line and 

the high-energy satellite (~785 eV) that can be related to the CoII ions. This is 
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corroborated by the spectra for CoO, for which the large satellite peak is found at the 

same position  [257,258].   

Indeed, while LiCoO2 formally consists of CoIII ions only, a 2:1 mixture of CoIII and 

CoII ions is expected for Co3O4. However, it is difficult to move beyond this qualitative 

interpretation and relate a specific Co 2p spectral shape to a certain CoIII/CoII ratio. This 

is due to the strong influence from the specific electronic environment of the emitting 

cobalt ion, making difficult to distinguish different electronic states in the 

experimental spectra.  

The comparison between XPS and HAXPES spectra and quantification shows the 

influence of Auger lines in Co 2p spectra at 770 eV and different surface sensitivity 

between the shallow Co 3p and deep Co 2p core levels. While a Shirley background 

function was employed in most cases for defining the quantification region, this was 

not possible for the XPS spectrum measured for the pristine LiCoO2 thin film, as it 

would appear above the experimental curve. 

Moreover, the overlap with Auger lines can influence the quantification obtained 

from this core level for all samples. However, this cannot solely account for the 

differences between the Co at% obtained for Co 3p and Co 2p core levels (Table 3.2.1). 

Note indeed that, for the powder samples, the difference exceeds the expected error 

for XPS quantification of few at%. Instead, the HAXPES results in Table 3.2.2 show 

minimal changes between the quantification results for all core-levels (even including 

the Co 3s and Co 2s peaks). 

It is concluded that the main responsible for the mismatch in the Co 3p and 2p XPS 

quantification is the different depth probed by the two measures. In fact, the probing 

depth estimated for the XPS experiments is 3.2 and 5.5 nm for Co 2p and Co 3p, 

respectively, while it is 14.2 and 16.2 nm for the HAXPES. This implies that there is a 

relative difference of about 40 % in the depths probed with the Al Kα source when 

measuring the two core levels. However, the difference narrows to about 10 % with 

the Cr Kα source. This suggests that the Co at% is not constant within the XPS probing 

depth of about 5 nm.  

 

3.2.2.2 Li 1s core level 

The Li 1s spectra are found at the low binding energy side to the Co 3p core level. 

From the comparison with the Li-free Co3O4 sample, the low-binding energy tail of the 

Co 3p main line overlaps with the Li 1s. This poses a question for the definition of the 

background region. The most accurate method would be to define one unique region 

for both core levels. However, this requires separating the contribution of the Co 3p 

tail from the Li 1s fit model, which is no trivial. Here, the approach was to simply 
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separate the Li 1s and Co 3p regions by two subsequent Shirley background curves. 

Therefore, a slight Li at % underestimation may be expected.  

In the LiCoO2 powder, the single symmetric peak at 54.4 eV (54.5 eV with HAXPES) 

was assigned to the Li ions in the layered structure. A second peak at 55.8 eV was 

measured for the thin film. This additional contribution is only present in the XPS 

spectrum, suggesting that the species giving this additional contribution are located at 

the extreme surface. Indeed, it was assigned to Li2CO3, a common surface impurity in 

battery materials (Annex F). This interpretation matches well with quantification 

results and is consistent with the absence of related C 1s and O 1s contributions for the 

powder sample. Nevertheless, the binding energy of 55.8 eV is larger than the typically 

reported value in the literature (about 55 eV [166,249]) and to the value of 55.4 eV 

measured for the bare Li2CO3 powder (Annex F). This is an example of the unreliability 

of absolute values for the surface species present on battery materials as discussed in 

Annex A. In fact, despite the binding energy shift of about 0.4 eV, the separation 

between the Li 1s, C 1s, and O 1s peaks assigned to Li2CO3 is consistent with that 

measured for the reference Li2CO3 sample.  

A second aspect is observed in the Li 1s HAXPES spectra. The peak related to 

LiCoO2 appears broader and is slightly shifted by 0.1-0.2 eV to the higher binding 

energy side. These effects are characteristic for the recoil effect in HAXPES 

experiment [213]: the momentum of the incident photon is transferred into the ion that 

ejects a photoelectron with momentum 𝑝𝑒 = √2𝑚𝑒𝐸𝑘𝑖𝑛. With harder X-rays and larger 

𝐸𝑘𝑖𝑛, the difference between initial and final momentum of the emitting ion becomes 

significant. Adopting a simple model of a gaseous atoms 𝑀, the binding energy shift 

is estimated as Δ𝐸𝐵 =
𝑚

𝑀
〈𝐸𝑘𝑖𝑛〉 [213]. By substituting into the equation above 𝑀 = 6.941 

u for the Li atoms and the kinetic energy of the Li 1s photoelectron excited by Al Kα 

and Cr Kα photons (1486.6 and 5414.8 eV, respectively), we obtain Δ𝐸𝐵 = 0.11 and 0.42, 

respectively. This leads to a shift of about 0.3 eV, slightly larger than the experimental 

one but within the experimental resolution.  

Both the surface-bulk differential charging and the recoil effect have an important 

practical consequence for the data analysis and interpretation, which can be 

generalized to any core-level analysis: one cannot expect the binding energy position 

of a chemical species measured by XPS and HAXPES to be the same. This important 

aspect is linked to the binding energy correction for insulating samples, which is 

commonly performed to the C 1s spectra in the Li-ion battery community.  

 

3.2.2.3 C 1s core level 

The C 1s XPS spectra were fitted with four components related to different bonding 

states for the carbonaceous surface species. The peaks are assigned to C-C bond of 
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adventitious carbon at ~285 eV, C-O environments at ~286.5 eV, C=O at ~288 eV, and 

finally O-C=O or CO32- at about 289-290 eV. It is common practice in the Li-ion battery 

community to refer the binding energy scale of insulating samples to the peak at 285 

eV (although for historical reasons, some refer it to 284.6 or 284.8 eV). However, this 

procedure might induce misinterpretation of the spectra due to differential charging  

effect [259,260].  

Being already questionable for the XPS spectra, this method becomes impracticable 

for HAXPES analysis. In fact, the C 1s signal intensity was generally very low because 

of the low photoelectron cross-section and the surface localization of carbon-

containing species. Even after relatively long acquisition time (1-2 hours) and by 

increasing the pass energy, the signal intensity was too low for reliable analysis. 

Therefore, as for the survey HAXPES data, the routine experiments did not involve 

measuring the C 1s HAXPES spectra. Moreover, due to the different electronic state 

between the extreme surface and the layers beneath probed by HAXPES, referencing 

the HAXPES data to the C-C XPS peak was not considered as first choice. Note in fact 

that, for cycled samples retrieved at different state of charge, binding energy shifts of 

both the layered oxide and the surface species can be present. Other strategies were 

adopted to be able to distinguish the binding energy shifts of the bulk layers, 

depending on the electrode material.  

For the LiCoO2 thin films, the binding energy was referred to the Fermi level of the 

platinum layer. This approach assumes that the Fermi level of the bottom LiCoO2 layer 

is well aligned to the metal substrate and does not change significantly over the 20 μm 

of thickness. For LiCoO2, which is a semiconductor with a room temperature 

conductivity of 10-4 - 10-6 S/cm (depending on the Li/Co stoichiometry [261,262]), the 

approximation is reasonable. Indeed, the binding energies of the core levels peaks 

assigned to LiCoO2 agree well with the literature overall. Yet, a shift of 0.5 eV was 

obtained for the C-C peak and observed to slightly change within this range for other 

LiCoO2 thin film samples. For the reference powders, in absence of metallic contact, 

the typical approach was instead to first set the C 1s XPS peak at 285 eV. Then, the 

HAXPES data were shifted to the O 1s position of the low binding energy peak 

measured in the charge corrected XPS spectra. Eventually, this led to differences 

between LiCoO2 powder and thin film of ~0.1 eV i.e. within the experimental 

resolution.   

 

3.2.2.4 O 1s core level 

In all samples, the high-energy components of the O 1s spectrum decrease by 

probing deeper with the Cr Kα X-rays, indicating they are all surface-related 

components, while the bulk signal (i.e. oxygen in the layered lattice) is mostly related 
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to the peak at 529.7 eV5. In fact, for both LiCoO2 samples, an O/Co stoichiometry of 2:1 

is obtained when considering the ratio between this component and any Co core level 

with HAXPES. On the contrary, the same calculation for XPS results suggests oxygen 

deficiency in the first nanometers.  

For the thin film, the intensity of the peak at 532.3 eV is attributed to Li2CO3 

contamination layer, in agreement with Li 1s and C 1s XPS analysis. The interpretation 

holds for both XPS and HAXPES spectra considering the lower photoelectron cross 

section for Li 1s and C 1s photoemission with our HAXPES instrument. This highlights 

the importance of considering both the larger depth sensitivity and different 

photoelectron cross-sections for HAXPES analysis. 

The higher-energy peaks for the LiCoO2 powder and thin film are not the same. For 

the powder sample, a single peak at 531.5 eV and relatively high intensity in the XPS 

spectrum cannot be explained by surface adsorbed species such as Li2CO3, due to the 

absence of the related Li 1s and C 1s components. Note that, in contrast to LiCoO2 thin 

films which were stored and prepared in protected environment, the LiCoO2 and 

Co3O4 powders were handled in ambient conditions. Therefore, the high-energy peak  

observed for the two powder samples is probably related to hydroxyls groups of 

adsorbed water [263].  

However, a model for the O 1s XPS spectra for the pristine thin film with only two 

peaks resulted in bad fit of the experimental curve, especially for the valley at about 

530 eV. Therefore, the final model includes a peak at 533.5 eV, related to carbon-oxygen 

bonds (in agreement with the C 1s analysis) and a peak at 530.8 eV. Note that the 

assignation of this peak is non-unique in the literature (Table 3.2.3): it was attributed 

to cobalt hydroxide groups, lithium alkylates, and finally oxidized oxygen in 

delithiated samples. Indeed, this peak will be at the center of the discussion in the next 

chapter. The hypothesis of surface hydroxide groups or more generally surface defects 

is the most consistent with our work, including both the cycling data and the study of 

LiNiO2 and Li2MnO3, as discussed below.  

 

 

 

5 For the lineshape of the Olatt peak, a numerical approximation of Voigt function [LF(1,1,70,450) in 

CasaXPS] was employed instead of the generally used pseudo-Voigt product function [GL(30)]. We 

found this model improved the fitting of the low binding energy-tail of the Olatt peak without 

significantly affecting the rest of the fit model, as shown in the example given in Annex F. This approach 

was maintained along this thesis for the analysis of all transition metal oxides. 
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Ref. Sample Peak #1 Peak #2 Peak #3 

  BE Assignation BE ΔBE Assignation BE ΔBE Assignation 

Dupin et 

al 
powder 529.5 lattice 531.5 2 subsurface    

Dahéron 

et al 
pellet 529.7 lattice 530.3 0.6 oxidation(1) 531.6 1.9 subsurface 

Schulz 

et al 
thin film 529.8 lattice 530.8 1 hydroxide(2) 531.5 1.7 subsurface 

Gauthier 

et al 
thin film 529.7 lattice 530.9 1.2 ROLi 531.9 2.2 Surf/CO32- 

Table 3.2.3 Comparison of O 1s peak fit models in the literature. For better comparison, all binding 

e ergy positio s were shifted to match the  85 eV calibratio . ΔBE is the bi di g e ergy differe ce 

between the second or third peak to the first one. (1) Measured for cycled samples. (2) Measured for air-

exposed samples.  

 

3.2.2.5 Surface stoichiometry 

The cobalt atomic concentrations obtained from Co 3p and 2p core levels were 

averaged to account for the significant difference in IMFPs for an XPS experiment and 

approach that of O 1s, which lies in between. In fact, the IMFPs calculated for Co 3p, 

O 1s and Co 2p photoelectrons excited by the Al Kα source and moving through 

LiCoO2 are 2.6 nm, 1.9 nm, and 1.5 nm, respectively. Based on this averaged value, the 

relative concentrations of Li and O were calculated based on the Li 1s and O 1s peaks 

assigned to the ions in the crystal lattice. Finally, these Li/Co and O/Co ratios were 

normalized by setting the relative Co concentration to the nominal stoichiometry 

value. The results are shown in Table 3.2.4.  

 XPS HAXPES 

LiCoO2 powder Li0.8CoO1.7 Li0.5CoO1.9 

LiCoO2 thin film Li1.0CoO1.7 Li0.5CoO2.0 

Co3O4 Co3O2.8 Co3O3.2 
Table 3.2.4 Surface stoichiometry of cobalt oxide samples estimated by XPS and HAXPES 

quantification. 

Taking the nominal composition as a reference, the results from XPS and HAXPES 

analysis go in opposite directions regarding the Li/Co and O/Co ratios. In the latter 

case, the O/Co generally increased, approaching the formal stoichiometry for the 

LiCoO2 samples. Instead, the Li/Co decreased. However, a lower Li concentration 

when probing deeper into the material is suspicious. This unexpected result can be 

explained instead by the expected underestimation of Li with the peak fitting model 

used here. Due to large difference in the Li 1s RSFs for XPS and HAXPES, a larger 

underestimation is to be expected in the latter case. 
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3.2.3 LiNiO2 

The XPS data for pure LiNiO2 is limited in the literature: to our knowledge, very 

few papers resolved simultaneously Li 1s, O 1s, and Ni core levels and none performed 

quantitative analysis [167,169,264–267]. As pointed out by some authors, the soft X-

rays could not probe throughout the relatively thick surface layers developing on 

pristine LiNiO2 surface [268,269]. Due to chemical affinity, the published XPS studies 

on Ni-rich NMC was also considered. These mostly focused on one specific aspect, 

such as studying the surface contamination layer [162,165,270] or quantifying the NiII/III 

ratio [215,267,271–274]. Recent articles discussed the methodology challenges of XPS 

characterization of Ni-based layered oxides with the Al Kα source. They highlighted 

the overlap between the F KLL and Ni 2p lines that is sometimes disregarded in the 

literature [214,215] and the importance of quantification to characterize such a reactive 

material [168]. Therefore, the present XPS and HAXPES study of high-quality LiNiO2 

powder and pristine electrode samples can offer an important reference for the 

community. To prepare the electrochemically delithiated LixNiO2 materials, 

commercial-grade electrodes consisting of mixture of PVDF binder, carbon black 

additive and LiNiO2 active material powder were used. The presence of binder and 

carbon black was considered by optimizing the sample preparation and measurement 

conditions, as detailed in Annex F.  

The data analysis was carried out with support of three other reference nickel 

compounds: NiO, Ni(OH)2, and NaNiO2. Their core-level XPS and HAXPES spectra 

are shown in Figure 3.2.4 and Figure 3.2.5. XPS and HAXPES quantification results 

are shown in Table 3.2.5 and Table 3.2.6. NiO and Ni(OH)2 were compared to LiNiO2 

to get further insights on its surface stability and distinguish the XPS signal of nickel 

ions in different (but structurally close) local environments.  

In both LiNiO2 and NaNiO2, Ni is formally in III oxidation state with a Jahn-Teller 

active t2g6eg1 electronic structure. However, the long-range distortion is observed only 

for NaNiO2, whereas only local, non-cooperative distortions were measured for 

LiNiO2 (Section 1.4.2). This difference led to several theoretical studies, aimed to 

understand the nature of LiNiO2 ground state (Section 1.4.4). Instead, experimental 

insight on the local electronic structure is missing overall. To our knowledge, only an 

ArXiv preprint is available on this topic, based on XAS data [275]. Moreover, the XPS 

literature on NaNiO2 is very limited: only one publication has been found, showing 

just the Ni 2p3/2 spectra for LiNiO2 and NaNiO2 [264]. For this reason, the NaNiO2 

powders were synthesized within internal CEA collaboration for this XPS and 

HAXPES study.  
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Figure 3.2.4 Core-level XPS spectra for LiNiO2 powder (first row from the top), LiNiO2 electrode 

(second row), NiO (third row), Ni(OH)2 (fourth row), and NaNiO2 (fifth row). 
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Figure 3.2.5 Core-level HAXPES spectra for LiNiO2 powder (first row from the top), LiNiO2 electrode 

(second row), NiO (third row), Ni(OH)2 (fourth row), and NaNiO2 (fifth row).  
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3.2.3.1 Ni 3p and 2p core levels 

In general, we found that the Ni 2p3/2 core peak was the most sensitive among Ni 

core levels to changes in electronic structure. For the Ni 2p1/2 and Ni 3p core levels, this 

was explained by the shorter core-hole lifetime due to Coster-Kronig and Auger 

processes. These core-hole relaxation processes increase the intrinsic contribution to 

the FWHM of the photoelectron peak. Instead, the Ni 2p3/2 core level spectra are highly 

sensitive to the local electronic state of Ni ions in each system. All materials are 

characterized by core level spectra constituted by a main line at 855 eV and a satellite 

structure at 5-6 eV higher in binding energy. However, inspection of the spectra 

reveals characteristic details for each compound. As observed for other transition 

metal (hydr-)oxides, the relative intensity of the satellite peak decreases with higher 

oxidation state. Moreover, the main line is different between NiO and Ni(OH)2, both 

formally at NiII oxidation state. The doublet in NiO has been explained by the non-

local screening process (see Annex A for details).  

 
Figure 3.2.6 Ni 2p3/2 HAXPES spectra of NiO, NaNiO2, NdNiO3, and LiNiO2. The data for NdNiO3 

was taken from ref. [276], the synchrotron HAXPES spectra acquired at 9.5 keV was used for LiNiO2 

(see Section 3.3.2.3 for details), and lab-based HAXPES spectra are shown for NiO and NaNiO2. The 

dotted lines are referred to the main final states for NiO (LS: local screening, NLS: non-local 

screening).  

The subtle differences between LiNiO2 and NaNiO2 are highlighted in Figure 3.2.6. 

An asymmetry at low binding energies is observed for LiNiO2, and the satellite peak 

of NaNiO2 is narrower and centered at higher binding energies. In the figure, the Ni 

2p3/2 spectra for NdNiO3 was also added (digitalized from ref. [276]), showing its 

similarity to that of LiNiO2. A recent study proposed NdNiO3 to be a negative charge-

transfer system, i.e. the electronic structure is overall described as 3d8L [115]. Noting 
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that the same has been proposed for LiNiO2 (see Section 1.4.4), the comparison shown 

in Figure 3.2.6 supports this theory. Eventually, our theoretical study presented in 

Chapter 5 will corroborate this qualitative conclusion. This can explain why the 

satellite peak of LiNiO2, NdNiO3, NiO, and Ni(OH)2 are all found at almost the same 

position.  

With respect to LiCoO2, the Ni 3p and Ni 2p peak quantification did not suffer 

significantly from the overlapping lines except for the F KLL peak in the electrode 

sample. The mechanical scratching procedure effectively reduced this contribution, 

which is treated as negligible by comparison with the reference spectra for pure PVDF 

sample (Annex F).  

 

3.2.3.2 Li 1s and Na 1s core levels 

The overall structure of Li 1s and Na 1s for the LiNiO2 and NaNiO2 samples is the 

same and resembles that measured for the LiCoO2 thin film. The spectra were fitted 

with two peaks, related to alkali ion in the host oxide and to surface species. From the 

C 1s and O 1s analysis, these mostly consisted of carbonates (see Annex F for NaCoO3 

reference spectra and quantification). However, the F 1s spectra for the electrode 

sample revealed a small fraction of LiF. In the literature, Li2CO3 and LiF were 

distinguished by a ~1 eV binding energy difference. However, in this thesis we 

adopted the simpler two-peaks model and accounted for these contributions by a 

single peak due to the low sensitivity for the Li 1s spectra. Any attempt of measuring 

the Li 1s signal for LiNiO2 electrode by HAXPES failed, due to the decreased sensitivity 

by the presence of matrix elements in the sample.  

 

3.2.3.3 C 1s and F 1s core levels 

The same model used for the LiCoO2 was adopted for the C 1s peak of all powder 

samples. It is noteworthy that, with respect to LiCoO2, a larger concentration of 

carbonates was found for LiNiO2. Extracting information on LiNiO2 surface species 

from the C 1s spectrum of LiNiO2 electrode is more challenging, due to the significant 

contributions from PVDF and carbon black. The two materials were characterized 

individually to extract the characteristic spectral signatures (Annex F). The C 1s of 

carbon black consists of an asymmetric peak at ~284.5 eV and a weak satellite at 291 

eV. The convolution of the experimental spectra was used as spectral lineshape of this 

component in the composite electrode. For the PVDF, the CF2 and CH2 groups were 

fitted with two peaks separated by 4.5 eV and for which the intensity and FWHM were 

constrained to be the same. The F 1s spectra of the electrode sample shows a large peak 

at 688 eV, related to CF2 groups in PVDF, and a lower binding energy peak at 684 eV, 
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related to LiF. The presence of this component already before cycling can be explained 

by the acid-base reaction between the PVDF and the basic LiNiO2 or Li2CO3. The results 

of C 1s and F 1s quantification were checked for consistency with regards to the PVDF 

quantification. Despite such precautions, the complexity of the C 1s fit makes it overall 

unreliable for quantitative analysis. For this reason, investigation of carbonaceous 

surface species for the electrode samples was not carried out, focusing instead on the 

LiNiO2 surface and bulk material instead.  

 

3.2.3.4 O 1s core level 

The O 1s XPS and HAXPES spectra were generally fitted with the same model as 

for the LiCoO2 thin film. The four components were assigned to analogous 

contributions. Note that the O 1s peak at ~530 eV assigned to surface contributions is 

in this case very close to the peak measured for NiO. However, it is noteworthy that 

its relative intensity to the main peak at 528.8 eV is larger than that measured for the 

LiCoO2 thin film. 

 

3.2.3.5 Surface stoichiometry 

The quantitative analysis of LiNiO2 powder and electrode indicate a large deviation 

from the ideal stoichiometry for both XPS and HAXPES quantification. Table 3.2.7 

summarizes the surface stoichiometries calculated for LiNiO2. The O/Ni 

stoichiometries obtained for the reference NiO and Ni(OH)2 compounds match well 

the attended values with both sources. For NaNiO2, instead, the results are similar (but 

better) than LiNiO2: the stoichiometry is closer to the nominal bulk value with 

increasing depth sensitivity. However, note that the quantification from the XPS 

spectrum of NaNiO2 is influenced by the Na KLL Auger lines, overlapping the O 1s 

peak. Therefore, the analysis highlights that the surface of LiNiO2 particles suffered 

severe deoxygenation, to the point that the O 1s peak at 530 eV has to be included in 

the quantification. However, this requires separating Ni surface and bulk 

contributions, as will be described in Section 3.3.2.3. 
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 XPS HAXPES 

LiNiO2 Powder Li0.9NiO1.4 Li0.8NiO1.2 

LiNiO2 Electrode Li0.8NiO0.7 Lix.xNiO1.1 

NiO Powder NiO0.9 NiO1.0 

Ni(OH)2 Powder Ni(OH)1.6 Ni(OH)2.1 

NaNiO2 Powder Na0.4NiO1.2 Na1.8NiO1.6 
Table 3.2.7 Surface stoichiometry of nickel oxide samples estimated by XPS and HAXPES 

quantification. 

 

3.2.4 Li2MnO3 

In contrast to the previous materials, a few HAXPES characterizations were carried 

out for Li2MnO3 in the literature. As for other Li-rich systems (see Section 1.4.5), the 

O 1s HAXPES spectra of pristine and charged materials were analyzed to infer on the 

lattice oxygen oxidation [277–279]. However, as pointed out in Ref. [131], the 

contribution of surface degradation should be accounted for correct interpretation. All 

HAXPES characterization of Li2MnO3 were synchrotron-based and did not include 

quantification. Lab-based XPS quantitative analysis with conventional Al Kα source 

was carried out by Quesne-Turin et al. [280]. In line with our results for LiCoO2 and 

LiNiO2, they highlighted a large difference from ideal stoichiometry at extreme surface 

and the different results obtained with Mn 2p and Mn 3p core levels. The XPS and 

HAXPES core levels for Li2MnO3 bare powder, pristine electrode and reference MnO2 

powder are shown in Figure 3.2.7 and Figure 3.2.8. The results of quantitative 

analysis are reported in Table 3.2.8 and Table 3.2.9. 

3.2.4.1 Mn 2p, Mn 3p, and Mn 3s core levels 

The Mn 2p3/2 (642.3 eV) and Mn 2p1/2 (653.8 eV) are separated by a spin-orbit splitting 

of ~11.5 eV. A third peak at 665.7 is also visible in both XPS and HAXPES spectra for 

all materials. Cluster model simulations by Morita et al. indicate that this peak is a 

weak charge-transfer satellite for the Mn 2p1/2 [279]. An analogous satellite for the Mn 

2p1/2 peak should be also present at about the same position of the Mn 2p1/2 peak. The 

Mn 2p3/2 main line present a doublet [279,280] undetectable with the present energy 

resolution of ~0.7 eV (with XPS). Another possible explanation is the partial reduction 

of MnIV to MnIII, as in MnO(OH) [281], but the low binding energy tail should be shifted 

to lower binding energies (about 640 eV) [131,281], which is not observed here. 
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Figure 3.2.7 Core level Mn 3s, Li 1s, Mn 3p, C 1s, O 1s, and Mn 2p XPS spectra of Li2MnO3 powder 

(top row), Li2MnO3 electrode (middle row) and reference MnO2 powder (bottom row). 

 

 

 
Figure 3.2.8 Core level Mn 3s, Li 1s, Mn 3p, O 1s, and Mn 2p HAXPES spectra of Li2MnO3 powder 

(top row), Li2MnO3 electrode (middle row) and reference MnO2 powder (bottom row). 
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Orbital Assignation 
Li2MnO3 (powder) Li2MnO3 (electrode) MnO2 

BE FWHM at% BE FWHM at% BE FWHM at% 

Li 1s Total   14.0   6.8    

 Lattice 54.1 1.1 7.8 53.8 1.2 2.1    

 Surface 55.2 1.8 6.2 54.8 1.9 4.7    

Mn 3p Total 49.9  9.5 49.7  4.5 49.7  13.5 

Mn 3s Total   8.5   4.1   13.3 

 A 84.5 2.6 5.5 84.4 2.7 2.5 84.4 2.8 8.2 

 B 88.9 3.5 3.0 88.8 3.9 1.6 88.7 3.9 5.1 

Mn 2p Total 642.2  6.2 642.3 2.7 2.9 642.0  10.4 

O 1s Total   27.5   13.5   18.1 

 Lattice 529.4 1.4 14.9 529.4 1.6 6.6 529.5 1.2 14.2 

 Surface       530.9 1.9 2.4 

 CO32-, SO42- 532.1 2.3 12.6 531.9 2.5 6.4 532.2 2.0 1.5 

 C-O, C=O    534.5 2.0 0.5    

C 1s Total   15.5   41.9   6.1 

 C-C 285.0 1.5 9.6    284.9 1.6 6.1 

 C-O 286.0 2.0 3.2       

 C=O 288.5 1.3 0.7       

 CO32- 290.2 1.7 2.0       

S 2p Total 169.5 1.9 0.9 169.2 1.7 0.5    

F 1s Total      17.1    

 CF2    688.1 2.6 16.3    

 LiF    684.3 1.4 0.8    

Table 3.2.8 Results of XPS quantitative analysis for the manganese oxides. Binding energies (BE) and 

full width at half maximum (FWHM) are reported in eV.  

Orbital Assignation 
Li2MnO3 (powder) Li2MnO3 (electrode) MnO2 

BE FWHM at% BE FWHM at% BE FWHM at% 

Li 1s Total 54.3 2.0 15.6 54.3 2.5 12.7    

Mn 3p Total 49.7  10.3 49.8  6.7 49.7  15.6 

Mn 3s Total   8.9   5.6   11.8 

 A 84.3 2.7 5.4 84.3 2.8 3.5 84.3 2.7 6.7 

 B 88.6 4.3 3.6 88.9 3.7 2.1 88.8 5.0 5.1 

Mn 2p Total 642.5 2.6 13.1 642.4 2.8 8.9 642.1 2.3 17.5 

O 1s Total   52.1   32.5   27.7 

 Lattice 529.3 1.5 32.7 529.4 1.9 21.1 529.5 1.2 25.8 

 CO32- 532.2 2.5 19.4 532.2 2.5 11.4 532.1 2.0 1.9 

F 1s Total    688.1 2.9 21.3    

Table 3.2.9 Results of HAXPES quantitative analysis for the manganese oxides. Binding energies 

(BE) and full width at half maximum (FWHM) are reported in eV. 
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As for Ni and Co core level spectra, the spin-orbit splitting of Mn 3p is small, so that 

a single line is observed as convolution of both Mn 3p3/2 and 3p1/2. An analogous broad 

satellite at ~62 eV (i.e. 12 eV from the Mn 3p main line) is observed as for the Mn 2p 

spectra. In all compounds, the shape of asymmetric 3p peak is in line with references 

for MnIV. However, the Mn 3p spectra for MnO(OH) and MnO2 are similar, so the 

shape of Mn 3p cannot be uniquely considered to determine the oxidation state of Mn 

ions.  

The Mn 3s is more informant with this regard. While for high-valence late transition 

metals such as NiIII and CoIII the charge transfer effect is dominant in the 3s core level 

spectra, the exchange and correlation splitting prevails for Mn ions [282]. Indeed, a 

phenomenological relationship between the Mn 3s doublet splitting and Mn average 

oxidation state was established [283]. The peak splitting was in average 4.4 eV for both 

Li2MnO3 and MnO2, corresponding to the value reported for MnIV 

ions [273,277,280,281,283].  

 

3.2.4.2 Li 1s core level 

Since the high-energy tail of Mn 3p overlaps with the Li 1s peak, the following 

strategy was adopted to analyze these spectra and quantify the Li content. First, an 

analytical curve for Mn 3p was extracted from the reference MnO2 by a mathematical 

fit, which consists of a Shirley background and five pseudo-Voigt GL(30) peaks (see 

Annex F for details). Then, the convolution was used as lineshape for the Mn 3p peak, 

while the remaining part was fitted with the usual two-peak model for Li 1s spectra. 

The second peak was not included in HAXPES fit model due to the low sensitivity to 

Li 1s detection. Note that we followed this procedure due to the similarities in Mn core 

level spectra between MnO2 and Li2MnO3, reflecting the similar Mn oxidation state and 

local coordination. Regarding the surface lithium species, the C 1s peaks suggest that 

the most relevant species is Li2CO3, as expected. However, analysis of S 2p and F 1s 

(only in the electrode) XPS peaks suggest the presence of LiF and Li2SO4 as well 6.  

 

 

6 The origin of sulfur contamination may be assigned to either synthesis conditions or to sample 

handling and storage in glovebox containing sulfates. However, the atomic concentration of this 

impurity is very small (< 1%). 
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3.2.4.3 C 1s core level 

The C 1s XPS spectra for the bare Li2MnO3 and MnO2 show contributions from the 

common surface impurities as observed in previous lithiated and Li-free samples. On 

the contrary, the spectrum for the electrode has a “bizarre” shape. This can be 

explained by the high insulating character of Li2MnO3. In fact, as for the LiNiO2 

electrode, the Li2MnO3 electrodes consist of a mixture of Li2MnO3 powder, conductive 

carbon and PVDF. However, Li2MnO3 is a strong insulator, while LiNiO2 is a narrow 

gap semiconductor. Therefore, charge neutralization was employed even for the 

electrode sample. 

Unfortunately, it seems the neutralization shifted the signal due to carbon black 

(typically at 284.5 eV) to higher binding energies, while compensating well for the 

insulating Li2MnO3 considering the high similarities between the spectra of bare 

powder and electrode. Due to large complexity of the spectra interpretation already 

observed for the LiNiO2 electrode, to which this artifact is added, the C 1s was not 

fitted for this sample. For charge correction, the binding energy scale was shifted to 

match the position of the O 1s peak at 529.4 eV measured for the bare powder.  

 

3.2.4.4 O 1s core level 

Finally, the O 1s XPS and HAXPES spectra were fitted with the typical four-peaks 

model used above. Notably, the Osurf peak at 530-531 eV was only necessary for the 

MnO2 sample, while the high-energy part of the O 1s spectra for Li2MnO3 was mostly 

related to surface contaminants. These included in large part Li2CO3, in consistency 

with Li 1s and C 1s analysis, but also SO42- groups due to the small S 2p peak measured 

in this sample.  

 

3.2.4.5 Surface stoichiometry 

The surface stoichiometries were deduced for the lithiated manganese oxide 

samples as explained above (Table 3.2.10). The Li/Mn ratio obtained with the two X-

ray sources largely differ: in agreement with the results by Quesne-Turin et al. [280], 

the surface of Li2MnO3 samples appears under-lithiated (Li/Mn ~ 1). With the Cr Kα 

source, we found 1 < Li/Mn < 2, closer to the expected stoichiometry. Note that the low 

Li 1s sensitivity with the HAXPES setup generally led to lower-than-expected Li 

quantification for the previous results for LiCoO2 and LiNiO2, compounds. 

Remarkably, the Mn/O atomic ratio obtained by HAXPES matches the expected bulk 

stoichiometries. With XPS, instead, the ratio is closer to 1:2, leading to an overall 

stoichiometry closer to a stoichiometric LiMO2 oxide. If that were the case, Mn ions 
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should be partially reduced at the extreme surface. However, the Mn core-level 

qualitative analysis suggest otherwise. Another possibility is that the extreme surface 

of the particles is instead under-lithiated leading towards δ-MnO2, with MnIV ions 

filling the Li empty slabs.  

 XPS HAXPES 

Li2MnO3 Powder Li1.0MnO1.8 Li1.4MnO3.0 

Li2MnO3 Electrode Li0.5MnO1.7 Li1.8MnO3.0 

MnO2 Powder MnO1.5 MnO1.7 
Table 3.2.10 Surface stoichiometry of manganese oxide samples estimated by XPS and HAXPES 

quantification. 

 

3.2.5 Section summary 

Comparing the results of XPS and HAXPES analysis for pristine LiCoO2, LiNiO2, 

and Li2MnO3 materials, we can draw general trends and common features. 

1. Lithiated surface impurities 

Although lithiated surface impurities (mainly Li2CO3) are present in almost all 

materials, it is evident that their concentration is higher in LiNiO2. This is in line with 

other findings in the literature and agrees with the higher basicity of this oxide, which 

therefore tends to react more readily with CO2 in the environment. However, one must 

also take into account the synthesis conditions of the materials, which often make use 

of Li2CO3 as a reactant: this may explain the great difference between LiCoO2 thin films 

and powders.  

2. Surface oxygen sub-stoichiometry 

The most interesting aspect of the surface chemistry of these materials is the 

deviation from bulk stoichiometry. Co-focused XPS and HAXPES analysis helps to 

delineate the zone of interest at the first few nanometers from the extreme surface. 

Here, XPS results indicate a lower O/M ratio than expected and that obtained with 

HAXPES. Again, this phenomenon is accentuated in LiNiO2, in which the HAXPES 

result does not lead to the expected stoichiometry either. The sub-stoichiometry is 

typically followed by the presence of higher binding energy contributions related to 

sub-oxide or hydroxide contributions. Regarding the application aspect, the 

identification and characterization of these surface defects is an important step because 

they can affect the performance of materials in lithium-ion batteries. The composition 

and structure of the positive solid electrolyte interphase during formation cycles 

depends on the surface chemistry of the pristine materials. However, the XPS analysis 
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presents a limit for their identification, as it mainly depends on the peak fitting analysis 

and interpretation, which should be further validated by other techniques. Combining 

the XPS and HAXPES results with other surface-sensitive techniques such as surface-

enhanced Raman spectroscopy could be a promising approach. 

3. Surface transition metal reduction 

Finally, superficial deoxygenation of materials must be accompanied by a reduction 

of transition metals in the surface by charge compensation. To verify this, a strategy of 

identifying the spectral characteristics of transition metals at different oxidation states 

is necessary. This is not trivial because the local environment plays a major role in the 

photoemission process. Indeed, there is no unambiguous analytical strategy for 

decomposing the spectra of transition metals into oxides, although some methods have 

been discussed in the literature. In the next section, a simple method for associating 

spectral variation with transition metal reduction will be proposed. Then, some 

analytical strategies for analyzing core level 2p spectra in these materials will be 

outlined. 

 

3.3 Empirical analysis of transition metal 2p 

core level spectra 

3.3.1 Inducing surface reduction by Ar-ion beam etching  

The results of the previous sections showed that the pristine layered oxides all 

exhibit some degree of surface reduction. This is expected to increase upon cycling in 

Li-ion batteries due to surface irreversible reactions with the electrolyte and the 

degradation pathways explained in Section 1.5.3. To investigate this process, a simple 

experiment was carried out to observe the changes of transition metal core-level 2p 

spectra. 

It is well known that Ar-ion sputtering damages the surface of transition metal 

oxides by preferential sputtering of the lighter oxide ions compared to the transition 

metal ones [284–287]. With decreasing O/M ratio, the M ions are reduced and the 

crystal structure is damaged. The same effect is expected to occur and to be even more 

important in lithiated transition metal oxides, due to the presence of extremely light 

Li+ ions. Yet, Ar-ion etching is still employed for XPS depth profiling for Li-ion positive 

electrode materials [288–292]. Meanwhile, no study focused on the beam damage 

aspect, to our knowledge. Most studies aimed to resolve the composition of the pSEI 

and not the surface-bulk changes in oxidation state, which is the target here. Indeed, 

the M 2p spectra were not discussed or even shown in the above-cited articles.  
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Here, the Ar+ ion beam damage was exploited to induce surface reduction and study 

the changes in the core level spectra. After XPS and HAXPES characterization, the 

reference pristine samples were subjected to Ar-ion etching to induce surface 

reduction. The sputtering treatment consisted of exposing for 3 min the sample to an 

Ar+ ion beam accelerated by 3 kV with a raster size of 3x3 mm2. Then, the XPS and 

HAXPES spectra were re-measured in the same position.  

Part of the study presented below was published as research article within the 

special issue dedicated to the ECASIA’22 conference in the Surface and Interface 

Analysis (SIA) journal. The article, titled “Revisiting Co 2p core-level photoemission 

in LiCoO2 by in-lab soft and hard X-ray photoelectron spectroscopy: A depth-

dependent study of cobalt electronic structure”, is given in Annex I (paper 1). It 

presents a detailed core-level analysis for LiCoO2 before and after an Ar-ion sputtering 

step, including quantitative analysis and an in-depth investigation of the Co 2p 

spectra, discussed in Section 3.3.2.1. Therefore, here we limit to a qualitative 

discussion of the experimental results.  

Figure 3.3.1 shows the TM 2p and O 1s XPS and HAXPES spectra for LiCoO2 thin 

film, Li2MnO3 powder and LiNiO2 powder before (black lines) and after (red lines) the 

Ar-ion sputter process. For all three materials, a clear change is observed in the 2p XPS 

spectra, less pronounced although still visible in the HAXPES spectra. As anticipated, 

the reduction of transition metals (formally, CoIII to CoII, MnIV to MnIII, and NiIII to NiII) 

is the cause of this change. However, there is no common trend among the three 

compounds. 

In the case of LiCoO2, the main aspect is the increase in intensity at 786 eV, which 

can be assigned to the satellite peak of CoII according to the spectra of Co3O4 (see above) 

and CoO [257,258]. For LiNiO2, a large intensity increase is observed, implying larger 

damage than for LiCoO2. To visualize the qualitative changes in the Ni 2p peaks, the 

inset figure in Figure 3.3.1(a2) shows the normalized background-corrected Ni 2p3/2 

spectra. The relative intensity of the satellite peak increases and its maximum shifts to 

higher binding energies. The main line also shifts to higher binding energies, and a 

broader asymmetric peak is obtained. These changes go in the direction of the 

characteristic spectrum for NiO, except for the distinct doublet in the main line. Similar 

spectra were measured for isolated NiII ions embedded in MgO and SiO2 

oxides [293,294] as well as NMC materials with low Ni content [215,267,272]. For 

Li2MnO3, a relative shift of the Mn 2p peaks toward low binding energies is observed, 

as for MnOOH, without significant changes in the satellite structure [281]. 

The O 1s spectra also reveal changes related to the layered lattice itself. Indeed, an 

increase in intensity between 530-531 eV is observed in all XPS spectra, shifting the 

main peak position to higher binding energies. This effect is more pronounced for 

LiNiO2, while it is only slightly observable for LiCoO2. As for the M 2p core level 
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spectra, the same trend is less or not at all observed in the HAXPES spectra. Overall, 

these experiments confirm the assignation of the peak at 530-531 eV to surface 

degradation and transition metal reduction in the pristine materials.  

 

3.3.1.1 Testing gas cluster ion beam to minimize the beam damage 

The use of Ar-ion beam for sputtering in combination with HAXPES appears 

promising for characterizing buried layers in multi-layer materials. However, this is 

not a viable option for studying the evolution of electronic states from the surface to 

the bulk of cycled battery materials, due to beam damage. However, there are options 

to perform a softer surface abrasion using polyatomic sources for the ion beam. To test 

this option, several depth profile experiments were performed with the GCIB gun 

equipped in the Versaprobe equipment. The results are discussed in Annex F: in short, 

it was concluded that these materials are too reactive for ion beam etching, which is 

not suitable for studying the distribution of electronic states at different dept. The use 

of nondestructive methods such as the combination of XPS and HAXPES at different 

energies is therefore unavoidable for this study.   

 

3.3.2 Transition metal 2p analysis by peak fitting  

The experiments discussed above provide a useful tool for qualitative analysis of M 

2p and O 1s core level spectra in the layered systems. However, moving beyond simple 

peak identification and towards quantitative characterization of oxidation states in 

transition metal compounds is a long-standing challenge. The main reasons for this 

are (1) the high sensitivity of the photoemission process to the local environment, 

which makes the analysis material- and core-level-dependent; and (2) that the 

experimental spectra are a convolution of the initial- and final- state effects, which are 

not known a priori. Many methods were proposed in the literature for this task, 

including also works dedicated to battery materials. These can be referred to as 

empirical methods, opposite to interpreting the XPS spectra with the use of ab initio or 

cluster simulations. As described in Chapter 2, both pathways were explored in this 

thesis, each with a specific aim. This section presents the empirical approaches 

developed for pristine materials and that will be employed in the next chapter for 

studying the changes upon cycling.   
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Figure 3.3.1 Surface reduction by Ar-ion beam damage effect for the bare materials. Transition metal 

(TM) 2p (left-hand panels) and O 1s (right-hand panels) XPS and HAXPES spectra for (a1)-(d1) 

LiCoO2, (a2)-(d2) LiNiO2, and (a3)-(d3) Li2MnO3 before (black line) and after (red line) the Ar-ion 

sputtering step. The inset in panel (c2) shows the intensity normalized Ni 2p3/2 XPS spectra after 

Shirley background subtraction. 

 

3.3.2.1 Co 2p peak fitting model for pristine LiCoO2 

Following the previous methods proposed in the literature for Co3O4 and other 

cobalt compounds, the Co 2p XPS and HAXPES spectra of LiCoO2 before and after 

sputtering as well as Co3O4 taken as reference were analyzed by peak fitting using a 

set of Gaussian-Lorentzian peaks, each associated to a specific final-state effect (Figure 

3.3.2). The peak model was built with particular concern to consistency between the 
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data acquired with both Al Kα and Cr Kα sources, due to the overlap with Co LMM 

peaks for the former. From the fits, the CoII/CoIII can be semi-quantified at different 

depths by means of the satellite peaks area ratio. For a detailed description of the 

model, we refer to the second part of paper 1 given in the Annex I, from which Figure 

3.3.2 was taken.  

 

Figure 3.3.2 Co 2p XPS and HAXPES analysis by peak fitting for (A) pristine and (B) sputtered 

LiCoO2, and (C) spinel Co3O4. For each panel, the experimental data, background curve and peak 

model fit are shown as empty black dots, grey curve, and black line, respectively. The legend on the 

left-hand side gives the attribution of each peak to a final-state effect or Auger peak. Reprinted from 

paper 1 (Annex I). 

 

3.3.2.2 Ni 2p analysis of pristine LiNiO2 

Numerous efforts have been dedicated to quantifying the surface reduction of nickel 

in NMC materials, commonly expressed as NiII/NiIII ratio. In several studies, single 

peak areas fitting the main line are still used to quantify the NiII/NiIII to reveal the redox 

process in battery-related studies [271,295–301]. However, this methodology contrasts 

with photoemission theory and has been criticized. Other proposed methods in the 

literature are based on Ni ions multiplets [272,273], satellite analysis by peak 

fitting [215], and peak fitting using a combination of experimental lineshapes (herein 

reference-based peak fitting) [141,267]. All the methods proposed in the literature were 

reviewed and tested for the purpose of this thesis.  

3.3.2.2.1 Multiplet templates 

The method by Azmi et al. [272,273] is essentially that of Biesinger et 

al. [257,302,303] applied to Li-ion battery materials. The templates used for peak fitting 

are built based on the photoemission spectra calculated by Gupta and Sen for isolated 

3d transition metal ions [304]. However, there is an actual high degree of freedom for 

building each peak template, since the simulations neglect metal-ligand hybridization 
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and interatomic screening processes, which typically dominate over multiplets in the 

XPS spectra for late 3d transition metals. Furthermore, the rigid model template would 

not be sufficient to appreciate the effects of deintercalation on the electronic structure. 

Therefore, this approach was not considered in this thesis. 

 

3.3.2.2.2 Satellite analysis by peak fitting 

Bondarchuk et al. proposed a peak fitting model with an approach similar to the 

one used for LiCoO2 in this thesis [215] to quantify the NiII/NiIII ratio in NMC with 

different Ni content. In fact, it is expected that in these systems each MnIV is 

compensated by a reduction of NiIII to NiII. Their Ni 2p3/2 peak model was obtained 

from NiO, highlighting the spectral similarities between the two oxides. To quantify 

the NiII/NiIII ratio, they used the relative intensity of the satellite peak to the main line 

as figure of merit, based on the assumption that NiIII ions in low-spin d7 configuration 

do not contribute at all in the satellite region. 

Figure 3.3.3 shows the fit results for LiNiO2 and NiO powders. Applying the 

formula by Bondarchuk et al. gives [NiIII] = 44 and 31 % for XPS and HAXPES, 

respectively (see Annex F for details). This suggests that a large fraction of Ni ions is 

reduced at the surface, in agreement with our previous analysis, although the 

concentration found for XPS quantification higher than the HAXPES one is 

counterintuitive. More generally, the approximation that NiIII ions do not produce 

satellite structure is highly questionable. First, it is not necessarily true that low-spin 

configurations have no satellite, as demonstrated by LiCoO2. Second, the fact that 

LiNiO2 (and NMC) do have NiIII in formal d7 is actually a matter of discussion in this 

thesis. Therefore, the quantification of [NiIII] from this method was not considered as 

valid. Still, the similarities between LiNiO2 and NiO in their Ni 2p photoemission 

spectra give insights on the nature of the local electronic structure of Ni ions. Indeed, 

the peak fitting template derived from NiO will be used in combination with 

simulations to infer on the electronic structure changes upon deintercalation in 

Chapter 5.  
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Figure 3.3.3 Ni 2p3/2 peak fit model for NiO and LiNiO2. 

 

3.3.2.2.3 Reference-based peak fitting  

As for the work discussed above, Fu et al. developed a peak fitting model for the 2p 

peaks of NMC materials with different Ni concentration [267]. They compared the 

results obtained with two peak models: one based on Gaussian-Lorentzian peaks (a 

main line and a satellite for NiII and NiIII each) and another based on non-linear least 

square (NLLS) fitting. In the latter method, the Ni 2p spectra of NMC111 and LiNiO2 

were used as reference spectra for NiII and NiIII contributions in the overall spectra. 

Although the general trend of decreasing NiII/NiIII ratio with increasing Ni content was 

obtained with both methods, the NLLS method gave more reproducible results and 

better fits to the experimental spectra.  

Similarly, Biao et al. fitted the Ni 2p spectra of charged Li0.17Ti0.58Ni0.25O2 disordered 

rock-salt oxide using the spectra of fully charged and fully discharged 

Li1.12Ni0.13Mn0.54Co0.13O2 to characterize the surface reduction as a function of the 

annealing time [141]. However, in this case they did not apply a NLLS algorithm but 

described the experimental spectra as a linear combination of the two reference 

lineshapes. 

In both works, the authors employed spectra from reference materials, external to 

the set of fitted samples, which were referred to specific oxidation states. To minimize 

the difference in the local environment for the photo emitting ion, the reference 

materials were taken as much structurally similar as possible. Still, the approach holds 

on two strong assumptions: (1) the reference spectra of external materials can indeed 

represent different contributions for a certain sample and (2) the direct linking between 

specific oxidation states and reference spectra is valid. 
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In general, reference-base peak fitting is a versatile method that can be easily 

adapted to specific materials and processes. Therefore, it is suitable for dealing with 

complex spectra contributions, as in the case of the Ni 2p peaks of LiNiO2. However, 

the choice of reference spectra plays a major role in both the fit results and the scientific 

conclusions that can be deduced from it. For example, Fu et al. used the XPS spectra of 

LiNiO2 powder sample as reference for NiIII, which is here the target of the study and 

for which subtle differences can be appreciated by comparing the XPS and HAXPES 

spectra, indicating partial surface reduction.  

 

3.3.2.3 Ni 2p3/2 peak fitting by combining lab-based and synchrotron HAXPES 

To track the evolution of Ni electronic states at different depths and as a function of 

delithiation, the Ni 2p3/2 spectra were fitted using three reference spectra. The whole 

model is discussed in Section 4.3.2.1; here we simply present the model for the 

pristine material, for which only two components were assumed: one for the NiIII bulk-

like signal (NiIIIbulk) and the second for the NiII surface contribution (NiIIsurf). These were 

taken as the most bulk-sensitive measure for pristine LiNiO2 and the most surface 

sensitive spectra for cycled LiNiO2 at discharged state.  

Hence, with respect to the previous models proposed in the literature, the data was 

fitted using reference spectra of materials that are part of the fitted dataset. On the one 

hand, this reduces even more the difference between local environments of the photo 

emitting Ni ions; on the other, some experimental spectra will not be fitted as they are 

used as peak model themselves. Moreover, as with the use of external references, one 

can only assume that the spectra represent some particular electronic state, without 

giving further insights on the actual electronic structure. The peak fit model shown in 

Figure 3.3.3 and spectra simulations are more suitable for that purpose.  

The implementation of the combinative fit model was only possible thanks to the 

combination of the lab-based XPS and HAXPES with synchrotron HAXPES 

characterization at different X-ray energies. In fact, a set of LixNiO2 samples that were 

measured by the lab-based setup in CEA Grenoble were also measured at the Galaxies 

beamline in the Soleil synchrotron using 2.3, 5.4 and 9.5 keV photon energies and an 

80° take-off angle. According to the IMFP calculated with the TPP2M model, the 

combination of all experiments uniformly allowed scanning the first 30 nm as shown 

in Figure 3.3.4(a). Thus, the HAXPES spectra taken at 9.5 keV could be used as 

reference for the bulk-like signal, improving the resolution and bulk-sensitivity of the 

reference spectra. 
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A close inspection reveals a slightly larger satellite peak to the mean line and a shift 

to larger binding energies for the most surface sensitive spectra, as indicated in Figure 

3.3.4(b). The reference-based peak fitting was able to track these slight changes, as 

shown in Figure 3.3.4(c):  the NiIIsurf component gradually decreases with increasing 

depth-sensitivity, as expected, giving possibility to perform a non-destructive depth 

profile of the Ni electronic state distribution in this compound. To validate this 

method, an EELS study was carried out, as discussed in the next chapter.  

 

 

 
Figure 3.3.4 Non-destructive depth profile of Ni electronic states. (a) Schematic illustration of the 

experimental approach that combines lab-based and synchrotron X-rays. The figure is scaled to the 

average size of LiNiO2 single particles estimated by SEM imaging (Annex F) and the sampling depth 

depending on the X-ray photon energy and take-off angle of lab-based and synchrotron experiments 

(Annex A). (b) Normalized and background subtracted Ni 2p3/2 spectra acquired with the five settings 

illustrated in (a) (same color code). The arrows indicate the changes with increasing surface 

sensitivity. (c) Same spectra as in (b) but fitted with the use of internal references as component 

lineshape.  
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3.3.3 Section summary  

We summarize below the main conclusions on the analysis approaches for M 2p 

spectra from qualitative towards quantitative methods.  

1. Use of beam etching  

The Ar-ion and GCIB depth profile experiments corroborated the analysis done in 

Section 3.2 and further established the linking between M 2p and O 1s evolutions 

upon surface reduction. Moreover, it was highlighted that the high reactivity of 

lithiated transition metal oxides leads to fast unavoidable damage, imposing the use 

of non-destructive techniques.  

2. The analysis of M 2p core level spectra is a great challenge. 

The previous works related to LiCoO2 and LiNiO2 were reviewed and new models 

adapted for these materials were proposed. Two approaches were highlighted: (1) 

spectra decomposition into single peaks attributed to particular final-state effects and 

(2) peak fitting using reference spectra as spectral components. For the second, the 

support from synchrotron HAXPES characterization paved the way to develop a 

method using internal references.  

Beyond the advantages and disadvantages of each method, the fact that they rely 

on references and therefore assumptions on their assignation is a strong limit of 

empirical approaches. In fact, no pure reference can be given for charged/discharged 

materials. Therefore, a study uniquely based on peak fitting can be misleading if the 

aim is to characterize the charge compensation mechanism and resolve it from surface 

to bulk. To alleviate this problem, a coupling with simulations and parallel 

experimental characterizations are necessary for validation.  
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Chapter 4  

Insights on surface degradation of 

cycled electrodes 

 

In this chapter, the effects of Li+ deintercalation on the surface chemical composition changes of 

layered transition metal oxides are investigated by XPS and HAXPES analysis of cycled electrodes. 

Following the schema outlined in the introduction from the literature review, the pSEI and SRL are 

distinguished and discussed separately. Especially for the latter, HAXPES quantification contributed 

to understanding its dependence on the cut-off voltage and deintercalation level and revisiting 

previous conclusions based on either lab-based XPS or qualitative synchrotron HAXPES analysis 

only. By discriminating surface degradation contributions, the signatures of the bulk electronic 

structure are identified, leading toward the study of the bulk charge compensation mechanism 

discussed in the next chapter.  

 

4.1 Preparation of ex-situ delithiated samples 

The samples were prepared by electrochemical delithiation in Li-ion cells. The 

electrochemical protocols were not chosen for testing the electrochemical performance 

of the materials, but rather to simply prepare materials at different deintercalation 

level (hence different cut-off voltage) and after formation of the pSEI. The materials 

used for the electrolyte and the negative electrode are frequently used in the 

electrochemical studies for Li-ion battery materials and are considered as standard 

materials. The general approach was to maintain the same preparation method along 

the thesis for the studied electrodes. However, the properties of each material 

eventually led to use slightly different protocols for each of them.  

 

4.1.1 Cycling protocol for LiCoO2 thin films 

Because of the special morphology of the LiCoO2 thin film electrodes, a homemade 

cell case developed in a previous thesis in CEA was employed [305]. The cell consists 

of two main parts in polyether ether ketone (PEEK): a bottom part with a cavity for the 

battery components stack and two gasket rings to ensure airtightness and a cover with 

the two current collectors. 
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The cell components are listed as follows, in order of assembling: LiCoO2 thin film, 

Viledon and Celgard separators, 300 µL of a 1 M LiPF6 solution in ethylene carbonate 

(EC) and ethyl methyl carbonate (EMC) with weight ratio 3:7 (LP57 electrolyte, Sigma 

Aldrich), and Li foil (Rockwood, 135 µm) larger than the active area of LiCoO2. The 

LiCoO2 electrodes were cut from the wafer using a diamond knife to fit in the cavity 

of the cell case. The negative and positive current collector tips were protected by 

interposing a positive electrode case of CR2032 coin-type cells and covering with Al 

foil, respectively. Schematics and pictures of the cell case are reported in the Annex.  

 
Figure 4.1.1 Electrochemical cycling protocol for LixCoO2 thin films electrodes. (a) Potential vs time 

highlighting all steps as described in the text. (b) Potential vs capacity for the cell retrieved at 

discharged state, indicating the total capacity loss at end of the last discharge. (c) Deintercalation 

curve for the LixCoO2 samples. All curves were shifted to the curve for the material retrieved at 

discharged state.  

The cells were tested with a VMP-300 (Biologic) potentiostat at room temperature. 

After 3 h of relaxation in open-circuit voltage (OCV) condition, three galvanostatic 

cycles (herein formation cycles, FC step) were performed between 3.0 and 4.2 V with 

current density of 13.7 mA/g, which corresponds to a C-rate of C/10 considering the 

specific active mass of 26.54 mg and the theoretical capacity of 135 mAh/g at 4.2 V. 

Subsequently, a battery capacity determination (BCD) step was used to measure the 

capacity with the same voltage range and current used for the formation cycles. Then, 

the battery was finally charged at C/20 with respect to the as-measured capacity setting 

the limit time to reach specific intercalation levels of LixCoO2, namely x ≈ 0.75, 0.5, 0.25. 

The latter step was not performed for one of the cells. The voltage reached after this 

step was held until manual stop and cell disassembling. The retrieved thin films were 
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washed in excess dimethyl carbonate (DMC) for about 3 min and finally let drying. 

Cell (dis)assembling, electrodes washing, and sample storage were all performed in 

an Ar-filled glovebox.  

The (de)intercalation galvanostatic curves for all materials are reported in Figure 

4.1.1(a). The capacity loss during the three formation cycles of about ~15 mAh/g have 

an influence on the delithiation cut-off state “x” by decreasing it of about Δx~0.05 

[Figure 4.1.1(b)]. Therefore, the thin film retrieved at discharged state will be referred 

to as Li0.95CoO2. The final charge step plotted against x in Figure 4.1.1(c) showing the 

expected typical behavior of LixCoO2 electrodes in Li-ion batteries.  

 

4.1.2 Cycling protocol for LiNiO2 composite electrodes 

CR2032 lithium-ion cells were assembled in an Ar-filled glovebox as follows, in 

order of assembling: 15 mm diameter graphite anode (CIDETEC), 16 mm Celgard 

separator, 50 µL of LP57 electrolyte (same used for LiCoO2 cycling), 14 mm diameter 

LiNiO2 electrode.  

 
Figure 4.1.2 Electrochemical delithiation of LixNiO2. (a) Formation cycles at C/10 for a reference 

electrode. Apart for a first cycle capacity loss of ~50 mAh/g, we did not observe significant changes 

in the voltage curve. (b) Last charge at C/20 stopped at 3.8, 4.2, and 4.8 V. (c) Voltage profile during 

the final OCV step, which indicates a faster voltage decay with increasing the upper cut-off voltage.  

The cells were cycled using a VMP-300 (Biologic) potentiostat at room temperature 

with the following protocol: (1) 10 hours at the OCV, (2) three galvanostatic cycles 

between 3.0 and 4.2 V at C/10 (1C = 225 mA/g) including  5h constant voltage step at 

4.2 V, (3) galvanostatic charge to 3.8, 4.2, and 4.8 V upper cut-off voltage at C/20, (4) 

constant voltage until the current was lower than C/100, (5) final relaxation step at 

OCV. The cycled electrodes were recovered from the disassembled cells and washed 

with DMC for about 3 min to remove soluble salts from the surface. Cell 

(dis)assembling, electrodes washing, and sample storage were performed in an Ar-

filled glovebox.  
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Figure 4.1.2(a) shows the typical formation cycles for LixNiO2. Apart for the first 

cycle capacity loss, we did not observe significant changes in the voltage curve, as 

highlighted in Figure 4.1.2(b) showing the expected behavior of LixNiO2 as reported 

in the literature. At the end of the charge including the constant voltage step, we 

collected the LixNiO2 samples with x ≈ 0.5, 0.1, and 0.01. A sample without the last 

charge step (x ≈ 0.8 due to the relatively large capacity loss of 40-50 mAh/g) was also 

included in the analysis. Because of the staircase-like shape of the deintercalation curve 

of LixNiO2 along the whole deintercalation range, the BCD step used for LiCoO2 was 

not necessary.  

 

4.1.3 Cycling protocol for Li2MnO3 composite electrodes 

The electrochemical delithiation was performed in CR2032 coin cells consisting of 

15 mm Li metal (Sigma-Aldrich), 16 mm Celgard separator, 50 µL of LP57 electrolyte, 

14 mm diameter Li2MnO3 electrode. Despite some electrochemical activity is known 

for Li2MnO3, the electrochemical performances are low, imposing significant changes 

in the cycling conditions. In fact, the cycling curve of Li2MnO3 changes drastically after 

the first cycle, indicating structural degradation (see Annex G for the electrochemical 

data). Therefore, the material studied by XPS was not subjected to formation cycles. 

The delithiated material was retrieved immediately after the first charge, which 

presents a single long plateau at ~5.0 V. In the literature, this voltage plateau is often 

reported at lower voltages for nanosized Li2MnO3. Since our powder presented 

aggregates of >10 μm (see SEM figures in Annex F), we relate the larger overpotential 

to the large particle size, considering the low electronic conductivity of Li2MnO3. The 

galvanostatic charge was carried out at 10 mA/g (~C/50) with an upper cut-off voltage 

of 5.2 V, delivering ~220 mAh/g. Assuming that all charge capacity was related to the 

delithiation redox process, it corresponds to x~1 mols of lithium ions extracted.  

 

4.2 Insights on the pSEI 

In principle, HAXPES contribution to the understanding of pSEI formation and 

evolution is expected to be low due to the larger depth sensitivity. Indeed, part of the 

information obtained by conventional XPS is lost in the HAXPES measures. This comes 

as a payback for the larger sensitivity to the buried SRL and bulk material. However, 

the contribution of quantitative non-destructive depth profiles for binder-free 

electrodes, including accurate bulk calibration, highlighted important aspects 

regarding XPS analysis of SEIs that are often overlooked in the literature. Moreover, 

the present case study allowed quantifying the increased sensitivity to the buried 

active material. As observed in Section 3.2.3, the presence of binder and carbon black 
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significantly complicates the identification of surface species on the electrode active 

materials. Therefore, the clearest results regarding the pSEI composition were 

obtained for the cycled LixCoO2 thin films and are presented below. However, some 

insight could be also obtained for LixNiO2. We omit instead the study of the pSEI for 

the cycled LixMnO3 material. 

 

4.2.1 Core-level spectra analysis of pSEI components in 

cycled LixCoO2 

The XPS and HAXPES analysis for core levels related to pSEI species are discussed 

below. The O 1s and Co core-level spectra are discussed in the next section regarding 

the SRL. Generally, the O 1s peaks related to surface species were consistent with the 

other core-level spectra analysis. The XPS and HAXPES quantitative results are 

reported in Table 4.2.1 and Table 4.2.2. The results are overall in agreement with 

previous XPS studies of the pSEI forming on LiCoO2 [20,108,163,166,170,176,182,306–

308]. In particular, lithium fluoride (LiF), lithium fluorophosphate (LixPOyFz), lithium 

carbonate (Li2CO3), polyoxyethylene (POE), and other unresolved carbon-oxygen 

compounds were recognized, in agreement with the expected products of the 

decomposition of LiPF6 salt and organic carbonates constituting the electrolyte [306].  
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Table 4.2.1 Results of the XPS quantitative analysis for the cycled LixCoO2 samples. Binding energies 

(BE) and full width at half maximum (FWHM) are reported in eV. The results for pristine LiCoO2 are 

reported in Table 4.1. 

  

  Li0.95CoO2 Li0.75CoO2 Li0.5CoO2 Li0.25CoO2 

Orb. Comp. BE FWHM at% BE FWHM at% BE FWHM at% BE FWHM at% 

Li 1s Lattice 54.0 1.0 4.8 54.3 1.2 6.1 54.0 1.5 4.5    

 Surface 56.5 1.2 6.6 55.4 1.6 10.6 55.4 1.5 7.1    

Co 3p  61.1  14.1 61.1  12.7 60.5  17.4 60.7  24.9 

Co 2p  779.9  8.4 780.0  6.6 779.6  10.0 779.6  14.9 

O 1s Lattice 529.4 1.1 13.3 529.3 1.0 9.9 528.8 1.0 5.6 528.7 1.0 8.1 

 Surface 530.2 0.9 2.8 530.0 0.9 3.1 529.6 1.3 9.9 529.6 1.2 11.2 

 CO32- 531.9 2.4 13.0 531.4 1.9 21.5 531.1 1.9 10.5 531.0 2.4 14.0 

 C=O, 

C-O 
533.3 1.6 0.7 532.9 2.3 3.4 532.7 2.3 5.7 532.9 2.3 3.9 

 P-O 534.2 2.3 2.2 533.8 2.2 1.3 534.1 1.8 0.8 534.1 1.8 0.3 

C 1s C-C 285.1 1.4 5.9 285.0 1.6 2.7 284.8 1.6 4.0 284.7 1.7 4.1 

 C-O 286.3 2.1 4.4 286.7 1.8 2.0 286.5 2.1 3.5 286.5 2.0 2.7 

 C=O 288.4 2.2 2.5 287.7 1.1 0.4 288.2 2.0 1.4 288.2 2.0 2.0 

 CO32- 290.3 1.9 1.6 289.5 1.6 4.6 289.3 2.0 2.2 289.7 2.1 1.0 

P 2p LixPOyFz 135.4 3.2 0.8 134.3 2.7 0.9 134.5 2.8 1.2 134.3 2.6 1.1 

  136.3 3.2 0.4 135.2 2.7 0.4 135.4 2.8 0.6 135.2 2.6 0.5 

F 1s LiF 686.0 1.9 16.3 685.0 1.8 10.7 684.9 2.0 12.5 685.2 2.0 8.3 

 LixPOyFz 688.3 2.5 2.5 687.4 2.6 3.3 687.5 2.7 3.2 687.6 2.3 3.0 
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  Li0.95CoO2 Li0.75CoO2 Li0.5CoO2 Li0.25CoO2 

Orb. Comp. BE FWHM at% BE FWHM at% BE FWHM at% BE FWHM at% 

Li 1s Lattice 54.2 1.0 4.0 54.5 1.6 6.9       

Co 3p  60.7  17.7 61.0  17.3 60.5  20.4 60.7  22.9 

Co 2p  779.8  19.4 779.7  20.0 779.6  24.3 779.6  26.1 

O 1s Lattice 529.5 1.2 30.2 529.3 1.2 27.0 528.8 1.2 19.7 528.7 1.2 20.7 

 Surface 530.4 1.2 5.6 530.2 1.1 5.4 529.6 1.5 12.6 529.7 1.5 12.7 

 CO32- 531.8 1.5 6.0 531.3 1.9 14.1 531.2 2.4 10.2 531.2 2.6 8.8 

 C=O, 

C-O 
533.3 2.0 2.7 533.1 2.4 2.3 533.5 1.7 1.2 533.7 2.4 1.6 

F 1s LiF 685.5 1.9 12.2 684.9 1.8 5.5 684.7 2.0 9.3 684.9 2.0 5.6 

 LixPOyFz 687.8 2.9 2.4 687.4 2.5 1.5 687.1 3.0 2.3 687.5 2.2 1.7 

Table 4.2.2 Results of the HAXPES quantitative analysis for the cycled LixCoO2 samples. Binding 

energies (BE) and full width at half maximum (FWHM) are reported in eV. The results for pristine 

LiCoO2 are reported in Table 4.1. 

 

4.2.1.1 Li 1s and F 1s core-level spectra analysis 

The Li 1s and F 1s XPS and HAXPES spectra for the ex-situ samples are shown in 

Figure 4.2.1. The Li 1s spectra show a gradual decrease of the peak addressed to 

LixCoO2 until reaching the detection limit, consistently with the delithiation of the 

material and coverage by the pSEI. As for the pristine material, the contributions from 

lithiated surface species were merged into a single peak. Li2CO3, LixPOyFz and LiF and 

are expected to be present from the C 1s, P 2p, and F 1s spectra. The related HAXPES 

spectra show mainly just one broad peak due to the buried active material.  

Two components were used to fit the F 1s data, assigned to LiF and LixPOyFz. Well-

defined spectra were obtained even with HAXPES, because of the high cross-section 

for F 1s photoemission. This can also imply that the fluorinated species lie below the 

organic components forming the pSEI, considering the thin film model system. A 

substantial shift of ~1 eV to lower binding energies is observed for the pSEI-related 

peaks in both Li 1s and F 1s spectra upon deintercalation. This is not frequently 

reported because of the common practice of charge-calibrating to the C 1s peak, that 

masks the effect of electric potential gradient buildup due the difference in the 

electronic conductivity between the insulating chemical species of the CEI and the 

buried LixCoO2. Here, the spectra were instead charge-corrected to the Fermi level of 

the platinum substrate. Following the model by Maibach et al., the peak shifts can be 

related to different electric potentials at the interface between the electrode active 

material and the pSEI [260].  
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Figure 4.2.1 Li 1s and F 1s core-level spectra for pristine and deintercalated LixCoO2 thin films. The 

spectra were normalized to the average background intensity on the lower binding energy side of 

the core level peaks to visualize the changes in relative intensity. In each panel, XPS and HAXPES 

spectra were stacked as top and bottom spectra. Experimental data, peak components and fits are 

shown as grey dots, colored-filled areas, and black lines, respectively. 

 

4.2.1.2 C 1s and P 2p core-level spectra analysis 

The C 1s and P 2p XPS core level spectra are shown in Figure 4.2.2. As for the 

pristine electrode analysis, no peak was measured for the C 1s HAXPES spectra. 

Similarly, the P 2p peaks could be measured only by XPS. 

The C 1s spectra show a stark increase in the high binding energy region, which was 

related to the decomposed electrolyte. However, an accurate identification of the many 

possible contributions was not achieved, so that the fit is considered an 

oversimplification of the actual surface chemistry of the sample. With increasing 

voltage, an initial increase in oxidized carbon-based compounds (mostly Li2CO3) is 
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followed by a decrease. This behavior can be explained by the instability of organic 

carbonates at voltages larger than 4.2 V (x = 0.5), which typically results in CO2 gas 

release [205]. 

The P 2p spectra were fitted with a doublet with energy separation of 0.86 eV 

because of spin-orbit splitting. The XPS signals were therefore assigned to the LixPOyFz 

because the binding energy is on average between the position of fully oxidized Li3PO4 

and the original salt LiPF6 [19]. Due to the ex-situ condition, it is not clear whether 

LixPOyFz originated during cycling or from some residual salt on the surface that could 

not be removed with washing the cathodes. 

 
Figure 4.2.2 C 1s and P 2p core-level spectra for pristine and deintercalated LixCoO2 thin films. The 

spectra were normalized to the average background intensity on the lower binding energy side of 

the core level peaks to visualize the changes in relative intensity and stacked as indicated by the 

labels on the left-hand side of each panel. 

 

4.2.1.3 Surface composition and pSEI thickness 

From the results of XPS and HAXPES quantification, we reported the surface 

composition of the electrodes in Figure 4.2.3. The stark decrease of (semi-)organic 

components (Li2CO3, POE…) is explained by either the lower photoelectron sensitivity 

of Li 1s, C 1s, and P 2p or a non-uniform distribution of the inorganic and organic 

components of the CEI, as already proposed in the literature [166,182]. Due to the fast 

decomposition of LiPF6 as soon as LiCoO2 is put in contact with the electrolyte, LiF 

seems to be deposited before the other by-products decomposition reactions occurring 

at higher voltages [163].  
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The formation of the pSEI film over the LixCoO2 surface was used as a case of study 

for comparing the bulk and surface sensitivities of XPS and HAXPES. In the following, 

we assume a model homogeneous pSEI layer with thickness 𝑡 formed on the pristine 

material. Although such model does not accurately represent the complex situation of 

the real electrode material, it is instructive to estimate the different depth sensitivities 

of XPS and HAXPES in the case of cycled positive electrode materials.  

The thickness 𝑡 of the pSEI layer was calculated from the area ratio of the peaks  due 

to the buried LixCoO2 before (𝐴)  and after (𝐴0) cycling [163,175]: 

 𝑡 =  ⟨𝜆⟩ 𝑠𝑖𝑛 𝜃 𝑙𝑛
𝐴0

𝐴
  Equation 4.2.1 

where ⟨𝜆⟩ =  
∑ 𝑐𝑖𝜆𝑖𝑖

∑ 𝑐𝑖𝑖
 is the weighted average IMFP of the pSEI with i the index over 

each identified phase (LiF, Li2CO3, LixPOyFz, POE), 𝑐𝑖  their relative percentage atomic 

concentration as quantified by XPS and HAXPES, 𝜆𝑖  their IMFP as calculated with the 

QUASES-TPP2M software, and 𝜃 = 45° the electron take-off angle. The details about 

the calculation are found in Annex G. 

Since the core-level peaks of LixCoO2 change due to deintercalation and surface 

degradation at higher voltages, we considered only the case for x = 1 i.e. at about the 

same state of charge as the pristine material. By combining both XPS and HAXPES Co 

2p and O 1s results, we estimated the thickness of pSEI to 1.7± 0.5 nm. The result is 

consistent with the sampling depth of XPS (about 5 nm), since both pSEI and LixCoO2 

related spectra are visible,  in agreement with literature results by using either XPS or 

other techniques on similar materials and conditions [163]. 

With the as-calculated thickness, the O 1s photoelectron intensity exponential 

decays were calculated as shown in Figure 4.2.4. Based on the results for the bilayer 

model (“pSEI+LiCoO2”, thick lines), the integrated sensitivities were then estimated 

from the area of the curves before (pSEI) and after (LixCoO2) t = 1.7 nm (inset graph). 

While conventional XPS probes the pSEI and the buried LixCoO2 with similar 

sensitivity (42 % and 58%, respectively), the O 1s total intensity measured in HAXPES 

experiments is mostly due to the region below the pSEI (14 % against 86 %). This study 

allows to directly assess the advantage of combining XPS and HAXPES for resolving 

both the pSEI and the buried layers. 
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Figure 4.2.3 Surface composition of the cycled thin films determined by (a) XPS and (b) HAXPES 

quantitative analysis. The components were calculated using the following at% contributions: LiF = 

FLiF; (fluoro-)phosphate = P 2p + FLixPOyFz + OP-O, (semi-)organic species = CC-O, CC=O + CCO3 + OC-O + OCO3; 

SRL = Osurf + frac(Co3O4) x Co 2p; LixCoO2 = Olatt + frac(LiCoO2) x Co 2p. The at % of Co 2p was divided 

following the discussion in Section 4.3.1.5. 

 

 
Figure 4.2.4 XPS and HAXPES O 1s attenuation profiles for the model system with homogeneous 1.7 

nm-thick pSEI on cycled LiCoO2 (thick lines) compared to pristine LiCoO2 (dashed lines) thin film 

electrode. Inset: relative area percentage of the curves in the pSEI and LiCoO2 regions. 
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4.2.2 Insights on the pSEI formed on LixNiO2 electrodes 

The characterization of the pSEI formed on the LixNiO2 electrodes by XPS was 

obstructed by several factors. First, the presence of binder and carbon black 

complicated the analysis of C 1s peaks. Second, the mechanical scratching step, 

necessary to observe the Ni 2p spectral features, could in principle alter the 

composition of the pSEI on the particles. To check the reproducibility of this operation, 

two electrodes prepared with identical electrochemical protocols were analyzed. 

Indeed, the only changes in the spectra were attributed to surface species. Further 

details on mechanical scratching and reproducibility are given in Annex G. Finally, 

the beam damage of synchrotron X-rays significantly affected the C 1s and F 1s spectra. 

However, some information could be still extracted taking care of the above 

constraints. The lab-based XPS and HAXPES quantitative results are reported in Table 

4.2.3 and Table 4.2.4. 

 

 

  Li0.8NiO2 Li0.5NiO2 Li0.01NiO2 Li0.01NiO2 

Orb. Comp. BE FWHM at% BE FWHM at% BE FWHM at% BE FWHM at% 

Ni 3p  68.1  16.7 67.6  20.9 68.4  20.1 68.5  21.0 

Ni 3s  112.5  17.0 112.6  17.1 113.0  17.6 113.2  19.3 

Ni 2p  855.0  15.8 855.4  17.6 855.6  15.7 855.4  17.6 

O 1s lattice 528.9 1.4 17.2 528.7 1.4 19.1 528.8 1.4 19.3 528.7 1.3 18.1 

 surface 530.0 1.7 7.0 530.0 1.4 6.5 530.2 1.3 6.6 530.1 1.8 9.8 

 CO32- 531.4 1.9 10.5 531.3 1.6 8.7 531.3 1.7 7.8 531.6 1.5 3.3 

 C-O, 

C=O 
533.2 2.5 5.3 533.0 1.4 2.0 533.0 2.1 3.0 533.1 2.5 3.4 

F 1s PVDF 687.7 2.5 8.0 687.4 2.5 6.8 687.2 2.6 7.4 687.2 2.1 6.1 

 LiF 684.5 1.9 2.6 683.8 1.7 1.3 684.0 1.8 2.5 683.7 2.9 1.5 

Table 4.2.3 Results of the HAXPES quantitative analysis for the cycled LixNiO2 samples. Binding 

energies (BE) and full width at half maximum (FWHM) are reported in eV.  
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  Li0.8NiO2 Li0.5NiO2 Li0.01NiO2 Li0.01NiO2 

Orb. Comp. BE FWHM at % BE FWHM at % BE FWHM at % BE FWHM at % 

Li 1s Lattice 53.8 1.2 3.4 53.7 1.4 3.5 53.7 1.3 1.3    

 Surface 55.3 2.0 6.8 55.0 1.5 3.4 55.0 1.8 2.7    

Ni 3p  67.8 4.8 8.9 68.0 4.2 10.6 68.3 4.3 11.7 68.1 4.1 14.4 

Ni 2p  855.5 3.9 9.7 855.3 3.2 11.4 855.5 3.2 12.0 855.5 2.9 13.6 

O 1s lattice 528.9 1.3 7.8 528.8 1.2 9.5 528.8 1.2 9.0 528.8 1.2 10.8 

 surface 530.3 1.7 3.8 530.3 1.7 6.4 530.3 1.8 7.4 530.2 1.8 7.5 

 CO32- 531.6 2.1 12.9 531.3 1.8 10.5 531.3 2.1 9.8 531.3 2.3 8.9 

 C-O, C=O 533.6 2.5 5.0 533.0 2.3 4.0 533.2 2.2 3.2 533.2 2.2 2.7 

C 1s C=C (CB) 284.5 1.0 5.1 284.2 1.0 8.8 284.1 1.0 9.7 284.1 1.0 11.4 

 C-C 284.8 1.7 8.8 284.8 1.9 10.3 284.8 1.9 10.6 284.8 1.9 9.4 

 C-O 286.5 2.0 3.3 286.5 1.8 1.7 286.6 1.9 2.4 286.6 1.9 2.5 

 C=O 288.3 2.0 2.6 288.3 2.0 2.8 288.3 2.0 2.5 288.3 1.9 1.9 

 CO32- 289.8 1.2 1.0 289.8 1.3 1.9 289.8 1.4 2.0 289.8 1.2 1.8 

 CH2 (PVDF) 286.3 1.7 3.9 286.3 1.3 1.8 286.3 1.3 1.7 286.3 1.3 1.8 

 CF2 (PVDF) 290.8 1.7 3.9 290.8 1.3 1.8 290.8 1.3 1.7 290.8 1.3 1.8 

F 1s CF2 (PVDF) 687.7 2.4 9.9 687.4 2.2 9.3 687.3 2.2 9.4 687.3 2.1 9.7 

 LiF 684.6 1.9 3.2 684.2 2.1 2.4 684.1 2.1 3.2 683.7 2.0 1.8 

Table 4.2.4 Results of the XPS quantitative analysis for the cycled LixNiO2 samples. Binding energies 

(BE) and full width at half maximum (FWHM) are reported in eV.  

 

4.2.2.1 Li 1s and F 1s spectra 

Figure 4.2.5 shows the Li 1s lab-based XPS and synchrotron HAXPES spectra. The 

Li 1s spectra were normalized to their background intensity for direct comparison. 

While the peaks did not appear in laboratory HAXPES, the high flux of synchrotron 

radiation allowed to characterize Li electronic states at different depths. 

As for LixCoO2 study, the spectra were decomposed into two contributions: one for 

the Li+ in the oxide lattice structure (Lilatt, ~54 eV) and the second including all lithiated 

surface species (Lisurf, ~56 eV). Considering the O 1s and F 1s spectra (discussed below), 

the lithiated species of the pSEI included LiF and Li2CO3, as observed for the LixCoO2 

samples.  
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Figure 4.2.5 High-resolution Li 1s core-level spectra of (a) LiNiO2, (b) Li0.8NiO2, (c) Li0.5NiO2, (d) 

Li0.1NiO2, and (e) Li0.01NiO2 electrodes. For each sample, the spectra are shown as stack plots from the 

most surface (top) to the most bulk-sensitive (bottom) measurement. The spectra were normalized to 

the average background intensity in the 48-50 eV region to allow peak intensity comparison. 

Experimental data, peak components and fits are shown as black dots, colored-filled areas, and black 

lines, respectively. 

 
Figure 4.2.6 High-resolution F 1s core-level spectra of (a) LiNiO2, (b) Li0.8NiO2, (c) Li0.5NiO2, (d) 

Li0.1NiO2, and (e) Li0.01NiO2 electrodes. For each sample, the spectra are shown as stack plots from the 

most surface (top) to the most bulk-sensitive (bottom) measurement. The spectra were normalized to 

the average background intensity in the 680-681 eV region to allow peak intensity comparison.  

The Lisurf peak gradually decreases with increasing probing depth and upon 

deintercalation. This trend is consistent with the results for LixCoO2 showing that the 

surface species do not simply accumulates, increasing the pSEI thickness over time. In 

fact, it has been proposed either a formation-dissolution cycling behavior or the cross-

talk with the thicker SEI at the negative electrode (or a contribution of both factors) 

may rule the pSEI evolution [170,176]. At high states of charges [Figure 4.2.5(d,e)], for 

which the Li concentration in the LixNiO2 is expected to be below the detection limit of 
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HAXPES, the Lilatt peak was still measured closer to the surface. This suggests the 

presence of a few nm surface layer  of lithium ions trapped in the 

SRL [191,192,194,309].  

The F 1s spectra shown in Figure 4.2.6 were qualitatively analyzed due to 

degradation effects discussed in the submitted paper (Annex I, paper 2). In fact, the 

two-peaks model employed for the lab-based data and discussed in Section 3.2.3.3 

cannot be applied in this case. The low binding energy peak, assigned to LiF, was 

always larger in the synchrotron HAXPES (rows indicated by the star symbol) 

compared to the lab-based spectra. Moreover, it is the highest for the spectra acquired 

at 2.3 keV, corresponding to the highest flux conditions.  

 

4.2.2.2 pSEI thickness 

The thickness of the pSEI after formation cycles was estimated with the same 

approach developed for LixCoO2 thin film electrodes. We establish the calculation 

based on the spectra recorded on unscratched electrodes. The calculation is based on 

the peak area of the low-binding energy O 1s XPS spectra shown in Annex G. The as-

calculated thickness was 1.6 nm, close to the result obtained for LixCoO2.  

 

4.2.2.3 Assessing the contribution of pSEI on the capacity loss after long-cycling 

conditions 

Despite we observed a similar pSEI for LixCoO2 and LixNiO2 in terms of thickness 

and chemical composition, the capacity loss after formation cycles for LixNiO2 was 

significantly larger. To evaluate the contribution of pSEI to the capacity loss, we 

compared these results to samples retrieved after long cycling conditions. After 

formation cycles, two cells were let charging and discharging for 100 cycles at fast (1C) 

and slow (C/10) C-rate. After the prolonged cycling, the discharge capacity loss were 

89 and 20 % with respect to the one after formation cycles [Figure 4.2.7(a)], in line with 

other stability tests [309]. 

Figure 4.2.7(b,c) displays the Li 1s and F 1s lab-based XPS spectra of the two cycled 

electrodes compared to LiNiO2 before and after formation cycles as well as after 

soaking the material in the electrolyte. To track the surface composition and 

concentration of the pSEI, the area percentage of Lisurf over the total Li 1s spectra was 

calculated [Figure 4.2.7(d), green dots], showing a decrease after long cycling. The at% 

ratio between the F 1s peak related to LiF and the Lisurf peak was also considered 

[Figure 4.2.7(d), pink dots], showing a large increase only for the samples cycled at 

1C, indicating a LiF-enrichment. The presence of species like NiF2, expected at similar 



106  4 - Insights on surface degradation of cycled electrodes 

 

binding energy and which may form at high cycling regime conditions, cannot be 

excluded [164,184]. The slight shift to larger binding energies in the Ni 2p3/2 peak 

support this claim, although it is difficult to distinguish its contribution from the SRL.  

 
Figure 4.2.7 Study of pSEI composition for LixNiO2 electrodes after long cycling conditions. (a) 

Discharge capacity as a function of cycle number upon galvanostatic cycling at 0.1C and 1C. 

Comparison of (b) Li 1s and (c) F 1s normalized XPS spectra for electrode before and after few cycles 

up to 100 cycles. (d) Figures of merits calculated from the Li 1s and F 1s peak fitting.  

Eventually, the analysis points towards a low influence of the pSEI on the capacity 

loss upon cycling for these positive electrode materials. Although this conclusion 

should be corroborated by other investigations tailored to characterize the sensitive 

and ultra-thin pSEI observed in layered transition metal oxides, it does find agreement 

with recent findings in the literature. Riewald et al. and Xu et al. identified the 

deactivation of the H3 phase at the end of the charge as the main cause of the charging 

capacity loss in LiNiO2 and NMC811, respectively [194,210]. The deactivation was 

ascribed to the interfacial lattice strain between the bulk structure and the SRL. The 

studies by the Gasteiger’s group based on gas release analysis identified the H2/H3 

phase transition and associated surface O2 evolution as the main responsible for 

surface degradation and cycling stability limit of layered transition metal 

oxides [152,204]. Moreover, Pan et al. pointed out that surface degradation and SRL 

specifically has a larger impact on electrochemical performances than particle cracking 

(in liquid cell setup) [309]. Björklund et al. confirmed this picture overall but also 

highlighted the electrode slippage (capacity alignment of the electrodes in a full cell 

relative to initial conditions) contribution, i.e. the role of graphite negative electrode 

cannot be neglected [310]. 

In summary, the spotlight on surface degradation mechanisms and role in capacity 

loss was given to the SRL formation and evolution instead.  
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4.3 Distinguishing the SRL and bulk by 

HAXPES 

The presence of a SRL in cycled materials is well known in the literature and its 

influence on the electrochemical performance is more and more recognized as of 

primary importance. Nevertheless, its characterization by photoelectron spectroscopy 

techniques is quite rare (Section 1.5.3.3 and references therein). Unravelling bulk and 

surface contributions in HAXPES spectra is nontrivial due to the exponential decay of 

the photoelectron intensity as a function of the depth and the absence of references for 

cycled bulk materials.  

Based on the quantitative analysis and M 2p peak fitting approaches discussed in 

Section 3.3, the study of the SRL formed on LixCoO2 and LixNiO2 samples is presented 

below. The objective of this study is twofold: (1) to study the influence of cut-off 

voltage and deintercalation level on the SRL composition and thickness and (2) to 

discriminate the buried bulk signals to be further analyzed by cluster model-based 

simulations, which will be the subject of the next chapter.  

 

4.3.1 Surface degradation of LixCoO2 

4.3.1.1 Co 2p analysis 

Although a peak fitting model for the Co 2p peaks was developed for the pristine 

LiCoO2, this could not be employed for the cycled materials. In fact, as was later 

recognized, the deintercalated LixCoO2 is subjected to an insulator-to-metal transition 

for 0.94<x<0.75. For deintercalated samples, therefore, the tailing of the Co 2p main 

lines should be described by asymmetric lineshapes rather than symmetric peaks as 

proposed in Section 3.3.2.1. Therefore, the analysis of the Co 2p core level peaks was 

kept at a qualitative level for this set of samples. 

The Co 2p XPS and HAXPES spectra for pristine and cycled ex-situ LixCoO2 samples 

are shown in Figure 4.3.1, respectively. Upon deintercalation, the main changes in the 

XPS and HAXPES spectra are the more pronounced main line asymmetry and the 

increasing intensity the satellite structure at ~785 eV. The former is explained by the 

metallic character of the deintercalated samples [110]. To explain the increase in 

satellite intensity, we refer to the Ar-ion beam etching experiment discussed in Section 

3.3.1, where a similar increase in intensity at ~785 eV was related to reduced CoII ions. 

The comparison of XPS and HAXPES spectra indicate that they are mostly 

concentrated at the extreme surface for all samples.  
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Figure 4.3.1 Co 2p core-level spectra for pristine and deintercalated LixCoO2 thin films. The spectra 

were normalized to the average background intensity on the lower binding energy side of the core 

level peaks to visualize the changes in relative intensity. In each panel, XPS and HAXPES spectra 

were stacked as top and bottom spectra; the related probing depth are reported on the right-hand 

side. The spectra for pristine LiCoO2 are added to each panel (in grey) to help distinguishing the 

spectra evolution over deintercalation. In (a) and (e), a background dotted line is shown to illustrate 

the analysis method by Dahéron et al. based on satellite peak area, commented in the main text.  

Regarding the bulk cobalt oxidation that should be tracked upon deintercalation, 

we do not distinguish the satellite for CoIV ions in the spectra. Indeed, only the main 

line asymmetry could be related to bulk oxidation of LixCoO2 in the literature, although 

it only proves the screening of the core hole by unoccupied states above the Fermi level 

and cannot therefore prove the presence of CoIV ions by itself, as was proposed 

elsewhere [256,311]. To account for CoIII oxidation, Dahéron et al. related the decrease 

of the CoIII satellite peak at 790 eV, measured by tracing a background line between 

~787 and 792 eV, to the oxidation to CoIII to CoIV, as illustrated in Figure 4.3.1(a,e). 

However, both the increase of the CoII satellite structure and the broadening of the 

main line may effectively contribute to such a decrease of the CoIII satellite peak, 

making it an uncertain parameter for tracking bulk oxidation.  

Therefore, the analysis of the Co 2p spectrum could not highlight the signature of 

oxidation from CoIII to CoIV. Since the O 1s analysis discussed below shows that the 

bulk material is probed with our XPS and HAXPES settings, we can exclude that the 

SRL thickness exceeded the probing depth of these measures. Therefore, another 

explanation must be given. The combination of experimental HAXPES and cluster 

model simulations represent a new way to reveal the spectral signatures of Co ions 

upon deintercalation, as discussed in the next chapter.  
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4.3.1.2 O 1s analysis 

The O 1s XPS and HAXPES spectra of pristine and deintercalated LixCoO2 electrodes 

are shown in Figure 4.3.2. The peaks were assigned to oxygen in layered lattice (Olatt, 

~529 eV), in the surface layer (Osurf at ~530 eV), and in the surface species (Ocarb at ~531.5, 

Oorg at ~533 eV, OP-O at ~534 eV). Herein, we focus on the evolution of the low-binding 

energy part, fitted by two peaks following the O 1s peak fitting model developed for 

the pristine materials in Chapter 3.  

 
Figure 4.3.2 O 1s core-level spectra for pristine and deintercalated LixCoO2 thin films. The spectra 

were normalized to the average background intensity on the lower binding energy side of the core 

level peaks to visualize the changes in relative intensity. In each panel, XPS and HAXPES spectra 

were stacked as top and bottom spectra; the related probing depth are reported on the right-hand 

side. Experimental data, peak components and fits are shown as grey dots, colored-filled areas, and 

black lines, respectively. 

Upon deintercalation, the peaks slightly shift to lower binding energies down to 

528.7 eV for the Olatt peak of Li0.25CoO2, while the Osurf peak increases in intensity. For 

the pristine material, the second peak at 530 eV was referred to the surface layer 

(Section 3.2.2.4). However, further comments are necessary for the cycled materials. 

In fact, both ex-situ XPS and operando HAXPES analysis of deintercalated LixCoO2 

assigned this peak to bulk oxygen oxidation [108,256,311]. However, several 

arguments go against this interpretation for our set of data:  

1. The peak is present at all state of charges, including the pristine material. 

2. The relative area of the peak is systematically larger in the XPS spectra than that 

of HAXPES ones, suggesting a depth distribution. 

3. The Co 2p analysis indicated surface cobalt reduction. 

4. The DFT study of O 1s peaks evolution did not highlight emergence of high-

energy components upon deintercalation (see Section 4.3.1.3 for discussion). 
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5. The XPS and HAXPES quantification for the O/Co ratio indicates an increase of 

deoxygenation at the uppermost surface.  

The latter argument is further developed in Figure 4.3.3, which compares the 

evolution of the O:Co stoichiometry (top panel) and the Osurf/O1s area ratio (bottom 

panel). A clear correlation between the decrease of the O/Co ratio and the Osurf peak 

area is established. As mentioned in Section 3.2.2.4, there is no agreement in the 

literature on the assignation of this peak. Our results go in favor of the interpretation 

by Schultz et al., who assigned the peak to surface degradation [166]. The authors 

labelled the SRL by the generic (CoII,CoIII)xOy(OH)z since the O 1s binding energy of 

this component is in between the CoIII-OH and CoII-OH components of air-exposed 

LiCoO2 and Co(OH)2. 

 
Figure 4.3.3 (a) O:Co stoichiometry in cycled LixCoO2 calculated either taking the sum of both Olatt 

and Osurf peaks (cross) or only the Olatt peak (dots). The average between Co 2p and Co 3p was used 

for cobalt quantification. (b) Area percentage of the Osurf peak to the sum of Osurf and Olatt.  

However, we disagree with this interpretation: electrochemically-driven surface 

degradation should not be simply explained based on surface reactivity with air 

moisture by the pristine material. More generally, it is not possible to determine the 

precise nature of the SRL by XPS analysis only: to go further, structural information is 

required. Atomic-resolution STEM is a suitable technique for acquiring such 

information but could not be carried out for the LiCoO2 samples. Therefore, we based 

on the several STEM studies reported in the literature, which overall indicate a surface 

structural degradation towards spinel Co3O4-like plus, in some cases, minority CoO at 

the extreme surface [193,198,312,313].  

Although it was not possible to estimate the thickness of the SRL, the fact that the 

low-binding energy peak was still visible for all samples indicates that it did not exceed 

the probing depth of XPS (~4 nm). However, as reported by Sharifi-Asl et al. the surface 

degradation is strongly facet-dependent, meaning that regions with thinner and 

thicker SRL can be present on the surface of the polycrystalline film [314]. 
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4.3.1.3 Investigation of O 1s peak components by DFT  

The question of the origin of the peak at ~530 eV was also approached by ab initio 

calculations, based on the assumption that two populations of oxygen anions with 

different oxidation state can be expected in delithiated LixCoO2. We considered the 

case of Li0.5CoO2, since its monoclinic structure presents two different crystallographic 

oxygen sites showing a different number of first neighbors [Figure 4.3.4(a)]. Thus, we 

posed the following question: does the presence of different local lithium vacancies 

explain the experimental binding energy difference between the two low-energy peaks 

as shown in Figure 4.3.4(b)? To answer it, we calculated the O 1s binding energy for 

the two oxygen sites in Li0.5CoO2 and compare it to LiCoO2 using the Janak-Slater 

method presented in Section 2.2.1.2. The calculation was run on supercells to avoid 

the interaction between neighboring core holes (see Annex G). We refer to Section 5.1 

for a general description of the DFT results for these materials and focus here on the 

binding energy simulations specifically. 

The resulting O 1s binding energies are shown in Figure 4.3.4(c) as Gaussian 

distributions with a full width at half middle (FWHM) corresponding to the 

experimental HAXPES resolution of about 1 eV. In terms of absolute values, both 

calculations are about 9-10 eV larger than the experimental ones. This can be explained 

by the missing electronic correlations in the PBE exchange-correlation functional, 

leading to an overestimation of Co-O covalency. However, the strength of the Janak-

Slater method stands in the comparison of binding energy differences [242]. 

Concerning the two peaks of Li0.5CoO2, the binding energies for the two oxygen local 

configurations are separated by about 0.3 eV, which falls short to the experimental 

splitting of about 0.8 eV and is lower than the experimental resolution. This suggests 

that the two contributions might be unresolved in the experimental peak at ~529 eV. 

Moreover, this study offered further insight into the O 1s binding energy shift to 

lower binding energies. Generally, an increase in binding energy is expected upon 

oxidation due to the decrease of the electron density screening the interaction between 

core electrons and the nucleus (see paragraph on chemical shifts in Annex A). For the 

O 1s peaks, however, the opposite trend is observed upon oxidation from LiCoO2 to 

Li0.5CoO2, qualitatively reproduced by DFT results [Figure 4.3.4(b,c)]. 

We explain this shift by the insulator-metal transition occurring from x=0.94 to 

x=0.75 in LixCoO2 [89]. In fact, such a transition to a metallic state (qualitatively 

reproduced in the PBE calculations, see Section 5.1.2) can promote a better screening 

of the core electrons, decreasing their binding energies. Experimentally, this 

interpretation is supported by the fact that all peaks related to LixCoO2 shift to lower 

binding energies upon deintercalation, indicating a general behavior (see Figure 4.2.1, 

Figure 4.3.1, Figure 4.3.2, and Figure 5.1.2 for Li 1s, Co 2p, O 1s, and valence band, 

respectively). A similar behavior is matched in the literature for studies that referred 
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the binding energy scale to a metallic contact as in our study [109,256]; the shifts 

appear instead masked whenever the binding energy scale was calibrated to carbon 

contamination [108].  

 
Figure 4.3.4 O 1s peak analysis by DFT calculations. (a) Crystal structures of LiCoO2 and Li0.5CoO2 

highlighting the local environment around the O ions. (b) Zoom of the low-energy peaks of the O 1s 

HAXPES spectra. The spectra are normalized as in Figure 4.3.4. (c) Simulated O 1s contributions for 

the bulk materials shown as gaussian distributions with FWHM=1 eV and centered at the calculated 

binding energy. The gaussian functions were normalized to the relative occupation in the crystal 

structure (i.e. set to 1 for LiCoO2 and 0.5 for Li0.5CoO2). The black line in Li0.5CoO2 shows the sum of 

the two contributions in Li0.5CoO2. The same energy scale is used in (b) and (c).  

In conclusion, while a difference in binding energies can be expected for the two 

crystallographic sites of Li0.5CoO2, the simulations indicate that they are unresolved in 

the lowest energy peak. Moreover, this study allowed clarifying the binding energy 

shifts related to LixCoO2 core levels.  

 

4.3.1.4 Accounting for ex-situ conditions: the relation between state-of-charge and 

surface degradation  

It is well documented that cycling LixCoO2 with higher upper-cut off voltages leads 

to faster surface degradation and larger loss of capacities [111,198]. In fact, LixCoO2 is 

increasingly unstable for increasing deintercalation levels: at present, intensive 

research aims to overcome the 4.5 V threshold towards higher energy densities, facing 

severe degradation issues [51–53,55,111]. In the present study, however, all samples 

were subjected to the same formation cycling protocol, that brought them to x = 0.5 

(4.2 V) at the end of charge in each cycle. Only at the last cycle the charge was 

interrupted at different voltages, meaning that any difference in the surface 

degradation within the set of samples should be related to this latter step but not just 



4 - Insights on surface degradation of cycled electrodes 113 

 

   

to their end-of-charge voltage. Either (1) a reversible formation/reconstruction for the 

SRL or an effect happening after reaching the end of charge can explain this issue. In 

the latter case, the larger degradation might be a consequence of (2) the ex-situ 

conditions (surface reconstruction induced by opening the cell) or (3) the voltage 

holding step. Unfortunately, it was not possible to check (3) by preparing another 

sample without the final hold step. However, Qin et al. observed by STEM that holding 

the voltage at 4.7 V for 2 hours or 7 days produced a very similar SRL [313]. Therefore, 

this effect does not seem likely the dominant one. To investigate options (1) and (2), 

operando HAXPES conditions would be the ideal technique.  

Kiuchi et al. studied by operando HAXPES the deintercalation of LixCoO2, using a 

model thin film solid-state battery in the 2.5-4.2 V voltage range [256]. They observed 

a reversible splitting of the main O 1s peak to a double structure, shifting to lower 

binding energies at 4.2 V. Because of its reversibility, they related this behavior to bulk 

oxygen oxidation. However, the results of Kuchi et al. still need further confirmation, 

especially considering the cycling curves (not representative of the typical behavior of 

LiCoO2 in a Li-ion cell) and the influence that ultrahigh vacuum conditions and the Au 

current collector may have on the experiment 7. In any case, following the discussion 

given in Section 1.5.1, the transformation of LiCoO2 to Co3O4 should release O2, as 

experimentally observed  [204], which makes the process irreversible and option (1) 

rather unlikely. Moreover, we noticed the O 1s double structure observed by Kiuchi 

does not seem to be the same as observed in our experiments, as the higher-energy 

peak does not increase in intensity upon charging, in contrast with our results. 

Eventually, we concluded that option (2) i.e. the ex-situ conditions may be 

responsible for the larger surface degradation (larger Osurf peak in particular) observed 

for samples Li0.5CoO2 and Li0.25CoO2, induced by their lower surface stability with 

respect to samples retrieved at discharge state. It is unclear if the degradation observed 

for Li0.95CoO2 and Li0.75CoO2 is also in part due to surface reconstruction after the cell 

opening. Because of the strong similarity in the O 1s and Co 2p spectra for the samples 

at pristine and discharged states, however, this looks rather a secondary effect.  

Note this explanation can be generalized to all ex-situ XPS and HAXPES studies of 

battery materials, and in particular on Li-rich oxides. Indeed, several studies claimed 

O-bulk redox activity based on apparent reversible increase and decrease of the peak 

at 530 eV at charge and discharge state (see Section 1.4.5 and references therein). 

 

7 For instance, we performed preliminary operando HAXPES tests with a simplified Pt/LiCoO2/Pt 

system and observed a very different electrochemical behavior in air or UHV conditions, led by Pt 

catalytic activity. Also, gold is known to form alloy with lithium shifting the cell potential [315]. 
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However, as for the present study, degradation due to lower stability of deintercalated 

oxides and induced by ex-situ conditions can also explain this effect.  

 

4.3.1.5 Estimating cobalt reduction by a simplified model system 

 As for the pSEI, further information can be extracted from the quantitative XPS and 

HAXPES analysis based on a simplified model system. In the following discussions, 

two major approximations are assumed: (1) the SRL is considered as a homogeneous 

Co3O4 surface layer formed at the surface of cycled LixCoO2 thin films and (2) the Osurf 

peak in the O 1s spectra is uniquely attributed to the as-defined SRL. 

Within this simplified model, the atomic concentration of CoII ions can be calculated 

as follows. Considering the Co3O4 stoichiometry and that CoII:CoIII=1:2 in Co3O4, it 

follows that the concentration of CoII ions (𝑁𝐶𝑜𝐼𝐼) is related to that of O atoms in the 

SRL (𝑁𝑂𝑠𝑢𝑟𝑓) as 𝑁𝐶𝑜𝐼𝐼 =
1

3
𝑁𝐶𝑜𝑠𝑢𝑟𝑓 =

1

3

3

4
𝑁𝑂𝑠𝑢𝑟𝑓 =

1

4
𝑁𝑂𝑠𝑢𝑟𝑓. Since the concentration of a 

chemical species 𝑁𝑖 is related to the measured core-level photoelectron peak intensity 

𝐼𝑖 normalized by its relative sensitivity factor 𝑅𝑆𝐹𝑖 (𝑁𝑖 = 𝐼𝑖/𝑅𝑆𝐹𝑖, see Annex A for 

details), the percentage of CoII to the total measured Co concentration can be calculated 

taking the CoII/Co area ratio (method 1). Alternatively, the concentration of Co can be 

related to the Olatt peak of the O 1s spectrum considering the LixCoO2 stoichiometry 

(method 2). 

Method 1 - from the O/Co atomic concentration: 

 𝐶𝑜𝐼𝐼
𝐶𝑜⁄ (%) =

1

4
𝑁𝑂𝑠𝑢𝑟𝑓
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)
  Equation 4.3.1 

Method 2 - from the O 1s peak fitting: 

 𝐶𝑜𝐼𝐼
𝐶𝑜⁄ (%) =

1

4
𝐼𝑂𝑠𝑢𝑟𝑓

3
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𝐼𝑂𝑠𝑢𝑟𝑓+

1

2
𝐼𝑂𝑙𝑎𝑡𝑡

  Equation 4.3.2 

The results of both calculations are shown in Figure 4.3.5 for both XPS and 

HAXPES. Despite the approximations, the consistency between the results at low 

deintercalation state obtained by both methods suggests that the SRL consists in part 

of a Co3O4-like material. In fact, while method 2 is entirely based on stoichiometry 

assumptions, method 1 exploits the Co/O quantification. For the most deintercalated 

samples, the divergence between the two estimations may indicate the presence of a 

reduced CoO-like phase in the SRL. Both the XPS and HAXPES results show that the 

CoII concentration increases along the deintercalation line and is slightly larger for XPS 

at any point, as expected. From these results, the phase percentages of Co3O4 and 
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LixCoO2 were also calculated8 and used to construct the percentage charts in Figure 

4.2.3.  

 
Figure 4.3.5 Percentage of CoII on the total Co content in cycled LixCoO2 calculated from the XPS and 

HAXPES data.  

 

4.3.1.6 Relating surface reduction and capacity loss 

Once the relative amount of CoII was calculated, its increase relative to the pristine 

material was compared to the electrochemical data to infer on the contribution of the 

SRL to the capacity loss. Because of the voltage-driven degradation issue explained 

above, only the sample at discharged state (x ≈ 1) was considered. Based on the 

Faraday law, the difference in CoII concentration found for the samples at discharged 

and pristine state was converted into a charge considering the elementary reduction 

of CoIII to CoII and the mass defined by the cylinder probed by XPS/HAXPES given by 

the X-ray beam spot times the probing depth. All details on the calculations are 

reported in the Annex G. 

The results of this calculation give QlossXPS = 7 mAh/g and QlossHAXPES = 20 mAh/g, 

yielding an average of 13.5 ± 6.5 mAh/g. The experimental total capacity loss (charge 

at first cycle – discharge at last cycle) was 14 mAh/g. Naturally, the result obtained by 

the model calculation is expected to be quite inaccurate due to the large number of 

approximations necessary to obtain it. Therefore, the striking similarity between the 

two values is more likely a coincidence. However, the fact that the capacity loss given 
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by cobalt surface reduction is of the same order as the total experimental capacity loss 

is less likely a coincidence and suggests that the evolution of the SRL is quite relevant 

for the cycle stability of LiCoO2. 

 

4.3.2 Surface degradation of LixNiO2 

4.3.2.1 Ni 2p3/2 analysis  

As introduced in Section 3.3.2.3, the analysis of Ni 2p core-level spectra of LixNiO2 

samples was supported by the reference-based peak fitting exploiting the larger 

probing depth and finer depth profiling provided by synchrotron HAXPES. The 

normalized Ni 2p3/2 spectra are shown in Figure 4.3.6. Before discussing the peak 

fitting results, let us present the information obtained at a qualitative level. 

Looking at the surface sensitive spectra (top row), only a lowering of the low-

binding energy shoulder at 853 eV can be detected along the delithiated series of 

materials, while the satellite structure at 860-865 eV is nearly unchanged. On the 

contrary, the bulk-sensitive HAXPES spectra of delithiated LixNiO2 show clear 

differences upon delithiation, namely a sharper main line at 855 eV and a satellite 

structure shifting towards higher binding energies, which is typically associated to a 

higher oxidation state [257]. Therefore, a surface layer with Ni in reduced state formed 

upon cycling while bulk Ni oxidation could be observed within the first 30 nm probed 

by energy-dependent HAXPES.  

For the reference-based peak fitting, three components were defined by spectra 

decomposition with the model templates derived from NiO and presented in Section 

3.3.2.2.2 (see Annex G for the fitted spectra). The signature of bulk discharged LiNiO2 

(“NibulkIII”) was defined as the pristine electrode at 9.5 keV. The surface reduced nickel 

was referred to the lab-based XPS measurement at 1.5 keV (“NiIIsurf”). For the bulk 

charged nickel in deintercalated LixNiO2 (“NiIVbulk”), the non-negligible surface 

contribution in the spectra for deintercalated samples was first removed. To this 

purpose, the spectra for Li0.01NiO2 measured at 9.5 keV was decomposed including the 

NiII line shape in the peak model while removing satellite peaks in the 860 - 863 eV 

range. This approximation is expected to overestimate the percentage of NiII and 

therefore the surface layer thickness, presenting an upper limit for its estimate. The as-

obtained lines shapes are highlighted by star symbols in Figure 4.3.6(a,b,e). The 

decomposition of Ni 2p3/2 into surface and bulk contributions allowed to infer on the 

thickness estimated for the surface LixNi1-xO layer and estimate the Ni/O surface and 

bulk stoichiometry, as explained below.  
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Figure 4.3.6 High-resolution Ni 2p3/2 spectra of the LixNiO2 series of samples. All spectra are 

normalized to the peak maximum and are stacked top-to-bottom in the order of increasing bulk 

sensitivity. Experimental data, peak components and fits are shown as black dots, colored-filled 

areas, a d black li es, respectively. The “NiIIsurf”, “NiIIIbulk” a d “NiIVbulk” compo e ts are show  as 

yellow, brown, and dark-brown area, respectively. The spectra used as line components are marked 

by a star symbol. 

 

4.3.2.2 SRL thickness estimation: comparing EELS and HAXPES 

Visual inspection of the Ni 2p3/2 spectra, combined with estimated sampling depth 

for each acquisition mode (Figure 3.3.4), suggest that the thickness of such layer 

would be confined within the first 10 nm (i.e. sampling depth for the measurement at 

2.3 keV). However, the spectral shape and fits for the surface-sensitive Al Kα XPS 

(sampling depth of ~3 nm) measurements already indicate a partial contribution from 

oxidized NiIII/IV. Either a non-uniform or a non-homogeneous surface layer, or a 

combination of both, might explain this effect. 

As first approximation, the surface layer thickness was estimated by assuming a 

simple homogeneous and uniform model system, leading to 𝑡 =  𝜆 𝑠𝑖𝑛 𝜃 ln (𝐴𝑏𝑢𝑙𝑘), 

where ⟨𝜆⟩ is the inelastic mean free path (LiNiO2 was assumed), 𝜃 the take off angle, 

and Abulk the area percentage of the Ni 2p3/2 peak related to bulk material (i.e. NiIII/IV), 

as estimated by reference-based peak fitting.  However, this result in a thickness that 

is photon-energy dependent (Annex G), which highlights the influence of 

inhomogeneity. In this framework, the value of ~10 nm given by the most-bulk 

sensitive HAXPES measurement represents the upper limit for its estimate as it allows 

to probe deeper within the inhomogeneous surface layer.  
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To corroborate this conclusion, Ni L-edge EELS measurements were carried out for 

the most de-intercalated sample (Li0.01NiO2), for which the contrast between surface 

and bulk is enhanced (Annex G for experimental method). As reported in the 

literature, the oxidation state of Ni can be qualitatively determined by the position of 

maximum intensity for the Ni L2,3-edge EELS spectrum, which shifts to higher energy 

going from NiII/III to NiIV  [195,203]. A similar behavior is typically observed in soft XAS 

spectra [143]. In fact, the maximum position of the EELS spectrum of Ni L3 shifts to 

higher energies when scanning inwards towards the bulk with a 1 nm step. [Figure 

4.3.7(a,b)]. The peak maximum position plotted in Figure 4.3.7(c) indicate that a 

plateau is reached after about 10 nm, in fair agreement with HAXPES conclusions. 

 
Figure 4.3.7 High-resolution Ni L3-edge EELS spectra acquired from the extreme surface towards the 

interior of a particle. (b) Corresponding STEM image showing the first and last position where the 

EELS spectra were acquired. (c) Energy position of the maxima intensity for each scan; the first 

measures are not included as no peak was registered. 

 

4.3.2.3 O 1s analysis 

The O 1s core level spectra are shown in Figure 4.3.8. Four pseudo-voigt peaks were 

used to fit the spectra in the 528-535 eV region. The latter contributions starkly decrease 

with increasing probing depth, indicating a very thin pSEI layer, in agreement with 

the calculated thickness of 1.7 nm (Section 4.2.2.2). Herein, we focus on the two lower-

binding energy peaks, named Olatt and Osurf in analogy with the LixCoO2 study.  

The bulk-sensitive HAXPES spectra at 9.5 keV further confirm the presence of the 

component at 530 eV even at the pristine state. Its area percentage with respect to Olatt 

is shown in Figure 4.3.9 for each sample as a function of the probing depth, showing 

slight voltage dependence but a tendency to decrease towards the bulk. In light of the 

Ni 2p3/2 peak analysis and the previous study for the LixCoO2 system, as well as the 

preliminary quantitative analysis for the pristine LiNiO2 material (Section 3.2.3), we 
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can assign the peak at 530 eV to surface defects (pristine material) and degradation i.e. 

the SRL formed upon cycling.  

 
Figure 4.3.8 High-resolution O 1s spectra of the LixNiO2 series of samples. All spectra were 

normalized to the lowest-binding energy peak intensity and are ordered from the most surface 

sensitive (top) to the most bulk sensitive (bottom). Experimental data, peak components and fits are 

shown as black dots, colored-filled areas, and black lines, respectively. A magnification of the 

satellite region is shown for each spectrum acquired at 9.5 keV. 

 
Figure 4.3.9 Calculated area percentage ratio of Osurf to the sum of Osurf and Olatt, as a function of the 

sampling depth for the O 1s photoemission of each XPS setting. 

 

4.3.2.4 Estimate for the O/Ni surface and bulk stoichiometries 

Based on O 1s and Ni 2p peak fitting, the O/Ni at% ratio was estimated by lab-based 

XPS and HAXPES, discriminating the surface and bulk contributions following the 

above discussion. Reference NiO and Ni(OH)2 are included for comparison. The peak 

fitting results (the data is summarized in the table given in Annex G) were used to 

calculate the O/Ni stoichiometries shown in Figure 4.3.10.  
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Taking the whole Ni 2p area with respect to the Olatt peak gives good agreement 

with the expected composition in the case of reference samples NiO and Ni(OH)2 but 

not in the case of real electrodes (“as ref” values). Even adding the higher binding 

energy O 1s peak in the calculation (“all-in”), e.g. assuming this contribution is related 

to bulk oxidation, the O/Ni ratio is <2, indicating surface sub-stoichiometry. When Ni 

2p and O 1s surface and bulk contributions (“surf” and “bulk”) are separated, a better 

agreement with the expected ratio for the bulk layered structure (LixNiO2, O/Ni~2) and 

surface layer (NiO-like, O/Ni ~ 1) is eventually obtained.  

 
Figure 4.3.10 Lab-based (g) XPS and (h) HAXPES quantification of the O/Ni at% ratio relative to 

nominal stoichiometry for reference NiO and Ni(OH)2 samples, pristine LiNiO2 and cycled Li0.01NiO2 

electrodes. 

4.3.2.5 Synchrotron HAXPES revealed O 1s satellite peaks 

By performing synchrotron HAXPES measurements, new high-binding energy 

peaks could be distinguished thanks to the high flux of synchrotron radiation9. As 

highlighted in the zoomed spectra measured at 9.5 keV, only a weak satellite at ~541 

eV is observed for the pristine material, whereas two peaks at ~537 eV and ~540 eV 

arise upon charging towards delithiated NiO2. The O 1s satellite intensity increased 

(relative to Olatt) by probing deeper and with higher deintercalation stage. These trends 

indicate that they are related to a bulk process and can possibly give a hint on the 

charge compensation process of LixNiO2. 

Therefore, although we excluded that the 530 eV peak is related to oxygen oxidation, 

the high-energy satellites observed in O 1s spectra could be a signature of its redox 

activity. Similar satellites were observed in Li-rich NMCs and other materials 

 

9 Small signatures of these peaks can be seen in the XPS spectra but not in the lab-based HAXPES 

spectra. Note that the lab-based measurements were carried out before the synchrotron campaign, so 

the measurement region was limited to increase the count rate. A following test was performed to detect 

the satellites with lab-based HAXPES conditions for sample Li0.01NiO2, but they could not be observed 

even after long acquisition time. 
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suspected of so-called anionic redox, although their origin is not yet 

understood [129,141]. Clarifying this would help understanding the role of O 2p states 

in the charge compensation mechanism in these materials. The theoretical study 

presented in Section 5.2.2.2.2 gives further insight on this aspect.  

 

4.3.3 Surface degradation of LixMnO3 

The Mn 2p and O 1s XPS and HAXPES spectra for pristine and charged Li2MnO3 

electrodes are shown in Figure 4.3.11. The quantification results are given in Table 

4.3.1. As mentioned in Section 3.2.4, this material has been already studied by 

qualitative synchrotron HAXPES by Lebens-Higgins et al., who concluded that the O 

1s peak at 530 eV was related to surface degradation and not bulk anionic 

oxidation [131]. Our results fit overall well with this interpretation, to which HAXPES 

quantification is herein added to further corroborate this conclusion. First, no 

detectable sign of Mn oxidation is observed in the Mn core level spectra. This also 

includes Mn 3s and 3p core level spectra (see Annex G). The Mn 3s exchange-

correlation splitting is constantly 4.4 eV. However, the low-binding energy tail of the 

Mn 3p XPS spectra for the cycled material could not be fitted by the Mn 3p line shape 

described in Section 3.2.4.1, indicating surface Mn reduction. Note that Li extraction 

was confirmed by the decrease of the Li 1s peak. The O 1s spectra show the largest 

changes upon deintercalation, in particular concerning the appearance of the Osurf 

peak, referred to the surface degradation. In fact, the Olatt/Mn atomic ratio decreased 

from 1.7 and 2.9 with XPS and HAXPES to 0.6 and 1.7 (note that the Mn at% was 

averaged for all core levels). Even adding the Osurf peak in the calculation, a large 

deviation is obtained: (Osurf+Olatt)/Mn = 1.3 and 2.2 with XPS and HAXPES, 

respectively.  

In summary, while the surface deoxygenation was already observed by Quesne-

Turin with conventional Al Kα source, this study proves quantitatively that the O 1s 

HAXPES signal is still related to such surface effect [316]. In agreement with Rana et 

al., we conclude that the delithiation is almost completely compensated by O2 gas 

release [123]. 
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  XPS HAXPES 

Orb. Comp. BE FWHM at% BE FWHM at% 

Li 1s Lattice 54.6 1.7 5.0    

 Surface 56.1 1.8 6.4    

Mn 3p  50.2  17.1 49.8  9.6 

Mn 3s Total       

 A 84.6 3.1 11.5 84.4 2.8 5.2 

 B 89.5 3.6 5.9 89.0 5.4 4.2 

Mn 2p  642.6  15.0 642.2  14.8 

O 1s Lattice 529.7 1.4 10.5 529.6 1.6 18.7 

 Surface 530.5 1.7 10.8 530.7 1.8 6.6 

 CO32- 531.9 1.6 8.6 531.8 2.2 5.4 

 C-O/C=O 533.0 1.6 6.5 533.0 2.0 35.5 

 P-O 534.2 2.0 2.9    

Table 4.3.1 Results of the XPS quantitative analysis for the charged LixMnO3 samples. Binding 

energies (BE) and full width at half maximum (FWHM) are reported in eV. 

 

 
Figure 4.3.11 Mn 2p and O 1s lab-based XPS (top) and HAXPES (bottom) spectra of (a,c) pristine and 

(b,d) charged Li2MnO3 electrodes. The spectra are normalized to the background intensity at the 

lower binding energy side of each peak.  
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4.4 Chapter summary  

In this chapter, the study of ex-situ LixCoO2, LixNiO2 and LixMnO3 cycled materials 

by lab-based XPS and HAXPES (supported by synchrotron HAXPES for LixNiO2) was 

presented. The degradation products that constitute the complex multi-layer 

interphase of cycled layered transition metal oxides were distinguished. In fact, the 

experimental approach allowed us to study both the products of electrolyte 

degradation (pSEI) and of positive electrode surface degradation (SRL).  

For both LixCoO2 and LixNiO2, a very thin pSEI (1-2 nm) was obtained after few 

cycles in classical Li-ion cells. Their composition (mainly LiF and Li2CO3 plus -- for 

LiCoO2 thin films -- LixPOyFz, and POE) matched results present in the literature. The 

support by HAXPES allowed us to refine the XPS analysis but could not improve the 

current understanding as it is poorly sensitive to this extremely thin pSEI. However, 

the results support the recent idea of a dynamic pSEI that “breathes” and that in 

general the evolution of the pSEI is not greatly responsible for the capacity loss upon 

cycling.  

Due to the integrated nature of XPS/HAXPES depth profiling and to the chemical 

similarity between bulk and SRL materials, their distinction by this technique is not 

trivial. The presence of the SRL was revealed by O 1s peak fitting supported by 

quantification as well as M 2p analysis of the satellite features. The interpretation was 

also supported by DFT calculations for the bulk binding energy contributions. 

However, the results of the peak fitting analysis were so far exploited based on 

simplified models that call for further development in terms of surface 

characterization. Complementing our method with laterally resolved surface 

characterization analysis and operando conditions are considered two promising 

methodological perspectives. 

While the O 1s spectra signatures for LixCoO2 and LixNiO2 were substantially 

similar, the trends observed for the two series of ex-situ samples greatly differ. This 

was summarized in Figure 4.4.1, which reports the O/M sub-stoichiometry z in 

LixMO2-z as a function of the deintercalation level for the ex-situ cycled samples. 

Starting with the pristine LiCoO2 close to formal stoichiometry, an increase in O sub-

stoichiometry at the extreme surface (z=0.5-0.6 with XPS i.e. <5 nm) is observed for 

cycled LixCoO2 at relatively low state of charge (x>0.5). With further Li+ deintercalation, 

the surface degradation increases and becomes significant also in HAXPES results, 

indicating a thicker SRL (within probing depth of HAXPES, <15 nm). For LixNiO2 

instead, the surface sub-stoichiometry is significant even at the pristine state and 

involves a thicker region as is observed even by lab-based HAXPES. However, it 

appears almost constant along the whole deintercalation range. 
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Figure 4.4.1 Comparison of LixCoO2 and LixNiO2 surface degradation upon deintercalation as 

measured by lab-based XPS and HAXPES. (a) Comparison of deintercalation curves. (b) Surface 

oxygen sub-stoichiometry calculated by lab-based XPS and HAXPES quantification as z=2-

(Osurf+Obulk)/M, where M was quantified as average between M 2p and M 3p core levels. The results 

for pristine materials are shown at x = 1. 

These trends follow well the general electrochemical limits for Ni-based and Co-

based positive electrode materials in Li-ion batteries. In fact, both materials can be 

cycled up to 4.2 V reaching relatively good stability, but this translates to nearly full 

deintercalation for LixNiO2 but just reaching halfway for LixCoO2. The lower surface 

stability of LixNiO2 does also agree with other results in the literature. However, the 

fact that it did not worsen upon deintercalation suggests that (1) the SRL formation is 

a self-limiting process and (2) it is the voltage and not simply the deintercalation level 

that impacts on the deoxygenation process.  

Eventually, the combination of XPS and HAXPES allowed extracting the surface 

contributions leading towards bulk-like electronic structure signatures in the 

transition metal core-level spectra. However, neither the purely qualitative analysis 

nor the use of reference spectra for peak fitting does give clear insight on the actual 

electronic structures beneath the core level spectra. For that, ab initio-based cluster 

model simulations were carried out, leading us to the next and final chapter.  
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Chapter 5  

Electron transfer mechanism in model 

layered transition metal oxides 

 
In this chapter, the experimental photoemission spectra are studied from a theoretical perspective to 

investigate the bulk charge compensation mechanism in LixCoO2 and LixNiO2. The results of 

standard DFT calculations are presented first. Then, the introduction of electronic correlations by 

either empirical fitting or using the results of cRPA calculations is discussed. Finally, the results 

obtained by the cluster model calculations are presented, highlighting the role of an intrinsic self-

regulation mechanism in these systems.  

 

5.1 Preliminary insights by DFT  

To study the electron transfer process, the orbital occupations of converged DFT 

electronic structures were first considered. Band structures and partial densities of 

states (PDOS) for LixMO2 and Li2MnO3 are reported in the Annex H and show good 

agreement with the literature [33,113,147,148,223,228,317,318].  

 

5.1.1 Electron transfer by DFT 

Since the electronic charge is a continuous distribution within the crystal lattice, one 

needs to define a rule for assigning the charges to each ion. The simplest method, based 

on the definition of atomic or orbital spheres for each atom, has the drawback of 

neglecting the delocalized charge in the interstitial space. Two more accurate methods 

for assigning the electronic charge to each atom in the solid are the Bader approach 

and the wannierization of the DFT eigenfunctions (see Annex B for details). 

The results obtained by both methods are compared in Table 5.1.1 for LixMO2 (M = 

Co, Ni and x = 1, 0.5, 0). The same qualitative trend is obtained for both methods, 

although the use of localized Wannier functions tends to increase the ionicity of the 

system. In any case, the calculated oxidation states for the transition metals are 

significantly lower (ranging between 1 and 2) than the nominal ones (MIII/IV). In fact, as 
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highlighted in the difference plot in Figure 5.1.1(a,b), a larger electron transfer is 

observed for the O ions for both systems, in agreement with the literature as reviewed 

in Section 1.4.2.  

 Bader Wannier  
M O M O 

LiCoO2 1.32 -1.11 1.83 -1.40 

Li0.5CoO2 1.43 -0.94 
  

CoO2 1.51 -0.75 2.07 -1.02 

LiNiO2 1.26 -1.08 1.84 -1.42 

Li0.5NiO2 1.35 -0.85 
  

NiO2 1.42 -0.71 2.10 -1.04 

Table 5.1.1 Oxidation state (OS) obtained by DFT calculations using the following expression: OS = 

Qneutr - QDFT with Qneutr = 9 (Co) and 10 (Ni) and QDFT the charge calculated by either the AIM module 

of Wien2k (Bader) or by integrating the M 3d PDOS calculated with Wannier90 (Wannier). The latter 

was not performed for Li0.5MO2 due to the rotational issue described in Annex E.  

 

Figure 5.1.1 DFT insight on the charge compensation mechanism for LixCoO2 (left-hand side panels) 

and LixNiO2 (right-hand side panels). (a,b) Electron transfer calculated from the data shown in Table 

5.1.1 and setting x=0 as reference. Results obtained by Bader and Wannier methods are shown as 

circle and diamond symbols, respectively. (c,d) Transition metal 3d t2g and eg occupation using the 

QTL module in Wien2k (Kohn-Sham, circle symbols) and Wien2wannier/Wannier90 (Wannier, 

diamond symbols) with analogous input local symmetry along the M-O bonds.  

By looking at Figure 5.1.1(a,b), a similar trend is observed for LixCoO2 and LixNiO2. 

However, considering only the total oxidation state of each ion can limit the 

interpretation of the charge compensation mechanism. As revealed in Figure 

5.1.1(c,d), the partial occupations of the t2g and eg states evolve differently for the two 

systems. For LixCoO2, the t2g occupation decreases while the number of eg electrons 

increases upon deintercalation. For LixNiO2, instead, both occupations slightly 

decrease. Therefore, electron occupations and not oxidation states will be considered 

throughout the chapter. 
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5.1.2 Comparison of DFT and experimental valence band 

The results shown above are obtained using a GGA exchange-correlation functional, 

which is expected to underestimate the local electronic repulsion within the transition 

metal d-shell. More generally, DFT does not take into account the many-body effects, 

leading to poor agreement with experimental data (Section 2.2.1.1). Within our study, 

this is verified by comparing the XPS and simulated valence band spectra, as shown 

below. 

 
Figure 5.1.2 Comparison between XPS valence band and projected DFT density of states. The M 3d 

and O 2p PDOS (colored lines) were scaled to the theoretical photoelectron cross section at 1486 eV 

according to ref. [319] and convoluted with a Gaussian function with FWHM=0.7 eV to consider the 

experimental conditions. The experimental data (empty gray dots) was min-max normalized to the 

sum of the as-calculated partial contributions (black line). A vertical dotted line is added at 0 eV to 

highlight the Fermi level. For all non-metallic cases (LiCoO2, NiO2, and Li2MnO3), a rigid shift to the 

energy was applied to match with the experiment. All calculations were not-spin polarized except 

for Li2MnO3. 

For the LixCoO2 [Figure 5.1.2(a)] and LixNiO2 [Figure 5.1.2(b)], the overall shape of 

the valence band consists of a low energy peak and a higher-energy band, that is also 

reproduced in the calculations. The valence band of Li2MnO3 consists instead of a 

single broad band to which both the Mn 3d and O 2p states contribute and that is 
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qualitatively well described by the spin-polarized10 GGA calculation [Figure 5.1.2(c)]. 

However, the predicted density of states obtained by the PBE calculations are not 

sufficient to describe the experimental spectra. Two main issues can be recognized and 

both are related to unaccounted electronic correlations: (1) for all materials, the high 

energy satellite features (beyond -10 eV) are missed in the calculations and (2) for the 

nickelate system in particular (except for NiO2), the PBE calculation predicts a metallic 

ground state in contrast with experimental results from the literature (Section 1.4.4).  

 

5.2 Interpretation of core-level spectra changes 

by theoretical spectroscopy 

Since the electronic structure predicted by DFT does not describe the experimental 

data, the insights given above cannot be considered overall reliable. The theoretical 

description was improved by introducing many-body effects to better describe the 

core-level and valence band experimental photoemission spectra. Instead of focusing 

on the valence band data, however, the transition metal core-level spectra were 

considered for this study. This allows to decouple the oxygen and transition metal 

photoemission features, which are convoluted in the valence band, while retaining 

their local interaction which is exhibited by the observed satellite features. Note that 

the calculation method gives access to all transition metal core levels: we decided to 

focus on the 2p core level as it was the most sensitive to bulk delithiation, 

experimentally. 

The overall methodology for the study of the LixCoO2 and LixNiO2 systems is 

described in Section 2.2 and detailed in Annex E. The results obtained for the cobalt 

oxide system were published as a research article in the journal Physical Review X 

Energy with the title “Self-Regulated Ligand-Metal Charge Transfer upon Lithium-Ion 

Deintercalation Process from LiCoO2 to CoO2”. Therefore, we refer to this paper (given 

in Annex I, paper 3) for a detailed description of both the determination of cluster 

model parameters and the results for the LixCoO2 systems, which will be only 

summarized in the manuscript to set the basis for the study of the parent LixNiO2 

system. Since no changes in Mn core level spectra related to Mn redox activity were 

observed experimentally, only the Mn 2p spectrum of Li2MnO3 was simulated. A fine 

 

10 We choose to include spin-polarization for Li2MnO3 because of its high-spin and insulator nature 

given by the MnIV ions (t2g3eg0, S=3/2=3μb). This is qualitatively obtained in the converged ground state, 

characterized by S = 2.5 μb and a band gap of ~2 eV. In contrast, in the non-spin-polarized calculation, a 

metallic state due to half-filled t2g states is obtained.  
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agreement with the expected local MnIV (d3) electronic structure was obtained (see 

Annex H for details).  

 

5.2.1 Determination of cluster model parameters: 

experimental and ab initio approaches 

All single-electron interactions for the cluster model Hamiltonian were directly 

imported from DFT calculations through wannierization (see Section 2.2.2 and Annex 

E for details). The remaining parameters are distinguished as either strongly screened 

(U, Δ) or poorly screened (direct multipole and exchange Slater parameters, spin-orbit 

splitting). The former are the most critical to find as they are more-case dependent, 

while an atomic-like approximation is generally assumed to be sufficient for the latter.  

 

5.2.1.1 Fitting U and Δ to the experimental spectra 

As a first approach, all poorly screened interaction parameters were approximated 

by scaled Hartree-Fock values obtained for free ions (see Annex E for the list of 

parameters). The strongly screened U and Δ were instead fitted to the experimental 

background-subtracted transition metal 2p core level HAXPES spectrum. In practice, 

the spectra simulated by varying U and Δ were shifted and scaled to optimize the 

agreement with the experimental line shape. Then, the resulted fit was visually 

inspected to find the range of U and Δ that best represented the experimental data. 

Note that we focused on the description of the satellite peaks since it is the most 

sensitive feature to the local screening process. The fits of LiCoO2, CoO2, LiNiO2, and 

NiO2 are given in Annex H.  

Overall, varying U and Δ had an impact on (1) the position and intensity of the 

satellite peak to the main line and (2) the shape of the main line reflecting the spin-

state of the metal ion. Therefore, knowledge of the overall magnetic properties of the 

materials (accessible in the literature) and of the surface contributions to the total 

experimental HAXPES spectra (studied in detail in Chapter 4 and 5) was essential for 

reliably finding the parameters U and Δ describing the bulk electronic structures under 

study.  

For LiCoO2, CoO2, and NiO2, these considerations allowed us to find a region of best 

agreement. For LiNiO2, instead, no simulation could describe altogether the broad 

satellite peak while predicting the correct low spin state. Both the complex surface 

contributions and the missing non-local screening channels can in part explain this, 

although we will show below that the bond disproportionation is also expected to play 

a decisive role. However, the fact that U and Δ could not be found by empirically 
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fitting the Ni 2p spectrum of LiNiO2 led to the implementation of the ab initio cRPA 

interaction parameters for an alternative estimate. 

 

5.2.1.2 Adopting cRPA calculated Coulomb interactions 

The screened Coulomb interactions calculated by the cRPA method and 

parametrized as Slater parameters are given in Table 5.2.1 (Annex D for 

computational details). Before discussing the fitting of the 2p spectra using these 

values, it is worth discussing the insight given by them. In fact, the screened U decrease 

upon delithiation from LiMO2 to MO2, in contrast to the expected trend for more 

localized orbitals, confirmed by the shrinking of the spread of the Wannier functions 

and that is found for the bare interactions instead. Using the same d-dp low-energy 

model employed in our calculations (Annex D), Kim et al. shows the complex 

interplay between 3d localization and p-d hybridization, which is enhanced by 

delithiation and therefore allows for a stronger screening by the O 2p orbitals [227].  

For the materials whose U could be estimated empirically, a good agreement is 

found with the cRPA results. However, the F2dd and F4dd are significantly smaller than 

those adopted from free atom calculations, leading to a smaller Hund J. Consequently, 

no transition between high and low spin regions was observed in this case by varying 

Δ, as shown in Figure 5.2.1(a-d). We leave the discussion on the ground state 

electronic structure determined by these simulations to the next section. Since U is 

already given by the cRPA calculation, the only parameter left to be determined is Δ. 

Figure 5.2.1(e-i) show the simulated spectra fitted to the experimental HAXPES data 

by varying Δ. The star symbols indicate the best agreement case for each material. In 

general, we found fine agreement with the values for U and Δ obtained by the two 

methods. However, it was still not possible to describe the overall satellite structure of 

LiNiO2 with a single simulated spectrum.  

Since the effect of the polarizability given by the O 2p states is included in the 

screened U within the d-dp low energy model, one can question if Δ needs to be fitted 

at all. In the cluster model theory, Δ is a model parameter implemented in a 

configuration interaction model to correct the relative position of the M 3d and O 2p 

onsite energies for the p-d screening interactions. However, these interactions are 

taken into account for the calculation of the screened Coulomb interactions in the cRPA 

method. Therefore, the screened 3d-3d interactions calculated by cRPA can in principle 

set the M 3d and O 2p onsite energies to a reasonable position.  
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 CoO2 LiCoO2 NiO2 LiNiO2 NiO 

Formal N3d 5 6 6 7 8 

cRPA 

Spread (Å2)(1) 0.41 0.45 0.38 0.40 0.43 

Ubare 24.7 24.2 26.1 25.6 24.9 

UcRPA 3.3 4.6 4.5 4.7 5.6 

ΔcRPA -2.6 -2.3 -6.0 -3.9 2.7 

JcRPA 0.71 0.78 0.75 0.77 0.83 

F2dd,cRPA 6.1 6.7 6.4 6.6 7.1 

F4dd,cRPA 3.8 4.2 4.1 4.2 4.5 

HF + empirical fit 

Ufit [3.5, 4.5] [4.0, 5.5] 4.0 n.d. 7.3 

Δfit [-3, -1.5] [3.5, 6.5] [-6,-2] n.d. 4.7 

JHF 1.3 1.2 1.2 1.1 1.3 

F2dd,HF 10.9 10.1 10.0 9.3 11.1 

F4dd,HF 6.9 6.3 6.3 5.8 6.9 

Table 5.2.1 Comparison of the cluster model parameters calculated by cRPA and obtained from 

fitting the simulation to experimental data with support by Hartree-Fock (HF) values for multipole 

terms. n.d. = not determined. (1) Average spread of the 3d MLWF functions.  

To test this idea, the charge transfer energy was not injected as input parameter but 

was calculated as Δ𝑐𝑅𝑃𝐴 = 𝐸[𝑑𝑛+1] − 𝐸[𝑑𝑛], with 𝐸[𝑑𝑛+1] and 𝐸[𝑑𝑛] the total energies 

for the constrained ground state calculation configurations with 𝑛 + 1 and 𝑛 electrons 

in the Ni 3d shell (𝑛 being the nominal one). The values are reported in Table 5.2.1. A 

fine agreement with the empirically determined values is found for NiO (a positive 

charge transfer), NiO2 and CoO2 (both negative charge transfer as further discussed 

below), but not for LiCoO2 (intermediate but predicted as negative charge transfer). 

The latter is the only case in which the simulation using ΔcRPA did not match with the 

experiment and therefore requires manual adjustment. Although we cannot fully 

explain the reason for this particular mismatch, we are tempted to attribute its cause 

to the intermediate nature of LiCoO2 between Hubbard and charge transfer insulator 

in the ZSA model (Section 1.3.2). For LiNiO2, as argued below, this shall not be the 

case.  

We noticed that the charge transfer energy for LiNiO2 predicted by cRPA is -3.9 eV 

for LiNiO2. This was also suggested by the simulations discussed in Section 5.2.1.1, 

since it is only the case where the cluster spin matched the experimental data (see 

Annex H for the ground state properties of LiNiO2 obtained by this method). Both 

conclusions agree with most recent theoretical studies on the LiNiO2 ground state 

electronic structure, as presented in Section 1.4.4. However, in contrast to LiCoO2, 

there are not many cluster simulation studies in the literature to make a direct 

comparison: to the best of our knowledge, only Huang et al. reported U and Δ for 

LiNiO2. Their fit to Ni L-edge XAS led to Δ = -0.5 and -3.5 eV for LiNiO2 and NiO2, 
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respectively [149]. In addition, the comparison with NdNiO3 is of particular interest, 

as it exhibits a Ni 2p3/2 spectrum very similar to that measured for LiNiO2 (see Figure 

3.2.6) while being indicated as negative charge transfer insulator from Ni L-edge XAS 

and RIXS analysis [115,275,320]. 

 
Figure 5.2.1 Cluster model simulations employing the cRPA-derived Slater parameters but manually 

adjusti g Δ. Electro ic occupatio s of the (a) total  d, (b) t2g, and (c) eg orbitals and (d) total spin as a 

fu ctio  of Δ. Simulated tra sitio  metal  p spectra compared to related HAX ES spectra for (e) 

LiCoO2, (f) CoO2, (g) LiNiO2, (h) NiO2, and (i) NiO. Laboratory-based HAXPES data (5.4 keV) for 

pristine LiCoO2 and cycled Li0.12CoO2 were used for LiCoO2 and CoO2 simulations, respectively (see 

paper in Annex I for details). Synchrotron-based HAXPES (9.5 keV) data for pristine LiNiO2 and 

cycled Li0.01NiO2 electrodes were employed for LiNiO2 and NiO2, respectively. The Ni 2p XPS 

spectrum for Ni0.03Mg0.97O reported by Altieri et al. was used for fitting the NiO simulated 

spectra [293].  

In summary, we consider the results of the cluster model simulations employing 

cRPA values and with no fit of Δ as reliable for NiO, LiNiO2, and NiO2. Next, we 

discuss the insights on the charge compensation mechanism given by these results.  
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5.2.2 Self-regulation ligand-metal charge transfer in layered 

lithium transition metal oxides 

5.2.2.1 Electron transfer from LiCoO2 to CoO2 

By studying the Co 2p HAXPES spectra using the cluster model calculations as 

described above, the self-regulation mechanism mentioned in Section 5.1 eventually 

found experimental confirmation. We refer to paper 1 for a detailed description of the 

results (Annex I). A sketch for the electron compensation mechanism from LiCoO2 to 

CoO2 deduced from the study is shown in Figure 5.2.2(a). Upon deintercalation, the 

electrons are withdrawn from the lowest energy t2g band, as conventionally accepted. 

However, the hole is redistributed around the ionized Co ions by an electron backflow 

from the O 2p ligands towards the eg orbitals, increasing the Co-O hybridization while 

allowing for the Co 3d metallic character due to the partially filled t2g manifold. 

 
Figure 5.2.2 (a) Sketch of the self-regulation mechanism involved in the electron compensation upon 

delithiation from LiCoO2 to CoO2. Simulated and experimental lab-based HAXPES Co 2p core-level 

photoemission spectra for (b) LiCoO2 and (c) CoO2. The experimental data are shown as empty circles 

after background subtraction of an iterated Shirley function. The total simulated spectra (black line) 

are normalized and shifted to the experimental Co 2p3/2 peak maximum. The partial spectra refer to 

constrained spectra calculation. In panel (c), the red and blue lines refer to a high-spin solution (U = 

Δ =  .5 eV) a d to the spectrum simulated usi g the  i o 2 cluster model Hamiltonian but removing 

one electron (see the related paper for details).  

This mechanism answers the question that arose in Section 4.3.1.1 about the 

missing signature of oxidized CoIV ions upon deintercalation. As shown in Figure 
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5.2.2(b,c), the satellite peak did not change significantly going from LiCoO2 to CoO2 

because the net electronic state of CoO2 is not the formally expected d5 (t2g5eg0) but d6L-

1 (t2g5eg1L-1), due to a positive-to-negative charge transfer transition induced by 

delithiation. Although the simulations in the paper were carried out without 

employing the cRPA calculations, the same result is obtained also in that case [Figure 

5.2.1(a-d)]. The missing features in the spectra simulation with respect to the 

experimental data are related to non-local (metallic) screening and surface reduction 

as described in Section 4.3.1.1. 

Despite we studied only the end members, the series of Co 2p XPS and HAXPES 

spectra discussed in Section 4.3.1.1 suggests that the self-regulation mechanism is 

playing a role along the whole delithiation process. The progressive increase of hole 

density in the O 2p states, combined with the high cell voltage, eventually reaches an 

upper limit beyond which severe surface degradation is triggered, as observed in the 

O 1s XPS and HAXPES spectra evolution (Section 4.3.1.2).  

The proposed mechanism for LixCoO2 improves the previous description given by 

soft XAS analysis (see Figure 1.4.5 and related discussion) and sets the link between 

experimental spectroscopy and the qualitative description given at both DFT (Figure 

5.1.1 and Figure 1.4.4) and DFT+DMFT levels [Figure 1.4.9(a)]. Noteworthy, a recent 

study based on electron diffraction investigations also reached a similar conclusion, 

although in their case the O 2p – Co 3d charge transfer is even much larger, leading to 

an inversion of t2g and eg occupations that appears unlikely [321]. Although 

conceptually similar, we stress that our conclusions go beyond the “rehybridization” 

mechanism proposed by other groups because it involves a net electron transfer and 

an electronic phase transition from positive to negative charge transfer. Moreover, the 

study allowed to clarify the XPS signatures observed in the Co 2p spectra, which were 

previously analyzed based on qualitative interpretation11. The comparison with 

simulation was crucial to move forward from the classical picture based on the 

Co3+/Co4+ redox reaction.  

 

5.2.2.2 Electron transfer from LiNiO2 to NiO2 

In Section 5.2.1.2, we concluded that the electronic structure of LiNiO2 belongs to 

the negative charge transfer regime. However, the experimental satellite structure of 

the Ni 2p core level spectrum could not be interpreted by our method. Before 

 

11 We highlight that a recently accepted manuscript supported the previous interpretation by the same 

authors of a Co3+/4+ redox below the “intrinsic limit” of 4.2 V vs Li+/Li [322] using the approach 

introduced by Dahéron et al. and commented in Section 4.3.1.1 for the analysis of Co 2p3/2 satellite [108].  
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discussing the charge compensation mechanism for the LixNiO2 system, this aspect 

needs clarification. 

 

5.2.2.2.1 Insights by Ni 1s HAXPES analysis 

To this purpose, we studied the Ni 1s core level spectra, accessible by synchrotron 

HAXPES at 9.5 keV. For such a deep core level, the core-valence multiplet effects are 

negligible, allowing to isolate the charge-transfer processes [323]. As shown in Figure 

5.2.3(a), the Ni 2p3/2 and Ni 1s spectra measured at 9.5 keV for the pristine LiNiO2 are 

very similar, suggesting that the Ni 2p3/2 satellites are also due to ligand-metal charge 

transfer processes. For the deeply delithiated sample [Figure 5.2.3(b)], such 

comparison does not hold due to the SRL formation and the smaller IMFP of the Ni 1s 

core level (2.2 nm) compared to Ni 2p (11.3 nm) photoemission when measured at 9.5 

keV. Indeed, the Ni 1s spectrum shows some similarities to the Ni 2p spectrum 

acquired at 2.3 keV (2.6 nm), at similar probing depth.  

 
Figure 5.2.3 Comparison of Ni 1s (at 9.5 keV) and Ni 2p3/2 (at 2.3 and 9.5 keV) spectra for pristine 

LiNiO2 (top) and deeply deintercalated Li0.01NiO2 (bottom). To allow direct comparison, the spectra 

were normalized and shifted to the peak maximum. For reference, absolute binding energies for the 

Ni 1s and 2p spectra are shown in the bottom and top axes, respectively. 

 

5.2.2.2.2 Accounting for disproportionation in the Ni 2p3/2 HAXPES satellite structure 

Since the Ni 2p3/2 satellite is due to charge transfer processes, which are expected to 

be well interpreted by cluster model theory, a likely reason for the disagreement 

between the experimental and simulated spectra is that the global electronic structure 

cannot be interpreted by a single local electronic environment. Indeed, this 

approximation might not be valid for LiNiO2 according to the literature. In particular, 

we considered the bond- and charge-disproportionation model for the LiNiO2 ground 
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state proposed by Foyevtsova et al. (see Section 1.4.4)  [112]. In their model, the 

electronic structure of LiNiO2 is described as a random distribution of three different 

local electronic structures with the same Ni 3d occupation but different numbers of 

ligand holes [|𝑑8𝑳−𝟐⟩ , |𝑑8𝑳−𝟏⟩, and |𝑑8⟩] and therefore different cluster sizes. Within 

such a model, it becomes clear that more than a single cluster simulation is required to 

fully describe the overall Ni 2p satellite structures. 

 
Figure 5.2.4 (a) Comparison of experimental and simulated Ni 2p3/2 spectra. All spectra were 

normalized to the maximum intensity. A Shirley background subtraction was applied to the 

experimental data. See the text for details on the peak fitting approach. For each simulated total 

spectra, partial contributions for d8 and d9 configurations are shown as dashed and dotted lines, 

respectively. LS = Local screening; NLS = non-local screening. (b) Occupation probabilities for the 

3dn configurations in NiO, LiNiO2, and NiO2 cluster model ground states. The red circles are added 

to indicate the formal occupation.  

In Figure 5.2.4(a), the Ni 2p experimental and simulated spectra for NiO, LiNiO2, 

and NiO2 are compared. The experimental spectra are fitted as described in Section 

3.3.2.2.2 except for NiO2, where the “NiIIsurf” component described in Section 4.3.2.1 

was used to fit the surface contribution. Figure 5.2.4(b) shows the related ground state 

occupation probabilities for the Ni 3d states in NiO, LiNiO2, and NiO2, showing that 

they all have a dominant d8 character. In all three materials the t2g states are completely 

filled and only the occupation of the eg states changes upon delithiation [Figure 

5.2.1(b,c)]. 
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Focusing on the Ni 2p spectrum of LiNiO2, the cluster simulations of NiO, LiNiO2, 

and NiO2 can therefore represent the small, medium, and large clusters with |𝑑8𝑳−𝟐⟩, 

|𝑑8𝑳−𝟏⟩, and |𝑑8⟩ electronic structures for the bond- and charge-disproportionation 

model by Foyevtsova et al.  [112]. In fact, the satellite structure of LiNiO2 is globally 

well described by superposing the Ni 2p cluster simulations for the three cluster 

models. Upon delithiation, the holes are localized on the O 2p ligands, leaving the Ni 

3d states nearly unchanged. In fact, the Ni 2p3/2 spectra of NiO2 show a spectral weight 

transfer to the higher energy satellite peak identified as |𝑑8𝑳𝟐⟩. As for the CoO2 spectra, 

a significant contribution by the SRL is observed between the main line and this 

satellite peak. 

However, the experimental spectra of all three structure present a non-local 

screening (NLS) peak at low energy that is not reproduced in the simulations. This 

calls for further improvement by either multi-cluster simulations or other methods 

(e.g. DMFT) to fully resolve the experimental final states. Experimentally, it can be 

concluded that the spectral weight of the NLS final state decreases upon oxidation. A 

similar trend was observed by Kumara et al. concerning Li-substitution of NiO [324]. 

Both the disproportionation character of LiNiO2 and the influence of NLS indicate the 

need to consider longer-range interactions to improve the theoretical understanding 

of these materials.  

Therefore, the self-regulation mechanism observed to occur from LiCoO2 to CoO2 

system is also verified for the LixNiO2 system, although in this case there is no 

reorganization of the electronic charge in the 3d orbitals. This can be explained by the 

different initial state for the two materials: in LiCoO2, the lowest energy states are of 

t2g character, less hybridized to the O 2p bands; in LiNiO2, the strongly hybridized eg 

orbitals are already partially filled due to the additional electron in the system. The 

same disproportionation nature of LiNiO2 can be fundamentally related to the self-

regulation mechanism since both have the effect of minimizing the hole density 

accumulation in the metal ion. However, the electronic disordered character of LiNiO2 

seems to decrease upon delithiation according to the Ni 2p spectra analysis for NiO2. 

A parallel Raman spectroscopy analysis, given in Annex H, supports this 

interpretation.  

As for the LixCoO2 system, the increase of oxygen hole density explains the surface 

instability at high voltage. Moreover, the significant surface oxygen sub-stoichiometry 

measured in pristine LiNiO2 can be related to its negative charge transfer character, 

leading to overall lower cycling stability and faster degradation (upon cycling within 

the stability limit for LiCoO2).  
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5.2.2.2.3 O 1s HAXPES satellites are due to interatomic plasmonic excitations 

The theoretical investigation allowed to clarify the origin of the O 1s HAXPES 

satellites observed to increase upon delithiation for the LixNiO2 samples (Section 

4.3.2.5). According to the dynamically screened Coulomb interaction calculated by the 

cRPA method, we concluded that the O 1s satellites are related to plasmonic 

excitations. In fact, the divergence of the real part of the U(ω) curve at the plasmon 

frequency ωp is a footprint of plasmonic excitations [325], as observed for LiNiO2 (ωp = 

8.5 eV) and NiO2 (ωp = 8.5 and 11 eV) in Figure 5.2.5(a-c). While a good quantitative 

agreement is obtained for NiO2 even at the DFT level, the same cannot be said for 

LiNiO2, possibly due to the limitations of DFT for describing the electronic structure 

of LiNiO2 (wrong prediction of a metallic state without local disproportionation).  

 
Figure 5.2.5 (a) Zoomed O 1s HAXPES spectra highlighting the high-energy satellites of LiNiO2 and 

Li0.01NiO2 (see Figure 4.3.8 for the full spectra). Dynamically screened Coulomb interaction U(ω) 

calculated by cRPA for (b) LiNiO2 and (c) NiO2 using the d-dp (green) or dp-dp (red) low-energy 

screening models. The zero is set to the main peak of the O 1s spectra. Vertical dotted lines are shown 

to indicate the position of the plasmonic excitations. (d) Schematic representation of the screening 

channels available in the low-energy d-dp and dp-dp models used for the cRPA calculations. An 

approximation of the density of states in NiO2 is used as example. 

To understand the origin of the strong plasmonic excitations in the O 1s HAXPES 

spectrum for NiO2, two screening models were compared. In fact, depending on the 

choice of the low-energy model, electronic transitions constituting screening channels 

to the Coulomb interaction can be switched on or off. Following the nomenclature in 

the field, we refer to d-dp as the model in which only the Ni 3d to Ni 3d transitions are 

excluded within the dp window, while the dp-dp model is defined by excluding all 

reciprocal Ni 3d and O 2p transitions [Figure 5.2.5(d)]. Therefore, the main difference 

between the two models is that the latter does exclude O 2p to Ni 3d transitions. Since 

no divergence was found in the dp-dp model, the plasmons are related to p-to-d (i.e. 
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charge transfer) transitions, indicating an increase of such screening channels going 

from LiNiO2 to NiO2, in agreement with the results from the Ni 2p analysis. Further 

investigation on the nature of these oscillations is expected to shed more light on the 

Li+ diffusion mechanism and the structural evolution of the layered host. 

 

5.2.2.2.4 Summary 

The theoretical photoemission study allowed to resolve the Ni 2p and O 1s HAXPES 

satellite structures of LiNiO2 and delithiated LixNiO2 with high accuracy. Both features 

are related to the O 2p - Ni 3d interaction, which is enhanced upon delithiation and 

acquires non-local character as revealed by the plasmonic nature of O 1s satellites. 

As for LiCoO2, understanding the photoemission spectra required departing from 

the conventional interpretation based on Ni3+/Ni4+ redox. In fact, the study of the core-

level spectroscopy satellite peaks highlighted the negative charge transfer character of 

both LiNiO2 and NiO2. This conclusion goes along recent experimental (XAS [148,149] 

and RIXS [137]) and theoretical (DFT+U [112] and DMFT [148]) studies. Moreover, we 

gave the first photoemission spectroscopy insight on the bond- and charge-

disproportionation proposed by Foyevtsova et al., so far supported by diffraction 

experiments [112], and suggest that this characteristic fades upon deintercalation.  

Since the theoretical analysis of the Ni 2p HAXPES satellite structure was strongly 

dependent on various experimental findings as described above and further in 

Section 4.3.2 (Ni 2p and O 1s peak fitting and quantification, Ni 1s analysis), the 

results presented here constitute part of a publication that is under submission at the 

time this paragraph was written (January 2024, see Annex I, paper 4). 

 

5.3 Chapter summary 

In this chapter, we presented our theoretical approach for studying the bulk-related 

signatures of HAXPES spectra to access the bulk electronic structure of model layered 

transition metal oxides. This combinative method is based on (1) examination of the 

experimental spectra by non-destructive depth profiling (Chapter 4) and (2) 

subsequent cluster model theory calculations. The determination of model parameters 

related to transition metal 3d correlations and p-d charge transfer was essential for this 

task. The application of ab initio interaction parameters from cRPA was assessed as an 

alternative method to overcome the limits of the classical semi-empirical method. 

The results brought new contributions to the long-standing question of the 

fundamental redox compensation mechanism of LixCoO2 and LixNiO2. For both 
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systems, we identified a mechanism that explains the experimental spectroscopy 

evidence and attributes a dominant role to metal-oxygen interactions driven by the 

reduction of local hole charge accumulation on the transition metal 3d orbitals. 

However, the electronic structure changes are different in the two systems due to the 

different “starting point” for the delithiation process, considering that the ligand-metal 

charge transfer involves the eg states predominantly. 

In fact, LiCoO2 is an intermediate insulator with filled t2g6 and an overall empty eg 

orbitals (just partially occupied by hybridization with O 2p). Upon delithiation, the 

electronic structure evolves towards a metal due to electron withdrawing from t2g, 

compensated by electron transfer towards the eg states. For LiNiO2 the electronic 

structure is already in the negative charge transfer regime with the higher energy eg 

states half-filled. Therefore, electron withdrawing from these states is directly 

compensated by O 2p charge transfer and the hole distribution is carried out by the 

strongly mixed eg-O 2p bands.  

Although finding agreement with experimental and theoretical results, including 

most recent findings in the literature, these conclusions dispute the conventional 

picture based on cationic redox and eventually anionic redox at end of charge, 

highlighting the strong interactions between cation and anions. Moreover, our study 

suggests that the mere presence of oxygen holes in the layered oxide does not represent 

an intrinsic limit for application, as proposed in the literature (Figure 1.4.6 and related 

discussion): otherwise, LiNiO2 should not work at all as a Li-ion positive electrode 

material. Instead, the surface instability and related loss of electrochemical 

performance seems to be ruled not only by the presence of O holes but also by the cell 

potential and the structure of the SRL.  

The cluster model calculations developed in this thesis have shown some limitation 

related to: 

1. Only the end members could be studied, leaving open the question of 

linking crystal phase transitions with the observed electronic behavior. For 

example, concerning LixCoO2, the positioning of the positive-negative 

charge transfer transition along the deintercalation level can shed further 

insights on its actual bulk stability limits.  

2. The contribution from long-range interactions (metallic screening and NLS 

effects) are missed in the simulation but clearly present in the experiment. 

In the case of LixNiO2, the NLS spectral weight clearly decreases, suggesting 

a relevant role of non-local charge transfer upon delithiation. More 

generally, as we argued above, the larger differences observed between the 

two systems involve non-local interactions which shall therefore be 

introduced for a better understanding.  
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3. Third, the proposed presence of disproportionation in LiNiO2 cannot be 

confirmed within single cluster model calculations.  

All the above issues can be improved by developing multi-cluster or extended 

model simulations [324,326–329]. Despite being already presented since a long time 

for simpler cases, their actual implementation in the context of this thesis e.g. involving 

DFT tight binding models for edge-sharing MO6 octahedra organized in layered 

structures is still a challenge. Concerning the metallic and NLS screening in particular, 

DFT+DMFT simulations of core-level photoemission spectra are considered a valuable 

improvement  [323,330–332].  

In this chapter, most of the discussion was based on M 2p simulations. However, 

we expect that the O 1s HAXPES spectra could also be investigated by this method. In 

fact, both the binding energy simulations by DFT (Section 4.3.1.3) and the study of O 

1s satellites by cRPA (Section 5.2.2.2.3) gave important contributions to our study. 

However, O 1s HAXPES simulation by cluster model theory is non-trivial as both the 

O 1s core hole potential and the O 2p correlations need to be carefully examined. In 

fact, only a few examples of similar calculations were found in the literature for 

simplified systems (either XAS simulations -- no oxygen correlations -- or no 3d 

transition metal as central ion) [333,334]. In principle, this problem could be treated by 

departing from the configuration interaction model and adopting a dp-dp-like model 

as described within cRPA theory in Section 5.2.2.2.3. Noteworthy, the introduction of 

oxygen self-interaction seemed to improve the theoretical description of NiO at the 

DFT+DMFT level [335]. Therefore, we consider the examination of O 1s HAXPES by 

theoretical methods as a promising route. 

At the level of the materials, we recall that our conclusions are for model materials 

with a single transition metal. However, the most technologically and commercially 

relevant materials are NMC solid solutions, in which Ni, Co, and Mn are disordered 

in each MO2 layer. Therefore, understanding the electronic behavior of these materials 

requires adding this additional dimension of complexity. On the one hand, the non-

local interactions seen in LiCoO2 and LiNiO2 are strongly perturbed; on the other hand, 

new ones are potentially added, related to the topological distribution of each 

transition metal. From the perspective of cluster model theory, a first approximation 

would be to consider each MO6 entity separately, similar to what was done for LiNiO2 

disproportionation. However, this does not provide access to global information on 

the evolution of the electronic structure of the system since the mutual interaction 

between each transition metal bridged by the O 2p orbitals is missing. Indeed, 

considering the self-regulation mechanism, we speculate that the compensation 

mechanism is similarly based on charge transfer by the oxygen ion network. Clearly, 

the technical advances proposed above are partly necessary to be able to approach this 

problem. 
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General conclusions 

Given the ongoing debate regarding the nature of the charge compensation 

mechanism in classic and Li-rich layered oxides based electrodes, the role of transition 

metals and oxygen in the redox process is yet to be clarified and resolved. In this thesis, 

we focused on two main questions: (1) what is the contribution of transition metals 

and oxygen to the charge compensation mechanism considering the strong M 3d-O 2p 

covalency and M 3d correlations of LiMO2 (M = Ni, Co, Mn)? (2) can we distinguish  

surface and bulk electronic structures given the formation and evolution upon battery 

cycling of the positive solid electrode-electrolyte interphase (pSEI) and surface 

reduced layer (SRL)? Throughout this thesis, we addressed these questions and 

provided methodological approaches to answer them.  

Core-level spectroscopies are amongst the most effective techniques for this 

challenge but quantitative analysis and coupling with electronic structure simulations 

are required for an accurate interpretation of the experimental spectra. In this 

framework, we have developed a methodology based on soft and hard X-ray 

photoelectron spectroscopy (XPS, HAXPES) to perform qualitative and quantitative 

depth analysis in combination with a suite of computational techniques (DFT, Wannier 

functions, CMT, cRPA).  

We based our study on LiCoO2 thin films and LiNiO2 and Li2MnO3 powder 

electrodes, chosen as model systems for the family of NMC materials. The advantages 

and limits of quantitative lab-based XPS/HAXPES and empirical peak fitting analysis 

of transition metal and oxygen core-level spectra were first established using the 

pristine electrode materials. The link between surface transition metal reduction and 

deviation from ideal stoichiometry (surface deoxygenation) was evinced from M 2p 

and O 1s spectra analysis. These insights formed the basis for studying the materials 

cycled at different states of charge and characterizing their surface degradation 

distinguished into pSEI (1-2 nm),  SRL (2-10 nm), and bulk (probed down to 15-20 nm 

with lab-based HAXPES). The three materials displayed different behaviors consistent 

with their electrochemical stability limit. For the pSEI, the use of a co-localized XPS 

and HAXPES enabled surface contributions to be better discriminated in terms of 

thickness and chemical composition.  

However, the SRL formation and evolution was considered more relevant 

concerning battery performance stability. Upon cycling, we observed changes in M 2p 

and O 1s spectra related to degradation processes. For the M 2p spectra, the surface 

reduction was identified in changes of the satellite peaks based on reference spectra. 

This was related to the apparition of a peak in the O 1s spectra shifted at ~1 eV to the 

high- binding energies side of the main peak related to bulk lattice oxygen atoms. The 

peak fitting interpretation was supported by quantitative analysis that showed a 
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decrease in the O/M atomic ratio. The comparison of XPS and HAXPES results allowed 

localizing these processes at the extreme surface and so to identify the signatures of 

different surface and bulk electronic states. However, the voltage dependence of these 

surface chemical changes differ for each material: in Li2MnO3, surface degradation 

dominates since the first charge; in LiCoO2, the SRL growth accelerates when 

deintercalating more than 0.5 atoms of Li per unit formula; in LiNiO2, we observed a 

small voltage dependence, but the surface is already altered at the pristine state in 

contrast to the other two materials. Moreover, we highlighted the advantage of 

combining lab-based HAXPES quantification with the higher sensitivity to bulk 

spectral features of synchrotron-based HAXPES characterization. This allowed 

resolving the depth distribution of Ni and O electronic states in cycled LixNiO2 by 

photoemission spectroscopy for the first time. From a methodological point of view, 

we also addressed the question of synchrotron radiation beam damage and remarked 

on the significant advantage of carrying out lab-based HAXPES analysis before the 

synchrotron campaign.  

Subsequently, we studied the bulk electronic structures of LiMO2 and MO2 (M=Ni, 

Co) by simulating the M 2p core level HAXPES spectra compared to the experimental 

signatures related to the bulk material. The determination of transition metal 3d 

coulombic interaction (U) and p-d charge transfer energy (Δ) was approached both 

experimentally (fitting the simulation to the experiment) and theoretically (results 

from the cRPA method). Generally, we observed a tendency of decreasing Δ toward 

the negative charge transfer regime with increasing formal transition metal valence. 

By studying the changes in the local electronic structure upon delithiation, we 

highlighted the dominant role of metal-oxygen interactions driven by the 

minimization of local hole charge accumulation on the transition metal 3d orbitals 

(self-regulation mechanism), explaining (part of) the subtle changes in the Ni 2p and 

Co 2p HAXPES spectra.  

With our understanding of the surface stability issues and bulk electron 

compensation mechanism studied in this thesis, we can draw some perspectives on 

the candidates for next-generation positive electrode materials. Rather than referring 

to cationic and/or anionic redox, our study focused on the metal-oxygen interaction 

and showed that the electron removal mainly affects the occupation of the O 2p states. 

Also, the high-voltage-driven degradation caused by oxidized surface oxygen ions 

was noticed by comparing the behavior of the unstable Li2MnO3 to the more stable 

LiNiO2 (with LiCoO2 falling in between considering the whole deintercalation line). In 

this perspective, designing materials that exploit the self-regulation mechanism seems 

a promising direction for developing next-generation materials. 

Nowadays, many efforts focus on high-voltage anionic redox based on electron-hole 

localization, as in Li-rich Mn-rich NMC, disordered rocksalt oxides, and 

oxyfluorides [8,44,57,142,336,337]. Among other issues, transition metal dislocation 



General conclusions  145 

 

   

and phase degradation drastically affect their performance upon cycling due to cycle 

hysteresis, voltage fade, and capacity loss. Favoring the self-regulation mechanism 

through substitution anions (e.g. oxygen to other chalcogens) and cations (e.g. 3d to 

4d) that strengthen mutual interactions and hole delocalization seems more appealing 

for stable, larger capacities. Interestingly, this approach has been recently proposed in 

the literature highlighting the compromise to undertake due to a lower average 

voltage of the as-substituted electrodes [338–342]. Studying these new candidate 

materials based on the results and methods described in this thesis seems therefore a 

promising direction.  

In fact, this study established a method for studying the depth-dependent changes 

in the electronic structure of functional materials in the field of Li-ion batteries. We 

note that the approach can be extended not only to NMC and next-generation 

electrode materials but also to a broader range of applications within and beyond the 

energy storage sector. Meanwhile, there are various experimental and theoretical 

challenges to face for a better understanding of the electronic structure of layered 

transition metal oxides. Although we characterized the evolution of surface chemical 

structure upon cycling, the impact of cell opening and exposure of cycled surface to 

different environments is yet to be clarified. Coupling our quantitative XPS/HAXPES 

characterization with in-situ/operando conditions to clarify surface degradation 

mechanisms and to study the dynamics of the redox process is clearly an upcoming 

challenge. We also identified the main limitations of the theoretical method. Two main 

aspects need further improvement: (1) access to partial lithiation states and (2) 

inclusion of longer-range interactions that expand the single-cluster model. In 

addition, we note that so far we have addressed only the bulk electronic structure 

through simulations; surface structures should also be considered for a complete joint 

experimental and theoretical depth-dependent study. 
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A. X-ray photoelectron spectroscopy 

A.1. Introduction 

Based on the photoelectron effect discovered in 1905 by A. Einstein, the X-ray 

photoelectron spectroscopy (XPS) was developed in the ‘50s by Siegbahn group as 

characterization method of surface chemical species. Nowadays, the application of this 

technique spans a broad range of scientific fields that can be divided into two 

categories. One the one hand, XPS is a widely employed technique for the 

characterization of surface chemistries of all classes of materials, from metals to 

organic samples. On the other, XPS can serve as probing tool for the electronic 

structure of materials. In this case, the focus of the technique is on the response of the 

electronic structure to the photoemission process itself, which can be used to infer on 

the microscopic nature of the material. Because of such variety of applications, the XPS 

technique is also referred to as electron spectroscopy for chemical analysis (ESCA) or 

photoemission spectroscopy (PES) in different communities. In this section, we shortly 

review the basic aspects of the technique. A more complete overview of XPS (and 

HAXPES) can be found in ref. [213,217].  

 

A.2. Introduction Basic principles 

The basic principle behind the XPS technique is the photoemission process: the 

ejection of an electron from a sample, whether solid, liquid or gas, by the annihilation 

of a photon with energy hν. The process occurs if the energy of the incident photon is 

greater than the energy that binds the electron to the system. In a typical XPS 

experiment, schematized in Figure A.2.1(a), a monochromatic X-ray beam excites the 

sample and the emitted electrons are counted as a function of their kinetic energy 𝐸𝐾, 

given by the following equation: 

 𝐸𝐾 = ℎ𝜐 − 𝐸𝐵 − 𝜙𝑠𝑎𝑚𝑝𝑙𝑒  Equation A.2.1 

Where 𝜙𝑠𝑎𝑚𝑝𝑙𝑒 is the work function of the sample and 𝐸𝐵 the binding energy [Figure 

A.2.1(b)]. For a conducting sample in electronic contact with the electron detector, 

𝜙𝑠𝑎𝑚𝑝𝑙𝑒 = 𝜙𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟, which is a value given by the manufacturer; for insulators the 

absolute value in energy is obtained by correction of the measured energy by a 

reference value. Thus, Equation A.2.1 can be used to obtain the binding energy 𝐸𝐵, 

which contains information about the chemical nature of the atoms from which the 

photoelectron was ejected. In fact, all core-levels of each element in the periodic table 

starting from lithium are distinguishable by means of their electrons’ binding energy. 
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Beyond the atomic orbital characteristics, the binding energy is influenced by the 

chemical environment, which gives a so-called chemical shift. Therefore, it is possible 

to distinguish atoms in different oxidation states and their involvement in different 

chemical bounds.  

 

Figure A.2.1 Fundamentals of an XPS experiments. (a) Schematics of the experiment. They orange 

area represents the X-ray penetration depth, generally much larger than the escape depth of 

photoelectrons, represented by the grey area. (b) Energy schema of the fundamental law of XPS. 

The probability of a photoemission process depends on the probability of collision 

between the incident photon and the core or valence state, characterized by a set of 

quantum numbers (|𝑛, 𝑙, 𝑗⟩). Without going into detail, it is important to note that this 

probability decreases with increasing hν. Hence, while gaining access to deeper core 

levels would require high photon energies belonging in the hard X-ray regime (hν > 2 

keV), the decrease of the photoionization cross-section prevents the effective 

measurement of photoemitted electrons. As a compromise, nowadays most laboratory 

instruments use X-ray tubes based on Al Kα (1.486 keV) and Mg Kα (1.253 keV) X-ray 

emission.  

In a photoemission experiment, after the photoexcitation the electron needs to move 

through the sample and reach the detector to be measured. In fact, the full process is 

generally described using a three-step model, shown in Figure A.2.2, of which the 

photoexcitation represents the initial one.  
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Figure A.2.2 The three-step model, adapted from ref. [217]. Ef and Ei are initial and final state 

energies. 

While the penetration of matter by X-rays is in the order of few micrometers or 

greater, depending on hν and the material itself, electrons strongly interact with 

matter. Therefore, even if photoexcitation can occur at large depths, only the electrons 

excited from the first few nanometers can reach the sample surface. This phenomenon 

is at the basis of the success of XPS as surface-sensitive technique. Considering a 

homogeneous solid with flat surface as model system, the attenuation of the detected 

photoelectron intensity 𝐼 follows an exponential decay as a function of the depth 𝑧 and 

the angle 𝜃 with respect to the surface: 

 
𝐼(𝑧) = 𝐼(0)𝑒(

−𝑧
𝜆 sin𝜃⁄ )𝑑𝑧 

 

Equation A.2.2 

Where 𝜆 is the inelastic mean free path (IMFP), formally defined as the distance an 

electron beam can travel before its intensity is damped by e-1 or equivalently 

representing the distance an electron can travel between two consecutives collisions. 

Consequently, the 99.7 % of the total intensity comes from a herein defined sampling 

depth 𝑆𝐷: 

 
𝑆𝐷 = 3 𝜆 sin 𝜗 Equation A.2.3 

The IMFP is an intrinsic property of each material whose accurate determination 

requires to know the scattering channels that can damp the electron travel towards the 

surface. The group of S. Tougaard developed tools for such calculation that rely on 

supporting Reflection Electron Energy Loss Spectroscopy (REELS) characterization 

but are practically available only for model systems [294]. However, it has been found 

that the IMFP of most materials follow the same tendency with respect to the kinetic 

energy of the travelling electron, which allowed defining the TPP2M relation by 

Tanuma, Powell, and Penn [343–345]:  
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𝜆 =  

𝐸𝐾

𝐸𝑝2 (𝛽 ln(𝛾𝐸𝐾) −
𝐶
𝐸𝐾
+
𝐷
𝐸𝐾
2)

 
Equation A.2.4 

Where 𝐸𝑝 is the free electron plasmon energy and β, γ, C, D are parameters 

empirically related to the bulk density, the number of valence electron per unit 

formula, the molecular weight, and the band gap of the investigated material, which 

are all quantities easily obtainable to some degree of accuracy.  

The intensity 𝐼 in Equation A.2.2 is due to photoelectrons that did not incur into 

inelastic collisions hence kinetic energy loss. For all other photoelectrons, their kinetic 

energy will be lowered by a certain amount, which appears as an apparent higher 

binding energy following Equation A.2.1. The intensity collected from these 

inelastically scattered photoelectrons is modeled as a background contribution in XPS 

analysis, which focuses on the analysis of the elastic peaks instead.  

Regarding the last step of the photoemission process as schematized in the three-

step model, i.e. the electron ejection from the surface to vacuum, we simply note that 

the electron position and momentum can be used to perform spatially-resolved X-ray 

photoemission microscopy (XPEEM) and angle-resolved photoemission spectroscopy 

(ARPES, k-PEEM), that allows to measure the band dispersion of a solid. However, the 

successful application of these techniques has strict requirements, for example on 

sample flatness, which are not typically met by battery materials [346].  

Overall, it is important to note that XPS experiments involve an ionization process, 

meaning that a core hole (assuming photoemission from a core level) is created. By 

applying the energy conservation principle to the photoemission process: 

 ℎ𝜈 + 𝐸𝑖[𝑁] =  𝐸𝐾 + 𝐸𝑓[𝑁 − 1] Equation A.2.5 

Where 𝐸𝑖[𝑁] and 𝐸𝑓[𝑁 − 1] are the total energy of the system at initial and final state 

with N and N-1 electrons, respectively. Combining equations Equation A.2.1 and 

Equation A.2.5, the fundamental definition of binding energy emerges as:  

 𝐸𝐵 = 𝐸𝑓[𝑁 − 1] − 𝐸𝑖[𝑁] − 𝜙 Equation A.2.6 

 

A.3. Core-level spectra analysis by peak fitting 

The XPS spectra consist of the photoelectron intensity measured as a function of the 

binding energy. It can be distinguished into two regions: the valence band and the 

core-levels. While the former tends to have a band-like character and is typically 
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approximated by the density of states obtained by electronic structure calculations, 

core level spectra have an atomic-like character, although they still reflect the nature 

of the electronic structure because of its role in screening the core hole. In this section, 

the analysis of core-level spectra is shortly reviewed, from theoretical to practical 

aspects. 

 

A.3.1. Chemical shifts: qualitative analysis of surface 

chemistry  

The main information of a core-level peak is its binding energy position, which is 

influenced by the above-mentioned chemical shift. This concept is strongly linked to 

the effective screening of the nuclear charge by the other electrons in the atom as well 

as its surrounding chemical environment. The latter can be explained by considering 

the case of a bond between two atoms with different electronegativity: the electron 

density is shifted towards the most electronegative one.  

In principle, extracting an electron from an electron-depleted environment requires 

more energy, as the photo-excited electron is more strongly bound to its nucleus: 

consequently, its binding energy will be higher than an equivalent atom with a more 

electron-rich environment. Such chemical shifts are often discussed on this qualitative 

basis and with supporting reference material that can be found in dedicated databases 

and previous publications. For example, Figure A.3.1 shows the typical binding 

energy range of different chemical species as measured in the O 1s spectra.  

 

Figure A.3.1 General binding energy scale of O 1s peak. Adapted from Ref. [249].  

It must be noted that the absolute value of binding energy assigned to the same 

formal chemical specie can significantly vary in the literature for battery-related 

materials, as shown in the example of Figure A.3.2. In fact, the substrate and 

measurement conditions can significantly influence on the measured binding energy 

for surface species. This is a consequence of the large heterogeneities present in the 

SEI, which can present differential charging effects that shift components with 
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different conductivities with respect to each other. For this reason, it is often more 

insightful to consider binding energy differences between different core levels.  

 

Figure A.3.2 Literature review of reported binding energy values for Li salts relevant in Li-ion battery 

application. Binding energy range of (a) F 1s and (b) Li 1s peaks. (c) Comparing Li 1s and F 1s binding 

energies for several LiF-containing electrode samples reveal that, while binding energy shift may be 

significant, the difference remains overall constant. Reprinted from Ref. [347]. 

 

A.3.2. XPS quantification 

Studying the core-level spectra intensities allows to quantify the relative 

concentration of surface species in a sample. In general, the XPS intensity 𝐼 for a 

measured core-level peak is given by: 

 𝐼 = 𝑁 𝐹 𝜎 𝜑 𝑇 𝜆 = 𝑅𝑆𝐹 ∙ 𝑁 Equation A.3.1 

where: 

• 𝑁 is the concentration of the chemical specie (at/cm3) 

• 𝐹 is the X-ray flux (photon/cm2) 

• 𝜎 is the partial photo-ionization cross section 

• 𝜑 is the angular distribution 

• 𝑇 is the efficiency detection of the spectrometer i.e. the transmission function 

• 𝜆 is the inelastic mean free path  

Overall, all instrumental and intrinsic properties enter into the Relative Sensitivity 

Factor (RSF). Knowing these parameters allows one to estimate the relative atomic 

concentration of a given atomic specie X as: 
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𝑛𝑋 =

𝐼𝑋
𝑅𝑆𝐹𝑋
⁄

∑ 𝐼𝑖
𝑅𝑆𝐹𝑖
⁄𝑖

 Equation A.3.2 

A.3.3. Data treatment 

In general, the measured core-level spectra might contain more than one 

contribution from different chemical specimens, which need to be distinguished for 

both qualitative and quantitative analysis. This is routinely performed by the peak 

fitting method presented below, which aims to extract the main physical information 

i.e. the binding energy position, peak width, and the intensity for each chemical 

component.  

A peak fitting model is defined in terms of component peaks, each characterized by 

a certain position, full width at half maximum (FWHM), lineshape, and intensity, and 

a background function. The sum of these constituents gives the data envelope, which 

is optimized to reproduce the experimental spectra by modifying the adjustable 

parameters of peak components using a mathematical algorithm based on e.g. the 

minimization of the square residuals. 

 

A.3.3.1. Background subtraction 

To extract the elastic contribution from a core-level spectrum, it is first necessary to 

subtract the intensity due to inelastic losses by defining a background function. There 

are three commonly adopted backgrounds: linear, Shirley [348], and Tougaard [349].  

• Shirley is the most general choice as it well describes the typical “step” in the 

background intensity following an elastic peak. In fact, its mathematical 

derivation is based on the assumption that the change in background intensity 

is proportional to the peak intensity above the background. 

• Tougaard’s background has instead a physical basis as it is calculated from the 

inelastic scattering cross section, which can be the universal’s one or, if proper 

parameters are found, be finely tuned for each material. Although appealing, 

its dependence on materials-dependent parameters and requirement of a large 

energy range (more than 30 eV) in the background at lower kinetic energy to 

the peak makes it hardly employable for unknown heterogeneous samples as 

in the case of battery materials. Note that, beyond imposing constrains on data 

acquisition, it cannot be used in case of overlapping peaks within this range.  

• The linear background is generally employed for symmetric peaks with similar 

intensity for the lower and upper continuous inelastic background. It is also 

used when the background function mentioned before does not work for 

complex spectrum feature.  
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A.3.3.2. Resolving spectral components  

Once defined the region of interest and its background subtraction, the spectrum is 

analyzed by defining the number and properties of components constituting it. Each 

component is characterized by a position, linewidth, lineshape and area.  

The binding energy measured for a certain specimen is subjected to intrinsic and 

instrumental broadening that define the overall linewidth of the peak, typically 

expressed as FWHM. The intrinsic broadening is linked to the core-hole lifetime 𝜏 via 

the Heisenberg’s principle (∆𝐸𝐿 =
ℏ
𝜏⁄ ) leading to a Lorentzian distribution function in 

absence of any instrumental broadening. Instrumental factors lead instead to a 

Gaussian contribution, which is in principle convoluted to the Lorentzian distribution 

giving the Voigt lineshape. 

For practical reasons, the convolution is approximated by either a sum or product 

of Gaussian and Lorentzian contribution, leading to the most commonly adopted 

pseudo-Voigt line shapes. Therefore, the choice reduces to define the relative amount 

of Gaussian or Lorentzian contribution in the pseudo-Voigt function, which modifies 

the peak tails. While these are symmetric functions by definition, in certain cases (e.g. 

metals) asymmetric line shapes are best suited to describe the core-level spectra. In 

light of the large number of parameters that enter into the minimization algorithm, fit 

constraints become increasingly relevant for complex spectra. By making use of 

database and references, the binding energy range of a certain specimen can be 

generally defined; it is also possible to constrain the position of a peak to be at certain 

distance from another, as in the case of two spin-orbit components. Similar 

considerations apply for the FWHM and areas.  

In practical routine, the peak fitting is performed iteratively by progressively 

releasing the starting constraints. However, it should be highlighted that the algorithm 

does not consider physical or chemical meaningfulness of the fit, which is given by 

proper selection of number of the parameters to be used for the peak fitting. This 

includes the number of components, the line shape, the background region and shape, 

and the parameter constrains (e.g. the binding energy range for a given component). 

Overall, XPS peak fitting is a challenging practice, which requires certain experience 

by the user and can even be disfavored over a more qualitative and general description 

of the spectral shape, which can already give valuable insight (i.e. sometimes “the best 
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fit is no-fit”12). In fact, nowadays the XPS data analysis represents a crucial issue for 

the photoelectron community: according to expert’s opinions, the spreading of 

accessible XPS equipment and user-friendly software led to proliferation of erroneous 

and faulty data analysis in the literature [350,351].   

The core-level spectra analysis of 3d transition metal systems falls into this category. 

For these materials, more than one peak is measured for the same chemical specimen, 

leading to non-trivial line shapes that requires fundamental understanding of the 

photoemission process. This is treated in Chapter 3 as a core theme of this thesis. 

Unfortunately, it needs to be pointed out that such considerations are not always taken 

into account in the literature, leading to an increasing list of publications where the 

nature of the transition metal ions in the sample (in most cases, the oxidation state) is 

wrongly extracted by chemical shifts considerations [189,271,295–301,352–354].  

 

A.4. Theory of photoemission spectroscopy 

A.4.1. The  ermi’s Golde  Rule  

From the conceptual division established in the three-step model concerning non-

interacting core-hole creation, electron travelling, and electron ejection, the 

photoelectron process can be approached by distinguishing three subsystems:  

• The core-electron system |𝜓𝑐⟩ of energy 휀𝑐; 

• The photoelectron system |𝜓𝑛𝒌⟩ of energy 휀𝑛𝒌, n and k being Bloch and plane-

wave indexes inside and outside the system, respectively; 

• The low-energy (valence) electron system, involving the TM 3d (and possibly 

the O 2p) electrons.  

The first step involves a creation of a core hole, defined as the absence of an electron 

in a core level. A core hole created by XAS or by XPS experiments lives for about 1 fs 

before it decays via radiative or non-radiative decay channels. 

Within this framework, the core-hole creation probability (𝑤) can be described by 

means of the Fermi’s Golden Rule:  

 
 𝑤 ∝

2𝜋

ℏ
|⟨Ψ𝑓|𝒑 ∙ 𝒆|Ψ𝑖⟩|

2
𝛿(𝐸𝑓 − 𝐸𝑖 − ℏ𝜔)  Equation A.4.1 

 

12 Anass Benayad is acknowledged for this mantra.  



158  Annex A 

 

Where the dipole approximation was assumed for the transition operator (𝒑 ∙ 𝒆) and 

Ψ𝑓 and Ψ𝑖 are the initial and final many-body states with energies 𝐸𝑓 and 𝐸𝑖, 

respectively.  

Following the three-step model, one can separate the core electron as single electron 

wavefunction (𝜓𝑐 → 𝜓𝑖,𝑘) from the remaining system in the initial state:  

 Ψ𝑖(𝑁) = 𝜓𝑖,𝑘Ψ𝑖,𝑅
𝑘 (𝑁 − 1)   Equation A.4.2 

and similarly for the final state (𝜓𝑛𝑘 → 𝜓𝑓,𝑘): 

 Ψ𝑓(𝑁) = 𝜓𝑓,𝑘Ψ𝑓,𝑅
𝑘 (𝑁 − 1)     Equation A.4.3 

Substituting these expressions in Equation A.4.1 gives: 

 ⟨Ψ𝑓|𝒑 ∙ 𝒆|Ψ𝑖⟩ =  ⟨𝜓𝑓,𝑘|𝒑 ∙ 𝒆|𝜓𝑖,𝑘⟩  

×  ⟨Ψ𝑓,𝑅
𝑘 (𝑁 − 1)|Ψ𝑖,𝑅

𝑘 (𝑁 − 1)⟩ 
Equation A.4.4 

Hence, the photoemission intensity depends on the overlap integral between (N-1) 

initial and final states as well as single-electron matrix elements. Of particular concern 

is the latter moiety because of its many-electron nature. In fact, all possible final states 

are taken into account in the total photoemission intensity, leading to the following 

expression:  

  𝐼 ∝ ∑|⟨𝜓𝑓,𝑘|𝒑 ∙ 𝒆|𝜓𝑖,𝑘⟩|
2
∑|𝑐𝑠,𝑖|

2

𝑠𝑓,𝑖,𝑘

×  𝛿(𝐸𝑓,𝑘𝑖𝑛 − 𝐸𝑠(𝑁 − 1) − 𝐸i(𝑁) − ℏ𝜔)  

Equation A.4.5 

where 𝑐𝑠 = ⟨Ψ𝑠,𝑅
𝑘 (𝑁 − 1)|Ψ𝑖,𝑅

𝑘 (𝑁 − 1)⟩ is the probability that removing an electron from 

Ψ𝑖,𝑅
𝑘 (𝑁 − 1) leads to the s-th excited state Ψ𝑠,𝑅

𝑘 (𝑁 − 1) and the Dirac delta function 

expresses the definition of binding energy. Considering the ground state energy 

(𝐸i(𝑁) = 𝐸0): 

  𝐴(𝜔) =∑|𝑐𝑠|
2𝛿(𝐸𝑓,𝑘𝑖𝑛 − 𝐸𝑠(𝑁 − 1) − 𝐸0 − ℏ𝜔)

𝑠

   Equation A.4.6 

is the spectral function, with s the index running over the possible (N-1) excited states 

obtained by the ejected photoelectron.  

In the case of weak correlations, all s-th states beyond the lowest one 

(conventionally, s = 0) are negligible and the overlap between final and initial ground 

state is significant, i.e. 𝑐𝑠=0 ≈ 1. This leads to a single sharp line in the photoemission 

spectra, corresponding to the conceptual framework upon which are developed the 
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analytical methods presented in Section A.3. This condition corresponds to a common 

assumption called frozen-orbital or Koopmans’ approximation.  

In case of transition metal core level spectra, such approximation does not hold since 

the spectra is composed by various lines which in principle correspond to different s-

th excited states. The electronic correlations leading to different final states in the XPS 

spectra can be distinguished into intra-atomic and inter-atomic effects, summarized 

below. 

 

A.4.2. Intra-atomic effects 

The photo-induced core-hole should not be interpreted only as a punctual positive 

charge created in the atom: it retains the character of the core level from which the 

photoelectron was excited. Therefore, atomic physics is the first level of theory to be 

introduced to interpret this process. In particular, the N-electrons atomic Hamiltonian 

contains two terms that can play a major role in the photoemission spectra: the 

electron-electron interactions and the spin-orbit coupling:  

 
 𝐻𝐴𝑇𝑂𝑀 =∑

𝒑𝑖
2

2𝑚
𝑁

+∑
−𝑍𝑒2

𝒓𝑖
𝑁

+∑
𝑒2

𝒓𝑖𝑗
𝑖,𝑗

+∑휁𝑖  𝒍𝑖 ∙ 𝒔𝑖
𝑖

  Equation A.4.7 

with p the electron momenta, m the electron mass, e the electron charge, r its position, 

l and s the angular and spin momenta, respectively, and 휁 the spin-orbit coupling 

energy.  

 

A.4.2.1. Spin-orbit coupling 

The spin-orbit coupling terms becomes relevant only for electrons for which the 

orbital angular momenta is non-zero (𝐿 ≠ 0), which includes all photoelectrons 

emitted except from s shells. Because of the broken degeneracy of the total angular 

momenta 𝐽 = |𝐿 ±
1

2
|, a doublet is observed in XPS experiments with energy separation 

that depends on 휁, increasing with Z and for deeper core levels. The intensity ratio 

follows the degeneracy of each spin-orbit peak, given by all possible states ranging 

from –j, -j+1,…, j.    

For 3d transition metals, the 2p core-levels split into 2p3/2 and 2p1/2 (where the value 

of J is given in pedix) with a separation in the order of 10 eV and theoretical intensity 



160  Annex A 

 

ratio of 2:1. The spin-orbit splitting for 3p and 3d electrons is instead so small that the 

two components are convoluted in each other.  

 

A.4.2.2. Exchange splitting 

The other term of 𝐻𝐴𝑇𝑂𝑀 that can impact on the shape of the photoelectron spectra 

is the electron-electron interactions, which are of Coulomb and exchange type. The 

unfilled core-shell of the final state can interact with the partially filled 3d shell, leading 

to many microstates as the electrons can be differently arranged in core and valence 

shells. Because electron-electron interactions are not negligible in 3d transition metals, 

the presence of such multitude of microstates called multiplets can lead to non-trivial 

spectral shapes.  

A particular core-valence interaction is the so-called exchange splitting, which is 

well-known for 3s core levels of 3d transition metals. When an electron is emitted from 

a 3s core-level, it leaves a core level with either a spin-up or spin-down electron, which 

interacts by exchange with unpaired electrons in the valence shell leading to two 

spectral contributions, whose energy separation was calculated by van Vleck 

theorem [217]:  

 
 Δ𝐸𝑠 = (

2𝑆 + 1

2𝑙 + 1
)𝐺2(3𝑠, 3𝑑) Equation A.4.8 

where 𝑆 is the total spin of the ground state of the 3d electrons, 𝑙 is the orbital quantum 

number (𝑙 = 0, for 3s core level) and 𝐺2(3𝑠, 3𝑑)is the Slater exchange integral. Therefore, 

the exchange splitting of a 3s core level can give insight on the total spin of the 3d shell. 

However, for late transition metal it tends to overlap with or even disappear in favor 

of charge transfer satellites. 

 

A.4.2.3. Multiplet splitting 

Beyond 3s core levels, both Coulomb and exchange core-valence interactions need 

to be taken into account, which is only possible by supporting simulations. Gupta and 

Sen first calculated the spectral shapes arising from multiplet splitting for isolated 3d 

transition metal ions [304], which are nowadays used by part of the photoemission 

community to build ad-hoc line shapes (often referred to as Biesinger’s templates) for 

each transition metal specie in the sample [257,302,303]. This approach is finding 

application in fields such as corrosion and catalysis, where XPS is employed to 

characterize the oxidation state of transition metal in the surface of the active system. 

The method is further commented in Chapter 3.  
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A.4.3. Inter-atomic effects  

To analyze photoemission spectra of solid samples, the chemical environment 

around the photoelectron emitting ion needs to be included as it reacts to the core hole 

creation. As it turned out, it is often sufficient to introduce only the local (i.e. first 

neighbor) environment, leading to small molecular-like models in most cases.  

 

A.4.3.1. Crystal field splitting 

Even before introducing explicitly the final-state interactions between the transition 

metal and its surroundings, the first aspect to include is the charge felt by the central 

cation due to the surrounding ligand orbitals. This well-known effect is described 

within solid-state chemistry by crystal field theory and leads to a splitting of the 3d 

orbitals into subshells depending on the coordination of the transition metal ion e.g. 

octahedral, tetrahedral, and distortions evolving from it.  

The inclusion of crystal field splitting to the atomic Hamiltonian described above 

(i.e. including multiplet splitting and spin-orbit coupling) leads to so-called crystal 

field multiplet theory, which is often sufficient for a first-approximation description of 

XAS spectra, but fails for XPS [66,219]. Indeed, because the final state is ionized, the 

core hole potential is not “self-screened” as in XAS and this turns on strong screening 

channels that largely modifies the final state with respect to initial state.  

 

A.4.3.2. Charge-transfer satellites 

The response of the system to core hole creation by ligand-to-metal charge transfer 

in the final state was readily recognized as the origin of large satellites structures 

measured in XPS core-level spectra of 3d transition metal compounds. In fact, the first 

charge transfer models developed by Asada and Sugano in the ’70 initially neglected 

all effects listed above, finding good agreement for dihalides [355]. Hybridization, 

crystal fields and intra-atomic effects were later included towards the so-called charge 

transfer multiplet theory (or multiplet ligand field theory) [64,65,243,244,356–358]. 

Herein, the main concept of charge transfer satellite will be given, for which the 

original simple model by Asada and Sugano shown in Figure A.4.1 is more 

appropriate. The extension of the charge transfer concept to the more general case that 

includes metal-ligand hybridization and all the effects presented above is 

straightforward by maintaining the configuration interaction approach sketched in the 

figure.  
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In this model, two configurations are assumed for the transition metal – ligands 

system: one with formal occupancies |𝑑𝑛⟩ and another where an electron was 

transferred from the ligands orbitals to the transition metal |𝑑𝑛+1𝑳−𝟏⟩, with 𝑳−𝟏 

indicating the ligand hole. The energy separating this latter excited state from the 

ground state is the charge transfer energy Δ presented in Section 1.3.2. 

In the final state, the core-hole potential 𝑈𝑐𝑑 lowers the energy of the |𝒄−𝟏𝑑𝑛+1𝑳−𝟏⟩ 

(with 𝒄−𝟏 representing the core-hole). Thus, two peaks will appear in the 

photoemission spectra, namely a main line and a satellite, whose character depends 

on the 𝑈𝑐𝑑/Δ ratio. The case 𝑈𝑐𝑑 >  Δ, for which the lowest energy peak (the mainline) 

is the |𝑑𝑛+1𝑳−𝟏⟩ is the most frequent [31] for late transition metal oxides, although it 

depends on the ligand’s nature as well. For this reason, main line and satellite peaks 

are also addressed to as well-screened and poorly screened states in the literature. The 

formal derivation for this simplistic charge transfer model derived is found in 

ref. [217].   

 

Figure A.4.1 Sketch of the Asada-Sugano charge-tra sfer model (Δ < Ucd).  

 

A.4.3.3. Non-local screening  

In some cases and particularly for late transition metal oxides it was demonstrated 

that fine details of the mainline could only be explained including screening channels 

going beyond the first neighbor shell, i.e. non-local screening processes. The difference 

between local and non-local screening is shown schematically in Figure A.4.2, for a 

square plane model that often represents cuprate systems such as CuO [326]. The 

former final state is due to electron transfer from a neighbor square planar cluster, 

leading to a filled d-shell for the photo emitting ion and a so-called Zhang-Rice singlet, 

whose name is due to the authors that first studied this electronic state [359]. In the 

Zhang-Rice state, the hole in the central ion cohabits with the hole delocalized in the 

ligand shell. This property was shown to be crucial for interpreting the electronic 
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structure and photoemission of CuO as well as other high-temperature cuprate 

superconductors [326].  

However, the first theoretical study of non-local screening process was dedicated to 

interpreting the characteristic mainline doublet of NiO. Proof that this structure was 

due to non-local screening came from both an experimental investigation of the 

MgxNi1-xO system, revealing its disappearance for x~1 [293], and by performing multi-

cluster calculations that correctly simulated the shoulder peak [327].  

 

Figure A.4.2 Comparison of not screened, locally and non-locally screened final states for the CuO 

square planar model system. Adapted from Ref. [326]. 

 

A.5. Experimental details  

A.5.1. Laboratory setup 

Laboratory XPS and HAXPES measurements were performed with a QUANTES 

spectrometer (ULVAC-PHI) equipped with a co-localized Al kα (1486.6 eV) and Cr kα 

(5414.9 eV) dual X-ray source. Both X ray sources are monochromated scanning 

microprobes, whose lateral resolution can be tuned delivering an X-ray spot size with 

radius varying from ~10 μm to 200 μm. The choice of lateral resolution is related to the 

X-ray beam power hence the photoelectron intensity, which is why in most cases beam 

spots of 100 or 200 µm were employed, corresponding to 25 W (Al) and 50 W (Cr), 

respectively. X-ray induced secondary electron imaging (SXI) can be performed to 

select the region of analysis, allowing also to select a line or an area in which the 

selected microprobe acquires the measurement by scanning on the sample surface.  
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High-resolution spectra were typically acquired with a pass energy of 55 eV (or 69 

eV), corresponding to an energy resolution of about and 0.71 (0.81) and 0.93 (1.16) eV 

for Al kα and Cr kα, respectively, as estimated from the FWHM of the Ag 3d5/2 of a 

reference clean Ag sample. In case of insulating samples (typically all powders), 

automatic dual electron and Ar-ion charge neutralization was enabled.  

Ar-ion depth profile can be performed on the Quantes system with acceleration 

voltages hence impact energies in the range of 0.5 - 5 keV and on square areas with 

sides of 1-3 mm. As discussed in Chapter 3, to evaluate capabilities of different depth 

profiling approaches, Gas Cluster-ion Beam (GCIB) depth profiles were also 

performed, using a Versaprobe II equipment (ULVAC-PHI) similar to the Quantes by 

means of lateral and energy resolution but enabled only with the conventional Al X-

ray source.  

The samples can be introduced by a standard entry or by a side entry dedicated for 

air-sensitive samples, which can be introduced using a dedicated air-tight transfer 

vessel. All air-sensitive samples were introduced by this latter entry. On one hand, this 

allows to prevent air contamination; on the other, the take-off angle had to be restricted 

to only 45° due to construction specification. This value will be taken as standard 

conditions. While the pressure in the entry chamber required pressures below 2x104 

Pa, the measurements were carried out in the main chamber in ultra-high vacuum 

conditions (p < 10-7 Pa). Generally, all samples were mounted on the sample holder 

using conductive copper double tape. Unless otherwise specified, sample preparation 

was carried out in an Ar-filled glovebox for all positive electrode materials.  

 

A.5.2. Synchrotron HAXPES 

The lab-based study for LixNiO2 electrodes was complemented by a twenty-four 

hour synchrotron HAXPES campaign at Soleil synchrotron. Synchrotron HAXPES was 

performed in the Galaxies beamline using monochromatic X-rays with three photon 

energies: 2300, 5400, and 9500 eV. The incident and take-off angles were 10° and 80°, 

respectively. The X-ray beam spot was 20x80 um2 (oval shaped). A different spot of 

previously unexposed sample was used for each X-ray energy. The pass energy was 

200 eV corresponding to an energy resolution from 0.3 eV for the measures at 2300 and 

9500 eV and 1.0 eV for the one at 5400 eV. No charge calibration was employed. A cut 

of the same electrodes measured by lab-based XPS/HAXPES was transferred using 

double thermally sealed pouches to prevent air contamination. The samples were 

prepared in an Ar-filled glovebox using copper double tape.  
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A.5.3. Data analysis 

All spectra were analyzed with the CasaXPS software. The corrected relative 

sensitivity factor (RSF) for both X-ray sources were exported from the MultiPak library 

to take into account the transmission function of the spectrometer. Generally, peak 

decomposition was performed using an iterated Shirley function for modeling the 

background and Pseudo-Voigt Gaussian-Lorentzian product functions having 30% 

and 70% of Lorentzian and Gaussian weight as peak lineshape.  

To quantify the different sampling depths of XPS and HAXPES techniques, the 

inelastic mean free paths (IMFPs) were calculated with the Tanuma-Powell-Penn 

method by the Quases-IMFP-TPP2M software  [343]. The values are shown in the table 

below and were used to calculate the sampling depth as 3𝜆 sin 𝜗, with 𝜗 the take-off 

angle of 45° and 80° for lab-based and synchrotron experiment, respectively.  

 

 

X S (Al Kα) HAX ES ( r Kα) 2.3 keV 9.5 keV 

Core level Li2MnO3 LiCoO2 LiNiO2 Li2MnO3 LiCoO2 LiNiO2 LiNiO2 LiNiO2 

Li 1s 3.3 2.6 2.6 9.9 7.6 7.7 3.7 12.2 

TM 3p 3.3 2.6 2.6 9.9 7.6 7.7 3.7 12.2 

TM 3s 3.3 2.6 2.6 9.8 7.6 7.5 3.6 12.2 

C 1s 2.9 2.3 2.3 9.5 7.4 7.4 3.4 12.0 

O 1s 2.4 1.9 1.9 9.1 7.1 7.1 3.1 11.7 

TM 2p 2.2 1.4 1.4 9.0 6.7 6.7 2.6 11.3 

TM 2s 1.9 1.3 1.2 8.8 6.6 6.6 2.4 11.2 

TM 1s        2.2 

Table A.5.1 Inelastic mean free path for all core level accessible by the lab-based HAXPES 

equipment. All values are given in nm. The following parameters were used as input for the 

QUASES-IMFP software. Bulk density in g/cm3: 2.34 (Li2MnO3), 4.92 (LiCoO2), 4.80 (LiNiO2). Number 

of valence electrons per formula unit: 21 (Li2MnO3), 18 (LiCoO2), 19 (LiNiO2). Atomic mass: 116.82 

(Li2MnO3), 97.893 (LiCoO2), 97.63 (LiNiO2). Band gap energy in eV: 5 (Li2MnO3), 2.2 (LiCoO2), 0.4 

(LiNiO2). 
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B. Density functional theory  

B.1. Introduction 

The main aim of solid-state physics is solving the full many-body Schrödinger 

equation of a given system, which essentially consists of a collection of N electrons and 

nuclei interacting with each other. In general, the Hamiltonian of such N-particles 

system includes all kinetic and potential terms plus an electron-nuclei Coulomb 

interaction, taking the following form (in Hartree atomic units) [360]:  

 
𝐻 = −∑

𝛁𝑖
2

2
𝑖

−∑
𝛁𝐼
2

2𝑀𝐼
𝐼

−∑
𝑍𝐼

|𝒓𝑖 − 𝑹𝐼|
𝑖,𝐼

 

                +
1

2
∑

1

|𝒓𝑖 − 𝒓𝑗|𝑖≠𝑗

+
1

2
∑

𝑍𝐼𝑍𝐽

|𝑹𝐼 − 𝑹𝐽|𝐼≠𝐽

 

Equation B.1.1 

where uppercase and lowercase symbols are referred to nuclei and electrons, 

respectively. 

The Hamiltonian is simplified by the Born-Oppenheimer approximation that 

assumes the nuclei dynamics to be significantly slower than that of electrons (m<<M). 

Thus, the nuclei-related terms can drop off the Hamiltonian while the electron-nuclei 

interaction is formally defined as the external potential acting on the electron-only 

system. 

 
V𝑒𝑥𝑡(𝒓𝑖) = −∑

𝑍𝐼
|𝒓𝑖 − 𝑹𝐼|

𝑖,𝐼

 Equation B.1.2 

Still, the remaining many-electron Schrödinger equation 

 
[−∑

𝛁𝑖
2

2
𝑖

+
1

2
∑

1

|𝒓𝑖 − 𝒓𝑗|𝑖≠𝑗

+ V𝑒𝑥𝑡(𝒓𝑖)]Ψ𝑛 = 𝐸𝑛Ψ𝑛 Equation B.1.3 

is analytically insoluble and requires further strategies able to retain the physics of 

the problem while making it computationally solvable.  

The success of DFT stands on replacing this many-electron equation for the wave 

function Ψ𝑛(𝒓1, … , 𝒓𝑁), characterized by 3N variables, with a one-electron problem 

based on the electron density 𝜌𝑛(𝒓), defined in the ℝ3 space. Thus, the many-electron 

problem can be solved without introducing empirically adjusted parameters. Only 

atomic positions and physical constants are used as input for the calculation, which is 

why DFT and similar methods are generally called ab initio or by first principles. 
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The strength of ab initio approaches is two-fold: first, it has a strong prediction 

power, as it allows computing properties of a system without (or before) measuring it; 

secondly, it relieves the need for searching proper empirical parameters to describe 

the system, which effectively simplifies the computational work. 

In this thesis, the advantage of moving from semi-empirical towards ab 

initio calculations in the sense of the second argument given above will be expressed 

in Chapter 5, related to CMT calculations. Nevertheless, ab initio methods accuracy 

relies on the approximation chosen to describe the system. In the case of 3d transition 

metal oxides, this translates into the choice of how electronic correlations are treated, 

which is a critical point for DFT calculations. An extended description of the DFT 

method for materials science is found in ref. [360].   

 

B.2. Basic principles 

The core idea of DFT is to express the energy of the system not as a functional of the 

wave function using the typical expression for an observable in quantum mechanics, 

i.e.  

 
𝐸𝑛 = ⟨Ψ𝑛(𝒓1, … , 𝒓𝑁)|𝐻|Ψ𝑛(𝒓1, … , 𝒓𝑁)⟩ Equation B.2.1 

but as a functional of the electron density only, independent of the external potential: 

 𝐸[𝜌(𝒓)] = 𝐹[𝜌(𝒓)] + ∫V𝑒𝑥𝑡(𝒓) 𝜌(𝒓) 𝑑𝒓 Equation B.2.2 

This is known as the first Hohenberg-Kohn theorem, which states that there exists 

a biunivocal correspondence between the energy of an N-electron system and the 

external potential acting on it [361]. The second theorem affirms that the ground state 

energy 𝐸0 is found by minimization of 𝐸 to the electron density, in agreement with the 

variational principle:  

 𝐸0 = min
[𝜌(𝒓)]

𝐸[𝜌(𝒓)] Equation B.2.3 

Therefore, the framework defined by Hohenberg and Kohn allows obtaining 

information on the ground state properties from the electron density, reducing the 

problem to its determination. It must be emphasized that this is valid for the ground 

state only: because of the importance of final excited states in the photoemission 

process, the physics underlying the photoemission spectra can be fully captured only 

by moving beyond the DFT method.  
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The Hohenberg-Kohn theorems are exploited by the Kohn-Sham equations, which 

refer to an effective non-interacting electron system that replaces the interacting one. 

In fact, the Kohn-Sham equations are a set of single-electron Schrödinger equations 

where the effective Kohn-Sham potential V𝐾𝑆 is defined by construction such that the 

ground state electron density is equal to that of the many-electron system [362]: 

 
[−
𝛁𝑖
2

2
+ V𝐾𝑆[𝜌(𝒓)](𝒓)]ψ𝑛,𝑘 = 휀𝑛,𝑘ψ𝑛,𝑘 Equation B.2.4 

where 휀𝑛,𝑘 and ψ𝑛,𝑘 are the Kohn-Sham eigenvalues and eigenfunctions. 

Solving this system of single-electron equations yield an electron density  

 
𝜌(𝒓) =∑|ψ𝑛,𝑘|

2
𝑁

𝑛,𝑘

 Equation B.2.5 

formally equivalent to that of the target many-electron, that can be reinjected in 

Equation B.2.4   to solve again the Kohn-Sham equations until the lowest energy, i.e. 

the ground state according to the variational principle, is found by convergence.  

The Kohn-Sham approach would be exact if V𝐾𝑆[𝜌] was known; this is typically not 

true as the electron-electron interactions are only approximated in the single-electron 

picture by the so-called exchange correlation potential, which enters in the Kohn-Sham 

potential as follows:  

 
V𝐾𝑆(𝒓) = V𝑒𝑥𝑡(𝒓) + V𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝒓) + V𝑥𝑐(𝒓) Equation B.2.6 

where: 

• V𝑒𝑥𝑡(𝒓) is the electron-nuclei interaction (Equation B.1.2), 

• V𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝒓) = ∫
𝜌(𝒓′)

|𝒓−𝒓′|
𝑑𝒓′ is the Hartree potential describing the Coulomb 

interaction between an electron and the mean field created by the remaining 

electron cloud,  

• V𝑥𝑐 is the exchange-correlation potential defined as: 

 
V𝑥𝑐(𝒓) =

𝛿𝐸𝑥𝑐[𝜌(𝒓)]

𝛿𝜌(𝒓)
 Equation B.2.7 

where 𝐸𝑥𝑐 is the exchange-correlation functional accounting for all what remains to 

obtain the total energy of the system (Equation B.2.2): 
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 𝐸𝑥𝑐[𝜌(𝒓)] = 𝐸[𝜌(𝒓)] − 𝑇[𝜌(𝒓)] − ∫V𝑒𝑥𝑡(𝒓) 𝜌(𝒓)𝑑𝒓

− ∫V𝐻𝑎𝑟𝑡𝑟𝑒𝑒(𝒓) 𝜌(𝒓)𝑑𝒓 
Equation B.2.8 

with 𝑇[𝜌(𝒓)] the electron kinetic energy.  

The accuracy of a DFT calculation relies on the choice of the approximation for the 

exchange-correlation functional 𝐸𝑥𝑐, for which there exist no exact formulation. Many 

functionals have been proposed and employed in the literature with either a general 

purpose or a specific target of systems or properties in mind. 

Among the most popular functionals are the so-called semilocal approximations, 

which describe the local exchange and correlation interactions by means of the known 

expression for the homogeneous electron gas 휀𝑥𝑐 (the “jellium” system) expressed as a 

function of the density (local density approximation, LDA), its derivative (Generalized 

Gradient Approximation, GGA), and so on. In the simplest case of LDA, the functional 

reads: 

 𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌(𝒓)] = ∫𝜌(𝒓) 휀𝑥𝑐(𝜌(𝒓))𝑑𝒓 Equation B.2.9 

Semilocal approximations are often successful in describing the fundamental 

properties of materials. However, they fail when the local interactions significantly 

deviate from those of the dummy jellium system. Such is typically the case of strongly 

correlated systems such as 3d transition metal oxides, in which LDA and GGA tend to 

underestimate the local interactions. For these materials, other approximations are 

typically employed to improve the description of 3d correlations, such as on-site 

methods. However, as discussed in Section 2.2.1.1, the DFT calculations performed 

in this thesis employed the GGA exchange-correlation functional in the form given by 

Perdew-Burke-Ernzerhof (PBE). Then, the electronic correlations are considered 

within the subsequent cluster model calculations. 

 

B.3. Linearized augmented-plane-wave method 

There exist various computational methods for solving the Kohn-Sham equations 

within the chosen approximation for exchange-correlation interactions. In fact, each 

DFT code implements a specific basis set 𝜙𝑖 for describing the Kohn-Sham wave 

functions in a numerically solvable way: 

 ψ𝑛,𝑘 =∑𝑐𝑛,𝑘
𝑖 𝜙𝑖

𝑖

 Equation B.3.1 
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One of the most accurate codes is Wien2k, used throughout this thesis, which is 

based on the linearized augmented plane wave (LAPW) method [242]. In this 

approach, the unit cell is decomposed into atomic “muffin-tin” spheres with radii RMT 

separated by an interstitial space (Figure B.3.1). Based on this distinction, the LAPWs 

are defined as radial functions times spherical harmonics within the spheres 𝑆𝑡 and 

plane waves in the interstitial space 𝐼: 

 𝜙𝒌+𝑲
𝐿𝐴𝑃𝑊

=

{
 
 

 
 ∑[𝐴𝑡,𝑙,𝑚

𝒌+𝑲𝑢𝑡,𝑙(𝑟, 𝐸𝑡,𝑙) + 𝐵𝑡,𝑙,𝑚
𝒌+𝑲�̇�𝑡,𝑙(𝑟, 𝐸𝑡,𝑙)]𝑌𝑙,𝑚(𝒓)

𝑙,𝑚

,   𝒓 ∈ 𝑆𝑡 

1

√Ω
𝑒𝑖(𝒌+𝑲)∙𝒓,                                                                   𝒓 ∈ 𝐼

 
Equation B.3.2 

where: 

• 𝑙 and 𝑚 are the atomic angular and magnetic indexes for the target orbital), 

• 𝒌 and 𝑲 are the wave vector inside the first Brillouin zone and the reciprocal 

lattice vector, respectively, 

• 𝑢𝑡,𝑙 is the solution of the radial Kohn-Sham equation for the energy 𝐸𝑡,𝑙, taken 

as the center of the band with l-like character, 

• 𝐴𝑡,𝑙,𝑚
𝒌+𝑲  and 𝐵𝑡,𝑙,𝑚

𝒌+𝑲 are coefficients chosen such that 𝜙𝒌+𝑲
𝐿𝐴𝑃𝑊 is continue and 

differentiable at the sphere boundary, 

• Ω is the unit cell volume 

 

Figure B.3.1 Schematic unit cell for a general transition metal oxide as studied within the LAPW 

scheme. The blue and red sphere represent transition metal and oxygen muffin-tin spheres while the 

in-between space is the interstitial region I.  

The as-defined LAPW constitute the basis set for calculating the Kohn-Sham 

wavefunctions as expressed in Equation B.3.1, where the coefficients 𝑐𝑛,𝑘
𝑖  are 

determined by the variational principle. The accuracy of this expansion depends on 

the size of LAPW basis, determined by the cut-off value |𝒌 + 𝑲| ≤ 𝐾𝑚𝑎𝑥 and dependent 

on the type and size of the smallest atom whose radius is 𝑅𝑀𝑇
𝑚𝑖𝑛 [242]. In practice the 

two parameters are controlled by setting their product 𝑅𝑀𝑇
𝑚𝑖𝑛𝐾𝑚𝑎𝑥 ranging from 3 for 

hydrogen atoms to 9 for 4f lanthanides. In this thesis, the smallest radii was either due 

to lithium or, if absent to oxygen, both sp-elements for which 𝑅𝑀𝑇
𝑚𝑖𝑛𝐾𝑚𝑎𝑥 = 7 is 
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considered a good convergence parameter and was therefore typically employed in all 

calculations [242].   

The Wien2k code is an all-electron method, in the sense that all electrons starting 

from the 1s core orbitals are included in the calculation. The wave function of core 

states is defined to be completely confined inside the atomic spheres (i.e. only the top 

line of Equation B.2.1). This definition does not correspond to the formally assumed 

distinction between core and valence states because the wave function of shallow core 

levels can leak out the sphere. These states are defined as “semi-core” states and 

treated as the valence ones in the calculation. 

In the LAPW scheme, each self-consistent cycle iterates the calculation of ψ𝑛,𝑘 and 

𝜌(𝒓) starting from an initial guess, given by a superposition of atomic electron 

densities in the unit cell, and mixing the (core plus valence) calculated electron density 

with the one of the previous cycle until the desired convergence criteria are obtained. 

Beyond the energy convergence, the position-dependent charges and forces can be 

used. Unless otherwise specified, energy and convergence criteria of 0.0001 Ry/cell and 

0.001 electrons/cell have been employed, respectively.  

 

B.4. Electronic structure properties  

Once a converged electronic structure is obtained, its electron density can be used 

to compute properties of the system. In Wien2k, this operation consists of following a 

workflow of various steps, including the preparation of input files, execution of 

dedicated programs, and visualization of the results. Among the vast possibility of 

properties that can be computed by DFT, in this thesis we focused on three main 

aspects, discussed below. 

B.4.1. Density of states 

The DFT density of states (DOS) can be seen as a single-electron approximation of 

the experimental valence band measured by XPS. In Wien2k, the DOS is calculated 

from the Kohn-Sham eigenvalues evaluated on a k-grid in the irreducible Brillouin 

Zone using the tetrahedron method. Beyond the total DOS, partial DOS (PDOS) can 

be evaluated by decomposing the (normalized) total charge into interstitial 𝐼 and 

atomic sphere 𝑡 contributions, including the distinction from different 𝑙 orbitals:  

 1 =∑𝑞𝑡,𝑙 + 𝑞𝐼
𝑡,𝑙

 Equation B.4.1 
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Accessing the PDOS information allows to discriminate the contribution of the 

different valence states to the experimental valence band. Nevertheless, beyond the 

missing many-electron final state effects, describing the experimental valence band by 

means of DOS does not take into account the renormalization of each PDOS by means 

of the photoionization cross-section. However, this can be readily done now in Wien2k 

within the pes module, described in ref. [363]. 

By integrating the PDOS in the positive binding energy scale, the partial electron 

charge for each set of 𝑡, 𝑙 Kohn-Sham states (𝑄𝑡,𝑙) is obtained. This allows inquiring 

about the redox compensation mechanism and ligand-metal charge transfer at the DFT 

level of theory. However, this is not directly related to the concept of oxidation state 

of atoms in a solid [91–94]. Moreover, the interstitial charge cannot be decomposed 

further by construction of the LAPW scheme. To alleviate this problem, the PDOS can 

be renormalized so that their sum yields the total DOS, neglecting the interstitial 

contribution. Still, the electron charge inside an atomic sphere and related PDOS 

obtained by LAPW calculations depend on the choice of the input RMT radii. One on 

hand, this imposes to fix these parameters to allow direct comparison within a series 

of calculations. On the other, a parameter-free alternative was also considered, as 

described below.  

B.4.2. Bader charges 

In his “Atoms in Molecule” (AIM) theory, R. W. F. Bader proposed a topological 

analysis of the electron density to distinguish single atomic volumes in a collection of 

atoms [364]. This is essentially constructed by imposing a zero-flux boundary and can 

be extended from limited molecular systems to crystal structures. Therefore, the AIM 

theory allows to uniquely assign charges to each atom in the unit cell, which are the 

Bader charges 𝑄𝑡,𝑙
𝐵𝑎𝑑𝑒𝑟. Inspection of both 𝑄𝑡,𝑙

𝐵𝑎𝑑𝑒𝑟 and 𝑄𝑡,𝑙 should highlight a similar 

qualitative trend but different amount of charge transfer, which can give information 

on charge localization.  

B.4.3. Binding energy calculations with the Janak-Slater 

method 

Within DFT, the Kohn-Sham eigenvalue approximates the binding energy within 

the frozen orbital approximation [240]:  

 
𝐸𝐵 ≈ −휀𝑐

𝐾𝑆 Equation B.4.2 

with 휀𝑐
𝐾𝑆 is 휀𝑛,𝑘 for a core level 𝑐 in Equation B.2.4. Such approximation neglects any 

screening of the core hole, and indeed is typically off by several tens of eV to the 

experimental value. A better approximation relies on the Janak’s theorem, which states 
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that the Kohn-Sham core eigenvalues represent the variation of DFT total energy 𝐸 to 

the occupation of the core level 𝑛𝑐 itself [365]: 

 
휀𝑐
𝐾𝑆 =

𝜕𝐸

𝜕𝑛𝑐
 Equation B.4.3 

Combining this relation (independent on the choice of exchange-correlation 

functional) with the fundamental definition of binding energy (Equation A.2.6) gives: 

 
𝐸𝐵 = 𝐸𝑓[𝑁 − 1] − 𝐸𝑖[𝑁] = ∫ 휀𝑐

𝐷𝐹𝑇(𝑛𝑐)𝑑𝑛𝑐

1

0

 Equation B.4.4 

The calculation is subsequently done by approximating the integral, whose exact 

calculation would require calculating the electronic structure hence the core level 

eigenvalue for infinitely small variations of core-hole occupation increasing from 0 

(ground state) to 1 (full core hole). Two approximations exist for this calculation. The 

so-called ΔSCF method consists of computing both the ground state and the full core 

hole excited state, and subsequently taking the difference between the two 

eigenvalues. However, the latter calculation can become computationally expensive, 

and since a compensating opposite charge must be injected in the unit cell to maintain 

charge neutrality, artificial effects can occur more easily with a larger perturbation. A 

softer approach relies on the Slater transition state approximation and is therefore 

called Janak-Slater method [366,367]. In this case, the integral is approximated by its 

midpoint by applying the mean value theorem:  

 
𝐸𝐵 = ∫ 휀𝑐

𝐷𝐹𝑇(𝑛𝑐)𝑑𝑛𝑐

1

0

≈ 휀𝑐
𝐷𝐹𝑇 (

1

2
) Equation B.4.5 

which implies that the binding energy can be calculated from a single DFT 

calculation in which half a core electron is removed. This approach is therefore less 

stressful for the electronic structure. The compensating charge is either added to an 

unoccupied low energy level (more frequently done for XAS simulations as reflecting 

the absorption process) or by a homogeneous charge, as performed in this thesis. From 

a practical point of view, the periodical boundary conditions within LAPW 

calculations imply that the creation of the core hole in the unit cell 13 is replicated in 

the whole crystal. To avoid spurious hole-hole interactions, the calculation must be 

performed on a sufficiently large supercell.

 

13 Note : in Wien2k, this is done by manually changing the occupation of a core level in the case.in1c 

file and compensating the hole by adding a negative charge in the case.inm files. For more practical 

details, the reader is referred to ref. [230]. 
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C. Maximally localized Wannier 

functions 

C.1. Wannierization 

The Kohn-Sham wave functions resulting from a converged DFT calculation for a 

bulk solid respect the Bloch’s theorem, which affirms that any solution of a 

Hamiltonian including a periodic potential can be expressed as a plane wave 

modulated by a periodic function: 

 𝜓𝑛,𝒌(𝒓) = 𝑒
𝑖𝒌∙𝒓𝑢𝑛,𝒌(𝒓),    𝑢𝑛,𝒌(𝒓) = 𝑢𝑛,𝒌(𝒓 + 𝑹)  Equation C.1.1 

with 𝑹 a vector in the Bravais lattice and n the band index.  

Wannier functions {𝑤𝑚,𝑹(𝒓)} represent an alternative basis set to the Bloch one 

{𝜓𝑛,𝒌(𝒓)} that is often preferred in solid-state physics and chemistry as it can give a 

more straightforward picture of the chemical bonding in materials and can improve 

significantly the computational efficiency. Although Wannier functions are not 

eigenfunctions for the Kohn-Sham Hamiltonian, they can be formally obtained by their 

Fourier transform through a unitary transformation: 

 
𝑤𝑚,𝑹(𝒓) =

𝑉

8𝜋3
∫ (∑𝑈(𝒌)𝑛,𝑚𝜓𝑛,𝒌(𝒓)

𝑛,𝑚

)

⬚

𝐵𝑍

 𝑒−𝑖 𝒌∙𝑹𝑑𝒌 Equation C.1.2 

Since the relation between Bloch and Wannier functions is given by a unitary 

transformation, both give a valid description for the DFT bands. However, the 

advantage of working with Wannier functions is that they are localized in space with 

a strong atomic- and orbital-like character.  

In practice, the choice of the unitary transform matrix 𝑈(𝒌)𝑛,𝑚 is non-unique, which 

led to different wannierization criteria in the literature. Among them, the maximally 

localized Wannier functions (MLWF) as obtained by the Wannier90 code constitute 

one of the most successful ones and was chosen for this study [368,369] since it was 

well interfaced with other codes. The criteria for obtaining MLWF is via minimization 

of the quadratic spread functional: 

 Ω =∑⟨𝑤𝑚,𝑹|𝒓
2|𝑤𝑚,𝑹⟩ − ⟨𝑤𝑚,𝑹|𝒓|𝑤𝑚,𝑹⟩

2

𝑚

 Equation C.1.3 
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In this thesis, wannier90 was simply used as a toolbox to create MLWFs, limiting to 

the standard protocol defined in available sources. Therefore we do not give here the 

computational details on this operation that can be found in refs. [368,369] but limit to 

the physically relevant aspects. Essentially, the wannierization procedure requires to 

define a set of Kohn-Sham bands within a selected energy window 𝑊 in which the 

MLWFs are obtained by projection onto the bands starting from a trial set of functions. 

Typically, 𝑊 contains the bands with stronger correlation effects and is therefore called 

correlated subspace, where the low-energy model for studying the correlation effects 

is constructed.  

 

C.2. Computational details  

In practice, the linking between the LAPWs functions obtained by Wien2k and the 

MLWFs was carried out using the dedicated wien2wannier package, which prepares all 

necessary input files starting from a converged DFT electronic structure [370]. The 

correlated subspace included all transition metal 3d and oxygen 2p bands, constituting 

the so-called dp-model. Thus, each MLWF is expected to have a distinguishable 

atomic- and orbital-like character and to be centered to the appropriate atomic site. 

Moreover, the dp band manifold was always separated from lower energy occupied 

states (e.g. O 2s) or higher energy bands (e.g. metal 4sp): no disentanglement 

procedures were therefore necessary. While computationally straightforward and 

typically successful, the wannierization procedure had to be manually corrected to 

account for the local symmetry in 3d lithium transition metal oxides. Indeed, while the 

global cell was typically hexagonal (see Chapter 1), re-symmetrized MLWFs in the 

local (distorted) octahedral symmetry of the TMO6 were required to perform the 

cluster model calculations. For that, a manual orientation was given as input for the 

wannierization algorithm. This technical aspect will be discussed in more detail in 

Section E.4.1.  

 

C.2.1. Tight binding Hamiltonian from MLWF 

Because of their localized character, Wannier functions are the natural choice as 

basis set of tight-binding model Hamiltonians. In fact, the matrix elements of the tight 

binding Hamiltonian using a MLWF basis set are simply evaluated as overlaps 

between each other: 

 𝐻𝑚,𝑛(𝑹) = ⟨𝑤𝑚,𝟎|𝐻|𝑤𝑛,𝑹⟩ Equation C.2.1 

which typically gives non-negligible values only for local interactions.  
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Because of their link with the original Kohn-Sham functions, any observable based 

on the MLWFs can be Fourier retransformed to give the same observable in the 

reciprocal space. This can be applied to the tight binding Hamiltonian to obtain the 

band structure in a procedure called band interpolation, as it allows to significantly 

increase the number of k-points (hence the resolution of the band plot) due to the 

limited size of the basis set. 

 𝐻𝑚,𝑛(𝒌′) =∑𝑒−𝑖𝒌′𝑹

𝑹

𝐻𝑚,𝑛(𝑹) Equation C.2.2 

Comparing the interpolated band structure with the original one obtained by DFT 

allows to visually confirm the successful wannierization. Moreover, it delivers an ab 

initio tight binding model, which constituted the first building block of the cluster 

model Hamiltonian for photoemission simulations, as described in Section E.2.  

 

D. Constrained Random phase 

approximation 

D.1. General theory 

A main topic in the physics of strongly correlated materials concerns the 

determination of electron-electron interactions in materials, typically identified in the 

Hubbard U parameter. In solids, the Coulombic interaction between two electrons is 

shielded by the remaining electron density. The multi-electron character of these 

interactions makes its access non-banal leading to the frequent tendency to treat the 

Hubbard U as a semi-empirical parameter. However, nowadays there are schemes to 

obtain this information by first principles: this is the case of the constrained random 

phase approximation method. As for the section above, we will not discuss the 

technical details of the method but only the essential physics and practical aspects in 

the context of this study. Further details can be found in ref. [371,372]. 

The first step of the cRPA method is to separate the electronic structure into two 

regions, in total analogy with the strongly correlated subspace definition defined 

concerning wannierization (see Figure D.1.1). The idea underlying the cRPA method 

is that single-electron calculation methods (e.g. DFT) can describe all interactions but 

those internal to the strongly correlated subspace, for which multi-electron models are 

necessary. This conceptual separation is formalized in the polarization calculation, 

divided as follows: 
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𝑃 = 𝑃𝑑 + 𝑃𝑟 Equation D.1.1 

where 𝑃𝑑 is related to the contribution from the correlated subspace and 𝑃𝑟 is all the 

remaining polarization. Since the polarization depends on the electronic screening due 

to inter-band transitions, 𝑃𝑟 can be visualized as shown in Figure D.1.1: it contains all 

transitions but those within the strongly correlated subspace. The cRPA method allows 

to calculate the polarization from the Kohn-Sham eigenvalues and eigenfunctions 

{휀𝑛,𝑘, 𝜓𝑛,𝑘} [371]: 

 𝑃(𝒓, 𝒓′, 𝜔)

=∑ ∑ {
𝜓𝑛,𝑘
∗ (𝒓)𝜓𝑛′,𝑘′(𝒓)𝜓𝑛′,𝑘′

∗ (𝒓′)𝜓𝑛,𝑘(𝒓
′)

𝜔 − 휀𝑛′,𝑘′ + 휀𝑛,𝑘 + 𝑖𝛿

𝑢𝑛𝑜𝑐𝑐

𝑛′,𝑘′

𝑜𝑐𝑐

𝑛,𝑘

−
𝜓𝑛,𝑘(𝐫)𝜓𝑛′,𝑘′

∗ (𝐫)𝜓𝑛′,𝑘′(𝒓
′)𝜓𝑛,𝑘

∗ (𝒓′)

𝜔 + 휀𝑛′,𝑘′ − 휀𝑛,𝑘 − 𝑖𝛿
} 

Equation D.1.2 

The same formula can be applied to obtain 𝑃𝑑 and 𝑃𝑟 restricting the set of {휀𝑛,𝑘, 𝜓𝑛,𝑘} 

as schematized in Figure D.1.1. Finally, the shielded interaction is calculated from the 

bare (non-frequency-dependent) interaction normalized by the dielectric function, 

given by: 

 𝑈 =
𝑣

휀
=

𝑣

1 − 𝑣𝑃𝑟
 Equation D.1.3 

Therefore, one can see 𝑈 as the bare Coulomb interaction within the correlated low-

energy subspace, which in turn depends on the total polarization due to the whole 

electronic structure of the material i.e. it is partially screened by channels out of such 

subspace. Moreover, since the polarization is frequency dependent, U also depends on 

the frequency 𝜔. This allows to explore the frequency-dependent screening processes 

such as plasmonic excitations. 

The 𝑈(𝜔) matrix is then evaluated within the set of localized Wannier orbitals 𝑤𝑚 

(m indicating position and angular moment) leading to the 𝑈𝑖𝑗𝑘𝑙(𝜔) matrix elements: 

 𝑈𝑖𝑗𝑘𝑙(𝜔) = ⟨𝑤𝑖𝑤𝑗|𝑈(𝜔)|𝑤𝑘𝑤𝑙⟩ Equation D.1.4 
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Figure D.1.1 Schematic picture of the repartition of the band structure within the cRPA scheme. 

In the case of a 3d shell, the matrix 𝑈𝑖𝑗𝑘𝑙 contains 54 = 625 elements for each 

frequency. However, in practice the matrix is typically reduced to retain only the 

essential interactions, since many matrix elements of the full four-index matrix are 

negligible. The two-indexes reduced interaction matrices are defined as follows:  

 𝑈
𝑚,𝑚′
𝜎,𝜎′ = ⟨𝑤𝑚𝑤𝑚′|𝑈|𝑤𝑚𝑤𝑚′⟩ Equation D.1.5 

 𝐽𝑚,𝑚′
⬚ = ⟨𝑤𝑚𝑤𝑚′|𝑈|𝑤𝑚′𝑤𝑚⟩ Equation D.1.6 

 𝑈
𝑚,𝑚′
𝜎,𝜎 = 𝑈

𝑚,𝑚′
𝜎,𝜎′ − 𝐽𝑚,𝑚′

⬚  Equation D.1.7 

An even more drastic but often effective approximation is the Slater 

parametrization. The Slater parameters represent the radial component in the 

expansion of the Coulomb interaction into harmonic spheres, which in the case of a 3d 

shell is given by the monopole (F0), dipole (F2), and quadrupole (F4) terms. The Slater 

parametrization is obtained from the following relations [372,373]: 

 
𝑈 =

1

25
∑ 𝑈

𝑚,𝑚′
𝜎,𝜎′

𝑚,𝑚′

= 𝐹0 Equation D.1.8 

 
𝐽 =

1

25
∑ 𝐽𝑚,𝑚′

⬚

𝑚,𝑚′

=
𝐹2 + 𝐹4

14
 

Equation D.1.9 

where 𝐹4/𝐹2 = 0.63 as an approximation corresponding to the atomic limit [373]. 

 

D.2. Computational details 

The MLWFs obtained by Wannier90 for the DFT converged electronic structures 

based on the dp-model were used to compute the screened coulomb interactions using 

the gap2c code based on constrained random phase approximation (cRPA) 

EF
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theory  [374]. A 5x5x5 kmesh and upper-cut-off energy of 15 Ry were found sufficient 

to obtained converged static U and J values within less than 0.01 eV. Two models were 

considered by excluding both metal 3d and O 2p states or only the metal 3d states in 

the correlated subspace, referred to as dp-dp and d-dp models in the main manuscript, 

respectively. 

 

E. Cluster model theory  

E.1. Introduction 

Herein, the theoretical framework for the simulation of XPS spectra based on the 

charge transfer multiplet theory or cluster model theory (CMT) is presented. We 

follow the formalism by Haverkort et al., adapted to our setup, which is based on the 

Quanty script language that was employed for the calculations [375]. A more general 

description of the theory including applications for studying XAS and XPS spectra is 

found in ref [218].  

 

E.2. Initial and final state Hamiltonians 

In the following, we will refer to the specific case of layered lithium transition metal 

oxides as subject of this thesis. The single cluster model calculations are carried out on 

transition metal-centered TMO6 octahedral clusters (TM = Mn, Co, Ni). For the ground 

state calculations, only the low-energy TM 3d and O 2p states were considered, with 

46 fermionic states. The model Hamiltonian for the cluster includes the onsite and 

hopping energies i.e. one-electron interactions 𝐻(1) as well as the spin-orbit 𝐻𝑑
𝑆𝑂 and 

Coulomb interactions 𝐻𝑑𝑑
𝑒𝑒  for the central TM 3d states.  

 
𝐻𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 𝐻(1) + 𝐻𝑑𝑑

𝑒𝑒 + 𝐻𝑑
𝑆𝑂 − 𝐻𝑑𝑐

𝐴𝑀𝐹 Equation E.2.1 

Technically, an additional term 𝐻𝑑𝑐
𝐴𝑀𝐹 is taken into account to correct for the 

correlations already taken into account at the DFT level with the exchange-correlation 

functional. This procedure, described below, is referred to as double counting 

correction and is typical for post-DFT many-body methods [376].  

In second quantization formalism, the single electron Hamiltonian 𝐻(1) of the 

cluster is: 
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 𝐻(1) =∑휀𝑖𝑑𝑖
†𝑑𝑖

𝑖

+∑𝑡𝑖𝑗𝑑𝑖
†𝑑𝑗

𝑖≠𝑗

+∑휀𝑖𝑝𝑖
†𝑝𝑖

𝑖

+∑𝑡𝑖𝑗𝑝𝑖
†𝑝𝑗

𝑖≠𝑗

+∑𝑡𝑖𝑗(𝑑𝑖
†𝑝𝑗 + ℎ. 𝑐. )

𝑖,𝑗

 
Equation E.2.2 

with ε, t being the on-site and hopping energies, respectively, d† and d (p† and p) the 

creation and annihilation operators for the Co 3d shell (O 2p shell), and i, j spin-orbital 

indices. 

To treat correlations more conveniently, the Coulomb interactions are expanded in 

spherical harmonics to separate radial and spherical parts. With a basis set of spherical 

symmetry, the Coulomb interactions are rewritten as sum of direct and exchange terms 

consisting of analytically solvable spherical harmonics times Slater integrals. For the 

latter, no analytical solution exists so the common procedure is to describe each by a 

single parameter, which can be obtained by different strategies as described below. 

The number of direct 𝐹𝑘 and exchange 𝐺𝑘 terms depend on the angular momenta of 

the interacting shell or shells. In case of 3d-3d interactions, only direct Slater integrals 

are present: 

 𝐻𝑑𝑑
𝑒𝑒 = ∑ 𝐹𝑑𝑑

𝑘 𝐻𝐹
𝑘

𝑘=0,2,4

 Equation E.2.3 

with 𝐹𝑘 being the Slater integrals and 𝐻𝐹
𝑘
 the spherical harmonic of the k-th order 

pole.  

The spin-orbit coupling is formally defined as:  

 𝐻𝑆𝑂
𝑑 = 𝜉3𝑑∑𝑙𝑖 ∙ 𝑠𝑖

𝑖

 Equation E.2.4 

where 𝜉3𝑑 is an atom- and orbital-dependent constant. For 3d valence shell, it is 

generally very small and it does not play a major role, but for deeper core levels it 

becomes relevant reflecting the discussion given in Section A.4.2.1. 

On top of the as-defined Hamiltonian 𝐻𝑐𝑙𝑢𝑠𝑡𝑒𝑟, a configuration-interaction model is 

taken into account to introduce the ligand-to-metal charge transfer Δ that corrects the 

onsite energies of the 3d and 2p orbitals. The model is built following the usual 

definition of charge transfer energy Δ = 𝐸(|3𝑑𝑛+1𝐿−1⟩) − 𝐸(|3𝑑𝑛⟩) and including the 

electronic correlations acting on each configuration modeled by the Hubbard 𝑈𝑑𝑑 

parameter:  

 
𝑈𝑑𝑑 = 𝐹𝑑𝑑

0 −
2

63
(𝐹𝑑𝑑

2 + 𝐹𝑑𝑑
4 ) Equation E.2.5 
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In practice, the problem reduces to solve the following system of equations (note 

that since there are only two unknowns, the first two configurations are actually 

necessary).  

 

{
𝑁𝐿휀𝐿 + 𝑁𝑑휀𝑑 +

𝑁𝑑(𝑁𝑑 − 1)𝑈𝑑𝑑
2

= 0

(𝑁𝐿 − 1)휀𝐿 + (𝑁𝑑 + 1)휀𝑑 +
𝑁𝑑(𝑁𝑑 + 1)𝑈𝑑𝑑

2
= ∆

 Equation E.2.6 

which gives the following solutions where 𝑁𝐿 = 36 for the TMO6 cluster: 

 

휀𝑑 =
36 Δ − n (𝑁𝑑 + 71)

𝑈𝑑𝑑
2

𝑁𝑑 + 36
 Equation E.2.7 

 

휀𝐿 = 𝑁𝑑 ∙
(𝑁𝑑 + 1)

𝑈𝑑𝑑
2 − ∆

𝑁𝑑 + 36
 

Equation E.2.8 

The solution of the as defined Hamiltonian 𝐻𝑐𝑙𝑢𝑠𝑡𝑒𝑟Ψ𝑛 = E𝑛Ψ𝑛 is thus found by exact 

diagonalization, leading to the ground state many-body wave function Ψ0. From this 

calculation, the properties of the ground state can be obtained by computing 

observables as 𝑂 = ⟨Ψ𝑛|�̂�|Ψ𝑛⟩, with �̂� being the operator related to the target property. 

For example, this allows computing the weight or partial occupation of the |𝑑𝑁𝑑+𝑖⟩ 

configuration in the ground state or the average occupation of the 3d orbitals, which 

are relevant information for understanding the redox mechanism upon delithiation. 

In case of core-level photoemission spectroscopy, a core electron is missing in the 

final state. Therefore, the cluster model is augmented with the related core-level shell; 

we take the example of the TM 2p core levels as the most studied in this thesis. This 

results in 42 + 𝑁𝑑 fermionic states. Accordingly, the final-state model Hamiltonian 

𝐻𝑓
𝑐𝑙𝑢𝑠𝑡𝑒𝑟includes all interactions present in the initial state plus those relevant for the 

implemented core-shell. These include the spin-orbit 𝐻𝑆𝑂
𝑇𝑀2𝑝 and the core-valence 

Coulomb interactions 𝐻𝑝𝑑
𝑒𝑒 , which leads to the multiplet splitting described in Section 

A.4.2.3. 

 
𝐻𝑓
𝑐𝑙𝑢𝑠𝑡𝑒𝑟 = 𝐻𝑐𝑙𝑢𝑠𝑡𝑒𝑟 + 𝐻𝑆𝑂

𝑇𝑀2𝑝 +𝐻𝑝𝑑
𝑒𝑒  Equation E.2.9 

In analogy with the above formalism, we have 

 𝐻𝑆𝑂
𝑇𝑀2𝑝 = 𝜉𝑇𝑀2𝑝∑𝑙𝑖 ∙ 𝑠𝑖

𝑖

 Equation E.2.10 

and  

 𝐻𝑝𝑑
𝑒𝑒 = 𝐹𝑝𝑑

0 𝐻𝐹
0
+ 𝐹𝑝𝑑

2 𝐻𝐹
2
+ 𝐺𝑝𝑑

1 𝐻𝐺
1
+ 𝐺𝑝𝑑

3 𝐻𝐺
3
 Equation E.2.11 
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where the expansion of 𝐻𝑝𝑑
𝑒𝑒  for the p-d inter-shell interactions leads to both direct 

and exchange terms. 

Again, the onsite energies were set to the configuration interaction model, this time 

including the core-valence Coulomb interaction 𝑈𝑝𝑑 = 𝐹𝑝𝑑
0 −

1

15
𝐺𝑝𝑑
1 −

3

70
𝐺𝑝𝑑
3 , giving: 

 

{
 
 

 
 𝑁𝑐휀𝑐 + 𝑁𝐿휀𝐿 +𝑁𝑑휀𝑑 +

𝑁𝑑(𝑁𝑑 − 1)𝑈𝑑𝑑
2

+ 𝑁𝑐𝑁𝑑𝑈𝑝𝑑 = 0

𝑁𝑐휀𝑐 + (𝑁𝐿 − 1)휀𝐿 + (𝑁𝑑 + 1)휀𝑑 +
𝑁𝑑(𝑁𝑑 + 1)𝑈𝑑𝑑

2
+ 𝑁𝑐(𝑁𝑑 + 1)𝑈𝑝𝑑 = ∆

(𝑁𝑐 − 1)휀𝑐 + 𝑁𝐿휀𝐿 +𝑁𝑑휀𝑑 +
𝑁𝑑(𝑁𝑑 − 1)𝑈𝑑𝑑

2
+ (𝑁𝑐 − 1)𝑁𝑑𝑈𝑝𝑑 = 0

 
Equation 

E.2.12 

Leading to: 

 휀𝑐 = − 𝑛𝑈𝑝𝑑 Equation E.2.13 

 

휀𝑑 =
36 Δ − n (𝑛 + 71)

𝑈𝑑𝑑
2 − 216𝑈𝑝𝑑

𝑛 + 36
 

Equation E.2.14 

 휀𝐿 = 휀𝑑 + 𝑛𝑈𝑑𝑑 + 6𝑈𝑝𝑑 −  Δ Equation E.2.15 

with 𝑁𝐿 = 36 and 𝑁𝑐 = 6 for the TM 2p core level. While the same approach used for 

the initial-state Hamiltonian could be performed, in practice the final state 

Hamiltonian was directly employed to simulate the XPS spectra as described in the 

following section.  

 

E.3. Spectra simulatio s withi  Gree ’s fu ctio  

formalism 

By solving both initial and final states Hamiltonians, one could calculate the spectral 

function as expressed in Equation A.4.6, based on the Fermi Golden Rule. However, 

this requires including all final states in the calculation, which is not computationally 

practical. Instead, the most common method is based on the analysis of the correlation 

function or Green’s function14. In this thesis, the Green’s function was employed as a 

 

14 In solid state physics, the term Green’s function is commonly used for any correlation function, 

although the formal definition of Green’s function as a mathematical tool to solve inhomogeneous 
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computational tool to simulate the XPS spectra. However, we give the essential physics 

behind it in the context of a photoemission process [377] and proceed with the practical 

case following the above definitions for the TMO6 cluster model system. A detailed 

description of the formalism is found in ref. [60,378]. 

In general, the Green’s function describes the probability that a certain excitation 

acting into a system persists after a certain time passed from its beginning. In the case 

of a photoemission process, this means inspecting the correlation between the system 

at the moment of the photoexcitation t = 0 and its evolution after a time t > 0. 

Considering an N-electron system, the electron removal at t = 0 acts on its ground state 

wave function |Ψ0⟩ as: 

 
|Ψ(𝑡 = 0)⟩ = 𝑐𝑘|Ψ0⟩ Equation E.3.1 

with 𝑐𝑘 the annihilation operator for the k-th electron. After a certain time, the system 

evolves as: 

 
|Ψ(𝑡)⟩ = e−iHt𝑐𝑘|Ψ0⟩ Equation E.3.2 

While if the photoemission happened at the same time t > 0 the time evolution of 

the system would have been instead: 

 
|Ψℎ⟩ = 𝑐𝑘e

−iHt|Ψ0⟩ Equation E.3.3 

The Green’s function describes the correlation at time 𝑡 between the system evolving 

after the photoemission process |Ψ(𝑡)⟩ and the same system at the fundamental state 

|Ψ0⟩ without interacting with the core hole |Ψℎ⟩: 

 𝑖 𝐺(𝑘, 𝑡) ≡ ⟨Ψℎ|Ψ(𝑡)⟩ = ⟨Ψ0|e
iHt𝑐𝑘

†|e−iHt𝑐𝑘|Ψ0⟩ Equation E.3.4 

In the non-interacting case, the Green’s function becomes a simple phase function 

whose Fourier transform leads to a Dirac delta function centered at the energy of the 

excitation. Otherwise, the interactions in the final states progressively lower the 

coherence between initial and excited state, so the correlation function decreases until 

complete loss of coherence is obtained; the lifetime of the excitation represents the 

characteristic time for this process.  

 

differential equations coincides only with the case of the non-interacting two-particles correlation 

function. 
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To study the interactions that reacts to the excitation, the Green’s function can be 

studied by spectral decomposition. By applying the Fourier transformation, the 

Green’s function can be expressed in the energy domain as: 

 𝐺(𝜔) = ⟨Ψ0|𝑇
† 1
𝜔 − 𝐻 − 𝑖Γ/2

𝑇|Ψ0⟩ Equation E.3.5 

where 𝑇 is the general transition operator acting on the initial system (𝑇 = 𝑐𝑘 in the 

example above) and Γ describes the broadening due to the excitation lifetime. Finally, 

applying the identity (𝑥 + 𝑖𝑦)−1 = 𝑃(1/𝑥) + 𝑖𝜋𝛿(𝑥) the spectral function as defined in 

Equation A.4.6 is obtained as the imaginary part of the Green’s function: 

 
𝐴(𝜔) = −

1

𝜋
Im𝐺(𝜔)

= −
1

𝜋
Im ⟨Ψ0|𝑇

† 1
𝜔 − 𝐻 − 𝑖Γ/2

𝑇|Ψ0⟩ 
Equation E.3.6 

with the advantage that only three ingredients are necessary for its calculation, namely 

the ground state wave function, the transition operator, and the final state 

Hamiltonian.  

 

E.4. Practical aspects 

The cluster model calculations were performed using the Quanty code [375,379], 

which implements the formalism of second quantization and Green’s functions 

presented above in a Lua-based script language. The main advantages of this choice 

are the high versatility and overall good performance. Nonetheless, there was no 

interface between Quanty and the other computational tools used in this thesis, so this 

was developed throughout this work to improve the calculations. 

Indeed, one objective of the study was to push forward the theoretical description 

by progressively reducing the number and impact of empirically adjusted parameters 

towards a complete ab initio method. In general, all terms constituting the cluster 

model Hamiltonian of Equation E.2.1 are defined by sets of parameters describing the 

interactions. Below we summarize the main strategies carried out in this thesis for the 

choice of such parameters. 

 

E.4.1. Tight binding 

In ref. [219], a method to extract the one-particle term from Wannier tight binding 

Hamiltonian is presented. In Quanty, this can be obtained by built-in functions 
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working for the FPLO DFT code but not for the Wien2k-Wannier90 routine. Based on 

the FPLO examples, a homemade python script was written to obtain all hopping and 

onsite terms written with respect to the TMO6 cluster. The general workflow is 

described as follows.  

In practice, the terms of the tight binding Hamiltonian 𝐻(1) = ∑ 𝑡𝑖𝑎𝑖
†𝑎𝑖𝑖  are explicitly 

written in Quanty format based on Hamiltonian matrix elements (Equation C.2.1) 

stored in the case_hr.dat output file of Wannier90. To improve computational 

efficiency only the elements > 10-5 eV are actually considered. 

A critical point is the definition of the proper translation vectors R to obtain the 

desired octahedral cluster, as the centers of the Wannier functions do not typically sit 

within the primary primitive cell but in some other position due to the convergence 

algorithm of Wannier90. Therefore, the proper R definitions were found by manually 

comparing the positions given in case_centres.xyz file with respect to the crystal 

structure.  

A second important aspect regarded the local symmetry of the cluster, which 

generally did not match with the crystal symmetry as determined by the initialization 

step of Wien2k. This is due to the typical rhombohedral symmetry of LiTMO2 where 

the TMO6 octahedra are slightly distorted into a lower D3d symmetry. This was 

adjusted by applying an input rotation to the coordinate system for the projection of 

the MLWFs in Wien2wannier, which generally resulted in successful orientation of the 

TM 3d and O 2p MLWFs to the TM-O bonds in the TMO6. Typically, the rotation left 

small but non-zero non-diagonal terms in the order of 0.01 eV. This approximation 

was necessary for three reasons: 1) to properly distinguish t2g and eg states, simplifying 

the interpretation 2) to reduce off-diagonal terms, improving the computational 

efficiency, and 3) to validate the on-site energy correction of the configuration 

interaction model, that otherwise would miss to correct an important part of the 

interactions. 

Although successful for many relevant cases, this “manual” orientation before 

wannierization failed for all systems significantly deviating from the octahedral 

symmetry, namely for the monoclinic structures. To sort this problem out, a different 

approach was employed. In this case, a block band diagonalization is first used to 

reduce the basis set from 46 to 20 states: the O 2p orbitals were linearly combined to 

form a ligand shell with d symmetry that boosts the computational efficiency. The 

reduced Hamiltonian was thus rotated by a unitary transformation matrix so that the 

d- and L-blocks were diagonal, which effectively acts as local rotation to the cluster 

symmetry without changing the physics of the system. This way, the octahedral 

approximation could be implemented for MLWF basis set of any symmetry.  
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E.4.2. Coulomb interactions 

Different approaches were adopted for the Coulombic interactions. First, it is 

important to distinguish between the well screened and poorly screened interactions. 

Following Slater parametrization, the direct monopole interactions are typically more 

sensitive to the screening processes from the surrounding electronic structure than the 

multipoles and exchange terms. 

The first approach is to approximate all interactions but the monopole ones by 

atomic-like parameters. The multipole and exchange Slater parameters as well as the 

spin-orbit parameters were taken from the Hartree-Fock solutions for free ions 

available published libraries [380,381]. As common in the literature, an 80% scaling 

factor was employed with respect to the free-ion values for the Slater parameters. 

Within this approximation, the monopole Slater integral is obtained from Equation 

E.2.5 by adjusting the 𝑈𝑑𝑑 parameter to the experimental spectra, together with the 

charge transfer Δ parameter. The core-valence interaction was instead set as 𝑈𝑝𝑑 =

1.2𝑈𝑑𝑑 [65]. All semi-empirical parameters used in this thesis are shown below.  

 

LiCoO2 CoO2 NiO LiNiO2 NiO2 Li2MnO3 

F2dd 10.1 10.9 11.1 9.3 10.0 9.93 

F4dd 6.3 6.9 6.9 5.8 6.3 6.26 

𝝃𝟑𝒅 0.1 0.1 0.1 0.1 0.1 0.05 

F2pd 6.3 6.8 6.7 5.8 6.3 6.13 

G1pd 4.8 5.2 4.9 4.4 4.8 4.62 

G3pd 2.7 3.0 2.8 2.5 2.8 2.63 

𝝃𝟐𝒑 9.7 9.7 11.5 11.5 11.5 6.85 

Table E.4.1 Semi-empirical parameters used for TM 2p simulations in this thesis. The values are in 

eV and correspond to 80% scaled Slater parameters computed for isolated ions in the formal 

oxidation state for each compound, as reported in ref. [381]. For Li2MnO3, we took the parameters 

from the library within the Crispy software [380]. 

However, the above method typically resulted in large Hund’s coupling 𝐽 =
𝐹2+𝐹4

14
 

that overestimate the exchange interaction leading to abrupt spin transitions in the 

𝑈𝑑𝑑-Δ phase diagram. The implementation of Slater parameters from ab initio cRPA 

calculations not only solved this issue but also allowed to avoid fitting 𝑈𝑑𝑑 and, in 

some cases, even Δ. This aspect is further discussed in Section 5.2.1.1. 

Whatever the approximation for 𝐻𝑑𝑑
𝑒𝑒 , a double counting correction was necessary 

to account for the correlations described by the PBE functional at the DFT step. Various 

approximations exist for this critical part, as described elsewhere. In this thesis, the 

well-known around mean field (AMF) approximation was employed. It is based on 
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calculating the mean field version of the operators contributing to 𝐻𝑑𝑑
𝑒𝑒 , e.g. the 𝐹𝑘 and 

𝐺𝑘 in case of Slater parametrization or the 𝑈
𝑚,𝑚′
𝜎,𝜎′  and 𝑈

𝑚,𝑚′
𝜎,𝜎  in case of the cRPA matrices. 

This means replacing all two-particles terms with the expectation values of the density 

matrix obtained by the exact diagonalization of the  𝐻(1), containing only DFT-

imported interactions.  

 

E.4.3. Exact diagonalization 

For the exact diagonalization, Quanty employs the Krylov convergence algorithm 

starting from a given occupation of the system. Unless specified otherwise, the 

nominal occupation was also taken as starting point (e.g. for NiO, 8 electrons and 6 

electrons were assigned to the Ni 3d and O 2p shells, respectively) and the convergence 

limit was set to 10-10 eV. 

Typically, a few lowest eigenstates were calculated. However, since we typically 

found that 𝐸𝑛 − 𝐸0 ≫ 𝑘𝐵𝑇, with n > 0 and T = 300 K (considering all experiments were 

carried out at room temperature), the results are discussed only by means of the lowest 

energy state.  

Finally, a set of restrictions were also employed for the ground state calculation to 

reduce the convergence time. In fact, only the most relevant TM configurations were 

included in the calculations according to the configuration interaction model. Thus, 

the TM 3d occupation was restricted between 𝑁𝑑 and 𝑁𝑑 + 2, with 𝑁𝑑 being the 

nominal occupation in ionic limit.  
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F. Supplementary information for 

Chapter 3 

F.1. Structural characterization 

F.1.1. LiCoO2  

F.1.1.1. Scanning electron microscopy 

Scanning electron microscopy (SEM) images of LiCoO2 were collected using PHI-

700 spectrometer from ULVAC-PHI using a primary electron beam of 10 kV. 

 

Figure F.1.1 Cross section of the LiCoO2 thin film, realized by cutting the thin film with a diamond 

knife. 

F.1.1.2. Raman Spectroscopy 

Raman spectroscopy analyses were performed using a Renishaw inVia Raman 

microscope in backscattering configuration with 532 nm laser excitation. The LiCoO2 

sample was transferred and measured in air. Raman spectroscopy was used to track 

the crystallization of LiCoO2 upon annealing of the PVD deposed amorphous films. 

When annealed at intermediate temperatures (400 °C), the material begins to order 

itself in a cubic spinel structure, known as the low-temperature (LT) phase. When 

higher temperatures are reached, the typical layered hexagonal structure of LiCoO2 

(HT phase) is formed [382,383]. All samples discussed in the manuscript were 

annealed at 700 °C. 
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Figure F.1.2 Raman spectra of LiCoO2 thin films after PVD deposition (black), after subsequent 

annealing at 400°C (orange) and 700°C (red). Colored symbols in the figure indicate the modes for 

Co3O4 (triangles), LT-LiCoO2 (diamonds), and High-Temperature HT-LiCoO2 (spades) phases.  

F.1.2. LiNiO2  

F.1.2.1. Scanning electron microscopy 

Scanning electron microscopy (SEM) images of LiNiO2 were collected using a MEB-

LEO microscope using an acceleration electron beam of 5 kV.  

 
Figure F.1.3 Morphology and particle size analysis of LiNiO2 particles. (a) Low and (b) high 

magnification SEM images for the pristine LiNiO2 electrode. As typical commercial-grade Ni-rich 

electrodes, the morphology of LiNiO2 consists of spherical aggregates with diameter d = 6.9 ± 1.7 µm 

(average over ~100 particles in Figure F.1.3 Morphology and particle size analysis of LiNiO2 particles. 

(a) Low and (b) high magnification SEM images for the pristine LiNiO2 electrode. (b) that are 

constituted of smaller primary particles with irregular and prismatic-like shapes randomly oriented. 

The average dimension was estimated as 300 - 400 nm considering ~50 single particles in four 

different aggregates. Approximating the particles as spheres gives a radius of about 150 - 200 nm, 

which was compared to XPS and HAXPES depth sensitivities in the manuscript.  
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F.1.2.2. X-ray diffraction 

Synchrotron X-ray diffraction of LiNiO2 electrode was performed at beamline BM32, 

at the European Synchrotron Radiation Facility using a beam energy set to 27 keV. The 

beam had a size of about 150µm × 550µm and a flux of about 3 ∙ 1010ph/s. The XRD 

patterns of the ex situ samples were recorded in transmission geometry (Debye-

Scherrer) with a moveable 2D CdTe detector, calibrated and integrated into intensity 

vs. angle 1D-patterns using the pyFAI multigeometry module  [384]. The setup and the 

data integration process provided an angular resolution of 7.8 ∙ 10−3° in the range 

[2.5°, 32.7°]. The LiNiO2 electrodes were covered by polyimide tape to limit air 

contamination before the measurement. The covered electrodes were brought to the 

beamline in pouch casings sealed in water free (<1ppm) argon atmosphere. The 

patterns were analyzed with the Fullprof software  [385] by Rietveld refinement. 

Lattice parameters, oxygen position, Ni/Li anti-site default, thermal movement of the 

Ni in the layer and strain of the H3 phase were refined. The peaks were fitted using 

pseudo-Voigt functions. 

 

Figure F.1.4 Ex-situ crystal structure characterization of the cycled samples by synchrotron XRD. 

Experimental data and refinements are shown as black dots and red lines, respectively.  

 

Sample Phase Space Group a (Å) b (Å) c (Å) zO Phase fraction (%) 

P H1 R -3 m 2.875 2.875 14.176 -0.26 100 

Table F.1.1 Parameters obtained by Rietveld refinement of the XRD patterns. An additional phase 

for Aluminum (Fm-3m, a = 4.04 Å) was also included in the fits. 
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F.1.3. NaNiO2  

F.1.3.1. Scanning electron microscopy 

Scanning electron microscopy (SEM) images of NaNiO2 were collected using a MEB-

LEO microscope using an acceleration electron beam of 5 kV.  

 

Figure F.1.5 SEM images of the NaNiO2 powder. 

F.1.3.2. X-ray diffraction 

The XRD pattern was obtained with a Bruker D8 Advance diffractometer equipped 

with a Cu anode (x-ray beam of wavelength 1.542 Å) and using an anti-scattering filter. 

 

Figure F.1.6 XRD pattern of NaNiO2 compared to reference PDF 04-016-6484 
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F.1.4. Li2MnO3  

F.1.4.1. Scanning electron microscopy 

Scanning electron microscopy (SEM) images of Li2MnO3 were collected using a MEB-

LEO microscope using an acceleration electron beam of 3 kV.  

 
Figure F.1.7 SEM images of the Li2MnO3 powder. 

F.1.4.2. X-ray diffraction 

The XRD pattern was obtained with a Bruker D8 Advance diffractometer equipped 

with a Cu anode (x-ray beam of wavelength 1.542 Å) and using an anti-scattering filter. 

 
Figure F.1.8 XRD pattern of Li2MnO3, compared to reference PDF 01-084-8630. 
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F.2. Supporting information for XPS and 

HAXPES analysis  

F.2.1. Modeling the main O 1s peak of transition metal oxides  

In general, we noticed that the use of standard GL(30) peak could not describe 

properly the low binding energy-tail of the Olatt peak in the O 1s XPS and HAXPES 

spectra of transition metal oxides. This is shown in Figure F.2.1(a) using the O 1s 

HAXPES spectrum of pristine LiCoO2 thin films and looking at the residual curve in 

particular. Playing with the percentage weight of Gaussian and Lorentzian functions 

within the same lineshape model does not improve significantly the fit [Figure 

F.2.1(b)] while moving to the more recent numerical approximation for the Voigt 

function introduced in CasaXPS does [Figure F.2.1(c)]. In the LA(α,m) function, α 

describes tail asymmetries (α=1 for symmetric peak) and 0<m<1401 indicates the 

weight of the convolution with a Gaussian 15. To correct for the mathematical issue of 

this approximation that leads to non-zero intensity at infinite, a damping parameter w 

is also introduced in the LF(α, α, w, m) function [Figure F.2.1(d)].  

 

Figure F.2.1 O 1s HAXPES peak fitting models for the pristine LiCoO2 thin film using different 

lineshapes for the low-binding energy main peak at ~529.5 eV: (a) GL(30), (b) GL(70), (c) LA(1,450), 

and (d) LF(1,1,70,450). The residual standard deviations (STD) calculated in CasaXPS are indicated 

in the figure. 

 

15 See http://www.casaxps.com/help_manual/manual_updates/LA_Lineshape.pdf for details on the 

lineshape mathematical definition. Note that in our version of CasaXPS (2.3.23) the upper limit for m 

was set to 1401 and not 499 as indicated in the reference.  

http://www.casaxps.com/help_manual/manual_updates/LA_Lineshape.pdf
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F.2.2. XPS and HAXPES analysis of Li2CO3 and Na2CO3  

Orbital Assignation 
Li2CO3 (XPS) Na2CO3 (XPS) Na2CO3 (HAXPES) 

BE FWHM at% BE FWHM at% BE FWHM at% 

Li 1s Li2CO3 55.4 1.8 28.8       

Na 1s Na2CO3    1071.5 2.0 34.5 1071.5 2.2 36.2 

C 1s C - C 285.0 1.8 4.9 285.0 1.9 7.1 285.0 2.0 1.6 

 C-O 286.5 2.0 0.6 286.5 1.5 0.6 286.6 2.0 0.7 

 C=O 288.3 1.4 0.6 288.0 1.5 0.5    

 CO3 290.1 1.5 14.9 289.4 1.6 14.6 289.6 2.0 13.4 

O 1s CO3 531.9 1.9 50.4 531.3 1.9 42.7 531.4 2.1 44.4 

 C-O       533.5 2.1 3.8 

 N KLL Auger    535.8 2.5     

Table F.2.1 Quantification results for Li2CO3 and Na2CO3. 

 

Figure F.2.2 Core-Level spectra analysis for Li2CO3 and Na2CO3. Due to the overlap between Na KLL 

and O 1s, HAXPES spectra were also measured for Na2CO3.  

 



Annex F  195 

 

   

F.2.3. XPS analysis of commercial-grade electrodes: technical 

details 

The LiNiO2 electrode samples suffered beam damage-induced modifications when 

measured in the same conditions as LiCoO2 thin films, especially for the F 1s, C 1s, and 

O 1s core levels. Moreover, the signal of LiNiO2 particles was nearly completely 

obscured by the PVDF binder and carbon black additive. To minimize these effects, a 

different protocol was performed, involving the following precautions: 

1. The electrodes were manually scratched with a ceramic knife in the glovebox 

before the measurement. This led to effective decrease of binder intensity in the 

XPS measurement (Figure F.2.3). 

2. No charge neutralization was used during the acquisition, exploiting the. 

intimate mixing of LiNiO2 particles and conductive carbon. 

3. To reduce the X-ray exposure time, the area of analysis was increased to a 

square of 500x500 μm2, scanned by the X-ray probe of 100 μm in diameter. With 

this procedure, no significant changes on the XPS spectra were observed even 

after long exposures of >10 h (typical time for HAXPES experiments).  

 
Figure F.2.3 SEM top view image of (a) unscratched and (b) mechanically scratched pristine LiNiO2 

electrodes. (c) Stack plot of normalized XPS survey spectra for pristine LiNiO2 prepared in four ways, 

from bottom to top: unscratched electrode, mechanically scratched electrode, powder retrieved after 

scratching, and ground powder retrieved after scratching. Note that the spectra were not charge 

calibrated, showing that the powder samples suffered charging effects in contrast to the electrode 

samples.  
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The mechanism and effect of X-ray induced beam damage on LiNiO2 electrodes 

were investigated during the synchrotron campaign at Soleil since, as expected, the 

effect of beam damage was enhanced with the synchrotron radiation. These results 

were submitted to Surface and Interface Analysis and accepted for publication as a 

short article titled “Surface analysis insight note: Accounting for X-ray beam damage 

effects in positive electrode-electrolyte interphase investigations” (Annex I, paper 2). 

 

F.2.3.1. XPS analysis of carbon black and PVDF 

Both powders were stored in Ar-filled glovebox and were transferred to Quantes 

with the airtight transfer vessel as usual. However, oxygen and water contamination 

were found for PVDF (but not for the carbon black), as evident in the unexpected large 

O 1s peak shown below. Since the electrodes were fabricated elsewhere (BASF in the 

frame of BIG-MAP European project), it is not clear if such contamination can be 

expected in the electrode samples as well. However, from the analysis of LiNiO2 

samples, such a contamination was not observed. For fitting the C 1s peak of carbon 

black, a LF(0.65,1.15,100,100,3) lineshape was used in combination with a GL(30) peak 

for the π-π* satellite. 

 

 

Figure F.2.4 Core-level spectra for bare PVDF and carbon black used to produce the LiNiO2 electrode 

samples.  
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Orbital Component BE (eV) FWHM (eV) at % 

C 1s C-C/C-H 284.9 1.3 1.7 

 CH2 (PVDF) 286.3 1.5 14.2 

 C-O 286.6 2.5 21.5 

 C=O 288.6 1.6 2.5 

 CF2 (PVDF) 290.8 1.5 14.2 

 CF3 (PVDF) 292.6 2.2 1.1 

O 1s C-O/C=O 533.0 1.9 10.2 

 Ads. H2O 534.6 1.8 1.1 

F 1s CF2 (PVDF) 687.9 2.0 31.9 

 CF3 (PVDF) 689.6 1.7 1.7 

Table F.2.2 Quantification results for PVDF bare powder. 

F.2.4. Mn 3p lineshape 

To extract characteristic Mn 3p lineshape of MnIV in octahedral environment, we 

used the XPS and HAXPES spectra of reference MnO2 powder. The approach is similar 

to the one discussed in ref. [281]. 

Peak BE FWHM Area % 

A 49.7 1.8 65.0 

B 51.0 1.8 17.1 

C 52.4 1.8 8.5 

D 47.9 1.8 6.0 

E 53.9 1.8 3.4 

Table F.2.3 Mn 3p peak fitting model used to fit the Mn 3p XPS and HAXPES for MnO2. 

 

F.2.5. On GCIB beam damage for layered lithium transition 

metal oxides 

The underlying principle of GCIB is that the kinetic energy of the atomic aggregate 

is distributed among the ions composing itself. For example, while an Ar+ ion 

accelerated to 1 keV impacts the surface with that energy (1 keV/at), a cluster of 1000 

Ar+ ions accelerated to the same energy impacts the material with an energy of 1 eV/at. 

Some examples have already been brought for cycled NMC materials: Chang et al 

compared sputtering using C60 and Ar+, showing that the former allows reduction of 

surface damage, while Bondarchuk et al. used a gas cluster ion beam (GCIB) to remove 
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the surface reduced layer [215,386]. However, the Ni 2p evolution is either not 

shown [386] or difficult to understand from figure (Supporting Information of 

ref. [215]).  

 
Figure F.2.5 GCIB experiments of cycled LiCoO2 thin films and pristine LiNiO2 powders. A constant 

shift was applied to each core level spectra starting from the first scan (without sputter) at the bottom 

and following the arrows indicated at the left-hand side of the TM 2p stack plots.  

Figure F.2.5 shows the changes of (a) Co 2p and (b) O 1s spectra for cycled LixCoO2 

and of (c) Ni 2p and (d) O 1s spectra for LiNiO2 upon GCIB sputtering, taken as 

representative for testing the damage produced by GCIB depth profile. In practice, the 

goal was to remove the surface layer and to get a "clean" signal to reduce the relatively 

large noise in HAXPES spectra. However, it was not possible to avoid altering the 2p 

spectra of the transition metals. Even with the softest GCIB conditions available in our 

equipment (2eV/at), LiNiO2 reacted instantaneously. Still, the beam damage was 

effectively reduced with respect to Ar-ion sputtering, as observed in the evolution of 

the O 1s spectra. However, this comes with the drawback of less efficient sputtering of 

the surface inorganic species (e.g. LiF and Li2CO3), for which higher impact energy is 

required. 
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F.2.6. Ni 2p3/2 peak fitting models and quantification using the 

method by Bondarchuck et al. 

With the data shown in Table F.2.4, the NiIII percentage concentration [NiIII] was 

calculated using the following formula proposed by Bondarchuk et al. [215]: 

[𝑁𝑖𝐼𝐼𝐼] = 100 ×
𝐴(𝑚𝑎𝑖𝑛 𝑙𝑖𝑛𝑒) − 𝑅 × 𝐴(𝑠𝑎𝑡𝑒𝑙𝑙𝑖𝑡𝑒)

𝐴(𝑚𝑎𝑖𝑛 𝑙𝑖𝑛𝑒)
 

Where 𝐴(𝑀𝐿) = ∑ 𝐴(𝑀𝐿𝑖)𝑖 , 𝐴(𝑆𝐴𝑇) = ∑ 𝐴(𝑆𝐴𝑇𝑖)𝑖 , and R is the intensity ratio “main 

peak-to-satellite” from NiO fits, i.e. the area ratio 𝐴(𝑀𝐿)/𝐴(𝑆𝐴𝑇), equal to 1.3 for XPS 

(in agreement with ref. [215]) and 1.4 for HAXPES. 

 

 

NiO XPS LiNiO2 XPS 

Peak BE FWHM Area % BE FWHM Area % 

ML1 853.9 1.2 12.9 854.2 2.0 15.4 

ML2 855.7 3.3 44.2 855.5 2.9 55.1 

SAT1 861.0 4.1 34.3 860.8 4.6 23.8 

SAT2 864.2 3.1 5.9 864.7 3.1 4.3 

SAT3 866.8 2.3 2.8 866.8 6.1 1.4 
 

NiO HAXPES LiNiO2 HAXPES 

Peak BE FWHM Area % BE FWHM Area % 

ML1 854.0 1.2 14.9 854.4 2.0 11.4 

ML2 855.7 3.5 43.9 855.6 3.2 56.0 

SAT1 861.0 3.6 30.5 860.8 5.0 25.6 

SAT2 863.9 3.1 8.4 864.2 2.6 4.6 

SAT3 866.9 2.1 2.3 866.8 2.6 2.5 

Table F.2.4 Ni 2p3/2 peak fitting models for NiO and LiNiO2. 
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G. Supplementary information for 

Chapter 4 

G.1. Electrochemistry: additional information 

G.1.1. Cell cases for LixCoO2 thin films  

 

Figure G.1.1 Pictures of the cell case for cycling LiCoO2 thin films. (a) Bottom part with a LiCoO2 

cathode. (b) Top and bottom parts. (c) Side-view schematics of the electrochemical cell. 

 

G.1.2. Electrochemical data for Li2MnO3 

 

Figure G.1.2 Electrochemical data for Li2MnO3. (a) Three formation cycles at C/50, showing the typical 

large voltage fade after the first charge. (b) Galvanostatic charge for the cycled material studied in 

Chapter 5.  
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G.2. XPS study of cycled materials: technical 

details  

G.2.1. pSEI thickness calculation  

Upon cycling, the pSEI covering the layered oxide effectively reduces the 

photoelectron intensity for the core level peaks related to the buried material from A 

to A0 as sketched in the figure below. Assuming a homogeneous bilayer model as 

shown in the figure allows to estimate the pSEI thickness as discussed in the main text. 

 

Figure G.2.1 Schematics for the photoelectron intensity decay for cycled LixCoO2 thin films due to 

pSEI formation. 

 

LiF Li3PO4 Li2CO3 POE 

Bulk density (g/cm3) 2.64 2.39 2 1.23 

N° valence electrons 8 32 24 18 

Molecular weight 25.94 115.79 73.89 44.05 

Band gap 14.2 5.8 5.1 0 

Table G.2.1 Parameters used for the IMFP calculation of pSEI. The band gap of POE was taken as 0 

after observing the final IMFP was not largely affected by its change: changing from a band gap of 0 

to   eV retur ed I   s from  .90 to  .95  m for Al kα photo  e ergy. 

 O 1s Co 2p 

 XPS HAXPES XPS HAXPES 

EK (eV) 957 4885 707 4635 

𝛌𝐋𝐢𝐅 (nm) 3.9 14.5 3.1 13.8 

𝛌𝐋𝐢𝟑𝐏𝐎𝟒  (nm) 2.6 9.7 2.1 9.3 

𝛌𝐋𝐢𝟐𝐂𝐎𝟑 (nm) 2.7 10.2 2.2 9.7 

𝛌𝐏𝐎𝐄 (nm) 2.7 10.5 2.2 10 

Table G.2.2 Estimated I    (λ) for the   1s a d  o  p photoelectro s travelli g through the four 

mai  pSEI species accordi g to the X S a alysis, excited by the Al Kα a d  r Kα photo  e ergy. 
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XPS HAXPES 

p
S

E
I 

 c
o

m
p

o
si

ti
o

n
 (

at
%

) F 1s - LiF 18.6 14.5 

F 1s - LixPOyFz 2.8 2.9 

O 1s – CO32- 9.4 11.4 

O 1s - C-O 7.0 2.8 

O 1s 

A (CPS eV) 19306 601 

A0 (CPS eV) 46351 764 

〈λpSEI
O1s 〉 (nm) 2.8 12.1 

tpSEI
O1s  (nm) 1.8 2.1 

Co 2p 

A (CPS eV) 92421 2550 

A0 (CPS eV) 150866 2808 

〈λpSEI
Co2p〉 (nm) 2.3 9.3 

tpSEI
Co2p

 (nm) 0.79 0.63 
 

〈tpSEI〉  (nm) 1.3 ± 0.5 1.3 ± 0.7 

Table G.2.3 Calculation of the average pSEI thickness 〈𝐭𝐩𝐒𝐄𝐈〉 for the cycled Li0.95CoO2 electrode 

following Eq. 5.2.1. XPS and HAXPES quantitative analysis results are used to estimate the pSEI 

chemical composition. The results from O 1s and Co 2p core levels are averaged. The semi-difference 

is used as error for the estimate.  

For the cycled LixNiO2 composite electrodes, the calculation was not carried out in 

such detail: the pSEI was approximated by the LiF IMFP noting that it is larger than 

all other species i.e. giving an upper limit for its estimate. The calculation was carried 

out using unscratched samples, whose O 1s spectra are shown below. 

 
Figure G.2.2 O 1s core-level spectra of the unscratched pristine and cycled (x~0.8) LixNiO2 electrodes. 

The low energy peak was used for the pSEI thickness calculation. 
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G.2.2. Reproducibility tests for LixNiO2 electrodes  

 

Figure G.2.3 Comparison of the Ni 2p, O 1s, and F 1s XPS and HAXPES spectra of two cycled 

electrodes subjected to the same electrochemical protocol. 

G.2.3. Calculation of the capacity loss by Co reduction  

The increase of surface percentage CoII ions (𝐶𝐶𝑜𝐼𝐼) from pristine to cycled LiCoO2 

thin film electrodes (calculated in 5.3.1.5) is due to electrochemical reduction of CoIII. 

Therefore, the new moles of CoII (𝑛𝐶𝑜𝐼𝐼 = 𝐶𝐶𝑜𝐼𝐼𝑛𝐶𝑜, with 𝑛𝐶𝑜 the total moles of Co ions) 

are linked to the charge 𝑞𝑟𝑒𝑑 by the Faraday law as 𝑞𝑟𝑒𝑑 = 𝐹
𝑛
𝐶𝑜𝐼𝐼

𝑚
, with m the mass of 

the system and F the Faraday constant (26801 mAh/mol). This charge should 

contribute to the Li-ion cell capacity loss assuming the reduction process to be 

irreversible. To estimate 𝑞𝑟𝑒𝑑 we proceeded with calculating m and 𝑛𝐶𝑜𝐼𝐼 by 

considering the portion of matter probed by XPS and HAXPES experiments as 

cylinders whose volume is 𝑉 = 𝜋𝑟2 ∙ 3 sin 𝜃 𝜆ℎ𝜈, with 𝑟 the beam spot radius (50 μm) 

and 𝜆ℎ𝜈 the IMFP for the XPS and HAXPES measures. With the as-obtained volume 

the mass of LiCoO2 (𝑚) and total moles of Co ions (𝑛𝐶𝑜) are obtained using the known 

density and molar weight of LiCoO2 (4.5 g/cm3 and 98.90 g/mol). All the values are given 

in the table below.  
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 HAXPES XPS 

𝑪𝑪𝒐𝐈𝐈  (%) 7.4 2.6 

λ ( m) 6.8 2.3 

V (cm3) 1.1*10-10 3.8*10-11 

m (ng) 0.51 0.17 

𝒏𝑪𝒐 (10-12 mol) 5.2 1.7 

𝒏𝑪𝒐𝐈𝐈  (10-14 mol) 38 4.4 

𝒒𝒓𝒆𝒅 (mAh/g) 20 7.0 

Table G.2.4 Estimation of the charge capacity related to cobalt reduction by XPS and HAXPES. 

G.2.4. Components for reference-based Ni 2p3/2 peak fitting 

 

Figure G.2.4 (a) Ni 2p3/2 peak fitting model and (b) related convolution line used as line shapes to fit 

the set of Ni 2p3/2 samples.   

G.2.5. SRL thickness calculation for cycled LixNiO2 samples 

 Li0.8NiO2 Li0.5NiO2 Li0.1NiO2 Li0.01NiO2 

Al Kα -- 1.1 1.5 1.2 

2.3 keV -- 3.7 5.9 4.7 

 r Kα 4.0 3.9 4.8 3.9 

5.4 keV 10.9 1.7 3.9 3.9 

9.5 keV 13.5 3.3 10.6 10.0 

Table G.2.5 Surface layer thickness calculated by XPS and HAXPES using a bilayer homogeneous 

model. All values are in nm. 
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G.2.6. Ni 2p3/2 and O 1s quantification  

 
XPS HAXPES 

 
Component BE (eV) %at Component BE (eV) %at 

NiO O 1s  61 O 1s  52 

 
Olatt 529.5 38 Olatt 529.5 45 

 
Ocarb/hydr 531.3 22 Ocarb/hydr 531.2 8 

 
Oorg 533.3 1 

  
 

 
Ni 2p 854.1 39 Ni 2p 853.7 48 

Ni(OH)2 O 1s  73 O 1s  68 

 
Olatt 531.1 49 Olatt 531.1 62 

 
Oorg 533.2 24 Oorg 532.6 6 

 
Ni 2p 856.1 27 Ni 2p 855.5 32 

Pristine LiNiO2 O 1s  79 O 1s  73 

 
Olatt 528.8 23 Olatt 528.7 36 

 
Osurf 530.1 8 Osurf 529.9 10 

 
Ocarb/hydr 531.4 41 Ocarb/hydr 531.4 26 

 
Oorg 533.0 6 Oorg 533.4 2 

 
Ni 2p  21 Ni 2p  27 

 
NiII 855.5 10 NiII 855.5 11 

 
NiIII 855.2 11 NiIII 855.2 16 

 
NiIV 855.6 0 NiIV 855.5 0 

Charged LiNiO2 O 1s  69 O 1s  60 

 
Olatt 528.8 25 Olatt 528.7 33 

 
Osurf 530.2 17 Osurf 530.1 17 

 
Ocarb/hydr 531.3 21 Ocarb/hydr 531.6 6 

 
Oorg 533.3 6 Oorg 533.1 5 

 
Ni 2p  31 Ni 2p  40 

 
NiII 855.5 22 NiII 855.1 22 

 
NiIII 854.9 7 NiIII 855.2 9 

 
NiIV 855.6 3 NiIV 855.5 9 

Table G.2.6 Lab-based XPS and HAXPES quantification results of Ni 2p and O 1s for reference 

samples and electrodes. 
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G.2.7. Mn 3s, Mn3p, and Li 1s spectra of charged Li2MnO3 

 

Figure G.2.5 Mn 3s, Mn 3p and Li 1s lab-based XPS (top) and HAXPES (bottom) spectra of (a,c) 

pristine and (b,d) charged Li2MnO3 electrodes. The spectra are normalized to the background 

intensity at the lower binding energy side of each peak. Note that the inverted Mn 3s/Mn 3p intensity 

ratio switching from XPS to HAXPES is related to the change in photoelectron cross section. 

 

G.3. O 1s binding energy calculations for bulk 

LixCoO2  

The supercell size was progressively increased to check convergence for the binding 

energy calculation. The most important criterion was identified as the smallest 

distance between the independent O atom in which the (half-)core hole was imposed. 

For this system, a dhole-hole > 5 Å was considered sufficient for the comparison with the 

experimental data, for which an error of 0.1 eV is below experimental resolution.  

Cell Size Natoms dhole-hole (Å) ETOT (keV/at) Efermi (eV) EO1s (eV) BE (eV) 

Primitive (G.S.) 4.0 0.0 -10.56 6.48 

  

1x1x3 SC 12.0 2.8 -10.53 6.42 -532.30 538.7 

2x2x3 SC 48.0 5.6 -10.55 6.42 -532.17 538.6 

Table G.3.1 DFT calculation of the O 1s binding energy for LiCoO2. The total and Fermi energies for 

the ground state calculation (G.S., no core hole) is added for reference. SC= supercell. All values are 

in eV. 
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Cell Size Natoms dhole-hole (Å) ETOT (keV/at) Efermi (eV) EO1s (eV) BE (eV) 

Primitive (G.S.) 7 0 -12.03 4.74 

  

Primitive (=1x1x2) 7 2.8 -12.00 4.01 -532.70 536.7 

2x2x2 SC 28 5.1 -12.02 4.31 -532.54 536.8 

3x3x2 SC 63 5.1 -12.03 4.36 -532.54 536.9 

Table G.3.2 DFT calculation of the O 1s binding energy for the O1 oxygen configuration in Li0.5CoO2. 

The total and Fermi energies for the ground state calculation (G.S., no core hole) is added for 

reference. SC= supercell. All values are in eV. 

Cell Size Natoms dhole-hole (Å) ETOT (keV/at) Efermi (eV) EO1s (eV) BE (eV) 

Primitive (G.S.) 7 0 -12.03 4.74 

  

Primitive (=1x1x2) 7 2.8 -12.00 4.16 -532.86 537.0 

2x2x2 SC 28 5.1 -12.02 4.35 -532.86 537.2 

3x3x2 SC 63 5.1 -12.03 4.38 -532.81 537.2 

Table G.3.3 DFT calculation of the O 1s binding energy for the O2 oxygen configuration in Li0.5CoO2. 

The total and Fermi energies for the ground state calculation (G.S., no core hole) is added for 

reference. SC= supercell. All values are in eV. 

 

G.4. STEM-EELS: experimental details 

STEM images and EELS spectra were acquired on a probe Cs-corrected TFS Titan 

Themis microscope operating at 200 kV. EELS spectra were collected in spectrum 

imaging mode with a Gatan GIF Quantum electron spectrometer using a dispersion of 

0.25 eV per channel and a 2.5 mm aperture. Concerning the sample preparation, 

powders were ground and deposited on a lacey carbon coated grid. For the 

observations, grids were transferred from the glovebox to the microscope using a 

vacuum transfer holder to protect the sample from air exposure. 
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H. Supplementary information for 

Chapter 5 

H.1. Density functional theory calculations 

H.1.1. Computational details 

The electronic structures were calculated with the full-potential linearized 

augmented plane-wave method of WIEN2K, using the Perdew-Burke-Ernzerhof (PBE) 

generalized-gradient approximation (GGA) for the exchange-correlation potential. 

The planewave cutoff was set to RMTminKmax = 7, where RMTmin is the smallest atomic 

sphere radius and Kmax is the largest k vector. The paramagnetic ground-state 

electronic density was obtained with a 10 × 10 × 10 wave-vector grid in the primitive 

full Brillouin zone with convergence criteria of 1.36 meV/f.u. (where “f.u.” denotes 

formula unit) for the total energy and 10−3 electrons/f.u. for the charge, respectively. 

The table below summarizes the crystal structures and material-dependent parameters 

used.  

Name Li TM O 

LiCoO2 1.77 1.94 1.67 

Li0.5CoO2 1.71 1.81 1.56 

CoO2  1.9 1.66 

LiNiO2 1.69 1.9 1.63 

Li0.5NiO2 1.69 1.9 1.63 

NiO2  1.9 1.63 

Li2MnO3 1.7 1.92 1.65 

NiO  2.11 1.81 

Table H.1.1 Muffin-tin radii employed in the DFT calculations. 
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Name 
Space 

group 

a 

(Å) 

b 

(Å) 

c 

(Å) 
γ (°) Li TM O Ref. 

LiCoO2 R-3m 2.816 2.816 14.052 120 0,0,0 0, 0, 1/2 0, 0, 0.7600  [79] 

        0, 0, 0.2401  

Li0.5CoO2 P2/m 4.865 2.809 5.063 90 (1) 0, 0, 0 1/2, 0, 1/2 0.2334, 0, 0.7042  [387] 

       0, 1/2, 0 0.7666, 0, 0.29579  

        0.7379, 1/2, 0.7095  

        0.2621, 1/2, 0.2905  

CoO2 P-3m1 2.822 2.822 4.293 120  0, 0, 0 1/3, 2/3, 0.2341  [79] 

        2/3, 1/3, 0.7659  

LiNiO2 R-3m 2.878 2.878 14.198 120 0, 0, 1/2 0, 0, 0 0, 0, 0.2578 us(2) 

        0, 0, 0.7422  

Li0.5NiO2 P2/m 5.073 4.940 2.826 109.3478 1/2, 0, 1/2 0,0,0 0.2150, 1/4, 1/2 us(2) 

       0, 1/2, 1/2 0.7850, 3/4, 1/2  

        0.2150, 3/4, 0  

        0.7850, 1/4, 0  

NiO2 R-3m 2.814 2.814 13.494 120  0, 0, 0 0, 0, 0.7369 us(2) 

        0, 0, 0.2631  

Li2MnO3 C2/m 4.937 5.030 8.532 109.46 0, 0, 1/2 0, 0, 0.83292 0.2189, 0.2273, 0 
PDF 01-

084-8630 

      0, 1/2, 0 0, 0, 0.16708 0.7811, 0.7727, 0  

      0, 1/2, 0.6606  0.2540, 0.2233, 0.3212  

      0, 1/2, 0.3394  0.7460, 0.7767, 0.6788  

        0.2540, 0.2233, 0.6788  

        0.7460, 0.7767, 0.3212  

NiO Fm-3m 4.177 4.177 4.177 90  0, 0, 0 0.5, 0.5, 0.5  [219] 

Table H.1.2 Structural parameters used for D T calculatio s. (1) β= 108.68°. (2) The structure was 

obtained from synchrotron XRD refinements of related pristine and cycled electrodes (the atomic 

occupancy was rounded to unity). 
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H.1.2. Band structures and density of states 

 

Figure H.1.1 Band structures and density of states calculated with DFT method. The partial density 

of states was computed with qtl program of Wien2k rotating to the local distorted octahedral 

symmetry. The Wannier tight binding model is added for comparison, showing a successful 

interpolation with the input band structure. For Li2MnO3 (only spin-polarized calculation), dark and 

light grey were used to indicate the spin polarization in the band structure plot and the green line 

represents overall 3d PDOS. 

 

H.2. Transition metal 2p simulations  

H.2.1. LixMO2 (M=Co, Ni; x=0,1) 

Below we show the Co 2p and Ni 2p spectra simulated for LiCoO2, CoO2, LiNiO2, 

and NiO2, respectively. The simulated spectra are compared to background-corrected 

and normalized HAXPES data to find the best-agreement values for U and Δ, which 

are highlighted by the yellow background. The remaining parameters used for the 

calculations are reported in Table E.4.1.  



Annex H  211 

 

   

 

Figure H.2.1 Co 2p simulations (red line) compared to experimental HAXPES (grey dots) for LiCoO2. 

 

Figure H.2.2 Co 2p simulations (red line) compared to experimental HAXPES (grey dots) for CoO2. 
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Figure H.2.3 Ni 2p simulations (red line) compared to experimental HAXPES (grey dots) for LiNiO2. 

 

Figure H.2.4 Ni 2p simulations (red line) compared to experimental HAXPES (grey dots) for NiO2. 
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Figure H.2.5 Ground state properties for LiNiO2 and NiO2 using atomic-like Slater parameters as a 

fu ctio  of U a d Δ. See paper 3 in Annex I for the LiCoO2 and CoO2 data obtained with an analogous 

method.  

 

H.2.2. Li2MnO3 

We could not treat Li2MnO3 the same way as for LiCoO2 and LiNiO2. However, the 

interpretation of the Mn 2p spectra was less complicated than for the other two 

materials. The cluster model calculation was performed using the Crispy interface for 

Quanty based on an approximated MnO6 octahedra where the O 2p orbitals are 

combined by linear combination forming a set of five ligand orbitals L [219,380]. The 

crystal field (10Dq) and overlap (V) parameters for the model are 10Dq3d =1.6 eV, 10DqL 

= 1.1 eV, Veg = 2.6 eV, and Vt2g = 1.2 eV. These parameters were found by comparing 

the simulation with Mn 2p HAXPES as for U = 5.5 eV and Δ = 3.0 eV, starting from 

other studies in the literature [279,333]. We emphasize here the strength of the method 

proposed for LixCoO2 and LixNiO2 systems, as it allows for a more robust 

determination of the many parameters involved in the simulation. 

As shown below, the simulation reproduced overall the experimental Mn 2p spectra 

including the satellite peak at ~675 eV. We attribute the mismatch in intensity to the 

background subtraction approximation by the Shirley method. However, as noticed in 

Chapter 3, the experimental spectrum does not show the characteristic doublet in the 

main line, which is instead obtained in the simulation. Morita et al. also found this 

feature, which was confirmed experimentally for Li2MnO3 single crystals. Either the 
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powder morphology or surface effects can explain the difference with our 

experimental observation.  

 
Figure H.2.6 Mn 2p simulation (blue line) compared to experimental HAXPES (grey dots). 

Concerning the ground state properties, both the occupation Nd=3.38 and the spin 

S=2.5 μb indicated the t2g3eg0 configuration for Mn 3d states as expected for MnIV. In 

agreement with Morita et al, we also concluded that Li2MnO3 is a charge transfer 

insulator (Δ/U < 1) [279]. In absence of a strong hybridization with the Mn 3d states (as 

observed instead for the LixCoO2 and LixNiO2 system), this suggests that the O 2p states 

are directly involved in the charge compensation mechanism upon delithiation, 

differing from the participation via the self-regulation mechanism proposed for the 

other two materials. The valence band analysis (Section 5.1.2) and the absence of 

changes in the experimental Mn 2p spectra for charged LixMnO3 (Section 4.3.3) fit 

with this interpretation. As discussed by Rana et al., however, this mechanism is 

apparently not stable as it readily destabilizes the oxygen framework by 

deoxygenation [123].  

 

H.3. Raman spectroscopy analysis of LixNiO2 

electrodes 

H.3.1. Experimental details 

Raman spectroscopy was performed using a Renishaw inVia Raman microscope in 

backscattering configuration with 532 nm laser excitation and low power (< 0.1 

mW/µm2 on the sample). The LixNiO2 electrodes were prepared in an Ar-filled 

glovebox and transferred with a custom dedicated airtight optical sample holder to 

avoid air exposure. The lateral spatial resolution of the microscope (~1.5 µm) allowed 
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laser focusing on individual LixNiO2 spherical aggregates. Multiple aggregates were 

systematically analyzed to assess homogeneity of both pristine electrode materials and 

electrochemical charging process. The estimated laser penetration depth is comparable 

to the radius of primary LiNiO2 particles (100-200 nm based on reported extinction 

coefficients [388,389]) and it increases for cycled electrodes [389]. 

The Raman spectra are shown below. The two main bands are attributed to Ni-O 

vibration models perpendicular (Eg) and parallel (A1g) to the c-axis according to the R-

3m space group. Theoretically, the Eg mode is related to JT-like octahedra distortions, 

while the A1g mode relates to overall NiO6 cluster expansion/contraction [47]. 

Therefore, the bond disproportionation model supported by our HAXPES analysis 

would perturb the Eg mode while enhancing the A1g one. This is experimentally 

verified for LiNiO2: its Eg band is particularly broad and with low intensity compared 

to delithiated samples and even LiCoO2, for which there is no supposed 

disproportionation and with similar long-range hexagonal crystal structure. Upon 

delithiation, the lifting of the bond-disproportionation in favor of a more 

homogeneous and strongly covalent electronic structure is reflected by the narrowing 

and increased intensity maximum of the Eg mode. Therefore, the local bonding 

evolution upon deintercalation studied by Raman spectroscopy agrees overall well 

with the electronic mechanism deduced by HAXPES analyses. 

 
Figure H.3.1 Evolution of local Ni-O bonding investigated by Raman spectroscopy. The dynamical 

effect of Eg and A1g Raman modes is sketched above the spectra. 
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