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Abstract 
 

Hearing-impaired (HI) individuals can perceive speech sounds with the help of hearing aids 

(HA) and/or cochlear implants (CI). Hence, factors concerning those devices, such as 

implantation age, type of device used and the usage duration of device, can affect the 

development of their speech perception ability. Recent findings suggest the involvement of 

orofacial somatosensory inputs in speech perception. The development of speech perception 

abilities in HI individuals might be related to the acquisition of this auditory-somatosensory 

integration. The aim of this thesis is to investigate the role of orofacial somatosensory inputs in 

speech perception and production in HI and normal-hearing (NH) individuals. 

In a series of studies, orofacial somatosensory stimulation associated with facial skin 

deformation was used as a main tool. This somatosensory stimulation induces perceptual 

modulation, which is represented by the shift of categorical boundary in vowel perception, when 

the stimulation is applied with the speech sound. This thesis mainly focused on how this 

somatosensory effect in perception is related to the production and perception abilities.  

The first study examined a relationship between the orofacial somatosensory effect in speech 

perception and production performance in NH individuals. Amplitude of somatosensory effect 

in speech perception in a given contrast between two target vowels was positively correlated 

with the acoustic distance between the target vowels in production. This suggests that acquiring 

a precise performance in speech production can be associated with greater role of the 

somatosensory modality in auditory-somatosensory integration.  

The second study examined whether speech perceptual training with somatosensory stimulation 

modifies speech production. The perceptual training involved a vowel identification task with 

or without somatosensory stimulation synchronous with the sound. Following this perceptual 

training, production performance of the corresponding vowel sounds was reliably changed in a 

specific way when training involved the somatosensory stimulation. The results suggest that 

receiving specific associations of auditory and somatosensory inputs can play a role in speech 

motor learning.  

The third study examined whether HI individuals also showed the somatosensory effect in 

speech perception and how this effect is related to their hearing ability. Hearing ability of HI 

individuals was evaluated as hearing threshold in noise, which was obtained using a speech-in-

noise test, and also included factors concerning their hearing device. The results showed that 

the somatosensory effect was varied depending on their hearing ability. Long-time HA users 
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who also had poor hearing in noise, showed large somatosensory effect in speech perception. 

In contrast, CI users, who also had rather good hearing in noise, showed little or no changes in 

speech perception due to somatosensory stimulation. The development of hearing ability based 

on hearing experience can affect the acquisition of auditory-somatosensory integration.  

The fourth study examined whether HI individuals showed sensorimotor adaptation using 

altered auditory feedback. The results showed that long-time CI users showed an adaptation but 

HA users did not. Since the long-time CI users were able to auditorily identify small differences 

in synthesized auditory stimuli, similarly to NH individuals, speech sensorimotor adaptation in 

HI individuals can be similar to the one in NH individuals when they can receive proper 

auditory feedback by using hearing devices.   

In all, the development of auditory-somatosensory integration can be related to the development 

of perception and production abilities. Somatosensory inputs can play an important role in the 

development of speech perception in both NH and HI individuals.  
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Résumé 
 

Les personnes malentendantes (HI) peuvent percevoir les sons de parole à l'aide d'appareils 

auditifs (HA) et/ou d'implants cochléaires (CI). Différents facteurs concernant ces dispositifs, 

tels que l’âge d’implantation, le type de dispositif utilisé et la durée d’utilisation, peuvent 

affecter le développement des capacités de perception de la parole. Des découvertes récentes 

suggèrent l'implication des entrées somatosensorielles orofaciales dans la perception de parole. 

Le développement des capacités perceptives pourrait être lié à l'acquisition de cette intégration 

auditive-somatosensorielle. L'objectif de cette thèse est d'étudier le rôle des entrées 

somatosensorielles orofaciales dans la perception et la production de la parole chez les individus 

HI et ayant une audition normale (NH). 

Dans une série d’études, nous explorons les effets d’une stimulation somatosensorielle 

orofaciale produite par une déformation de la peau du visage. Cette stimulation, lorsqu’elle est 

appliquée en même temps que le son de parole, induit une modulation perceptuelle, 

correspondant au déplacement de la frontière catégorielle dans la perception des voyelles. Cette 

thèse s'est principalement concentrée sur la façon dont cet effet somatosensoriel orofacial est 

lié aux capacités de production et de perception. 

La première étude a examiné une relation entre cet effet et les performances de production chez 

les individus NH. L'amplitude de l'effet sur un contraste perceptif entre deux voyelles cibles 

apparaît positivement corrélé à la distance acoustique entre ces voyelles en production. Ceci 

suggère que l’acquisition de performances précises en production pourrait être associée à un 

plus grand rôle de la modalité somatosensorielle en perception. 

La deuxième étude a examiné si l'entraînement à la perception de parole avec stimulation 

somatosensorielle modifiait la production. L'entraînement perceptuel portait sur une tâche 

d'identification de voyelles avec ou sans stimulation somatosensorielle. La production des 

voyelles a été modifiée de manière spécifique lorsque l’entraînement comportait la stimulation 

somatosensorielle. Ceci suggère que l’association d’entrées auditives et somatosensorielles peut 

jouer un rôle dans l’apprentissage moteur de la parole. 

La troisième étude a examiné si les individus HI présentaient également un effet 

somatosensoriel sur la perception de parole et comment cet effet était lié à leur capacité auditive, 

évaluée par le seuil d'audition dans le bruit, obtenu à l'aide d'un test de parole dans le bruit, et 

par des facteurs décrivant leur aide auditive. Les résultats ont montré que l’effet 

somatosensoriel variait en fonction de leur capacité auditive. Les utilisateurs de longue date 
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d’HA, avec une faible audition dans le bruit, ont montré un effet somatosensoriel important. En 

revanche, les utilisateurs d’IC, avec une relativement bonne audition dans le bruit, n’ont montré 

que peu ou pas d’effet de la stimulation somatosensorielle. Le développement de la capacité 

auditive basé sur l'expérience auditive peut affecter l'acquisition de l'intégration auditive-

somatosensorielle. 

La quatrième étude a examiné si les individus HI présentaient une adaptation sensorimotrice en 

utilisant un feedback auditif altéré. Les utilisateurs de CI ont montré une adaptation, mais pas 

les utilisateurs de HA. Les utilisateurs de longue date de CI sont capables de percevoir de petites 

différences auditives entre stimuli synthétisés, comme les individus NH, ce qui montre que 

l'adaptation sensorimotrice de la parole chez les individus HI peut être similaire à celle des 

individus NH lorsqu'ils reçoivent un retour auditif approprié. 

Ainsi, le développement de l’intégration auditive-somatosensorielle apparaît lié au 

développement des capacités de perception et de production. Les entrées somatosensorielles 

peuvent jouer un rôle important dans le développement de la perception de la parole chez les 

individus NH et HI. 
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Introduction 
Individuals with hearing impairment can perceive speech with help of hearing devices such as hearing 

aids (HA) and/or cochlear implants (CI).  Although these devices allow hearing-impaired (HI) 

individuals to master speech abilities concerning perception and production at levels possibly similar 

to normal-hearing (NH) individuals, their speech abilities can be dependent upon various factors such 

as age at implantation, type of the device used and duration of device usage.   

The main focus of this thesis is to investigate the auditory-somatosensory interactions in speech 

perception and production in NH and HI individuals. Since speech-related somatosensory information 

associated with articulatory movement can modify the outcome of a speech perception task (Ito et al., 

2009; Trudeau-Fisette et al., 2019), orofacial somatosensory inputs can also play a key role in the 

interaction between speech perception and production. Considering that the somatosensory role in 

speech perception could be acquired during the course of speech production development, the 

auditory-somatosensory interactions could vary in HI individuals depending on the various factors 

mentioned above. The current thesis tried to address these issues in four behavioral studies. The main 

experimental paradigm consists of using a robotic device to produce somatosensory stimulations on 

the facial skin in a precisely controlled way both in space and time.  

This manuscript is split into eight chapters. Chapter 1 introduces the background about hearing 

impairment and its impact on speech perception and production.  Chapter 2 describes the background 

about the functional link between speech perception and production mechanisms and introduces a 

possible hypothesis on how this interaction could form the basis for the contribution of orofacial 

somatosensory input in speech processing from the viewpoint of multisensory integration. Chapter 3 

describes the methodology concerning the main tasks and stimuli used in the current work.  Chapter  

4 presents the first study that investigated the relationship between the effect of somatosensory inputs 

in speech perception and production performance in NH individuals. Chapter 5 presents the second 

study that investigated whether perceptual auditory training paired with somatosensory inputs 

changes speech production in NH individuals. Chapter 6 describes the third study which investigates 

the role of orofacial somatosensory inputs in speech perception in HI individuals and how this is 

related to different factors such as age of implantation, type of device and duration of device.  Chapter 

7 describes the fourth study which examines whether HI individuals show sensorimotor adaptation 

and how this could be related to factors affecting their hearing ability. Finally, chapter 8 proposes a 

general discussion about the four studies, future perspectives and conclusion.
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CHAPTER  1 

Hearing impairment and its impact on speech 

perception and production 
 

 

 1.1 Overview 
 

Hearing plays a vital role in day-to-day functioning as it enables us to engage with the 

environment around us and to communicate with others. Indeed, its importance can be seen in 

the way a decline in hearing impacts the lives of HI individuals. It is often associated with social 

isolation (Mick et al., 2014), cognitive decline (Bisogno et al., 2021), depression (Li et al., 2014; 

Nordvik et al., 2018), decreased quality of life and communication difficulties (Dalton et al., 

2003). The latest update of the Global Burden of Diseases study set up by the WHO (World 

Health Organization) estimated the prevalence of hearing impairment from 1990 to 2019 based 

on the severity of the impairment (Haile et al., 2021). They found that around 1.5 billion people 

experience a decline in hearing at some point during their course of life, with 1.57 billion people 

with a hearing impairment in 2019. In all, around 430 million people had a moderate to 

complete hearing impairment requiring some form of rehabilitation, a number which increased 

from the previous 225 million in 1990 and which is projected to double over by the year 2050 

(around 700 million). Geographically, the largest number of people with moderate to complete 

hearing impairment resided in the Western-Pacific regions. This distribution varies across 

different regions due to different factors such as occupational noise exposure, preventable 

infections and health care access.  Such variations across regions can lead to unaddressed 

hearing impairment which is detrimental as it causes considerable social and economic burden. 

It can occur across all age groups with a clear association between ageing and hearing 

impairment. Indeed, hearing impairment prevalence largely increased in adults aged 50 years 

and older (Haile et al., 2021). This can further contribute to dementia and cognitive decline in 

older individuals (Bowl & Dawson, 2019; Cardin, 2016). While hearing impairment prevalence 

is small in children less than five years old, hearing impairment can actually be severe in these 

young children – as it is also common in the elderly (Haile et al., 2021). Since hearing ability 

and auditory feedback provide crucial sensory information for speech communication, hearing 

impairment has severe detrimental consequences for the acquisition of speech perception and 

production. In particular, congenital HI individuals have serious difficulties to acquire 
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language, they display poor literacy and suffer reduced employment opportunities (Garramiola-

Bilbao & Rodríguez-Álvarez, 2016; Matkin & Wilcox, 1999).  

 

The advent of hearing devices (HA and CI) has revolutionized the treatment of hearing 

impairment. Specifically, early implantation of these devices in congenital HI individuals 

improves their ability of speech perception and production at an almost normal level. 

Individuals who acquire hearing impairment in later stages of life (acquired hearing 

impairment) can also benefit from hearing devices to regain their hearing and prevent 

deterioration of their speech ability. However, there is considerable variability in speech 

outcomes of HI individuals using hearing devices. These outcomes depend on different factors 

that can affect their speech acquisition such as the implantation age, type and usage duration of 

hearing device (HA or CI).  

This thesis focuses on speech production and perception abilities of HI individuals using 

hearing devices (HA and/or CI). This chapter introduces a general background of hearing 

impairment and how speech perception and production of HI individuals are dependent on 

above-mentioned factors. Section 1.2 describes the basics of hearing mechanism and the types 

of hearing impairment. Section 1.3 describes the methods for diagnosis of hearing impairment. 

Section 1.4 describes classification of hearing impairment based on how and when it occurs. 

Section 1.5describes treatment by hearing technologies with emphasis on HA and CI. Finally, 

section 1.6 describes speech perception and production abilities of HI individuals by focusing 

on factors such as implantation age, and type and usage duration of hearing device.  

 

1.2 The auditory system and hearing impairment 
 

The mechanism of hearing consists of a series of steps that convert the acoustic signals from 

the surrounding environment to nerve impulses which are then transmitted to the brain to be 

decoded. The auditory pathway is classically separated into the “peripheral” and the “central” 

auditory system as shown in Figure 1. Briefly, the sound waves are picked up by the pinna in 

the outer ear and travel through the ear canal which leads to the eardrum. The incoming acoustic 

signal vibrates the eardrum (tympanic membrane) and these vibrations set the ossicles of the 

middle ear (malleus, incus, stapes) in motion. The function of the ossicles is to adapt and 

transmit the vibrations from aerial in the outside to liquid inside the cochlea in the inner ear. 

Pressure waves in the endolymph, the liquid inside the cochlea, set a membrane inside the 

cochlea, the basilar membrane, to vibrate, and these mechanical vibrations are converted by the 
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sensory cells of the cochlea into nerve impulses in the auditory nerve. The peripheral auditory 

system comprises the outer, middle and inner ear and the auditory nerve. The neural information 

from the auditory nerve is then transmitted to the auditory cortex, via a set of processing centers 

which constitute the central auditory system. This includes the cochlear nuclei, superior olivary 

nuclei, lateral lemniscus, inferior colliculus, medial geniculate nuclei, before reaching the 

auditory cortex in the temporal lobe of the brain (Peterson et al., 2023).  

 

Figure 1: Auditory pathway. (Image from Graham et al., 2023) 

Hearing impairment occurs when there is a problem in some part of this auditory pathway. A 

damage in the peripheral auditory system results in a difficulty to transmit acoustic signals to 

the central auditory system. This can be due to a problem in the outer or middle ear which 

results in a “conductive” hearing impairment where the sounds cannot pass to the inner ear. 

Common causes of conductive hearing impairment are otitis media, accumulation of earwax, 

presence of foreign objects and injury or defect in the outer ear, ear canal and ear drum. A 

problem in the inner ear and/or the auditory nerve results in a “sensorineural” hearing 

impairment. This can be caused due to aging, noise exposure, infections and diseases, head 

injuries and ototoxic medicines. A combination of conductive and sensorineural hearing 

impairment results in a “mixed” hearing impairment.  

At a higher processing stage, a damage to the central auditory system results in a difficulty to 

analyse or interpret auditory information which is known as a “central auditory processing 

disorder”. Individuals with such an impairment typically have a functioning outer, middle and 

inner ear resulting in normal pure-tone audiometric thresholds, but they have problems with 
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speech perception in noise suggesting a disruption in the higher processing centres of the brain 

(Bellis & Bellis, 2015). 

 

Depending upon their type, hearing impairment can sometimes be treated with medicines or 

surgeries. This is more common in the case of conductive hearing impairment, for which 

accumulation of ear wax can be removed by ear irrigation, dissolved by cerumenolytic agents 

or manually removed using curette or forceps (Schwartz et al., 2017). Ear infections can be 

treated by antibiotics, and abnormal ear growths can be removed by local surgery (Dwyer-

Hemmings et al., 2019; Ramakrishnan et al., 2007). But rehabilitation with the help of hearing 

interventions is necessary when clinical treatment is not possible. This is typically the case for 

sensorineural or mixed hearing impairment and for central auditory processing disorders, where 

the usage of hearing devices is the most common solution. In the context of this thesis, the main 

focus is on individuals with sensorineural hearing impairment who use HA or CI. 

 

 

1.3 Diagnosis of hearing impairment 
 

A first standardised method systematically used in diagnosis of hearing impairment is provided 

by pure-tone audiometry consisting in the evaluation of hearing threshold at various 

frequencies. In this method, a pure tone at a given frequency (e.g., 500, 1000, 2000 or 4000 Hz) 

is first presented at a sound level well above the estimated threshold and then decreased in 10-

dB steps until it is no longer audible. The sound level is then increased in 5-dB steps or 

decreased in 10-dB steps depending on the participant’s response about its audibility, until 

reaching the lowest sound level at which the participant responds at least 50% of the time that 

the sound is audible. This sound level is referred to as the hearing threshold for the 

corresponding frequency, and the “Pure Tone Average” (PTA) corresponds to the average of 

hearing theresholds for the set of tested pure tone frequencies. The severity of hearing 

impairment is classified based on this audiometric measurement. Table 1 shows the different 

grades of hearing impairment classified by the WHO and the relative functional experience in 

different hearing environments. A ‘disabling’ hearing loss is characterised when the hearing 

thresholds are greater than 35 dB in the better ear (World Report on Hearing, 2021).  
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Table 1: Classification of  severity of hearing impairment from the range of PTA value in the better 

ear (from World Report on Hearing, 2021). 

Severity Thresholds 

in better ear 

(in dB) 

Hearing experience in quiet 

environment 

Hearing experience in noisy 

environment 

Normal  <20 No difficulty hearing sounds No/minimal difficulty hearing 

sounds 

Mild  20 - 35 No difficulty with speech May have difficulty with 

speech 

Moderate  35 - 50  May have difficulty with 

speech 

Difficulty with speech 

Moderately-

severe 

50 - 65 Difficulty with speech, can 

hear raised voices 

Difficulty with speech 

Severe  65 - 80 Cannot hear speech, may 

have difficulty with raised 

voices 

Extreme difficulty with speech 

Profound 80 - 95 Extreme difficulty with 

raised voices 

Cannot hear speech 

Complete or 

total hearing 

loss/deafness 

>95 Cannot hear speech and 

most environmental sounds 

Cannot hear speech and most 

environmental sounds 

Unilateral <20 in 

better ear or 

>35 in 

worse ear 

No difficulty unless sound 

is near the poorer ear. 

Difficulty with sound 

localisation 

May have difficulty with 

speech and in locating sounds 

 

Still, apart from pure-tone audiometry, rehabilitation is often dependent on measures that better 

reflect the sounds of the ‘real world’ and particularly speech measures (Hermann et al., 2019; 

van der Straaten et al., 2021). Speech evaluation of the hearing ability is related to speech 

perception and production performance in HI individuals. A first tool, which will be used 

further in this thesis, is the Digit-triplet test introduced by Smits et al. (2004). This test was 

initially developed in Dutch as an automated version of hearing screening via telephone and 

has been extended into several languages such as French, English, Polish and German (Hall, 

2006; Jansen et al., 2010; Ozimek et al., 2009; Zokoll et al., 2012). In the test, three digits are 

presented inside background noise and the participants are asked to identify the digits. A 

different set of digits is presented at each epoch of the procedure. An adaptive procedure is 

used, where the signal-to-noise ratio (SNR) is changed based on the particpants’ response in 

different steps to calculate the resulting “speech reception threshold”, that is the minimum SNR 

value ensuring audibility of the presented speech material. There are several advantages of 
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using digits as the target stimulus sound. Firstly, digits are frequently used and hence familiar 

words. Secondly, the test avoids higher-level cognitive aspects, not purely auditory, such as 

working memory and linguistic skills, when compared to the detection of words or sentences. 

Therefore, this method is a reliable functional measure to assess hearing thresholds, with 

reproducible scores from one evaluation to the next in a given participant.  Interestingly, its 

outcomes strongly correlate with pure-tone audiometric thresholds (Potgieter et al., 2018) and 

other speech-in-noise measures (Smits et al., 2004). Hence, instead of using pure-tone 

audiometry, an adapted French version of the Digit-triplet test was used as a main tool for the 

measurement of hearing ability in the studies reported in this thesis. 

 

1.4 The sources of hearing impairment  
 

Hearing impairment can occur at different stages of life during which individuals are exposed 

to multiple risk factors associated to, e.g., genetic, biological, behavioural or environmental 

causes. Given the heterogeneity of the causes, hearing impairment can be classified in different 

ways. Classification could be based on the degree or severity of the impairment, whether it 

affects one or both ears, if it affects both ears similarly or not, whether it happens gradually or 

suddenly, at which stage of life it occurs and how. This thesis mainly focuses on differences 

associated to the impairment occurence. When hearing impairment is present at birth or soon 

after, it is called congenital hearing impairment. When it is appears later, it is referred to as 

acquired hearing impairment.  

Congenital hearing impairment could be due to genetic mutations involving connexin encoding 

gene (Estivill et al., 1998), intrauterine viral infections such as Cytomegalovirus and Rubella 

infections (Cohen et al., 2014; Grosse et al., 2008), low birth weight (Cristobal & Oghalai, 

2008), lack of adequate oxygenation during birth (Leite et al., 2016) and the use of ototoxic 

medicines  (Foch et al., 2018). The most common cause of congenital hearing impairment in 

newborns is ear infections (sometimes called as otitis media), often due to accumulation of fluid 

in the middle ear, ruptured ear drum and ear inflammation, and which results in a lost or 

degraded sound transmission through the middle ear (Aarhus et al., 2015; Monasta et al., 2012). 

Other infections are meningitis, mumps and measles (Cohen et al., 2014; Zeeshan et al., 2018).  

Acquired hearing impairment can occur at any point during the course of life and could be a 

result of disease, ageing, injury or lifestyle choices. Ageing, the most common cause of acquired 

hearing impairment, may produce a progressive decline of hearing sensitivity as the ear 

structures degenerate (Gordon-Salant, 2005; Wu et al., 2020). Over 65% of people aged over 

60 experience some degree of hearing impairment (Haile et al., 2021). It is a common sensory 
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deficit in older adults associated with depression, cognitive decline, dementia resulting in vast 

health, societal and economic costs  (Bowl & Dawson, 2019; Cardin, 2016; Stucky et al., 2010). 

Chronic pathologies such as diabetes and hypertension are also associated with decline in 

hearing as they cause sensorineural and microvascular damages disrupting the 

neurotransmission of auditory information (Cho et al., 2016; Duck et al., 1997). Additionally, 

prolonged exposure to excessive noise due to occupational activities or recreational activities 

such as regular usage of portable audio devices with a high volume may cause mechanical, 

metabolic and nerve damages to the ears, leading to a noise-induced hearing loss (Choi & Choi, 

2015; Daniel, 2007). Head and ear trauma (Chen et al., 2018; Maillot et al., 2016), accumulation 

of earwax (Michaudet & Malaty, 2018), nutritional deficiencies (Emmett & Keith P West, 

2015), smoking (Lin et al., 2020) and malformations or abnormal growths such as otosclerosis, 

acoustic neuroma, cholesteatomas (Weber & Klein, 1999) can also lead to acquired hearing 

impairment.  

In the speech research framework, there is also a classification of deafness depending on the 

age in relation with the acquisition of speech and language. When deafness occurs before the 

acquisition of speech and language, it is called prelingual deafness. When deafness occurrence 

is posterior to acquisition, it is refered to as postlingual deafness. Since speech and language 

can develop from a very early age, typically one (Kuhl, 2004), the congenital vs. acquired and 

pre-linguarly vs. post-lingually classifications mostly overlap. Since the thesis focuses on 

speech perception and production in HI individuals, we consider in the current work the 

classification between prelingual and postlingual deafness/impairment to describe the 

participants involved in the various studies. 

 

 

1.5 Hearing interventions by hearing technologies 
 

HI individuals can benefit from a variety of hearing interventions such as using hearing devices 

(HA or CI) and from other communication strategies including sign language, lip-reading and 

cued speech. Communication requirements and individual preferences are considered to select 

a suitable hearing intervention. For example, sign language, which is a visuo-spatial mode of 

communication with its own grammatical and linguistic structure, is an efficient communication 

system in prelingually deaf individuals with insufficient access to sounds (Murray et al., 2019). 

Both lip-reading and cued speech, which is a visual mode of communication involving manual 

gestures superimposed on speech orofacial gestures, facilitate speech perception as well 

(Bergeson et al., 2005; Leybaert & LaSasso, 2010). While these interventions are effective, the 
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main focus in the present work is on participants who benefited from hearing intervention 

provided by hearing technologies, specifically HA and CI. These are commonly used devices 

that provide increased access to auditory information which is otherwise impeded due to decline 

in hearing. In particular, early detection of hearing impairment and timely use of such hearing 

devices benefit better speech perception, language development and overall quality of life. This 

section introduces how HA and CI compensate loss of hearing ability. 

 

1.5.1 Hearing aids 
 

HAs are small electronic devices that improve hearing by amplifying the sounds. The basic 

components of HA are a microphone, an amplifier and a speaker (see Figure 2A). The sound is 

received through the microphone which is then converted to electrical signals and sent to the 

amplifier. The power of the signal is increased in the amplifier – possibly differently along 

frequencies – and then it is sent to the ear through the speaker.   

 

Figure 2: Parts of a hearing aid and its types.  (Image from Gorman, 2018) 

Figure 2 shows the different types of HAs based on the size and placement in the ear (Weber & 

Klein, 1999). Behind-the-ear (BTE) HA are worn behind the ear. In-the-ear (ITE) HA fit inside 

the outer ear and are relatively smaller in size. The other type is canal aids such as in-the-canal 

(ITC) or completely-in-canal (CIC) HA which are fit within the ear canal. Based on the way 

they work, HAs can be categorised into analog and digital (Kim & Barrs, 2006), depending on 

the format of the converted sound signals. Digital HAs enable complex signal processing, 

resulting in flexibility to customise the HA based on the user and specific listening 

environments. This includes additional features that help in fine-tuning the delivered sounds 

such as suppression of auditory feedback, noise reduction, amplifying softer sounds more than 

louder sounds (nonlinear compression) and usage of directional microphones to aid spatial 
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hearing (Kim & Barrs, 2006; Sprinzl & Riechelmann, 2010). Still, HAs provide limited benefit 

for speech perception in noisy environments as they amplify both the speech and noise signals 

(Duquesnoy & Plomp, 1983; Plomp, 1978). 

 

1.5.2 Cochlear implants 
 

Cochlear implantation is the commonly used intervention in case of a sensorineural hearing 

impairment when traditional amplification by HA provides insufficient benefits. It bypasses the 

damaged regions of the ear and directly stimulates the auditory nerve with electrical signals. 

This device mainly consists of an external portion placed behind the ear and a surgically 

implanted portion under the skin behind the ear (see Figure 3). The external portion has a 

microphone to detect sound, a speech processor, a transmitter to transmit the sounds to the 

internal portion and a battery to power the system. The internal portion consists of a receiver to 

receive signals from the transmitter and an electrode array that sends electrical signals to 

different regions of the auditory nerve. A surgical procedure is required to get a CI. After the 

implantation, it takes time and therapy to habituate to listening sounds with the CI.  

 

Figure 3: Components of cochlear implant (Image from Gupta et al., 2012) 

 

CIs are useful and possibly required when there is small or no residual hearing ability left so 

that sounds cannot be amplified acoustically. Importantly, CIs are more beneficial for 

profoundly deaf individuals when compared to HAs (Mildner et al., 2006).  
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1.5.3 Other devices 
 

Although HAs and CIs are the most commonly used devices for people with hearing 

impairment, there are various other types of devices that can also help these people. When 

somebody with hearing impairment may not benefit from a HA and is not a candidate for a CI 

(in case of mixed or conductive hearing impairment), bone conduction and middle ear implants 

are an option. Bone conduction implants bypass the damaged middle ear and transmit sounds 

to the inner ear (Håkansson et al., 2019). Similarly, active middle ear implants mechanically 

stimulate the inner ear by vibrating the middle ear structures (Lassaletta et al., 2019). Apart 

from these, there are assistive listening devices which support HI individuals in loud or busy 

environments. This includes FM (frequency modulation) systems where the speaker speaks in 

a microphone connected to a receiver worn by the listener (Sprinzl & Riechelmann, 2010). 

1.6 Impact of hearing impairment on speech perception and 

production 
 

As mentioned in the above section, hearing technologies (HA and CI) can help in restoring the 

hearing ability to acquire speech perception and production to a sufficient extent for daily life. 

However, HI individuals show varied outcomes in their speech abilities when compared with 

NH individuals (Bouchard et al., 2009; Bouton et al., 2012; Geers et al., 2003). Such variability 

in speech abilities can be due to an interplay of various factors such as duration of deafness 

(Bernhard et al., 2021), age at implantation (Geers et al., 2003), type of device used (Mildner 

et al., 2006), usage duration of the device (Blamey et al., 2013), cognitive factors (Pisoni, 2000), 

brain plasticity and reorganisations (Rouger et al., 2007; Strelnikov et al., 2010) and surgical 

approach (Finley et al., 2008; Lazard et al., 2012). This thesis mainly focuses on the impact of 

implantation age, type of hearing device and the usage duration of hearing devices. These 

factors are discussed in the present section.  

 
1.6.1 Implantation age 
 

Age at implantation is an important factor affecting speech perception (Geers et al., 2003; 

Kileny et al., 2001; Nikolopoulos et al., 1999; Waltzman & Cohen, 1998). In case of congenital 

hearing impairment, receiving correct speech sounds within a critical period of 3.5-4 years (at 

best by second year) is crucial to ensure complete speech and language development (Kral & 

Eggermont, 2007; Kral & Sharma, 2012). If the hearing devices are implanted within such 

periods or before, then it increases the possibility to restore hearing abilities similar to those of 

typical hearing development. Geers et al. (2003) showed that children who received a CI below 
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the age of five could achieve rather good speech perception performances with an average level 

of 50% success in a large test battery including measures of phoneme, word and sentence 

recognition, but variations in performance could be quite large with a distribution of scores 

covering the whole range between 0 and 100%.  

For speech production and language acquisition also, early access to speech sounds plays an 

important role (Connor et al., 2006; Karltorp et al., 2020). Connor et al. (2006) investigated 

whether receiving a CI in early years of life provides an added benefit in improving speech 

production and vocabulary outcomes by testing 100 children who had received CI between 1 

and 10 years of age. They found that children who were implanted before the age of 2.5 years 

had significantly stronger outcomes than children who had received implants at a later age. 

Early implantation resulted in faster rates of speech production and vocabulary growth 

immediately after implantation. This burst of speech and vocabulary growth was reduced 

systematically with increasing age of implantation and was not observed in children older than 

seven years at implantation. This suggests that the impact of age of implantation in speech 

production outcomes is related to the developmental processes that occur at specific time 

periods.  

All these findings converge to show that early implantation of hearing device is a critical factor 

to develop speech abilities, and hence that age of implantation is one of the important factors 

to study the development of speech perception and production.  

 

1.6.2 Type of hearing devices 
 

Speech perception may differ based on the type of hearing device used. Mildner et al. (2006) 

carried out minimal-pair discrimination tasks in the perception of vowels and consonants in 

children equipped with CI vs. HA (in the following, CI vs. HA children). They found that both 

groups of children could discriminate vowels more correctly than the other sounds with 

relatively less confusions in distant vowels (example: /i/-/u/) compared to closer ones (example: 

/a/-/e/). However, the CI children performed relatively better in vowel discrimination compared 

to the other group, and they showed a consistent relationship between vowel distances and 

discrimination accuracy in contrast to the HA children. Globally, this suggests that the 

perceptual vowel space in the former group is closer to the target space for NH children. CI 

children also showed better performance in distinguishing consonants that differed in the 

manner, voicing and place of articulation. In contrast, HA children performed below chance 

level at these consonant discriminations. In all, the CI children performed significantly better 
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when compared with HA children in all tested sounds. 

For speech production, CI children showed a more accurate consonant production than HA 

children in terms of consonant error patterns with less omission and substitution errors in 

produced consonants (Baudonck et al., 2010). They also have a relatively natural voice quality 

and overall higher speech intelligibility as judged by non-professionals (university students) 

and professionals (speech therapists) (Mildner et al., 2003). Similarly, Horga & Liker (2006)  

found that the CI children performed better than the HA children in terms of vowel 

differentiation, vowel intelligibility (except /a/), word accent production, voice and 

pronunciation quality, whereas the voice onset time and closure duration were not differentiated 

between CI and HA children.  

Altogether, this shows the impact of type of device on speech abilities with CI users showing 

clearly better outcomes.  

 

1.6.3 Usage duration of device 
 

The last important factor that we want to consider here is the duration of hearing device usage. 

Concerning speech perception, Blamey et al. (2013) carried out a retrospective multicentre 

study where they examined speech perception scores from 2251 post lingually deaf CI users. 

The evaluation method differed among centers (e.g., phoneme vs. word perception) but each CI 

user in each center provided comparative pre- vs. post-operative scores. The authors assessed 

what factors affected the speech perception performance of the CI users in an attempt to update 

and compare with their previous study (Blamey et al., 1996). In their previous study, the most 

important factor was the duration of deafness among other factors such as age at implantation, 

age at onset deafness, duration of implant usage and aetiology of deafness. Although those five 

main factors still remained in this study, they found that the duration of implant usage was the 

most significant factor with a relative reduction in the effects of duration of deafness and age. 

They attributed this shift to the evolving strategies behind care pathways provided for CI users 

such as better clinical management, less strict patient selection criteria, changes in surgical 

practises and improved devices. 

 

For speech production abilities, Langereis et al. (1997) investigated the effect of CI on vowel 

production in three distinct time periods – pre-implantation, three months post-implantation and 

twelve months post-implantation in 20 post-lingually deaf adults. They found that after a year 

of usage of the CI there was a significant expansion of the vowel space reaching the normative 

range. They also showed less variability in productions and increase in the ability to make 
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phonological contrasts. When they compared the three-month post-implantation and twelve-

month post-implantation performance, they found that some individuals performed poorly after 

three months of device use but they had improved after twelve months of use. This initial 

decrease in quality in vowel production could be due to the sudden interference of the auditory 

feedback in the first three months, but it may still improve with longer duration of usage as 

shown in the individual performance after twelve months of device use.  

Grandon & Vilain (2020) investigated the development of fricative production in French-

speaking CI children and compared it to NH children. They carried out a word repetition task 

and a picture-naming task with words consisting of fricatives (/f/, /s/, /ʃ/) as the target consonant, 

followed by either /i/ or /u/. They used spectral centre of gravity measures related to the 

acoustical focus of the fricative, together with standard deviations related to the range of 

frication noise, as acoustic correlates of the fricative productions. Overall, they found a fricative 

development in CI children, but the phonological representations were dependent upon the 

hearing ability of these children. Indeed, the results showed a lower centre of gravity with /s/ 

and smaller standard deviations with /f/ in comparison to NH children. Such differences in 

fricative production could be due to the fact that the perception of high-frequency sounds is 

challenging with CI. They also found that the duration of usage of CI resulted in continued 

development of fricative production suggesting that with adequate auditory experience with CI, 

these children can catch up to the performance of the NH children.  

Taken together, there is an impact of usage duration of hearing devices on both speech 

perception and production in HI individuals.  

 

 

 

 

 

 

 

 

 

 

 

 

 



29 
 

CHAPTER  2 

The role of orofacial inputs in speech 

perception and production 
 
 

2.1 Overview 
 

There is a growing interest in the somatosensory function in speech processing. The 

somatosensory function contributes not only in speech production, but also in speech perception, 

and we posit that this function could be central in the relationship between the production and 

perception systems. The current thesis investigates the role of the somatosensory function in 

speech production and perception in HI individuals in relation with its role in NH participants. 

This chapter presents the background about the orofacial somatosensory function in speech 

perception and production, and introduces our general hypothesis about the role of the 

somatosensory function in setting a relationship between speech production and perception, 

together with the related questions about the consequences for NH and HI individuals. Section 

2.2 discusses the potential link between speech perception and production in terms of how 

articulatory movements can be involved in perceiving speech. Section 2.3 describes this 

perception-production link from the viewpoint of multisensory integration. It discusses how 

different sensory systems such as vision and somatosensation contribute to speech perception. 

Section 2.4 introduces a keypoint point of the current thesis, that is the involvement of the 

orofacial somatosensory system in speech from an anatomical and functional point of view. 

Finally, section 2.5 summarises the main topics of the thesis and specifies the general 

hypothesis and the underlying experimental questions. 

2.2 Links between speech perception and production 
 
2.2.1 The involvement of the motor system in speech perception 

The link between speech perception and speech production has been investigated for several 

decades by considering the role of the speech motor system in speech perception in the 

framework of the so-called “Motor Theory of Speech Perception” (Liberman et al., 1967). This 

theory originated in the 1950s with the observation that there was a lack of one-to-one 

correspondence between the acoustic signal and the corresponding speech sound that was 
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perceived (Liberman et al., 1952). This study used the sound spectrograph with an instrument 

called as ‘pattern playback’ to make synthetic speech sounds, an instrument which was 

originally developed as a reading machine for the blind. The authors presented the synthesised 

unvoiced stops (/p/, /t/, /k/) followed by several vowels and asked the participants to identify 

the initial stop consonant as /p/, /t/, or /k/ regardless of the vowel they heard with it. They found 

that the same stop burst centred around 1440 Hz was identified as /p/ (produced with a labial 

constriction of the vocal tract) when it was followed by the vowels /i/ or /u/ and was identified 

as /k/ (produced with a velar constriction) when it was followed by the vowel /a/. This indicates 

that the acoustic cues were not invariant in nature, but were context driven because of 

coarticulation, that is the fact that the speaker, during the realisation of the consonant, 

anticipates the following vowel. This was further investigated in the perception of /d/ in /di/ and 

/du/. While the temporal pattern of the second formant in /d/ was different depending on the 

following vowel (rising pattern in /di/ and falling pattern in /du/), both sounds are perceived as 

the same consonant /d/ with an alveolar constriction in the vocal tract (Liberman et al., 1954). 

These findings were interpreted by the authors from the articulatory viewpoint, stating that the 

perception of these syllables was related to the articulatory movements rather than to the 

acoustic signal: the articulatory movement for the production of /d/ is consistent in /di/ and /du/, 

the sound differs, but the /d/ percept is the same, as is the articulation. This interpretation 

illuminates the central idea that the speech motor system is not only vital for articulating speech 

gestures but also for perceiving speech sounds based on the listener’s knowledge of the speech 

production mechanisms.  

In the framework of the Motor Theory of Speech Perception, the involvement of the motor 

system in speech perception was hypothesized as the call to cognitive/mental “simulation” 

processes. Differently Fowler (1986) proposed that the actual articulatory gestures structuring 

the acoustic signal are “directly” recovered by the listener (the Direct Realist theory). In this 

theory, the listener does not perceive some information mediated by cognitive processes but 

rather the exact physical features which are the cause of the stimulation, i.e., for speech, the 

articulatory gestures that shape the phonetic segment. More recently, Schwartz et al. (2012) 

proposed the Perception-for-Action-Control Theory (PACT) according to which a speech unit 

is neither purely auditory nor motor but rather perceptuo-motor in nature. Thus, procedural 

knowledge from speech production together with sensory information from the auditory, visual 

and somatosensory systems which shape the articulatory gestures, contribute to the makeup of 

phonetic representations and, ultimately, of the speech perception process.  

In parallel to these theoretical developments, the hypothesis of the motor system involvement 
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in speech perception has been strengthened by a series of neurocognitive findings concerning 

so-called “mirror neurons” in non-human primates (Rizzolatti et al., 1988), and, as a direct 

follow-up, a “mirror system” in humans (di Pellegrino et al., 1992). To cite one of the first and 

influential findings, the human premotor cortex which has long been known to be activated by 

hand grasping movements, has also been found to be activated when the same action was 

observed (di Pellegrino et al., 1992) – hence the term “mirror”, a single structure being involved 

in both producing an action and perceiving the same action made by somebody else. The 

existence of mirror neurons and mirror systems strongly support claims about the motor system 

involvement in speech perception. This has further been investigated in the speech domain. 

Thus, Watkins et al. (2003) showed that, when transcranial magnetic stimulation (TMS) was 

applied on the left motor cortex in the region associated to lip muscles, the amplitude of motor-

evoked potentials was enhanced with the presentation of speech stimuli presented either 

auditorily or visually, but not with the presentation of non-speech stimuli. Fadiga et al. (2002) 

showed that, when TMS was applied on the left motor cortex in the region associated to anterior 

tongue muscles, motor-evoked potentials increased in a condition where the participant was 

presented with speech sounds that involved tongue movements (e.g. /r/), but not with speech 

sounds that did not involve tongue movements (e.g. /f/). Later on, fMRI studies showed that 

motor areas involved in speech production were activated during passive listening to specific 

speech sounds (Pulvermüller et al., 2006; Skipper et al., 2005; Wilson et al., 2004). Taken 

together, these findings clearly show the involvement of the motor system in speech perception 

and point towards a link between speech perception and production. 

 

2.2.2 Experimental evidence in favor of a functional link between speech 
perception and production 
 

The functional nature of the perception-production link is supported by behavioural studies 

showing how speech perception and production abilities are related in many ways. Better 

auditory acuity in a speech discrimination task is associated in a given individual with larger 

articulatory and acoustic distances between speech categories and hence more precise targets 

in speech production (Franken et al., 2017; Perkell et al., 2004). Chao et al. (2019) related the 

perceptual boundary between two neighbour front vowels /ɛ/ and /æ/ in American English with 

the production performance of these vowels. They found that the perceptual boundary in a given 

individual was closer to the vowel with the smaller variability in production. They also found a 

strong correlation among individuals between their perceptual boundary and their boundary in 

production. They concluded that speech production and speech perception systems are related 
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by a bidirectional link.  

Studies involving the speech sensorimotor adaptation paradigm also support the hypothesis of 

a functional relationship between speech perception and production. In this paradigm, when a 

given sound produced by a speaker is played back to the speaker with altered acoustic 

parameters during a repetition task, it has been shown that the speakers adapt their production 

in the direction opposite to the imposed acoustic change (Houde & Jordan, 1998; Villacorta et 

al., 2007; see a review in Caudrelier & Rochet-Capellan, 2019). The interpretation is that the 

speaker is able to modify online the motor control process to partially recover from the 

perceptual adaptation and produce a modified target with acoustic properties eventually 

compatible with the perceptual template. When the acoustic perturbation is removed, the 

production stays modifed for a while, displaying an “aftereffect”, and then gradually recovers 

from adaptation. Not all speakers display auditory-motor adaptation. We will exploit this 

paradigm on HI participants in one of the studies of this thesis (chapter 7).  

Importantly, it has been shown that the perceptual representations of speech sounds were 

modified following speech motor adaptation tasks (Lametti et al., 2012; Nasir & Ostry, 2009; 

Shiller et al., 2009). Indeed, Shiller et al. (2009) showed that motor training on the production 

of fricative sounds with altered auditory feedback later modified the perceptual categorical 

boundary between the fricatives involved in production. Lametti et al. (2012) showed a similar 

perceptual modulation after sensorimotor adaptation in production for vowels. This was 

computationally accounted for by Patri et al. (2018) using a Bayesian joint model of speech 

production and speech perception, assuming a bidirectional link between production and 

perception.  

The other way round, while speech motor adaptation appears to result in changes in speech 

perception, perceptual training with speech sounds also affects speech production. Cooper & 

Lauritsen (1974) showed that repeatedly listening to voiceless stop consonants (which are 

characterized by a large voice onset time, that is a large lag between plosive release and voicing 

onset), modified the further production of the corresponding consonants, inducing a decrease 

in produced voice onset time. Lametti et al. (2014) demonstrated that perceptual training 

modifying a vowel categorical boundary produced changes in the amount of speech motor 

adaptation in response to formant alterations in a sensorimotor adaptation paradigm. Altogether, 

these evidences confirm that the speech perception and production systems are closely linked. 
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2.2.3 Development of the speech perception-production link 
 

The perception-production link appears to be settled and/or shaped since early in development. 

Indeed, several studies provide evidence of sensorimotor influences in the processing of speech 

perception in infants in their first year of age. Thus, Bruderer et al. (2015) showed that 6-month-

old infants displayed decreased performance in the discrimination of a non-native pair of speech 

sounds when the articulation relevant for the task was impeded by an appropriate pacifier; and 

DePaolis et al. (2011) showed that 9-month-old infants displayed differences in their auditory 

preference for sounds depending on their own production trends. Vilain et al. (2019) showed 

that the emergence of babbling in infants between 6 and 9 months could play a role in the 

extraction of vowel-independent representations of plosive place of articulation. Kuhl et al. 

(2014) showed that cortical maturation of the perceptuo-motor link from 7 to 11-12 months of 

age is related to speech production development, suggesting that the perception-production link 

capitalizes on motor experience for its development.  

 

The development of the perception-production link has also been extensively studied in HI 

individuals (Blamey et al., 2001; O’Donoghue et al., 1999; Tye-Murray et al., 1995). The 

development of speech processing appears to depend on auditory experience during the periods 

of high neuroplasticity in the brain, that is, at least before 3.5-4 years of age (Kral & Sharma, 

2012). If exposure to speech is missed during this period, then HI individuals can lose the 

possibility to acquire a typical level of hearing and fluent speaking (Cardon et al., 2012). As a 

result, the acquisition of perception-production link could also be impaired. Tye-Murray et al. 

(1995) showed that CI children with better perception of target speech features (voicing, 

nasality, duration, frication, and place of articulation) also displayed better intelligibility in 

production, and the production performance was related to the duration of CI experience. 

O’Donoghue et al. (1999) carried out a prospective study with profoundly deaf children at 

different stages of cochlear implantation such as pre-implantation, 2, 3, 4, and 5 years post-

implantation. They showed that early speech perception abilities can affect later speech 

production skills, specifically speech perception abilities as early as two years post-implantation 

seemed to predict speech production in the three, four- or five-years post-implantation. All these 

studies converge to show that early sensorimotor experience is important in the development of 

speech communication including acquisition of the perception-production link. 
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2.3 Multisensory integration in speech 
 
2.3.1 Audio-visual integration and its development 
 

The involvement of the motor system in speech perception has also been discussed in the 

context of multisensory interactions involving different sensory systems such as auditory, visual 

and somatosensory. Audio-visual interaction is the most commonly investigated in this context, 

and a classic example is the McGurk effect (McGurk & Macdonald, 1976). In this effect, when 

a speech sound is paired with the visual component of another speech sound, it is typically 

perceived as a third different sound. For example, when an auditory /ba/ is presented with a 

visual /ga/, the participants mostly perceive it as /da/. This could be because the corresponding 

auditory stimulus for /ba/ has acoustic features rather close to those for /da/, whereas the visual 

stimulus for /ga/ has features similar to those for /da/. The /da/ response is hence more or less 

compatible with the discrepant input from the auditory and visual modalities, providing the 

resulting percept. This suggests that speech perception, considered as predominantly auditory, 

can be influenced by speech-related movement information from other sensory systems such as 

the visual system. Looking at the speaker’s articulatory movements (“lipreading”) also results 

in an increase of speech intelligibility in noise (Sumby & Pollack, 1954). The information from 

visual cues enhances both detection and categorization of vowels and consonants in noisy 

conditions (Benoît et al., 1994; Erber, 1969; Grant & Seitz, 2000) and speeds up the phoneme 

detection process (Fort et al., 2010). The increase of speech intelligibility by visual information 

is actually prominent in HI individuals (Erber, 1971; Grant et al., 1998; Puschmann et al., 2019). 

Geers et al. (2003) showed that the global speech recognition performance in a battery of open-

set perceptual tests reaches up to 80% in average when lipreading is added to listening in HI 

individuals – though with a high inter-individual variability. Altogether, this shows that visually 

acquiring the speaker’s articulatory information affects speech perception, and that the effect is 

particularly strong for HI persons.  

 

The development of audio-visual integration may take a long time depending on the maturation 

of individual sensory systems and also on the accumulation of sensory experience (Gori, 2015). 

McGurk & MacDonald (1976) already found age-related changes in visual integration in the 

processing of speech sounds in the McGurk effect. Indeed, adults showed a dominance of the 

visual modality while children showed a dominance of the auditory modality. Other studies also 

found that adults have an increased audio-visual gain compared to children (Lalonde & Holt, 
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2016; Ross et al., 2011). This is also evident in comparison between early and older children 

(5-8 y.o. vs above 10 y.o.), since early children did not show clear audio-visual integration, 

while older children showed integration similar to adults (Kaganovich & Schumaker, 2014; 

Sekiyama et al., 2014). These suggests the audio-visual integration in speech perception is 

likely acquired in a relatively late period (up to around 8-10 y.o.) compared with the onset of 

speech and language development (1 y.o.).  

 

HI individuals depend on the critical period in which proper auditory inputs have to be received 

as described in section 1.6.1. The best timing is considered to be before 2 y.o. Early 

identification of hearing impairment and rapid interventions such as HA or CI help to develop 

perceptual and production performance and the resultant integration of different modalities 

(Kral & Sharma, 2012; Mayberry, 2010). When HI individuals missed to receive proper 

auditory inputs during this period, the development of audio-visual integration also suffers. This 

is observed in a study showing that CI children who were implanted after 2.5 years of age 

showed inconsistent or no McGurk effect (Schorr et al., 2005). Lachs et al. (2001) also showed 

that, in prelingually deaf CI children, children who acquired better listening-alone abilities also 

showed a better use of the complementary information provided by visual input. These 

observations suggest that the development of auditory-visual integration in HI individuals 

should also be affected by factors concerning implantation age and usage duration of hearing 

devices as described in section 1.6 for the development of auditory perception.  

In summary, visually acquired articulatory movement information plays an important role in 

speech perception, and audio-visual integration in speech perception provides additional 

support in favor of the importance of the link between speech perception and production. 

 

2.3.2 Audio-tactile integration 
 

In addition to audio-visual integration, the tactile sense also contributes to speech perception. 

Gick & Derrick (2009) showed that tactile stimuli using air puffs modified the perception of 

the voicing of plosive sounds. When air puffs were applied on the skin of either the hand or the 

neck in conjunction with the auditory perception of unaspirated voiced sounds (/ba/), the 

participants heard those sounds as the unvoiced aspirated /pa/ which is a sound produced with 

a burst of air ‘aspiration’. In the case of HI individuals, tactile aids have been developed that 

benefit speech perception given sufficient training (Cowan et al., 1990; Weisenberger & 

Kozma-Spytek, 1991). In these devices, tactile cues can be presented in the form of 
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electrocutaneous stimulation (electrotactile devices) or vibrations (vibrotactile devices). These 

tactile cues consist of a signal input which is derived from particular speech features that may 

be important for understanding speech. Based on a similar concept, vibrotactile stimulation to 

the  index finger or wrist also enhanced speech perception in noise in NH adults listening to CI-

simulated auditory stimulation (Fletcher et al., 2018) and in CI participants (Fletcher et al., 

2019; Schulte et al., 2023). These studies show that tactile information can also provide 

information associated with the presented speech sound and participate to speech perceptual 

processing. 

 

The somatosensory system also provides articulatory-related information and this may also 

interact with the perception of speech sounds. In the Tadoma method, which is used by 

individuals with dual sensory loss such as deaf-blindness, produced speech sounds are 

perceived by assessing the articulatory movements, such as lip movement, jaw movement, oral 

and nasal airflow and laryngeal vibration, through the tactile sense of hands placed on the 

speakers’ face (see review by Reed et al., 1984). Similarly to the McGurk effect, such tactile 

information appeared to alter speech perception when incongruent information from hands was 

paired with auditory information (Fowler & Dekle, 1991). Recent studies showed that orofacial 

somatosensory inputs associated with speech articulatory movements also alter the perception 

of speech sounds (Ito et al., 2009; Trudeau-Fisette et al., 2019). The interaction between 

auditory processing and orofacial somatosensory information associated with speech 

articulatory movements in speech perception is the main theme of the current thesis and is 

detailed in the following section.  

 

2.4 Orofacial somatosensory interaction in speech perception 
 
2.4.1 Source of kinaesthetic information from the orofacial system 
 

The term ‘kinaesthesia’ was coined by Bastian (1887) and it refers to the sense of movement. 

The sense of movement is widely investigated in the limb system with comparatively less 

attention given to the orofacial system. In limb motor control literature, it was initially thought 

that kinaesthetic information mainly arose from the joints as they are primarily related to limb 

movement. Boyd & Roberts (1953) showed the presence of kinaesthetic receptors in the knee 

joints of cats by recording afferent discharges from different positions and various movements. 

However, when a local anaesthetic was injected in the knee joint cavity, the movement ability 

remained unimpaired except for some perceived reduction of pressure sensations, and human 
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participants could still detect small changes in the angle of their knees (Clark et al., 1979). This 

suggests that the receptors in the knee joints may not be a main receptor for kinesthesia and 

hence other receptors such as muscle spindles and tendon organs may rather play a major role. 

A kinesthetic role of muscle spindles was assessed in a study using the tonic vibration reflex 

where an additional muscle contraction is induced due to a vibratory stimulation applied to the 

muscle. Goodwin et al. (1972) showed that the tonic vibration reflex induced by 100Hz 

vibrations applied to the biceps or triceps resulted in an illusion of movement in the elbows 

corresponding to the direction of the muscle stretch during the movement. In contrast, when the 

vibratory stimulation was applied on the elbow joints, no illusion was produced. As a result, 

muscle spindles and tendon organs are now considered to be a main source of kinesthesic 

information for limb motor control.  

The possible sources of kinaesthetic information for speech motor control is still under debate. 

Figure 4 shows the orofacial muscles involved in speech production. Lips, jaw and tongue are 

involved in speech motor control. The jaw closing muscles are similar to the limb muscles with 

a large number of muscle spindles and the presence of a tonic vibration reflex (Hagbarth et al., 

1976; Neilson et al., 1979). However, the situation for jaw opening muscles is more complex. 

While stretch reflex responses, which is another measure enabling to examine the role of muscle 

spindles, is induced for these muscles (Hellsing & Klineberg, 1982), the tonic vibration reflex 

is not (Hellsing, 1977). There is also a sparse density of jaw opening muscle spindles 

(Lennartsson, 1979). In lip muscles, although it has been considered for a long time that there 

were no muscle spindles (Stål et al., 1987, 1990), Omstead et al. (2023) recently showed the 

presence of muscle spindles in the orbicularis oris and zygomaticus muscles across a wide range 

of mammalian species, with a low density of muscle spindles in humans. However, several 

physiological studies still failed to show a typical function of lip muscle spindles. Neilson et al. 

(1979) did not find any evidence of stretch reflex in the lip muscles. Folkins & Larson (1978) 

showed an absence of additional muscle contraction when applying a tonic vibration stimulation 

in lip muscles (orbicularis oris and mentalis). In the tongue also, muscle spindles were found 

but they do not show a stretch reflex either (Neilson et al., 1979). 
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Figure 4: Perioral Musculature (Image from Howard, 2019) 

This partly contradictory pattern in the physiology of orofacial muscles is also seen in nerve 

innervation. For sensory nerves, the orofacial system is innervated by the three branches of the 

trigeminal nerve – ophthalmic, maxillary and mandibular nerve in relation to the corresponding 

areas on the face (Figure 5). The maxillary and the mandibular nerve are the nerves for speech 

motor control. Although the trigeminal nerve is generally considered as a sensory nerve, one 

exception is the innervation of the jaw closing muscles, for which the mandibular nerve has 

both sensory and motor connections. This is similar to the nerve innervation for the limb 

muscles and consistent with the physiological finding that the jaw closing muscles show reflex 

responses similar to those of limb muscles as mentioned earlier. On the other hand, the lip 

muscles are innervated by two separate nerves respectively for motor and sensory function. 

While the trigeminal nerve serves for sensory function, the facial nerve serves for motor 

function. This is also similar in the tongue muscle, in which the hypoglossal nerve is for motor 

function and the lingual nerve is for sensory function. The innervation in the lips and tongue 

muscles is hence different from what happens for the jaw closing muscles and the limbs 

muscles, which seems consistent with the lack of reflex related to muscle spindles for lips and 

tongue. This whole pattern suggests that the function of muscle spindles in the orofacial system, 

besides the jaw closing muscles, may not have a similar function as that of the limb system, and 
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hence that the kinaesthetic information in the orofacial system may come from other sensory 

structures. 

 

 

 

Figure 5: Orofacial nerves (Image from ‘Trigeminal Nerve’, 2024) 

Cutaneous mechanoreceptors can be one possible source providing movement-related 

information. In the study of limb motor control, the cutaneous mechanoreceptors at the back of 

the hands respond to skin patterns associated with joint movements (Edin & Abbs, 1991). 

Externally applied skin-strain patterns in the finger produces movement illusions (Edin & 

Johansson, 1995). Cutaneous mechanoreceptors in the human thigh region also provide 

information related to knee-joint movements (Edin, 2001). The cutaneous mechanoreceptors in 

the orofacial region are similar to the ones found in hands (Trulsson & Johansson, 2002). Micro-

electrode recordings made from the infraorbital nerve innervating the orofacial region showed 

activation when the facial skin was deformed due to speech movements, chewing and external 

application of facial skin-stretch (Johansson et al., 1988; Nordin & Thomander, 1989). This is 

also evidenced by observing the reflex (Ito & Gomi, 2007) and speech motor adaption (Ito & 

Ostry, 2010) when skin lateral to the lip is stretched. This suggests that deforming the orofacial 

skin provides movement-related information for speech sensorimotor processes. 
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2.4.2 Movement related somatosensory inputs intervene in speech 
perception 
 

Crucially, the articulatory information provided by somatosensory inputs associated with facial 

skin deformation, described in detail in the previous section, happen to modulate the perception 

of corresponding speech sounds (Ito et al., 2009). In a vowel identification task contrasting the 

sounds of ‘head’ and ‘had’, which differ in jaw opening-closing, when a facial skin deformation 

was externally applied in the upward direction during the presentation of the sounds, the 

participants perceived ‘head’ rather than ‘had’. This change was turned into the opposite when 

the facial skin deformation was applied in the downward direction and was not induced when 

the facial skin was deformed in a direction (horizontally backward) irrelevant to the studied 

auditory contrast. Similarly, Trudeau-Fisette et al. (2019) showed that, when Canadian French 

participants had to identify sounds in an acoustic continuum between the front mid-vowels /e/ 

(unrounded) and /ø/ (rounded), the participants perceived the sound more as /e/ when a skin 

stretch stimulation was applied in the backward direction, a stimulation likely to reproduce 

somatosensory inputs related to the backward articulatory movement for the production of /e/. 

This effect was consistently obtained for both adults and children. Ogane et al. (2020) also 

showed that orofacial somatosensory inputs can affect speech perception at a higher processing 

level, that is, word segmentation for lexical decision. They showed that an orofacial 

somatosensory stimulation applied on both sides of the participant’s mouth in the upward 

direction changed the place of word segmentation depending on the stimulation timing in 

relation to the tested acoustic utterance. 

Given such a functional role of somatosensory inputs in the perception of speech sounds, this 

auditory-somatosensory link may be utilized in the learning processes of speech perceptual 

representations. Ohashi & Ito (2019) showed that somatosensory inputs applied during a speech 

motor training task can play a role in the perceptual change following the speech motor training 

phase. Exploiting the paradigm in which motor training with altered auditory feedback changes 

the perceptual representation of the corresponding speech sounds (Lametti et al., 2014; Shiller 

et al., 2009 see section 2.2.2), the study showed that an additional somatosensory stimulation 

applied during the altered auditory feedback motor training phase modified the change in speech 

perception depending on the direction of somatosensory stimulation associated with facial skin 

deformation. This suggests that receiving somatosensory inputs together with auditory inputs 

during speech motor learning can be important for the learning of speech perception processes. 

This possibility was supported in the study of visuo-motor control, since Wong et al. (2012) 

showed that the motor learning performance was improved following perceptual training with 
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somatosensory inputs obtained by passive limb movement paired with visual inputs. This idea 

has been further examined in the changes of speech perception following perceptual training 

with specific pairs of auditory-somatosensory inputs (Ito & Ogane, 2022). In this study, the 

participants first received a perceptual training phase in which they had to identify a vowel 

continuum between /ɛ/ and /a/. When the stimulus sound was accompanied with an upward 

somatosensory stimulation in the training phase, the perceptual boundary between /ɛ/ and /a/ 

was shifted toward /ɛ/ following training. Altogether, these data show the role of orofacial 

somatosensory inputs in the aquisition or recalibration of speech perceptual representations.  

As shown in the development of audio-visual integration, auditory-somatosensory integration 

could evolve along with the development of speech production and perception. Trudeau-Fisette 

et al. (2019) showed that the size of the somatosensory effect in vowel perception was larger in 

adults than in children. However, it is still unknown how this auditory-somatosensory 

integration mechanism is developed in speech disorders including HI individuals. It can be 

expected that HI individuals with hearing devices can also acquire this auditory-somatosensory 

integration mechanism, and that the amount of interaction could vary depending on their 

production and perception ability as it is the case in the development of audio-visual integration 

(see section 2.3.1). 

2.5 Research questions and Hypothesis 

The main goal of this thesis is to further investigate the role of the speech-related somatosensory 

function in speech perception and production, with a specific focus on the way hearing 

impairment may modify this role. A general hypothesis is that the orofacial somatosensory 

system plays an important role in the link between speech production and speech perception. 

By focusing on HI individuals who use hearing devices that may be either HA or CI or both, 

we explore the possibility that the development of auditory-somatosensory integration may be 

based on sensorimotor experience related to speech abilities in HI individuals. As shown in 

chapter 1, their speech abilities concerning hearing and production can be dependent on 

different factors such as implantation age, type of hearing device used and the duration of usage 

of hearing device. In the present chapter, we have seen that these factors might also contribute 

to the development of the perception-production link and of audiovisual integration. Still, the 

role of somatosensory inputs in speech perception and the way auditory-somatosensory 

integration occurs in HI individuals has never been explored to our knowledge. Further 

investigation with NH individuals will help to establish better experimental procedure for 

further tests on HI participants. For this aim, this thesis is organized in four successive studies. 
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The first two studies aim at better characterizing the perception-production link in NH 

participants, addressing the following questions: 

1. Is there a relationship between somatosensory effects in speech perception and 

production performance in NH individuals? 

2. Can orofacial somatosensory inputs paired with auditory sounds during perceptual 

training change speech production performance in NH individuals? 

Capitalizing on the experimental response to these two questions, which increase our 

understanding on the way the somatosensory system shapes the perception-production link 

when the auditory system functions well, the two last studies explore this link when it 

dysfunctions in HI participants, with a specific focus on the role of implantation age, type of 

used hearing device and duration of hearing device usage, addressing the following questions: 

3. Do orofacial somatosensory inputs also play a role in speech perception in HI 

individuals and what factors related to their hearing ability affect auditory-

somatosensory integration?  

4. Do HI individuals show speech sensorimotor adaptation and what factors related to their 

hearing ability affect adaptation performance? 

These questions are explored in four related studies described in chapter 4, chapter 5, chapter 6 

and chapter 7 respectively. 
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CHAPTER 3 

Methodology 
 

3.1 Overview 
 

A major component of the current work is the use of articulatory-related somatosensory 

stimulation from the orofacial system associated with facial skin deformation. Using this kind 

of stimulation allows to investigate somatosensory effects without engaging the participant in 

a motor action, which enables to dissociate somatosensory from motor effects in the study of 

perception and production tasks.   

This chapter presents in detail the paradigm and tools associated to this somatosensory 

stimulation method, together with the main speech tasks and stimuli used in the present studies. 

Section 3.2 provides information about the ethics approval obtained for the current work. 

Section 3.3 describes the main speech tasks in this thesis. Section 3.4 describes the main 

somatosensory stimulation devices. Section 3.5 describes the modified Digit triplet test to 

evaluate the participants hearing abilty using speech stimuli. Finally, section 3.6 describes the 

experimental setup for the studies.  

 

3.2 Ethics 

 
The ethics approval for the four studies in the thesis was obtained from the local ethical 

committee of the Université Grenoble Alpes [Comité d’Ethique pour la Recherche, Grenoble 

Alpes (CERGA-Avis-2021-8)].  All the participants signed the approved consent form before 

starting the experiments. The participants were all French speakers. The NH participants 

reported no neurological, hearing or speech deficits. The HI participants had bilateral hearing 

impairment and used HA and/or CI. All HI participants were able to speak correctly, as 

informally checked along conversations before the experimental procedure. They were also 

asked to fill a hearing assessment questionnaire (see Appendix 1) to obtain information 

regarding their hearing such as onset of deafness, their used hearing devices and duration of 

usage. 

Additionally, the fourth study was carried out in collaboration with the Université Libre de 

Bruxelles (ULB) and with the Centre Comprendre et Parler in Belgium who helped with the 
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recruitment of HI participants. The participants who took part in the fourth study signed the 

consent form approved by the Erasme-ULB Hospital-Faculty Ethics Committee. 

3.3 Speech Tasks 
 

The somatosensory effect in speech perception has been examined with the English vowels /ɛ/ 

and /a/ (Ito et al. 2009) and with the French vowels /e/ and /ø/ (Trudeau-Fisette et al., 2019). 

Considering that the target participants for the current work were native French speakers, we 

adopted the vowels /e/ and /ø/ for the main speech tasks of the thesis.  

These vowels are front mid-high vowels that are acoustically and articulatory close (see Figure 

6). Articulatorily, these two vowels are contrasted by horizontal articulatory movements, that 

is, spreading vs. rounding of the lips and forward vs. backward movement of the tongue 

(Lindblom & Sundberg, 1971; Schwartz et al., 1993). Acoustically these two vowels are 

contrasted in the second formant (F2) and to a lesser extent in the third formant (F3). F2 and F3 

for /e/ are higher than for /ø/ while the first formant (F1) is mostly similar for the two vowels 

(Figure 6). These target vowels were used for both perception and production tasks.  

 

 

Figure 6: Vowel space illustrating the /e/-/ø/ contrast 

For the perception task, a vowel identification test was carried out using an eight-member 

acoustic continuum between /e/ and /ø/.  This continuum, adapted from the study by Trudeau-

Fisette et al. (2019), was synthesized using an articulatory synthesizer based on the Maeda’s 

model (Maeda, 1990) as in Ménard & Boe (2004). In this model, a sagittal section of the vocal 

tract shape is defined by seven parameters – jaw opening, tongue dorsum, tongue body, tongue 
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apex position, larynx height, lip protrusion and lip height. Then, the formants can be calculated 

using this vocal tract shape model. The continuum was obtained by controlling the first five 

formants (F1, F2, F3, F4 and F5) as follows: the F1 and F5 were kept constant while F2, F3 and 

F4 were equally shifted upwards in steps of 30, 40 and 50 Hz respectively, from one edge (/ø/) 

to the other (/e/). The resultant stimuli were isolated vowels of 300 ms duration. Table 2 shows 

the formant values for each member of the /e/-/ø/ continuum.  

 

Table 2: Formant values of synthesized stimuli used in the vowel identification task (Adapted from 

Trudeau-Fisette et al., 2019) 

Stimuli 

Number 

F1 F2 F3 F4 F5 

1 (/e/) 364 1922 2509 3550 4000 

2 364 1892 2469 3500 4000 

3 364 1862 2429 3450 4000 

4 364 1832 2389 3400 4000 

5 364 1802 2349 3350 4000 

6 364 1772 2309 3300 4000 

7 364 1742 2269 3250 4000 

8 (/ø/) 364 1712 2229 3200 4000 

 

In the test, one speech sound from this /e/-/ø/ continuum was presented to the participant. The 

participant was asked to identify if the heard speech sound was the vowel /e/ or /ø/ by pressing 

the corresponding key on a keyboard. For the analysis, the probability of /ø/ vs. /e/ responses 

was calculated for each of the 8 stimuli. Using these judgement probability values, individual 

psychometric functions were estimated to obtain the point of subjective equality (PSE) at the 

50% crossover boundary value. This PSE value representing the category boundary between 

the two vowels was used to evaluate perceptual performance. This perception test was carried 

out both with and without somatosensory stimulation in order to measure the somatosensory 

effect in speech perception by comparing corresponding PSE values (see section 3.4). 

 

For speech production, we recorded the target vowels /e/ and /ø/ produced by the particpants. 

In this recording, the target vowels were embedded in the French words “dé” (English “dice,” 

/de/) and “deux” (English “two,” /dø/). We preferred to embed the vowels in a CV word rather 

than keeping them isolated to make the task more natural and familiar for the participants. The 
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number of repetitions was varied depending on the studies. For the purpose of possible future 

studies with children, the recording was carried out using a picture naming task where the 

corresponding picures (Figure 7) were presented on a monitor.  For the analysis, F1, F2 and F3 

frequencies were extracted using PRAAT (Boersma & Weenink, 2001). The obtained formants 

were temporally averaged in a 40 ms time window. This time window was set at different 

temporal positions within the vowel utterance depending on the studies. In study 1, the time 

window was centered on the middle of the manually detected period of target vowel production 

(see Figure 12(a)). In study 2, since we observed possible effects at a later time during the vowel 

realization, we set the time window later in the vowel period (see chapter 5).  

 

 

 
 
 

3.4 Somatosensory stimulation associated with facial skin 

deformation 
 

The current somatosensory stimulation method has been originally developed in Ito et al. (2009) 

and then used in several studies (e.g., Ogane et al., 2020; Trudeau-Fisette et al., 2019). This 

method is based on the assumption that orofacial skin deformation provides a kinesthetic 

information as introduced in section 2.4.1. The benefit of this method is to modulate 

somatosensory processing alone. This allows to investigate direct involvement of the 

somatosensory function dissociated from its role in the motor system. The schematic view of 

the experimental setup is represented in Figure 8(a). A small robotic device (Phantom 1.0, 3D 

Systems) is used to produce a force leading to stretch the facial skin. The robotic arm has a wire 

with plastic tabs (2 x 3 cm) at the other end. These plastic tabs are attached to the lateral side of 

the oral angle with double-sided tape.  

Figure 7: Picture corresponding to “Dé” (left panel) and “Deux” (right panel) 

used in the picture naming task 
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Figure 8: (a) Experimental setup for vowel identification tests with somatosensory stimulation. 

Reproduced with permission from Ito & Ostry (2010). (b) Temporal relationship between the 

somatosensory stimulation (onset, dotted line) and the auditory stimulation (onset, plain line). 

 

By combining this somatosensory stimulation with the vowel identification task mentioned 

above, we investigated the somatosensory effect in speech perception. During the vowel 

identification task, the skin stretch was applied in the backward direction given the assumption 

that this direction of skin stretch can represent somatosensory inputs corresponding to the 

articulatory movement for the production of the lip-spread vowel /e/ as done in Trudeau-Fisette 

et al. (2019). To attempt to mimic as precisely as possible the somatosensory inputs for the 

production of /e/, the stimulation temporally followed a single cycle of a 3 Hz sinusoid, starting 

in amplitude with a force at 0N, a maximum at 4N and ending at 0N. This provides a duration 

of the somatosensory stimulation (333ms) which is comparable with the duration of the vowel 

stimuli (300ms). Considering that the articulatory movement preceeds the produced sound,  we 

set a 90-ms lead of the somatosensory stimulation relative to the onset of the auditory stimuli 

as done in Ito et al. (2009, 2014).  Figure 8(b) represents the temporal pattern of this stimulation 

relative to the stimulus sound. We tested two conditions: auditory-alone condition (control) and 

auditory-somatosensory condition (skin-stretch). These two conditions were alternated every 8 

trials, in which the 8 members of the synthesised /e/-/ø/ continuum were presented in random 

order. In total, 24 blocks of 8 trials were tested. The PSE values were calculated in each 

condition (control vs. somatosensory) by following the method described in section 3.3. The 

difference in PSE between the two conditions was used to assess the somatosensory effect in 

speech perception as done in the previous studies (Ito et al. 2009, Trudeau-Fisette et al. 2019). 
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3.5 Modified version of French Digit triplet test 
 

Hearing ability was evaluated by measuring hearing thresholds in noise. We carried out a 

modified version of the French Digit Triplet Test. In the test, the participants were asked to 

identify what digit was presented by pressing a numeric keyboard. We applied monosyllabic 

French digits (1 – 9) following a prefixed carrier phrase “les numéros” (“The numbers” in 

English) using French Digit Triplet Test material in Jansen et al. (2013). The stimuli were 

recorded by a female French speaker.  Each digit sound was embedded in a stationary speech-

shaped noise. The background noise started 500ms before and stopped 500ms after the stimulus. 

In the test, the noise level was fixed at 70dB SPL and the signal-to-noise ratio (SNR) of the 

stimulus sound was controlled by the participant’s response using an adaptive procedure. 

By expecting the large variability of hearing threshold in noise in the HI participants and in 

order to complete the test with a fixed number of trials, we modified the original test as follows. 

The test was divided in two parts named digit-singlet phase and digit-triplet phase as shown in 

Figure 9. The digit-singlet phase was used for rough estimation with large SNR (4 dB) steps. A 

digit-triplet phase was then used for detailed search with small SNR (1 dB) steps. In the digit-

singlet phase, single French digits (1-9) were presented in ten trials with pseudo-random order. 

We started from 0 dB SNR and changed the SNR every trial based on a simple up-down 

procedure with 4-dB steps. Based on our empirical observation that the responses converged 

after four trials in most of the participants as shown in the example in Figure 9, we took an 

average of the SNRs in the last six trials for a first rough estimation of the hearing threshold. 

The obtained value was used as the initial value in the following digit-triplet phase. The 

procedure of this digit-triplet phase was similar to the one in Jansen et al. (2013). The SNR was 

decreased in 1-dB steps when all three digits were correctly identified and increased by 1 dB if 

there was at least one incorrect response. The final hearing threshold was defined as the average 

of the last seventeen SNR values. 
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Figure 9: Representative example of a participant’s responses in the speech-in-noise test. The left 

panel represents the digit-singlet phase (4 dB step change), and the right panel represents the digit-

triplet phase (1 dB step change). Circles represent correct responses and crosses represent incorrect 

responses. 

 

3.6 Instrumental configuration of the experimental setup 
 

All experiments besides the test in ULB were carried out in a sound-proof room to reduce the 

effects of environmental noise. Figure 10 represents the equipment that were involved in studies 

1, 2 and 3. The participants were seated in front of a computer monitor and a loudspeaker 

(Behritone C50A). To facilitate the experiment for the HI participants without having to adjust 

their hearing devices, we used a loudspeaker for presenting auditory stimuli, instead of 

headphones that were used in our previous studies (Ito et al. 2009, Trudeau-Fisette et al. 2019, 

Ogane et al. 2020).  A robotic device (Phantom Premium 1.0, SensAble Technologies) was set 

behind the participants for somatosensory stimulation as described in section 3.4. 

 
 

Figure 10: Experimental setup for the vowel identification test with somatosensory stimulation. This 

setup was also used in the speech-in-noise test by removing the tabs from the facial skin (no physical 

connection between the robotic device and the participant). 
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CHAPTER 4 

Relationship between speech perception and 

production performance in individuals with 

normal-hearing 
 

 

4.1 Introduction 

Orofacial somatosensory inputs modify the perception of speech sounds (Ito et al., 2009). This 

has been consistently observed in both adults and children, where the size of the somatosensory 

effect was smaller in children compared to adults (Trudeau-Fisette et al., 2019). Such auditory-

somatosensory integration likely develops alongside speech production acquisition. 

Considering that differences in developmental trajectories result in individual variability in 

speech production, our assumption is that the variability in speech production might also be 

related to the variability in the magnitude of the somatosensory effect in speech perception. The 

current study explores this assumption. We examined whether the somatosensory effect in 

speech perception varies depending on individual characteristics of speech production.  

The experiment consists of a within-subjects procedure, in which participants are involved in 

both a speech perception task with somatosensory stimulation and a speech production task. 

The somatosensory effect in speech perception was quantified by the amount of category shift 

in a vowel identification test between the target vowels /e/ and /ø/, as performed in Trudeau-

Fisette et al. (2019). For characterizing speech production performance, we recorded the 

corresponding vowels /e/ and /ø/ from the same participants, and evaluated the acoustic distance 

in F1, F2 and F3 between those vowels. Then, we carried out correlation analyses between 

acoustic distances in speech production and the amplitude of the somatosensory effect in speech 

perception. This analysis was applied in F1, F2 and F3 respectively. As known from previous 

studies, we expected that F2 would predominantly represent the acoustical contrast between /e/ 

and /ø/, while F1 should be stable from one category to the other (Ménard et al., 2008). F3 may 

also separately represent the articulatory lip rounding contrast for high front vowels (Lindblom 

& Sundberg, 1971; Schwartz et al., 1993). Therefore, we expected to observe a correlation with 

F2 and possibly F3 but not with F1. 

This study is already published in the Journal – “Auditory, Perception and Cognition”. 
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Ashokumar, M., Guichet, C., Schwartz, J.-L., & Ito, T. (2023). Correlation between the Effect 

of Orofacial Somatosensory Inputs in Speech Perception and Speech Production Performance. 

Auditory Perception & Cognition, 6(1-2), 97–107. 

https://doi.org/10.1080/25742442.2022.2134674    

 

4.2 Methods 
 

4.2.1 Experimental Procedure 

Nineteen native speakers of French participated in both a speech perception test with 

somatosensory stimulation and a speech production test. These two tests were carried out in a 

single session. The perception test with somatosensory stimulation was followed by the 

production test. The speech perception test with somatosensory stimulation was described in 

section 3.4 and the production test in section 3.3. In the production task, six repetitions were 

recorded for each task word. We also carried out a modified version of the French Digit Triplet 

test to measure the hearing threshold in noise (see section 3.5). 

 

4.2.2 Statistical Analysis 

As presented in section 3.3, PSE values were extracted using the estimated psychometric 

function and compared between the conditions (control and skin-stretch) using repeated-

measures ANOVA. The amplitude of the somatosensory effect in speech perception was 

quantified using the difference in PSE between the skin-stretch and control conditions.  

The speech production index was computed separately for F1, F2 and F3 as the acoustic 

distance in Hz between mean values of the six /e/ vs. /ø/ utterances.  

Correlation analyses with Pearson correlation coefficients between perception and production 

performance among the 19 participants were then separately computed between the index of 

somatosensory effect in speech perception (PSE difference between conditions) and each of the 

three indices of speech production (average /e/ vs. /ø/ distance) as characterized respectively by 

F1, F2 and F3. 

 

4.3 Results 
 

The perceptual data successfully replicated the results obtained by Trudeau-Fisette et al. (2019), 

showing that perception of the /e/-/ø/ contrast was modified by the somatosensory perturbation 

associated with facial skin deformation. Figure 11(a) shows a representative example of the 

judgment probability for each of the 8 stimuli and the estimated psychometric function of a 

https://doi.org/10.1080/25742442.2022.2134674
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representative participant. The estimated psychometric function was shifted towards the right 

(i.e. towards /ø/) in the skin-stretch condition, indicating that more stimuli were identified as 

the vowel /e/ in this condition. Figure 11(b) shows the mean PSE values in control and skin-

stretch conditions. A one-way repeated-measures ANOVA showed a significant difference 

between control and skin-stretch conditions (F (1,18) = 7.42, p = 0.01).   

 

 

Figure 11: (a) Judgment probabilities and estimated psychometric function for a representative 

participant. The horizontal dotted line shows the 50th percentile of the judgment probability. The point 

where it crosses the estimated psychometric function is the PSE which represents the category 

boundary between the two vowel targets. (b) Mean PSE values in control and skin-stretch conditions. 

Error bars show the standard error. 

 

Considering production data, Figure 12(a) represents the temporal pattern of the sound signal 

for one utterance of the word “dé” and “deux” (top panel) and the corresponding spectrogram 

(bottom panel).  Horizontal solid lines represent the three formants (F1, F2 and F3). As shown 

in this representative example, F1 is similar, but F2 and F3 are different between the two 

vowels. Figure 12(b) represents the formant values averaged across participants, with the 

corresponding standard errors. Notice that the variability in formant values from one utterance 

to another of the same vowel is rather low for all participants (standard deviations of formant 

values for each vowel category and each participant and then averaged across participants are 

around 15 Hz for F1, 50 Hz for F2 and 60 Hz for F3 for both /e/ and /ø/). The acoustic distance 

between mean values for /e/ and /ø/ stays very small in F1, but large in F2 and F3, with higher 

F2 and F3 values for /e/ than for /ø/. As expected, the acoustical contrast between /e/ and /ø/ 

hence appears as well represented in F2 and in F3.  
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Figure 12: (a) Temporal pattern of target words ‘dé’ and ‘deux’ (top panel) and corresponding 

spectrograms (bottom panel). The trajectories of the three formants (F1, F2 and F3) extracted using 

PRAAT are displayed by thick solid lines. The 40ms time window used for formant measurement is 

temporally set at the middle of the vowel and marked by the two vertical thin solid lines.  (b) Averaged 

formant values across participants. Error bars show standard error. 

We then correlated the somatosensory effect in vowel identification (PSE difference) with 

speech production indices that are acoustic distances in F1, F2 or F3 between the target vowels 

/e/ and /ø/. Figure 13 represents scatter plots together with the regression line and 95 % 

confidence interval for each correlation display. While there is no significant correlation with 

F1 (r (17) = 0.17, p = 0.49), there is a significant correlation with F2 (r (17) = 0.48, p = 0.03) 

and correlation is marginally significant with F3 (r (17) = 0.41, p = 0.08). This indicates that 

larger somatosensory effects in speech perception are obtained for participants who have a 

larger difference between /e/ and /ø/ in F2 and/or F3 in speech production.  Since the target 

vowels are contrasted in F2 and in F3 as shown in Figure 12, these correlation results suggest 

that the production of the contrast for the corresponding vowels can be related to the 

somatosensory-auditory interaction in speech perception. 
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Figure 13: Scatterplots of perception index (PSE differences) against production index (differences 

between /e/ and /ø/ in F1, F2 and F3). Solid lines represent the regression line and the shaded area 

represents 95% confidence intervals. 

 

 4.4 Discussion 

In the present study, we examined whether the somatosensory effect in speech perception 

correlates with individual variability of speech production.  We successfully replicated the 

findings by Trudeau-Fisette et al. (2019) showing that the category boundary between /e/ and 

/ø/ was shifted towards /ø/ when a somatosensory stimulation associated with rearward skin 

stretch was applied. Importantly, we found a reliable correlation between the size of this 

somatosensory effect and the acoustic distance between /e/ and /ø/. This correlation was seen 

in F2 and marginally in F3, but not in F1.  

The results from the current study confirm our expectation that the somatosensory effect and, 

accordingly, the auditory-somatosensory integration mechanism in speech perception might 

vary in relation with the participants’ production performance. They shed light on the way this 

relation seems to operate, with larger acoustic distances between vowel targets leading to a 

larger somatosensory effect. A possible interpretation, in line with the previously cited studies 

showing a link between sensory and motor precision (Franken et al., 2017; Ghosh et al., 2010; 

Perkell et al., 2004), could be that if /e/ and /ø/ targets are far apart, this should correspond to a 

large articulatory gesture with a large movement of the face, associated with a large contrast in 

somatosensory configurations between the targets. Individuals with such a large acoustic 

distance would hence be more sensitive to the somatosensory contrast between the vowels, and 

in consequence, display a larger somatosensory effect in perception. The correlation between 

the somatosensory effect in perception and the acoustic distance between /e/ and /ø/ targets in 

production is significant for F2 but only marginally for F3, which could be related to the larger 

acoustic variation between the two vowels in F2 than in F3 (see Figure 12(b), showing that the 
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mean distance is 547 Hz in F2 vs. 345 Hz in F3, with also lower standard deviations in F2 than 

in F3). This is likely related to the fact that F3 is known to be a correlate of lip rounding for 

high (/i/ vs. /y/) rather than for mid-high (/e/ vs. /ø/) vowels (Lindblom & Sundberg, 1971). 

The correlation between speech production performance and the magnitude of the 

somatosensory effect in speech perception fits well with the assumption that the development 

of the somatosensory function and of auditory-somatosensory integration in speech perception 

could be related to the acquisition of speech production. This possibility is also in line with the 

findings by Trudeau-Fisette et al. (2019) that the somatosensory effect in the perception of 

speech sounds was larger in adults than in children. Indeed, the not-yet-mature speech 

production in children would result in having an auditory-somatosensory integration still under 

development, and hence a smaller somatosensory effect in speech perception for children 

compared to adults. Interestingly, such developmental differences in auditory-somatosensory 

integration related to speech production abilities could have important consequences 

considering HI individuals. As mentioned in section 1.6, the presence of auditory experience 

during critical periods is important to acquire both hearing and speaking abilities and they are 

very dependent on age of implantation and usage period of hearing devices. We therefore 

anticipate that investigating the somatosensory effect in HI individuals equipped with hearing 

devices could provide further information on such underlying mechanisms. 
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CHAPTER 5 

Speech perceptual training with 
somatosensory inputs changes speech 
production in individuals with normal 
hearing 
 

 

5.1 Introduction 
 

Speech production involves the integration of both sensory and motor processing. Previous 

studies have shown that participants adjust their motor behavior in response to an 

experimentally applied alteration of either or both auditory and somatosensory inputs (Houde 

& Jordan, 1998; Lametti et al., 2012; Tremblay et al., 2003). Interestingly, sensorimotor 

adaptation to speech motor training also induces changes in speech perception (Nasir & Ostry, 

2009). Since speech perception and production are interactive in nature the reverse may also be 

true. That is, speech perceptual training may also affect speech production. Orofacial 

somatosensory inputs play an important role in speech motor control and speech learning. Since 

receiving specific auditory– somatosensory inputs during speech perceptual training alters 

speech perception, similar perceptual training could also alter speech production.  

We explore this assumption that perceptual training using similar combination of 

somatosensory stimulation and vowel sounds could induce a change in the production of the 

corresponding vowels. To test this assumption, we carried out a vowel identification task on 

French participants using a perceptual training with the /e/-/ø/ continuum as done in Ito & 

Ogane (2022). A somatosensory stimulation produced by a backward facial skin deformation 

was applied in synchrony to the sounds during the training phase in one group of participants 

(somatosensory group) but not in the other group (control). Before and after the training phase, 

the participants had to utter the /e/ and /ø/ vowels. We recorded their productions and compared 

F1, F2 and F3 values of the uttered vowels before and after training. We expected that the 

combination of auditory training with these vowels and somatosensory stimulation associated 

with backward skin stretch could induce a possible modulation in speech production 

performance for the corresponding vowels. This would result in changes in production 

following the training phase mainly in the F2 – F3 space and mainly for the somatosensory 
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group compared with the control group who trained with auditory sounds alone. At this stage, 

we had no specific assumption about the possibility that the learning effect would be similar for 

both vowels in the training phase, or more focused on either of them. Hence, we systematically 

assessed possible differences in production for each vowel following the training phase. 

Moreover, to better assess the nature of the coordination between sounds and somatosensory 

stimulation required for producing an effect of perceptual training on further speech production, 

we also tested another somatosensory condition with a different relationship between sounds in 

the perceptual training phase and target vowels in the production phase. In this other condition, 

we tested the same /e/-/ø/ vowel contrast in production, but replaced the “horizontal” contrast 

in the perceptual training phase by a “vertical” contrast involving the categorization of an 

acoustic continuum between /i/ and /e/. The same horizontal rearward direction of the skin 

stretch perturbation was used, so that there was a possible incompatibility between the natural 

auditory dimension (vertical) and the somatosensory directivity (horizontal). At the current state 

of our knowledge very little is known about how close the pairing between somatosensory 

stimulation and the tested auditory dimension needs to be in order to induce a change in 

production. This other somatosensory condition was designed to shed more light on this issue. 

 

This study has been accepted in the “Journal of Speech, Language and Hearing Research”  

Ashokumar, M., Schwartz, J.-L., & Ito, T. (2023). Changes in speech production following 

perceptual training with orofacial somatosensory inputs. [In press, Journal of Speech, Language 

and Hearing Research] 

 

5.2 Methods 
 

5.2.1 Experimental Procedure 
 

Forty-five French native speakers (age range 18-41, 33 female) participated in the study. They 

were submitted to a perceptual training task based on a vowel identification task and a vowel 

production task before and after the training task. We tested three different groups based on the 

nature of the stimulation: purely auditory (CTRL) or involving an additional somatosensory 

stimulation (SOMA1 and SOMA2). Fifteen participants were assigned to each of the three 

training conditions.  
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Figure 14: Experimental procedure associating a perceptual training phase with a pre- and post-test 

for speech production recording. 

 

The test was carried out in the order: production session (pre-test), perceptual training session, 

and production session (post-test) as shown in Figure 14. The production task was explained in 

the section 3.3. We recorded ten times each of the task speech sounds “dé” and “deux”. The 

perceptual training session consisted in the vowel identification test with somatosensory 

stimulation. The procedure is similar to the one explained in section 3.4. In this study, the 

somatosensory stimulation, when present, was applied in all trials in the training phase. In total, 

480 trials (60 blocks of 8 trials) were tested. We first tested two groups of participants using the 

/e/-/ø/ continuum, respectively with somatosensory stimulation (SOMA1) and without the 

stimulation (CTRL). We also tested another group of participants using the /e/-/i/ continuum 

with somatosensory stimulation (SOMA2). The /e/-/i/ continuum was produced using Praat 

(Boersma & Weenink, 2001) based on the same edge /e/ sound as in the /e/-/ø/ continuum. From 

this edge, F1 values were equally shifted downwards in steps of 17 Hz, and F2, F3 and F4 

values were equally shifted upwards in steps of 20, 123, and 18 Hz respectively, while F5 was 

kept constant. The five formants in the resultant edge vowel /i/ are 247, 2062, 3372, 3677, 4000 

Hz. 

Note that we did not carry out a pure auditory testing of the perceptual boundary before/after 

the training task in order to avoid changes in production due to repetitive hearing of the stimulus 

sounds in such a perception test. 

 
5.2.2 Statistical Analysis 
 

All the analyses were directed towards the changes in formant values from the pre- to the post-

test, depending on group and participant.  
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For each participant and for each utterance recorded in the pre- or post-test, the first three 

formants were extracted using PRAAT (Boersma & Weenink, 2001). We first detected the onset 

and offset of the vowel in the task utterances using the RMS power. The vowel onset was 

determined as 30ms after the closest minimum point before the peak RMS power during the 

vowel production. In our observation, this point was close to the release burst for the consonant. 

The vowel offset was determined as the point becoming 40% of the peak RMS power. A 

representative example is shown in Figure 15 with RMS power. The detected onset and offset 

(vertical dashed lines) appropriately corresponded to the onset and offset of the vowel sound. 

We visually checked that this temporal detection process worked well and consistently in this 

set of quite constrained and simple CV forms with always the same consonant and only two 

possible vowels.  

 

Figure 15: Representative speech signals of the test words “dé” and “deux” recorded in the 

production sessions (pre- and post-test). Top panel represents acoustic signals and bottom panel 

represents corresponding spectrograms with detected first, second and third formants (red dotted 

lines) and RMS power (blue solid line). Two black dashed lines show the vowel region detected based 

on RMS power. Two vertical yellow solid lines delimit the temporal window used for formant detection 

in the following analyses. 

A 25-ms time window was centered at 75% of this vowel duration (displayed by the range 

between the two yellow vertical lines in Figure 15). This time point was based on a preliminary 

analysis showing that the latter portion of the vowel production, less dependent on 

coarticulation associated to the prefixed consonant /d/, showed a relatively larger difference 

between pre- and post-tests than in earlier portions. As a matter of fact, we also tested two other 

temporal positions respectively centered at 25% and 50% of the vowel duration, but the 

corresponding data did not lead to statistically significant effects, hence in the following we 
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only report the data for the 75% time point. To reduce individual variability, the extracted 

formants were normalized for each speaker using z-scores in each vowel and each formant 

separately.  

We first assessed possible pre- vs. post-test changes separately for each vowel and each 

formant. To assess a global change across the vowels, we also evaluated pre- vs. post-test 

changes for each formant, averaged across the vowels /e/ and /ø/. All these analyses were based 

on Linear Mixed Effect analysis using the lme and nlme package (Pinheiro et al., 2023) in R. 

In these analyses we evaluated models predicting averaged z-scored formant values from fixed 

effects of group (CTRL, SOMA1, SOMA2), pre/post training and their possible interaction. 

The random intercepts were intended to account for participant dependent changes in intertrial 

variability between pre- and post-test. The anova() function in R was used in nested model 

comparison to determine whether fixed effect interaction was supported. The anova() function 

was also applied to model output to perform F-tests of the significance of effect contributions. 

We also applied multiple comparison using the glht function in the multcomp package 

according to the method by Hothorn et al. (2008) in R. In this method, the comparison matrices 

are between pre- and post-test for each group and between groups for each pre- and post-test. 

Then, we examined whether the observed production changes were related to the perceptual 

change during the training phase. For this aim, we first estimated the psychometric function of 

the identification scores along the 8-member continuum, respectively in the first and second 

half of the training session (240 stimuli each altogether, see Figure 14). This provided estimates 

of the category boundary as the 50% value of the psychometric function, and the effect of 

training was estimated by the difference in the corresponding categorical boundaries from the 

first to the second half of the training session. From there, we carried out correlation analyses 

with Pearson correlation coefficients between the pre- vs. post-test formant changes averaged 

across the two vowels in production for each speaker and the first- vs. second-half psychometric 

boundary shift in the perceptual training session for the corresponding speaker.  

Considering the complex portrait of the formant changes in vowel production in the groups, we 

also applied directional statistics using the CircStat toolbox (Berens, 2009) in MATLAB. We 

examined which direction of the formant change from pre- to post-test was predominantly 

induced in each group in the F1-F2 and F2-F3 vowel spaces, respectively. For this aim we 

calculated the directional angles of the averaged pre- to post-test production differences in the 

F1-F2 and F2-F3 space for each group, and tested the departure from uniformity in the 

distribution of these angles using the Rayleigh test. We also applied a Watson-Williams test to 

compare between two groups only when these two groups showed non-uniformity in the 
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distribution of the directional angles. 

Finally, to assess whether there was also a change in the sound amplitude and vowel duration 

between pre- and post-test, we extracted the peak amplitude of the RMS power and vowel 

duration for each speech sound trial. We examined the difference between pre- and post-test by 

a linear mixed effect model with post-hoc multiple comparison tests. 

 

5.3 Results 
 

Figure 15 shows a representative example of the recorded utterances “dé” and “deux” in pre- 

and post-tests in the SOMA1 group. Red dots represent the extracted formants. As shown in 

this figure, from pre- to post-test, F3 of /e/ seems to increase while F2 of /ø/ seems to decrease.  

 

Figure 16: Pre-post change in F1, F2 and F3 in each group (SOMA1, CTRL and SOMA2) with (a) the 

values averaged across speakers and across vowels /e/ and /ø/ and (b) the values averaged across 

speakers in each vowel /e/ and /ø/, separately. Error bars represent the standard error across 

participants. The mark * correspond to p < 0.05 by multiple comparisons in LME analysis. 

We first evaluated the differences averaged across the two vowels. Figure 16(a) shows the 

difference between pre- and post- test in each formant and each group. In F1, we did not find 

any significant difference in the interaction effect (F(2,1718) = 1.91, p = .15) nor in the main 

effect (Group F(2,42) = .0015, p = .99 and pre-post test F(1,1718) = 2.66, p = .1). The averaged 
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value showed larger increase in CTRL, although it did not reach a significant level [z = 2.46, p 

= .098] in multiple comparison. In F2, there was no significant difference in the interaction 

(F(2,1718) = 2.22, p = .11), nor in the Group (F(2,42) = .001, p = .99), but we found a 

significant difference in pre- vs. post-test (F(1,1718) = 37.76, p < .0001).  Multiple comparison 

showed a significant decrease in SOMA1 (z = -3.69, p < .01), and in SOMA2 (z = -5.15, p < 

.001) but not in CTRL (z = -2.12, p = .21). In F3, there was a significant interaction effect 

(F(2,1718)= 6.29, p < .01). A significant change was seen in SOMA2 (z = -2.80, p = .039), but 

not in SOMA1 (z = 2.16, p = .20) nor in CTRL (z = .43, p = .99).  Table 3 shows a summary 

of these statistical results.  

 

Table 3: Summary of statistical results based on linear mixed-effect model analysis and corresponding 

multiple comparisons. 

Formant group pre-post interaction 

F1 F(2,42) = .0015, p = .99  F(1,1718) = 2.66, p = .1 F(2,1718) = 1.91, p = .15 

F2 F(2,42) = .001, p = .99 F(1,1718) = 37.76, p < .0001 F(2,1718) = 2.22, p = .11 

CTRL   z = -2.12, p = .21   

SOMA1   z = -3.69, p < .01   

SOMA2   z = -5.15, p < .001   

F3 F(2,42) = .0002, p = .99 F(1, 1718) = .014, p = .91 F(2,1718)= 6.29, p < .01 

CTRL     z = .43, p = .99 

SOMA1     z = 2.16, p = .20 

SOMA2     z = -2.80, p = .039 

 

We also evaluated the change in production separately for each vowel. Figure 16(b) shows the 

corresponding differences between pre-test and post-test values. The changes appear to differ 

between groups. In the CTRL group the change was seen mostly in F1, increasing for both 

vowels though the only significant change concerns /e/ [z = 2.95, p = .025]. In the SOMA 

groups, the changes rather concern F2 and F3.  F2 decreases for both vowels. In the SOMA1 

group, the change was significant for /ø/ [z = -2.83, p = .037], but not significant for /e/ [z = -

2.38, p = .12]. In the SOMA2 group, the change was significant for /e/ [z = -5.22, p < .001], 

but not for /ø/ [z = -2.09, p = .226].  F3 increases only for /e/ in the SOMA1 group (z = 3.23, 

p < .01) and F3 decreases in both vowels in the SOMA2 group, although only the change for 

/e/ was significant [z = -2.89, p = .03 for /e/ and z = -1.93, p = .31 for /ø/]. Altogether, these 

results suggest that introducing somatosensory inputs during perceptual training affected F2 

and F3.  
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Figure 17: (a) Scatterplots of the per-speaker average pre-post change in formant related to the 

categorical boundary difference between the first and second halves of perceptual training, for F2 in 

the SOMA1 group and F2 and F3 in the SOMA2 group. The solid line represents the regression line 

and the shaded area represents 95% confidence intervals. (b) Psychometric functions during 

perceptual training averaged across participants, for the SOMA1 and for the SOMA2 group. Red 

dashed lines represent the one in the first half of the training and black solid lines represent the one in 

the last half of the training. Error bars represent the standard error across participants. 

 

Although we did not find any reliable difference in the amount of perceptual change between 

the first and the second half of the training phase (SOMA1: F(1,14) = .22, p = .65; SOMA2: 

F(1,14) = 2.51, p = .14) as seen in Figure 17(b), we carried out a correlation analysis among 

participants between the production change averaged over /e/ and /ø/ and this amount of 

perceptual change in training since the change in perception was actually distributed in both 

directions of perceptual shift across participants. This analysis was applied to acoustic 

parameters which showed a significant difference for the pre- vs. post production task in the 

previous analysis, that is for the F2 change for the SOMA1 group and for both F2 and F3 

changes for the SOMA2 group. Figure 17(a) represents the scatterplot with the regression line 
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and 95% confidence interval. There was a significant correlation for F2 in SOMA1 (r(13) = 

.52, p = .049), which suggests that the perceptual change along training might be related to the 

change in production. In SOMA2, we did not find any significant correlation in both F2 and F3. 

This is perhaps due to the fact that the range of variations of the amount of perceptual change 

during training was much smaller in SOMA2 than in SOMA1 (see Figure 17(a)). 

 

Figure 18: Direction of formant change in F1-F2 (top panels) and F2-F3 (bottom panels) spaces for 

SOMA1 (left panels), CTRL (middle panels) and SOMA2 (right panels) groups. The blue circles on the 

unit circle represents the angles for each participant. Red solid lines indicate the mean vector 

representing the formant change. When the length of this vector is 1, all individual points are 

superposed and correspond to the same change angle. When the length of this vector is 0, all 

individual points are distributed uniformly in all directions. 

 

In an attempt to globally embrace the changes in several formants at the same time, we applied 

directional statistics in the F1-F2 and F2-F3 formant spaces. Figure 18 shows the corresponding 

angles of the changed direction for the participants in each group. The blue circles put on the 

unit circle present the angles in each individual. The red solid lines represent the vector of the 

mean changed direction. In the two SOMA groups, the mean change direction in the F1-F2 

space consistently points along the F2 axis in the negative direction. The individual angles are 

compatible with a uniform distribution in SOMA1 (p = .3), but not in SOMA2 (p = .04).  In 

contrast, the mean change direction in the F2-F3 space was different between the two groups, 

pointing along the direction of F2 negative and F3 positive in SOMA1 and the direction of F2 

negative and F3 negative in SOMA2. A Rayleigh test showed a non-uniform distribution in 
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both groups (p = .004 and p = 0.01, respectively). Since both are non-uniform distributions, we 

further examined if the direction of change is different between SOMA1 and SOMA2. A 

Watson-Williams test showed a significant difference (p < .05), suggesting that the training 

effect on production is different between the two groups.  On the contrary, in the CTRL group 

the change directions are rather unimodal in F1-F2 (p = .05) but not in F2-F3 (p = .4). These 

results are consistent with the previous ones and globally support the conclusion that the 

directions of pre- to post-test change are different between the SOMA and CTRL groups.  

 

We then wondered whether the F1 increase in the CTRL group from pre- to post-test, likely 

related to an increase in jaw opening, could be accompanied with an increase in vocal effort 

resulting in an increased amplitude during the post-test production.  To assess this possibility, 

we examined the change in amplitude between pre- and post-test averaged across the vowels 

using multiple comparison based on Linear Mixed-effect Model as done in the formant analysis. 

We found no significant change in all three groups, CTRL: difference -.011 ± .014 (SE), z = -

.082, p = .95), SOMA1: difference -.0024 ± .014 (SE), z = -.17, p = .99) and SOMA2: difference 

-.021 ± .014 (SE), z = 1.455, p = .61). Hence the F1 increase in the CTRL group is not associated 

to an increase in voice intensity. In addition, we carried also out the analysis with the vowel 

duration. We did not find any reliable change between pre- and post-tests averaged across the 

vowels in each group; CTRL: difference -7.75 ± 5.12 (SE), z= -1.51, p = .58; SOMA1:   

difference 4.92 ± 4.68(SE), z =1.05, p = .86; SOMA2: difference -8.97±4.70 (SE), z = -1.91, p 

= .32). Hence, altogether, it appears that perceptual training did not affect vowel parameters 

other than formant frequencies. 

 

Figure 19: F2-F3 values of the vowels in the production session before perceptual training (blue 

squares for male speakers, red circles for female speakers) and of the edge sounds in the /e/-/ø/ 

continuum used for perceptual training (black triangles). Filled dots for /e/ sounds, empty dots for /ø/ 

sounds.  Ellipses represent 95% confidence intervals separately for male and female productions and 
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for each of the two vowels. 

 

Finally, we checked the conformity of the speakers’ production of the /e/-/ø/ contrast with edge 

acoustic stimuli in the perceptual training /e/-/ø/ continuum. Figure 19 shows F2-F3 values 

obtained in the production task in the pre-test (baseline) for the whole set of the 45 speakers in 

the three groups, together with F2-F3 values for the acoustic stimuli in the continuum. We 

observe a qualitative coherence between the synthetic perceptual stimuli and the speakers' 

productions with a joint increase in F2 and F3 from /ø/ to /e/, with of course the typical increase 

in formant values for female speakers in the group.  

 

5.4 Discussion 
 

The current study showed that repetitive exposure to paired auditory-somatosensory inputs 

during perceptual training modified to a certain extent the content of subsequent speech 

productions. Perceptual training in the /e/-/ø/ region associating auditory synthetic stimuli with 

orofacial somatosensory stimulation due to horizontal backward facial skin deformation led to 

formant modifications in the later production of the corresponding vowels, with a global small 

decrease in F2 averaged across the two vowels and larger for /ø/ and a slight increase in F3 for 

the vowel /e/. The change in F2 was significantly correlated with the size and direction of the 

perceptual shift during the training phase. Perceptual auditory training in the /e/-/i/ region 

involving the same backward orofacial somatosensory stimulation also led to formant 

modifications in the later production of the corresponding vowels, though with a different 

pattern. Indeed, there was a similar decrease in F2 but now a decrease in F3, and these changes 

were larger for /e/ than for /ø/, and they displayed no correlation with the perceptual shift during 

the training phase. In contrast, none of these appeared when the training phase was purely 

auditory, with only a significant increase in F1 for both vowels. Directional analysis confirmed 

the existence of average unimodal directional changes in the F2-F3 space, though differently in 

the two somatosensory groups SOMA1 and SOMA2, while the only visible change in the 

control group, related to F1, occurred in the F1-F2 space. Taken together, these findings support 

the assumption that paired auditory-somatosensory inputs may play a significant role in speech 

learning. Still, they raise of course some questions. 

The first question that arises concerns the direction of the main change observed in both SOMA 

groups, that is the global decrease in F2. In the SOMA1 group, the somatosensory stimulation 

associated with backward skin deformation during perceptual training should drive the 

participants’ percepts towards /e/ rather than /ø/ (Ashokumar et al., 2023; Trudeau-Fisette et 
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al., 2019). Interestingly, this later drives their production in the other direction, in a kind of 

compensatory strategy. This is actually compatible with previous findings concerning the 

perceptual change following perceptual training (Ito & Ogane, 2022). In this study, perceptual 

training was carried out using a vowel identification task between /ɛ/ and /a/. Somatosensory 

stimulation associated with upward facial skin deformation appeared to induce a perceptual 

shift towards /ɛ/, that is, the participants perceived /ɛ/ more than /a/ in the training phase. But a 

resultant perceptual change after training was induced in the opposite direction, that is, the 

participants perceived /a/ more than /ɛ/. The present study extends this result to a production 

after-effect, the learning drift towards /e/ due to the somatosensory stimulation later inducing 

production shifts in the opposite direction for both vowels, that is, towards /ø/ by decreasing 

their F2 value.  Interestingly, this after-effect of auditory-somatosensory perceptual learning on 

later vowel production seems to depend on the direction and size of the perceptual drift in the 

learning phase, as shown by the correlation analysis reported in Figure 17(a). 

In the SOMA2 group where training was carried out with a different vowel continuum, that is 

/e/-/i/, a similar F2 decrease was also induced, with a larger decrease in the production of /e/. 

Interestingly, this suggests that the learning effect could be local, since only /e/ in the production 

task is involved in the preliminary perceptual training phase. In addition, we did not find any 

correlation between the perceptual shift during the training task and further changes in the 

production session. As shown in Figure 17(a), the variability of the perceptual change during 

training was relatively small in the SOMA2 group, suggesting a relatively small effect of the 

somatosensory stimulation in the perceptual training task. This may be due to the unmatched 

auditory-somatosensory pair involved in this group, with a horizontal somatosensory 

stimulation associated to a vertical articulatory contrast in auditory stimulation. Still, although 

the somatosensory effect in the current perceptual training task is small, the somatosensory 

stimulation might change the processing of the vowel /e/ in both perception and production, 

hence the larger change for the production of /e/.      

The next question concerns the possible articulatory interpretation of the F2 and F3 changes in 

the SOMA1 and SOMA2 group. Our expectations, presented in the introduction section, were 

that changes would possibly be induced in F2 and/or F3, which are the main phonetic correlates 

of the contrast between the target vowels in this experiment. But, surprisingly, F3 in production 

appears to be shifted after the learning phase in opposite directions in the SOMA1 group and in 

the same direction in the SOMA2 group. The consistent decrease of F2 in both groups could be 

related to either a slight backward move of the tongue or a slight global increase in lip rounding. 

On the other hand, an increase in lip spreading likely induces the increase in F3, decreasing the 
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size of the front cavity and increasing the associated front resonance (Lindblom & Sundberg, 

1971; Schwartz et al., 1993). Therefore, it seems possible that the modulation in production 

likely associates both a tongue retraction component responsible for the F2 decrease in both 

groups and the F3 decrease for the SOMA1 group and an additional lip spreading mechanism 

producing the F3 increase in the SOMA2 group. At this stage, we must admit that we do not 

have a convincing explanation of why such a difference between the two groups occurs. 

Then comes the question of the interpretation of the F1 increase after pure auditory training in 

the control group. As shown in previous studies (Cooper & Lauritsen, 1974; Cooper & Nager, 

1975; Jamieson & Cheesman, 1987), the repetitive exposure to auditory stimuli alone could 

indeed affect later production mechanisms. For example, Cooper & Lauritsen (1974) showed 

that repetitive exposure to consonants resulted in a decreased voice onset time in the later 

production of the corresponding consonants. Another possibility could be that the F1 increase 

was just related to an increase in vocal effort, but this assumption has been discarded by the 

lack of amplitude change following the training session. Therefore, the F1 increase, which 

seems to occur in both vowels, just likely reflects a global increase in jaw opening (supraglottal) 

without any difference in vocal effort (glottal). Interestingly, the target vowels /e/ and /ø/ are 

both mid-high and hence involve the control of a rather high position of the jaw and tongue. 

The increase in F1 and underlying jaw opening in this context hence appear as a kind of 

progressive decrease in articulation precision, perhaps just due to the repetition of many 

utterances of the same vowels. In this context, the fact that the change in F1 following the 

training session is not seen in the somatosensory group suggests that another effect of the 

somatosensory stimulation following training could have been to maintain the articulatory 

precision of the height position for this group compared to controls. 

Hence, altogether, the present study provides evidence for the role of the somatosensory 

modality in the effect of perceptual learning on speech production. Adding a somatosensory 

stimulation to the auditory task in the perceptual learning phase provides both an increase in 

the precision of the constrictions required for realizing the production task, and some variations 

or biases in the definition of the task and the generation of the associated articulatory gestures. 

The exact way these variations are produced is still not completely clear. Importantly, it appears 

that (1) there can be an effect of the somatosensory stimulation even if it is not relevant for the 

perceptual task (as in the SOMA2 group) and (2) there could be some local effects depending 

on whether the vowel to produce is part of the perceptual training task or not. A number of open 

questions hence remain at this stage. Firstly, a number of additional associations between 

somatosensory stimulation and auditory classification should be tested in the future. 
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Furthermore, it could also be asked whether the effect of the somatosensory stimulation is 

active, that is related to the perceptual task at work in the training phase, or passive, that is just 

due to the somatosensory stimulation independent on a training task. It could even be wondered 

whether the effect of the somatosensory stimulation required any auditory stimuli and task to 

be displayed in a further production task. These questions pave the way for future studies on 

the exploration of the role of the somatosensory modality in changes in speech production 

following perceptual training. 

It is noticeable that the current effects in production following perceptual training were 

relatively small. This is probably related to the limitations of the present study. We just 

evaluated the formants of the produced sound, without direct information of possible changes 

in articulatory configurations, and formant measurements may not have enough sensitivity to 

efficiently represent the articulatory changes following perceptual training. The measurement 

of articulatory movements is hence required for a better understanding of the somatosensory 

learning effect in production change.  In addition, the current study tested vowels in a different 

form in the training phase (synthetic isolated vowels) and in the production task (French words). 

Previous studies suggest that speech motor learning could be fundamentally local (Rochet-

Capellan & Ostry, 2011) with limited generalization of motor learning effects to sounds and 

utterances different from those used in training (Ito & Ostry, 2010). This could have limited the 

size of perceptual training effects seen in the post-test production phase in the present study, 

the more so since the production of actual words such as “dé” and “deux” can be well-learned 

and anchored in the speakers’ repertoire, and hence difficult to modify through perceptual 

training with other forms of the task sounds. Nevertheless, the current findings are in line with 

the more general idea that receiving specific pairs of auditory-somatosensory stimulation could 

be of importance for speech learning.  Importantly, the present empirical findings could be used 

or adapted for possible practical applications in speech training or rehabilitation.  

In summary, introducing somatosensory inputs during a perceptual training phase induces 

changes in speech production. The tendency of changes was different between tested groups, 

but consistently, the changes in both somatosensory groups were seen in the values of F2 and 

F3 that are acoustically predominant in the contrast of tested vowels. Repetitive exposure to 

paired auditory-somatosensory stimulation can play a role in speech learning for both 

perception and production. This is in line with previous findings demonstrating the role of 

orofacial somatosensory inputs in speech learning involving the perception-production link (Ito 

& Ogane, 2022; Ohashi & Ito, 2019).  



70 
 

CHAPTER  6 

Somatosensory function in speech 

perception in individuals with hearing 

impairment 
 

6.1 Introduction 
 

HI Individuals acquire and maintain speech perception and production performance with the 

help of hearing devices such as HA and/or CI. Recent studies have shown that orofacial 

somatosensory inputs also participate in speech perception (Ito et al. 2009, Trudeau-Fissette et 

al 2019). However, it is still unknown how such somatosensory inputs are involved in speech 

perception in individuals with hearing impairment.  

We explored auditory-somatosensory interactions in HI individuals and assessed whether the 

somatosensory effect in speech perception can be found in HI individuals and how the effect is 

related to their hearing profile. To study participants who are native speakers of French, we 

applied a similar paradigm as the one used in Trudeau-Fisette et al. (2019). The experimental 

paradigm exploits a vowel identification task using a speech continuum between the French lip-

spread vowel /e/ vs. lip-rounded vowel /ø/. Considering that these two vowels are contrasted by 

horizontal labial gestures, the somatosensory stimulation associated with facial skin stretch was 

applied in the backward direction. The target somatosensory effect in speech perception was 

quantified as the difference in judgement probability between vowel auditory categorization 

scores with and without somatosensory stimulation. By testing HI participants with variable use 

of hearing devices (CI and/or HA), we examined whether and how the somatosensory effect in 

speech perception was related to their basic hearing performance represented by hearing 

thresholds in noise screened in a separate test, and to their hearing profile. 

 

6.2 Methods 
 
6.2.1 Experimental procedure and data analysis 
 

We tested twenty-five NH individuals (aged 18-31) and twenty-one individuals with bilateral 

hearing impairment wearing HA and/or CI (aged 18-74). Participants of both groups were 

native French speakers and participated in the same experimental procedure.  
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The main experimental procedure was a vowel identification test with somatosensory 

stimulation as described in section 3.4. We also assessed the participants’ hearing threshold by 

using the modified version of the French Digit Triplet test as described in section 3.5. Note that 

we did not test thresholds higher than 0 dB SNR in this test. In addition to this, HI participants 

were asked to fill out a hearing assessment questionnaire to get information about their hearing 

profile such as the onset of deafness, their used hearing devices and duration of usage. These 

two tests together with the filling of the questionnaire were carried out in one day. We first 

carried out the vowel identification task. Then the speech-in-noise test followed after removing 

the setup for somatosensory stimulation. HI participants were asked to fill the questionnaire 

before those two tests. We compared between the somatosensory effect in speech perception 

and hearing ability represented by hearing threshold in noise and hearing profile concerning 

implantation age, type of hearing device and the usage duration of hearing device. 

 

 
6.3 Results 
 
We first report the results from the NH participants. Their hearing thresholds reached -8.5±0.1 

dB SNR. This level is slightly higher than the thresholds obtained in previous studies: -10.5±0.3 

dB SNR in French participants (Jansen et al., 2010) and -11.2±1.3 dB SNR in Dutch participants 

(Smits et al., 2004), probably because of a difference in stimulus presentation environment 

(headphones vs. loudspeaker).  

Considering the vowel identification task, we successfully replicated the results from Trudeau-

Fisette et al. (2019) about the somatosensory effect in this task. The results averaged across 

participants are shown in the top panel of Figure 21. As shown here, NH participants identified 

the vowels correctly in the auditory-only condition. In the condition with somatosensory 

stimulation, the perceptual boundary between /e/ and /ø/ slightly shifted toward /ø/, indicating 

that the NH participants identified more sounds as /e/.  Repeated-measures ANOVA showed a 

significant increase in judging the vowel as /e/ in the SOMA condition (F(1,24) =6.7, p = 0.02).  

Hence, as shown in the first study reported in the current thesis, the somatosensory effect in 

speech perception can be consistently induced in the current open-air situation using a 

loudspeaker rather than headphones.  

 

Let us now describe the results for the HI participants. Their performance was quite varied in 

both the vowel identification test and the hearing threshold screening. Figure 20 summarizes 
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those results in the two perception tests together with the hearing profile for each HI participant. 

This figure is organized around two criteria that appeared to us as able to let emerge different 

portraits of HI participants. Firstly, their ability to categorize the vowels auditorily is more or 

less directly related to their hearing thresholds, and secondly, the somatosensory effect in 

speech perception seems to appear only for specific profiles of participants with hearing 

impairment.  

 

Figure 20: Results from the perception tests and hearing profile in each hearing impaired (HI) 

participants (A) Hearing thresholds obtained in the speech-in-noise test. Vertical line labeled NH 

represents the averaged threshold from normal-hearing individuals (-8.5±0.06 dB SNR). (B) Hearing 

profile across lifetime obtained by questionnaire. The entire length corresponds to their age. Filled 

area represents the duration after the detection of hearing-impairment. In this filled area, the black 

part represents the duration of not using any hearing device, the light grey part represents the 

duration of using a hearing-aid, and the striped gray part represents the duration of using cochlear 

implants in either one or both ears.  (C) Judgement probabilities in the vowel identification test. Red 

points and lines represent the condition with somatosensory perturbation (SOMA). Black ones 

represent the auditory-only condition (CTRL) 

For the first criterion, the vowel identification performance visible in Figure 20(c) (black dots 

and lines) shows that more than half of HI participants (13 of 21, from P09 to P21) were not 

able to identify the vowels correctly in the auditory-based condition (without somatosensory 

stimulation). Indeed, they showed mostly flat pattern of judgement probabilities across the 

stimulus continuum. We categorized those thirteen participants as a second group HI-2 

contrasting them with a first group HI-1 of eight participants (P01 to P08). Participants in this 

first group HI-1 displayed more or less sigmoidal patterns of auditory classification 

progressively switching from one category to the other, particularly for some participants (P01, 
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P02, P05 and P07) who showed patterns similar to those of NH participants, while some others 

still showed some difficulty to identify the vowels.  

These patterns of auditory categorization seem rather well correlated with the participants’ 

hearing threshold in noise displayed in Figure 20(a). Indeed, most participants in HI-2 (besides 

two exceptions) showed a high hearing threshold in noise (≳ 0dB SNR). On the other hand, 

participants in HI-1 showed relatively low hearing thresholds between -7 and -1 dB SNR, 

though still higher than those of NH participants (-8.5±0.1 dB SNR, displayed by the vertical 

solid line in the figure). It hence appears that a sufficiently low hearing threshold in noise can 

be required to identify the vowel correctly, in line with the general idea that a minimal hearing 

ability is required to capture the sound characteristics correctly.  

For the second criterion, let us consider the amount of the somatosensory effect that was 

qualified as a change of judgement probabilities between auditory-somatosensory (SOMA) and 

auditory-alone (CTRL) conditions in Figure 20(c) (red vs. black dots and lines). It appears that, 

while the participants in HI-1 were able to identify the vowels in a relatively correct way, they 

did not show any clear differences between the two conditions. Instead, a strong perceptual bias 

due to the somatosensory stimulation was seen in several participants in HI-2. We further 

divided HI-2 into two sub-groups. Eight participants who showed a perceptual bias were 

grouped in HI-2b and the others in HI-2a. The participants in HI-2b all displayed judgement 

probabilities in the SOMA condition much higher than the ones in the CTRL condition, 

indicating that the participants perceived the stimulation more as /e/ when the somatosensory 

stimulation was applied. In contrast, participants in HI-2a showed no clear difference between 

conditions. These two sub-groups have a clear difference in their hearing profile. Indeed, Figure 

20(b) displays the participants’ hearing profile over their lifetime. For each participant, the 

entire length of the bar corresponds to the age. The gray and striped gray parts represent the 

duration of the usage of hearing devices. The gray part corresponds to HA and the striped gray 

part corresponds to CI. The black part represents the duration without any hearing devices after 

the detection of hearing-impairment.  It appears that HI-2a were all elderly (> 55 years) and 

most of them were diagnosed post-lingually. In contrast, HI-2b were diagnosed pre-lingually 

and had a long duration of usage of a hearing device (≥18 years).  
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Figure 21: Averaged response of judgement probabilities in the vowel identification test. NH 

corresponds to normal hearing group. HI-1, HI-2a and HI-2b corresponds to the hearing impairment 

groups represented in Figure 20. In each panel, left part represents judgement probabilities across 

each auditory stimulus and right part represents the judgement probabilities averaged across 

stimulus. Error bars represent standard errors across participants. 

This division in three groups is summarized in Figure 21 that displays the patterns of responses  

in the CTRL and SOMA conditions averaged separately over the participants of the three 

groups, compared with those of the NH participants. The patterns are rather coherent and clearly 

display the different behaviors of the participants in these groups. Repeated-measures ANOVA 

separately applied in each group showed no difference between the conditions in HI-1 (F(1,7) 

=1.3, p = 0.3) nor in HI-2a (F(1,4) =0.3, p = 0.6).  However, participants in HI-2b showed a 

strongly significant difference between CTRL and SOMA (F(1,7) =74.9, p<0.001).   

 

6.4 Discussion 
 

In the current study, we examined the role of somatosensory inputs in speech perception in HI 

individuals. This was assessed in the context of the change in vowel identification performance 

due to somatosensory stimulation. We adopted the finding in Trudeau-Fisette et al. (2019) that 

the addition of a backward somatosensory perturbation in an auditory vowel identification test 

between the French vowels /e/ and /ø/ biases the identification of the presented sound towards 

the percept /e/. We successfully replicated this finding in NH individuals with the open-air 

presentation of auditory stimulus. When we applied the same procedure to HI individuals, we 

found that the somatosensory effect in speech perception varied a lot and that these variations 

could be related to their hearing thresholds in noise, evaluated in a separate test, and to their 
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hearing-impairment profiles. We categorized our participants into three groups. The first group 

consisted of participants who had a relatively lower hearing threshold in noise and were able to 

auditorily identify the vowel sounds with reasonable precision. It appears that this group did 

not show a consistent somatosensory effect. The second group consisted of participants with a 

high hearing threshold in noise (≳ 0dB SNR), who were not able to auditorily identify the vowel 

sounds in the continuum. This group was further divided into two subgroups based on the 

somatosensory effect displayed in the vowel identification test. Participants in the first subgroup 

did not show any perceptual bias when the somatosensory stimulation was applied. They 

consisted of elderly participants who did not dispose of a hearing device usage before the age 

of 40 years old or later, and had a relatively short duration of experience with these devices (6 

years at best, 21 years at most). The second subgroup showed a large perceptual shift with 

somatosensory stimulation. Most of the participants in this subgroup were pre-lingually deaf, 

most of them were equipped of hearing devices very early (≤ 3 years old for 6 over 8 

participants) and with a long duration (> 18 years) of hearing device usage. Taken together, 

these findings indicate that the somatosensory effect in speech perception can be developed in 

HI individuals although it is dependent on their hearing ability and history. We will now attempt 

to interpret how these three varied portraits of somatosensory effect might have emerged. 

 

The only participants displaying a large perceptual bias induced by the somatosensory 

stimulation are those of the group HI-2b. The participants in this group, mostly prelingually 

impaired and equipped early with a long duration of usage of their equipment, used mostly HA 

with no or very reduced use of CI. Since HA simply amplify the sounds coming to the ear while 

CI provide direct stimulation to the auditory nerve after bypassing the damaged regions of the 

ear, it is likely that their auditory system does not perform well, hence their high hearing 

thresholds in noise and their poor vowel identification auditory performance. Still, their long 

duration of usage of hearing aids, mostly from the prelingual age, may have habituated these 

participants to hear speech sounds in poor hearing conditions, and have driven them to rely to 

a large extent on any available additional information. This could explain the large bias they 

display when experiencing the somatosensory stimulation while listening to the speech sounds 

in the continuum. This could be related to the studies about audio-visual integration, mentioned 

in section 2.3.1 showing that, for CI users at least, early implantation (typically before 2.5 years 

of age) is required to obtain efficient integration (Schorr et al., 2005). Six over the eight 

participants in this group benefitted from hearing aids at an early age (≤ 3 years) possibly 

compatible with the “critical period” that seems optimal for acquiring efficient multisensory 
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integration behavior (see also Kral & Sharma, 2012). Participants in this subgroup display a 

case of “somatosensory dominance” well in line with data on visual dominance in the McGurk 

effect in CI users (Desai et al., 2008; Rouger et al., 2008; Schorr et al., 2005). Interestingly, 

they display a unique situation (never explored in previous studies) where it seems possible for 

these participants to completely recognize a vowel just based on the somatosensory input, since 

the auditory information provides essentially no valid information in the categorization task for 

these subjects. In the current study, we could unfortunately not find adult participants who 

received CI before the mentioned critical period, probably due to the fact that receiving CI in 

infants was less popular twenty years ago and more. Since prelingually deaf children using CI 

show better speech perception and language development when compared to those using 

conventional HA (Bittencourt et al., 2012),  we can expect that individuals who receive CI 

before those critical periods could develop real auditory-somatosensory integration associating 

efficient audition and significant somatosensory bias.  

 

In this context, the results displayed by participants in the HI-1 group may appear puzzling. 

Indeed, these participants were able to identify the vowels with some precision, but showed no 

somatosensory effect. They had relatively low hearing threshold in noise, suggesting that their 

auditory system was to some extent more efficient than in the other HI participants. Still, their 

audition remained poorer than in the NH group, considering both their hearing threshold and 

identification curves often more blurred than in typical hearing subjects. This could induce a 

lower reliance on auditory information in this group compared to the NH group. Capitalizing 

on principles of sensory reliance claiming that interactions between different sensory systems 

are governed in a statistically optimal way so that senses that relay better information contribute 

more to perception (Alais & Burr, 2004; Ernst & Banks, 2002), we would  predict a role of the 

somatosensory stimulation at least as large in the HI-1 group as in the NH one.  A possible 

explanation could be that, even though their audition performs rather well, the participants in 

this group might have to pay more attention in hearing to achieve the proposed experimental 

task. Indeed, attentional effects are known to intervene in audio-visual integration.: audiovisual 

integration in speech perception, as evaluated by the size of the McGurk effect, was drastically 

decreased when the NH participants were concurrently performing an unrelated task, be it 

auditory, visual (Alsius et al., 2005) or tactile (Alsius et al., 2007). We suppose that allocation 

of attentional resources to the listening task might have reduced or totally blocked the 

somatosensory effect in speech perception for this group.  
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Finally, participants in the HI-2a group were unable to identify the vowels correctly and showed 

no somatosensory bias effect. This could be due to an age-related effect, since all the 

participants in this group were over the age of fifty-five years old and older than all participants 

in HI-2b. The data concerning audio-visual integration in speech perception in older adults with 

hearing impairment are contradictory, sometimes claiming that integration declines with age 

(Musacchia et al., 2009; Tye-Murray et al., 2007), others that it actually increases in seniors 

(Sekiyama et al., 2014; Rosemann & Thiel, 2018). Another interpretation could be that the 

reduced and late experience these participants had with HA (see Figure 20(b)) did not allow 

them to pay sufficient attention to the somatosensory modality. In any case, the total absence 

of somatosensory effect in this group with very poor audition shows that somatosensory cues 

are much more fragile than visual ones, which was rather expected.  Altogether, it remains 

unclear how aging affects the somatosensory effect in aging NH or HI individuals, and 

considering the rather limited number of participants in each group in the present study, further 

investigation is required.  

 

In summary, we found that HI participants may present a somatosensory effect in speech 

perception but that this effect is highly variable and appears to be dependent on their hearing 

ability (as represented by their hearing threshold in noise) and on their hearing profile. Future 

studies should be devoted to better understanding the development and evolution along life of 

the auditory-somatosensory integration in relation to the hearing ability.
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CHAPTER 7 

Speech sensorimotor adaptation in 

individuals with hearing impairment 
 

 

7.1 Introduction 
 

The importance of auditory feedback for learning and maintaining speech production has been 

frequently examined using an experimental adaptation model based on real-time formant 

modulation of altered auditory feedback (Houde & Jordan, 1998; Villacorta et al., 2007). When 

a produced vowel sound is played back with altered formants during a vowel repetition task, 

speakers adapt their production in the direction opposite to the imposed formant change which 

gradually returns to original after the removal formant perturbation as an aftereffect. Although 

this is consistent in NH individuals and in some disorders such as blind speakers (Trudeau-

Fisette et al., 2017), Parkinson’s disease (Mollaei et al., 2013) and persons who stutter (Daliri 

et al., 2018), it is still unknown whether HI individuals using hearing devices also show 

adaptation to real-time formant modulation. Previous studies have shown that the CI individuals 

can adapt to other types of altered feedback such as delayed auditory feedback and frequency 

altered feedback (Taitelbaum-Swead et al., 2019) suggesting that such participants could also 

adapt to formant perturbations. We examined whether HI participants using hearing devices 

show speech sensorimotor adaptation and how this is related to their speech perception ability 

and hearing profile.  

 

To this end, we assessed sensorimotor adaptation with an altered auditory feedback task with 

the target vowel /ø/. The second formant of the productions was shifted in real time. We 

compared the F2 values across the course of the training in the baseline, hold and after-effect 

phases. In addition to this, speech perception ability was also evaluated by measuring hearing 

thresholds in noise and performing vowel identification tests with the target vowels /e/ and /ø/. 

These measures were compared with the adaptation performance and the hearing profile of HI 

individuals.  
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7.2 Methods 
 
 
7.2.1 Experimental procedure 
 

We tested fourteen NH and fourteen HI participants.  HI participants were either HA or CI users 

for a long time (>10 years). All participants participated in a within-subjects procedure 

involving a speech motor adaptation test using altered auditory feedback together with speech 

perception tests consisting of a speech-in noise test and a vowel identification test.  

 

Firstly, the hearing thresholds in noise were evaluated with the modified version of the French 

Digit Triplet test described in section 3.5. The hearing threshold in noise was provided by the 

average of the last seventeen SNRs in the test. Note that in this study, contrary to study 3, we 

explored thresholds higher than 0 dB SNR when necessary. Then the participants performed a 

vowel identification task between the French vowels /e/ and /ø/ as described in section 3.3. 

After these two evaluation tests, the main sensorimotor adaptation test consisted in an altered 

auditory feedback task. The participants were asked to utter the French word “Deux” with the 

target vowel /ø/ for 150 times. Across the trials, the second formant of the produced sounds was 

varied in real time as shown in Figure 22. The first 20 trials provided the baseline phase with 

unaltered feedback, the next 50 trials comprised a ramp phase with gradual increase in F2, then 

subsequent 50 trials provided the hold phase with the maximum formant shift amounting to 

25% relative to the participant’s second formant. This was followed by the after-effect phase 

consisting of 30 trials with unaltered feedback. A masking noise at 70dB was applied to prevent 

the effect of environmental noise and audition of the original unaltered bone-conducted sound.  

 

 

Figure 22: F2 Formant shift in the adaptation task 
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7.2.2 Statistical Analysis 
 

We evaluated the second formant, that was normalized by dividing by the mean value over the 

last 10 trials of the baseline phase with unaltered feedback. We quantified the adaptation amount 

by averaging the normalized amplitude at the end of the hold phase (average of the last 10 trials) 

and at the beginning of the aftereffect phase (average of the first 10 trials). Repeated-measures 

ANOVA was applied in each of the groups. We also assessed how these measures concerning 

the adaptation to altered auditory feedback in HI participants were related to hearing ability, 

evaluated by both the nature of the participant’s hearing assistance (CI vs. HA) and by the 

results of the speech-in-noise and the vowel identification tests.  

7.3 Results 
 

In the NH participants, the hearing threshold in the speech-in-noise test amounted to -9.2±0.05 

dB SNR. This is close to the thresholds in a previous study (-10.5±0.3 dB SNR) in French 

participants (Jansen et al., 2010). The HI participants showed varied performances in both the 

speech-in-noise test and the vowel identification test. Figure 23 summarises the results from the 

speech perception tests and the hearing profile for each HI participant. Considering their hearing 

profile and speech pereception abilities, we divided the participants into two groups.  

 

Figure 23: (A) Hearing thresholds obtained in the speech-in-noise test. Vertical line labeled NH 

represents the averaged threshold from normal-hearing individuals.  (B) Hearing profile across 

lifetime obtained by questionnaire. The entire length corresponds to their age. Filled area represents 

the duration after the detection of hearing impairment. In this filled area, the black part represents the 

duration of not using any hearing device, the light grey part represents the duration of using a hearing 

aid, and the blue part represents the duration of using cochlear implants in either one or both ears.  

(C) Judgement probabilities in the vowel identification test. 
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The first group (HI-CI: nine participants) consisted in long-term CI users (≥13 years) except 

S01 who was a HA user with a mild hearing impairment and is included in this group because 

of similar overall performance. The second group (HI-HA: five participants) consisted in long-

term HA users (> 16 years). The first group showed hearing thresholds in noise higher than the 

ones by NH participants (-2.5±0.9 dB SNR), but they were able to identify the vowels in the 

vowel identification test. In contrast, the second group showed even higher thresholds (1.1±0.9 

dB SNR) and had difficulty to identify the vowels correctly. Since the adaptation task using 

altered auditory feedback requires an ability to detect small differences between the intended 

produced sounds and actually heard sounds, HI-HA participants may not dispose of the hearing 

ability required for adaptation, contrary to HI-CI ones. One-way repeated measures ANOVA 

showed that the second formant was significantly different across the three phases in NH 

participants (F(2, 26) = 54.9, p < 0.001) and in HI-CI participants (F(2, 16) = 5.3, p < 0.05) but 

not in HI-HA participants (F(2, 8) = 0.3, p = 0.7). Further analysis was focussed on the NH and 

HI-CI groups as shown in Figure 24, which shows the changes in F2 productions over the course 

of trials together with the averaged F2 values in the baseline phase, the hold phase and the after-

effect phase.  Post-hoc analyses with Tukey’s HSD showed that the second formant showed a 

significant decrease in the hold phase when compared with the baseline phase in NH (z = -10.1, 

p< 0.001) and in HI-CI participants (z = -3.2, p < 0.01). However, the formant was significantly 

different between the hold and after-effect phase in NH (z = -2.5, p < 0.05), but not in HI-CI 

participants (z = -2.3, p = 0.07). The formant in after-effect was also significantly different from 

the one in the baseline in NH (z = 7.5, p < 0.001), but not in HI-CI participants (z = 0.9, p = 1). 

Given the difference in averaged standard deviation during the after-effect phase between NH 

(0.05±0.01 (SE)) and HI-CI participants (0.08±0.01(SE)), the difference in after-effect between 

the two groups can be due to more dispersion in the HI-CI group. Individual one-sided t-tests 

between baseline and hold phase were carried out to verify if the adaptation was induced in 

individual bases. This analysis of individual behaviors showed that 6 out of 9 HI participants 

and 13 out of 14 NH participants showed a significant F2 decrease. Although the rate of 66% 

of participants showing adaptation is comparable with previous findings in adaptation studies 

(Lametti et al., 2012), this rate is smaller than the one in NH participants (93%) in the current 

data. This smaller adaptation ratio in HI participants can result from the relatively smaller 

amplitude of adaptation in the averaged data. It could also be due to the unequal size of the 

groups (14 NH vs. 9 HI-CI). 
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Figure 24: (A) Changes in F2 across trials (B) Averaged formants in baseline, hold and aftereffect 

phases. The left panel corresponds to the HI-CI group, the right one to the NH group. The error bars 

represent standard errors across the participants. *: p<0.05, **: p< 0.01, and ***: p<0.001. 

 

7.4 Discussion 
 

This study assessed whether HI participants using hearing devices show speech sensorimotor 

adaptation and whether this is dependent on factors affecting their hearing. We first confirmed 

that our experimental setup with altered auditory feedback induces an adaptation in NH 

participants as shown in previous studies (Trudeau-Fisette et al., 2017). Using this setup, we 

found that HI participants showed an adaptation only in the HI-CI group but not in the HI-HA 

group. The nature of auditory input from these two devices can be different because hearing 

aids simply provide amplification to the sounds entering the ear in comparison to cochlear 

implants which bypass the damaged ear regions and directly stimulate the auditory nerve as 

described in section 1.5. As a result, both speech perception and production outcomes are 

relatively better in CI users when compared to HA users (see section 1.6.2 for details). This 

difference in hearing between HA and CI was seen in the current result of hearing threshold in 

noise and vowel identification performance. In addition to the importance concerning the type 

of devices, the usage duration can also be important as discussed in section 1.6.3. While some 

participants in the HI-HA group have used CI for a short period, they still did not show any 

adaptation behavior. This indicates that HI individuals need some experience with their devices 

to be able to learn (or relearn) how to process auditory information supplied by the CI. 

Depending upon their level of habituation with their device it could be reflected in their speech 

perception and production performance.  
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Sensory reliance can also affect speech motor adaptation using altered auditory feedback. The 

previous studies showed that not all participants showed an adaptation (Ohashi & Ito, 2019; 

Rochet-Capellan & Ostry, 2011). Lametti et al. (2012) demonstrated that, when both 

somatosensory and auditory feedback are modulated simultaneously during a speech production 

task, adaptation was induced based on their sensory preference: either or both auditory and 

somatosensory adaptation. This is what happens with HI-CI individuals in the current study 

where the rate of 66% of participants showed an adaptation. This overall relative consistency 

between NH and HI individuals suggests that hearing impairment does not impede sensorimotor 

adaptation, provided that audition recovery is sufficient. This is in phase with some other studies 

showing that HI subjects equipped with CI can indeed adapt to small acoustic variations in their 

environment, as shown in the study by Scarbel et al. (2017) in which HI-CI participants 

displayed phonetic convergence effects with formant modification of vowel production to 

follow the production of a speaking partner.  

 

In summary, HI-HA participants have a reduced ability to precisely distinguish between the 

minute speech sound differences compared with HI-CI ones. A certain period of CI experience 

may be required to achieve this level of auditory performance. These findings highlight the 

importance of auditory feedback in controlling production mechanisms, and suggest that HI 

individuals may display behavior similar to NH individuals in terms of sensorimotor adaptation 

in speech motor control if they dispose of a sufficient level of auditory feedback. 
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  CHAPTER  8 

General Discussion 
 

 

8.1 The somatosensory function in the perception-production link 

in NH and HI persons, in a developmental perspective 
 

At the beginning of this work in section 2.5, we raised 4 questions that have been addressed in 

the four studies of this thesis. We will discuss the corresponding results, with a specific focus 

on the way auditory-somatosensory interactions for speech perception develop along with the 

development of speech abilities. 

 

The first two questions aimed at better characterizing the role of the somatosensory function at 

the pivot of the perception-production relationships, in NH participants. Studies 1 and 2 do 

provide new interesting light on this question, confirming, as we expected at the beginning of 

this work, that the auditory-somatosensory interaction is actually bidirectional in respect to 

perception and production. Indeed, Ito et al. (2009) had shown in their pioneer study that 

somatosensory inputs intervene in speech perception. Study 1 interestingly shows that the size 

of the perceptual shift due to somatosensory inputs is related to the precision of production 

performance, concluding that the larger the somatosensory contrast between two vowels in 

production, the larger the somatosensory effect in the perception of the same contrast. This 

suggests a first developmental mechanism, in which the acuity of the acquisition process of 

speech production would favor the role of somatosensory inputs in speech perception. This is 

actually in line with the findings by Trudeau-Fisette et al. (2019) that the somatosensory effect 

in speech perception was larger in adult than in children, suggesting that altogether, auditory-

somatosensory interaction in speech perception seems to develop along with the development 

of speech abilities. 

 

The results of Study 2 also increase our knowledge about the bidirectionality of the perceptuo-

motor link underlying the somatosensory function in speech processes. Indeed, we show for the 

first time that speech perceptual training using paired auditory-somatosensory inputs affects 

speech production. The precise way this effect of auditory-somatosensory perceptual training 

further modifies speech motor control is not completely clear yet, and we introduce in the 

discussion in section 5.4 a number of open questions in this paradigm. But the important point 
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remains, that the way auditory and somatosensory inputs are presented and combined may 

modify the perceptual representations underlying the motor control specification. Once again, 

this shows that learning processes are involved and able to constantly monitor the link between 

perception and production, and that the somatosensory system is involved in these learning 

processes.  

 

On this basis, the next two questions concerned the way percpetuo-motor relationships could 

develop in HI participants, around two paradigms, that were the somatosensory effect in speech 

perception and sensorimotor adaptation. We had a special interest and concern with the way 

auditory experience and hearing abilities would intervene in these two studies. It appeared that 

these abilities played a crucial role in the results. Indeed, studies 3 and 4 showed that HI hearing 

ability to acoustically identify small differences in speech sounds strongly depended on the type 

of hearing device. While CI users correctly identified the vowel continuum in both studies, HA 

users had difficulty to identify the vowels correctly. This suggests that the quality of auditory 

inputs HI persons get from CI allows them to recover enough hearing ability to be able to 

perform auditory-related functions relatively well, especially because in both studies they need 

to be able to precisely recognise the minute differences in the presented speech sounds. As 

described in section 1.6.2, CI users acquire in consequence better precision in speech 

production.  

 

Accordingly, it could be expected that CI users would show a larger somatosensory effect in 

speech perception. Actually, the results in study 3 are rather the opposite, since a somatosensory 

effect in speech perception was seen in some HA users and with a large amplitude, but not in 

CI users. A possible reason could be a difference in hearing experience, since most of the HA 

users in that study corrected their hearing since prelingual periods, while CI users received their 

devices during relatively later periods. This suggests that although the development of auditory-

somatosensory interaction in speech perception can be related to the development of speech 

production mechanism, hearing experience from prelingual ages can be more improtant to 

acquire auditory-somatosensory integration in HI individuals. As we also suggested in section 

6.4, another factor could play an important role in the lack of somatosensory effect in speech 

perception in CI users in spite of their good hearing ability, that is the amount of attention they 

probably put on auditory processing to ensure this good level of auditory performance. 

Interestingly, audiovisual interactions are classically considered as excellent in HI participants 

whatever their used hearing device. It could hence suggest that auditory-somatosensory 
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integration requires more attention than audiovisual integration. This also opens the route to a 

topic that we did not address in these studies, that is the role of attention and executive 

mechanisms in all these tasks, and also possibly the way the somatosensory system could 

facilitate certain perceptual tasks and decrease auditory effort, known to be extremely important 

in auditory handicap. 

 

Finally, study 4 showed that when the hearing ability was good enough to detect small formant 

differences between vowels, HI individuals showed adaptation to altered auditory feedback 

training. This suggests that sensorimotor learning ability could be similar between NH and HI 

individuals. Connecting this result to the results of study 2 in NH participants, the question 

arises whether HI individuals could also show adaptive changes in speech production following 

perceptual learning using paired auditory-somatosensory stimulation as examined in NH 

individuals in study 2. If receiving paired auditory-somatosensory inputs during perceptual 

training as in speech production is a key for this adaptive change, HI individuals could display 

adaptive changes regardless of their hearing profile since this sensory experience can be 

received in all individuals who acquired speaking. However, if having an efficient auditory-

somatosensory interaction mechanism is a key for such adaptation following auditory-

somatosensory perceptual training, then adaptive changes could also depend on the HI 

participants’ hearing profiles as in Study 3. Long-time HA (and possibly CI) users from 

prelingual ages may show the changes in the production following the perceptual trainng, but 

not the others. Further investigation is required. 

 

Globally, the results about sensorimotor interactions and the role of the somatosensory system 

in speech perception in HI individuals confirm the crucial role of auditory experience in these 

processes, though direct evidence of the role of sensorimotor developmental processes in the 

two corresponding studies is less clear. 

 

8.2 Future Works 
 

The current work has implications for the developmental aspects of auditory-somatosensory 

integration in speech perception. This can be further investigated in HI children of different age 

groups. Given the limited auditory-somatosensory interaction in our findings it may be 

interesting to investigate if the developmental trajectory of auditory-somatosensory integration 

is similar to that of audiovisual integration by testing participants in and around the critical ages 

mentioned previously (see section 2.3.1). It could be expected that the size of the somatosensory 
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effect is small in HI children similar to results shown in Trudeau-Fisette et al. (2019). But what 

mainly needs to be assessed in such a study is what other factors contribute to the development 

of auditory-somatosensory integration. It would be interesting to study what contributes to 

sensory experience that is needed to develop auditory-somatsosensory integration. In our 

findings, we have already shown that device-related factors affect auditory-somatosensory 

integration. It may be worthwhile to investigate other factors such as the effect of 

communication strategies used in their day-to-day functioning. Could lipreading (visual speech 

processing) abilities intervene and interact with auditory-somatosensory integration? Could it 

be that better lipreaders show larger auditory-somatosensory interactions because they can 

integrate information from different senses efficiently or is it the other way round, in which 

since they already rely on visual inputs, they don’t use somatosensory inputs as much?  These 

questions could provide insights on how auditory-somatosensory integration may evolve at 

different stages in life.  

 

Findings from the current work also have a potential for clinical applications such as speech 

therapy and rehabilitation procedures. Tactile stimulation has already been used for actual 

practical implications. The PROMPT “Prompts for Restructuring Oral Muscular Phonetic 

Targets” speech therapy is a tactile-kinaesthetic based method. The speech therapist manually 

provides tactile cues by gently moving the face and neck to guide patients to produce the correct 

articulatory movements for producing speech sounds. However, even though those stimulations 

are applied on the relevant articulator, the learner has to learn a mapping between receiving 

tactile cues and recovering intended sounds to be produced. In contrast, using articulatory-

related somatosensory stimulation can be more efficient to instruct, to educate and to 

rehabilitate articulatory movement. As shown in the second study, speech production was 

changed by applying specific pairs of auditory-somatosensory stimulation. Finding an 

appropriate pair and direction of change can be used for acquiring or correcting articulatory 

movement in a proper manner.  

 

The finding from the second study can also be useful for educational applications such as 

developing tools for foreign language learning using somatosensory-based production training. 

Articulatory based pronunciation training is a method that is used for teaching foreign languages 

where the teachers coach students based on movement of the articulators adequate to produce 

speech sounds. This has been investigated in terms of visual articulatory feedback to assist with 

pronunciation learning (Kühnert & Pillot-Loiseau, 2022; Suemitsu et al., 2015). Similarly, 
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orofacial somatosensory inputs could also help by providing articulatory-related information. 

Additionally, since the findings from the second study are relevant for practical applications, it 

could be be further complemented by obtaining articulatory data such as the amount of 

movement of lips, tongue or jaw in reponse to perceptual training with somatosensory inputs.  

 

 

8.3 Conclusions 
 

The current work expands the knowledge on the existing literature on the role of orofacial 

somatosensory inputs in speech perception, both by direct exploration on NH participants, and 

by investigating this in HI individuals. The presence of a degraded auditory system provides a 

unique situation for exploring how the auditory-somatosensory integration mechanism may 

develop in such cases. We found that the somatosensory function in speech perception was 

varied in HI individuals. Moreover, we were able to associate these variations to different 

hearing profiles giving rise to a possible criterion that can be considered in future investigations. 

The variation in auditory-somatosensory integration could be explained in relation to the 

development of hearing and production ability in HI individuals.  

The findings shed further insights on the auditory-somatosensory integration mechanism based 

on sensorimotor experience related to speech acquisition. It also emphasises the role of orofacial 

somatosensory inputs in the perception-production link. The possible future implications can 

be practical applications for both clinical and educational purposes including an intervention 

with HI individuals. 
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Appendix 1 
 

QUESTIONNAIRE POUR ÉVALUER LA DÉFICIENCE AUDITIVE 

Titre de l'étude : Exploitation de la fonction somatosensorielle chez les sujets malentendants 

(HI) pour comprendre et réhabiliter la boucle perceptuo-motrice dans la communication 

vocale 

 

Sujet n° : Date du test : 

Nom : Année de naissance 

: 

Age : Sexe : 

 

Merci de remplir le questionnaire ci-dessous dans le cadre de l'expérience. 

N'hésitez pas à ajouter autant de détails/explications que nécessaire à chacune des questions 

ci-dessous : 

 

1. À quel âge votre perte auditive a-t-elle été détectée ? 

 

2. Quel type de perte auditive avez-vous ? 

• Perte auditive neurosensorielle 

• Perte auditive conductive 

• Perte auditive mixte 

3. Quelle est la cause de votre perte auditive ? 

• Perte d'audition due au bruit 

• Perte auditive congénitale 

• Perte auditive héréditaire 

• Perte auditive liée à une maladie (due à une maladie de Ménière, à une méningite, 

etc.) 

• En raison de médicaments 

• En raison d'un traumatisme 

• Perte auditive soudaine 

• En rapport avec l'âge 

• Autre, veuillez préciser 

 

4. Quel est votre degré de perte auditive à l'oreille droite ? 

• Perte auditive légère 

• Perte auditive modérée 

• Perte auditive grave 

• Perte auditive profonde 

• Normal/Non perte d'audition 
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5. Quel est votre degré de perte auditive à votre oreille gauche ? 

• Perte auditive légère 

• Perte auditive modérée 

• Perte auditive grave 

• Perte auditive profonde 

• Normal/Non perte d'audition 

6. À quel âge avez-vous été équipé d’implants cochléaires/aides auditives ? 

• Oreille gauche (préciser le cas échéant implant ou aide) : 

• Oreille droite (préciser le cas échéant implant ou aide) : 

7. À quelle fréquence utilisez-vous vos appareils auditifs/implants cochléaires ? 

 

 

8. Quel type/modèle d'implant cochléaire/aide auditive 

utilisez-vous ? 

• Oreille gauche : 

• Oreille droite : 

9. Quand avez-vous subi une évaluation auditive pour la dernière fois ? 

 

 

10. Entendez-vous souvent dans vos oreilles des bruits (tintement aigu, bousculade, etc.) 
qui durent plus de 5 minutes (acouphènes) ? 
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