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Abstract

In this work we investigate the recovery of heterogeneities of decimeter-scale sam-
ples using the measurement of mechanical ultrasonic waves propagating therein. Our
studies set a particular emphasis on the attenuation property of the media, which is a
frequency-dependent phenomenon.

One of the difficulties in working with laboratory-scale samples is the presence
of multiple wave reflections within the medium, which are due to the free-surface
boundary conditions surrounding it as it is a finite domain. With the help of viscoelastic
numerical simulations in 3-D performed with the software Hawen, we develop a method
that takes advantage of the reflections to recover an effective attenuation that is close
to the actual attenuation of S-waves. For this purpose, we need to record the wave
propagation for a sufficiently long time, until the wavefield reaches an equilibration
of energy between P- and S- waves, that results from the successive wave reflections
and conversions within the medium, this phenomenon is called equipartition. After
this equipartition time, we show that the decreasing envelope of amplitude is no longer
affected by the geometrical spreading due to wave expansion and that the decay always
corresponds to the S-wave attenuation value, regardless of source-receiver location and
component. We develop a method to recover the frequency-dependent attenuation
values, by working with selected small bandwidths of frequencies applying a Gaussian
filter on the frequency content of the signals. Our method further allows us to deduce
viscoelastic models and parameters of the samples.

The method is first validated with numerical experiments. Then, we consider
experimental measurements on aluminum, Fontainebleau sandstone, Carrara marble,
and diorite samples. We use an experimental setup made up of piezoelectric sources
and an interferometer laser receivers that measure the wavefield on the boundary of the
samples. From these measurements, we are able to reconstruct the elastic parameters of
these samples using first-wave arrivals analysis, and then we reconstruct the viscous
parameters with the aforementioned method that we introduce. More precisely, we
recover a Maxwell viscoelastic model in aluminum samples, and Zener viscoelastic
models in rock samples.

The recovery of the effective viscoelastic laws and parameters gives an initial model
for full-waveform inversion (FWI) method, which aims at reconstructing finer het-
erogeneities within the samples. In this work, we investigate how to reconstruct an
anomaly in velocity and/or in attenuation in heterogeneous synthetic 2D media. With
FWI, we highlight that the presence of reflections due to free-surface boundary condi-
tions results in severe issues in the procedure. To alleviate these issues, we propose to
work with complex frequencies, which act as adding artificial damping in the signal
and attenuate the boundary effects. Also, we compare the use of several misfit functions
as well as several parameter functions for the inversion of the viscous parameters. We
found that the misfit functions that take the modulus of the signal, coupled with the
inversion of the parameter squared give the best inversion results. Eventually, we notice
the presence of cross-talk between parameters during the inversion when inverting a
medium with an anomaly in velocity as well as viscosity in the same location. These
presented tests pave the way for 3D and real laboratory-scaled cases.





Résumé

Une étude des ondes mécaniques à fréquences ultrasonores est mise en place afin de
déterminer des hétérogénéités dans des roches de tailles décimétriques. L’accent est mis
en particulier sur les propriétés d’atténuation de ces ondes mécaniques, phénomène qui
dépend de la fréquence.

L’une des difficultés rencontrées dans l’étude des roches en condition de laboratoire
est la présence de multiples réflexions d’ondes dans le milieu, dues aux conditions aux
limites de surface libre. À l’aide de simulations numériques en conditions viscoélas-
tiques réalisées avec le logiciel Hawen, une méthode qui tire parti des réflexions a été
développée dans le but de déterminer une atténuation effective du milieu. Pour ce
faire, le signal doit être enregistré pendant un temps suffisamment long, jusqu’à ce
que le champ d’ondes atteigne un équilibre d’énergie entre les ondes P et S, qui résulte
des réflexions et conversions successives des ondes dans le milieu. Ce phénomène est
appelé équi-répartition. Après ce temps d’équi-répartition, on montre que l’enveloppe
décroissante de l’amplitude n’est plus affectée par la divergence géométrique et que
la décroissance correspond toujours à la valeur de l’atténuation de l’onde S, quels que
soient l’emplacement et la composante de la source et du récepteur. En travaillant
avec de petites largeurs de bande de fréquences sélectionnées en appliquant un filtre
gaussien au contenu en fréquences des signaux, il est possible de retrouver les variations
d’atténuation avec la fréquence, et ainsi d’identifier les modèles viscoélastiques et leurs
paramètres associés des échantillons géophysiques.

La méthode est d’abord validée par des simulations numériques, puis utilisée
en contexte de laboratoire en mesurant des échantillons d’aluminium, de grès de
Fontainebleau, de marbre de Carrare et de diorite. Le dispositif expérimental est com-
posé de sources piézoélectriques et d’un récepteur laser interféromètre qui enregistre le
signal à la surface des échantillons. À partir de ces mesures, les paramètres élastiques
de ces échantillons ont été reconstruits en analysant les premières arrivées d’ondes,
ainsi que les paramètres visqueux grâce à la méthode développée précedemment. Plus
précisément, l’aluminium suit un modèle viscoélastique de Maxwell, et les différentes
roches suivent des modèles viscoélastiques de Zener de différents paramètres.

La caractérisation des lois et paramètres viscoélastiques effectifs permet de con-
struire un modèle initial pour la méthode d’inversion de formes d’ondes complètes
(FWI), qui vise à reconstruire des hétérogénéités plus fines à l’intérieur des échantil-
lons. Dans ce travail, des milieux synthétiques hétérogènes en 2D comprenant une
anomalie de vitesse et / ou de viscosité ont été étudiés. Il a été mis en évidence que
la présence de réflexions dues aux conditions aux limites de surfaces libres entraîne
des problèmes pour la FWI. Pour dépasser ces problèmes, travailler avec les fréquences
complexes peut être une solution car la partie imaginaire agit comme un atténuateur
artificiel dans le champ d’onde et fait en sorte que l’onde soit presque complètement
atténuée avant d’atteindre le bord et de s’y réfléchir. Aussi, plusieurs fonctions coût
et fonctions de paramètres ont été testées pour l’inversion des paramètres visqueux,
et il a été constaté que les fonctions coût qui utilisent le module du signal, couplées à
l’inversion du paramètre au carré, semblent donner les meilleurs résultats. Enfin, la
présence d’une anomalie de vitesse et de viscosité au même endroit peut perturber les



.

résultats d’inversion. Les tests présentés ouvrent la voie à des cas 3D et à des cas réels à
l’échelle du laboratoire.



Where there is a will, there is a way.
- William Hazlitt (1822)
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I. 1. INTRODUCTION

1 Introduction

The propagation of mechanical waves is commonly used in numerous geophysical
applications, such as oil and gas exploration [Tatham and McCormack, 1991], mineral
prospecting [Malehmir et al., 2012], civil engineering [Grandjean and Leparoux, 2004],
geothermal prospecting [Sena-Lozoya et al., 2020], or more recently for prospects for car-
bon capture and storage [Zhu et al., 2022]. The different physical properties describing
the medium influence the propagation of the waves therein, consequently, observing
the propagation of waves gives us measurements that can be related to the different
wave attributes [Chopra and Marfurt, 2005], allowing us to characterize a medium. In
this work, we particularly focus on the attenuation properties of the media.

Mechanical wave attenuation is defined as the intrinsic loss of energy of the wave-
field in a medium. Attenuation is of particular interest for porous media (see Dasgupta
and Clark [1998] for the determination of the attenuation at a field scale) as it relates to
physical properties of rocks such as porosity, density of fractures, and saturation [Pang
et al., 2019]. Therefore, being able to characterize the attenuation property of a medium
directly relates to its composition. The attenuation property is frequency-dependent
[Müller et al., 2010; Gurevich and Pevzner, 2015; Carcione, 2007] and is usually associ-
ated with the dimensionless quality factor (Q-factor). Attenuation directly relates to the
inverse of the Q-factor, meaning that higher values of Q-factor indicate a medium prop-
agating well the mechanical waves, that is, a medium with low attenuation [Knopoff
and MacDonald, 1958]. Conversely, low values of quality factors indicate a strongly
attenuating medium.

In this thesis, the frequency-dependent mechanical wave attenuation at ultrasonic
frequencies is represented using viscoelastic models of materials. These models are
described using two components: an elastic one (represented by the elastic modulus)
that does not attenuate, and a damping one (represented by the viscous modulus) that
causes attenuation. Multiple viscoelastic models exist to cover the different attenuation
behavior of materials [Biot, 1954; Golden and Graham, 1988; Carcione, 2007]. For porous
rocks, Biot [1956a,b] developed poroelastic approaches that describe wave propagation
in an elastic porous matrix filled with fluids; in this case, the intrinsic attenuation of
the medium is defined as the dissipation of the wave due to friction at the fluid/solid
interface. Although poroelastic models are more accurate in modeling wave propagation
in rocks, they can be approximated by viscoelastic models [Bardet, 1992; Morochnik
and Bardet, 1996], which are easier to consider numerically, even though they may lead
to inaccuracy near the boundaries, Geertsma and Smit [1961]. This is our choice for this
work, although rock materials are usually considered poroelastic.

In our work, we consider the three main viscoelastic models which are the Kelvin-
Voigt, Maxwell and Zener models, each providing different behavior of attenuation with
frequency, and we refer to [Carcione, 2007] for more details. These models correspond
to one mechanism of attenuation for the entire frequency bandwidth, which appears
sufficient in our investigation of signals from 60 kHz to 2 MHz. As an alternative,
generalized attenuation models can be used to cover wider band, but they include
additional physical parameters, hence more unknowns to identify. Another approach is
to consider a frequency-independent Q-factor, i.e., constant Q-factor for all frequencies.
This can for instance be achieved by fine-tuning the coefficient of the generalized Zener
model [Liu et al., 1976] or of Maxwell model [Emmerich and Korn, 1987], which are
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I. 2. LABORATORY-SCALE STUDIES ON ATTENUATION

shown to be equivalent [Moczo and Kristek, 2005]. In our work, we will see that all
samples that we investigate have attenuation that varies with frequency hence working
in the frequency domain appears more natural for the numerical investigation.

We further refer to Johnston et al. [1979] where a general review of the main aspects
of attenuation is given. Different methods have been introduced in the literature to
measure the attenuation property of samples, that we describe below. We further refer to
Subramaniyan et al. [2014] for more details. Note that in general, the methods described
below rely on high-attenuation media. In this thesis, we instead develop a method
adapted to low-attenuation media at laboratory scale.

2 Laboratory-scale studies on attenuation

2.1 Reflection-based studies

Mechanical wave attenuation can be studied based upon the decrease in amplitude of
wave’s reflections in a sample. In the case of contact-source and contact-receiver such
as a piezoelectric transmitter, the interface behavior between the source and the sample
is unknown. To palliate this, a buffer between the source/receiver and the sample
can be used. This buffer technique uses a reference medium with known physical
properties, and known contrast of impedance with the measured sample from velocity
measurements. The mechanical wave attenuation of the sample of interest is then
deduced with the amplitude of the wave arrivals after few reflections. For instance,
Roderick and Truell [1952] use a water buffer to analyze the attenuation of several steel
samples. In this study the sample is immersed in a water tank and the pulser/receiver
transducer records the signal outside of the water tank (Figure I.1).

Figure I.1: Experimental set-up figure from Roderick and Truell [1952] for reflection-based studies.

Another buffer technique is presented by Winkler and Plona [1982], which use
one of the experimental set-up of Papadakis et al. [1973] and the data processing of
Sachse and Pao [1978] to study the mechanical wave attenuation of rocks as a function
of frequency. The sample is placed between two known lucite buffers under pressure
to prevent a bad coupling between the sample of interest and the lucite. Then, the
attenuation information is recovered by the study of the spectral ratio between two
reflections.

Another kind of buffer technique is the use of piezoelectric buffers-receivers with
piezoelectric transmitters as explained by Yim et al. [2010] for the study of wave atten-
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I. 2. LABORATORY-SCALE STUDIES ON ATTENUATION

uation on cements. Their set-up is made as follow: piezoelectric transmitter - buffer-
receiver - sample - buffer-receiver - piezoelectric transmitter. The wave is received both
by the buffer and by another receiver placed after the buffer so that the wavelet sent by
the source is known, as well as the attenuation induced by the buffers.

2.2 Spectral ratio analysis

Other experimental methods to quantify mechanical wave attenuation utilize the spec-
tral ratio of signals between a reference and a sample of interest, or between several
locations. It can also be coupled with the reflection-based study, where a spectral ratio
between two reflections is analyzed. The interest of using spectral ratio is to have
frequency-dependent measurements. The attenuation induced by a change in state of
the sample (confining pressure) can also be measured by spectral ratio. Johnston et al.
[1979] presented theoretical models for such measurements and Toksöz et al. [1979]
defined an experimental method for the attenuation of signals on rocks varying with
confining pressure (Figure I.2). This method had been then widely used for laboratory
attenuation measurements on synthetic media [Bourbié and Nur, 1984], loose materials
[Molyneux and Schmitt, 2000], for geotechnical purposes [Leong et al., 2004], and also
for highly heterogeneous materials [Molero et al., 2010].

Figure I.2: Spectral ratio analysis figure from Toksöz et al. [1979]. Amplitude spectrum of aluminum
reference (1) compared to amplitude spectra of dry Berea sandstone at different pressures (2).

The spectral ratio analysis is also used for Q-factor recovery in field studies. For
example, Dasgupta and Clark [1998] estimated a frequency-independent quality factor
in reflection data by comparing the amplitude spectrum of time-windowed signal
between offsets.

5



I. 2. LABORATORY-SCALE STUDIES ON ATTENUATION

2.3 Oscillation-based studies

The oscillation-based studies can be separated into two methods: the passive resonance
method and the forced resonance/oscillations method.

The passive resonance method relies on the natural resonance of a sample due to
its geometry, and is based on the analysis of the height of the peaks of resonance in
the amplitude spectrum between location of measurements. The resonant bar method
developed by Norris and Young [1970] focuses on recovering the complex moduli of
viscoelastic materials, followed by experimental research [Madigosky and Lee, 1983;
Capps, 1983] mainly for polymer characterization. Ritchie [1973] modified the resonant
bar technique by using samples of other shapes such as a rectangular prism and worked
on the different modes of vibrations. This technique is used at relatively low frequencies
(up to several kHz) to measure the first orders of resonance of higher amplitude. With
the aim of covering a large frequency range, from the kHz to several hundreds of kHz,
Guillot and Trivett [2011] used simultaneously the resonant bar method and the wave-
speed and amplitude analysis. Also, this method allowed to show that attenuation
depends on humidity content in air [Pandit and King, 1979], but also fluid saturation
[Winkler and Nur, 1979, 1982]. They showed that the attenuation is higher on partially
saturated sandstones than on dry or fully saturated ones. In Fontainebleau Sandstone,
Bourbie and Zinszner [1985] measured the attenuation depending on the frequency
and water saturation until up to 10 kHz; they found for example a Q-factor of 100 in
dry conditions around 10 kHz. Therefore, we see that the attenuation properties give
information on the composition of the samples.

The forced-oscillations method consists in imposing sinusoidal mechanical stress on
a sample and measuring the associated mechanical strain [Spencer Jr., 1981]. The shift
between stress and strain relates to Q-factor of the samples (Figure I.3). This technique
is used up to 100 kHz for high attenuation values (Q-factor < 300) (see Tisato and
Madonna [2012]; Tisato et al. [2014]; Pimienta et al. [2015b, 2017] for measurements on
sandstones). Caution should be made when using this technique as shown by [Tisato
and Quintal, 2014] because attenuation results might depend on the induced strain on
dry mediums. For an example of controlled changes in physical properties in a known
rock sample, Pimienta et al. [2019] suggested a method where an artificial heating
of the natural sample induces microcracks within the sample. The density of these
microfractures are function of heating temperatures, thus it is possible to follow the
change in physical properties as the heating temperature increases.

Figure I.3: Stress-strain relationship figure from Tisato and Madonna [2012] without (A) and with (B)
attenuation.

6
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RECOVERY

3 On the use of full-waveform inversion (FWI) for atten-
uation recovery

Full-waveform inversion (FWI) is used to estimate quantitatively the subsurface proper-
ties / physical parameters of a medium from wavefield measurements. It recasts the
problem as an optimization problem measuring the difference between the observed
data with synthetic data. It is typically solved following an iterative approach where, at
each iteration the physical models are updated and the synthetic data generated, until
the difference between the two wavefields (observed and synthetic) is acceptable.

We refer to Bamberger et al. [1979], Tarantola [1984] and Pratt [1999] for the first
studies on FWI problems in time and frequency domains, and to Virieux and Operto
[2009] for an overview on FWI. In the dedicated chapter on FWI, we propose to study
the impact of the presence of attenuation for FWI, where we target the reconstruction of
both the elastic and viscous material properties.

In the following subsections, we present some main studies on attenuation charac-
terization for FWI, whether it is to highlight the importance of an accurate consideration
of attenuation in the data for FWI, or also for attenuation (Q-factor) imaging.

3.1 FWI on synthetics for quality factor characterization

Synthetic studies were performed in order to highlight the importance of taking into
account wave attenuation in a seismic dataset, even to invert velocity. For instance,
Groos et al. [2014] invert the S-waves velocity for different Q-factor values, assuming
that they know the velocity of P-waves and the density. They highlight the limitation of
considering a purely elastic material instead of considering seismic wave attenuation,
and obtain artifacts at the source locations when the initial Q-factor selected for inversion
is too low or too high compared to the actual one (10 or 40 instead of 20).

Later studies use synthetic field datasets to invert constant Q-factors over frequen-
cies [Pan and Wang, 2020; Yong et al., 2021] and show the importance of the choice of
the misfit function. In particular, they show that amplitude-related misfit functions is
the best criterion to invert the Q-factor. It is easily understandable as attenuation mostly
impact the amplitude of the propagating waves.

3.2 Laboratory scale FWI

At laboratory-scale, Ribodetti et al. [2004] perform numerical and experimental time-
domain FWI to recover the velocity and representative attenuation of a lava core sample,
relying on the first waves arrivals. Here they consider the known medium to be water,
and the anomaly/heterogeneity inside the water is the lava core sample. They found
velocity and Q-factor results in good agreement with the literature.

In the frequency domain, Bretaudeau et al. [2013] highlighted some difficulties with
working at laboratory scale due to the free-surface boundary conditions that result in
multiple reflections within the sample. They used frequency domain 2D FWI to recover
P- and S- waves velocity on synthetics as well as on a laboratory-scale sample, with one
free-surface border at the top of the model and all other borders with perfectly matched
layers (PML). Some artifacts are due to the inaccurate source wavelet inversion, high
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signal-to-noise ratio at peculiar frequencies, and surface waves behavior. They had to
"freeze" the velocity (they did not invert it) at a shallow depth (3 mm) on the free-surface
to enhance the results on the experimental data, because the surface waves dominate
the wavefield at this location.

To summarize, the difficulties when performing FWI is that having a good attenua-
tion characterization is crucial even when we want to invert the velocities only. Also,
the free-surface boundary conditions cause complications because of the reflections
and the presence of surface waves. In laboratory context, we have to deal with these
boundary conditions even more as all of the surfaces of the samples are free-surfaces.

4 Organization of the manuscript

In our study, we propose an approach to recover the frequency-dependent mechanical
wave attenuation of low attenuation materials (Q-factor>200) at a laboratory scale
(around decimeter-sized samples). Examples of low attenuation materials in natural
rocks are for instance salt [Manthei et al., 2006], volcanic rocks [Rao et al., 2002] or
dry pure sedimentary rocks [Bourbie and Zinszner, 1985]. The additional interest of
recovering a representative attenuation model and parameters with respect to frequency
may be for imaging purposes, such as inversion problems where we need to construct
an initial attenuation model as well as guessing the attenuation models with respect to
frequency [Faucher and Scherzer, 2023].

We describe in Chapter II the theoretical framework of the study in the frequency-
domain for the propagation and attenuation of mechanical waves. This allows us to
give frequency-dependent attenuation laws given by viscoelasticity theory and link
them to the Q-factor. Then, we perform and analyze 3-D viscoelastic direct numerical
simulations of wave propagation in synthetic media in Chapter III, where we build
and test methods to recover viscoelastic parameters from the wavefield. This allows us
to build numerical simulations close to laboratory conditions and validate a method
to recover the known frequency-dependent viscoelastic parameters of the S-waves by
taking advantage of the multiple reflections at the boundaries of the domain. After
that, in Chapter IV we perform laboratory experiments in aluminum and natural rock
samples (Fontainebleau sandstone, Carrara marble and diorite) from which we deduce
attenuation properties from the measured wavefield at ultrasound frequencies, between
60 kHz and 2 MHz. In Chapter V we design a 2D medium containing a elastic and/or
viscous anomaly, and we aim to recover the viscoelastic laws and properties of this
medium with FWI. We also consider complex frequencies to reduce the reflections due
to free-surface boundary conditions. Eventually, some conclusions and perspectives are
given in Chapter VI.
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Theoretical context
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II. 1. WAVE PROPAGATION IN TIME DOMAIN

In this chapter, we review the different equations for mechanical wave propagation
in order to understand their origin. We give the wave equation for elastic media, in time
and in frequency domains. We introduce attenuation in the elastic equations by adding
viscosity and obtain the underlying viscoelastic wave equation. Then, we mostly work
with the frequency domain formulation, choice motivated by the frequency-dependent
aspect of attenuation. In the last section, we develop the methodology to recover the
viscoelastic parameters from a recorded wavefield.

1 Wave propagation in time domain

1.1 The Hooke’s law in elastic context

According to the principle of linear elasticity, an elastic body is defined by its ability to
instantly deform under a stress σ (i.e. an applied force) and to return to its original state
once the stress is removed [Aki and Richards, 2002; Carcione, 2007; Schön, 2015]. The
induced strain ε is proportional to the stiffness (i.e. rigidity) of the media. We can here
imagine in 1D a spring being deformed (or shrunk) by a stress. The deformation will be
proportional to the rigidity of the spring, i.e. the stiffer the spring is, the more difficult it
will be to shrink it.

y
x

z

σxy

σxz

σxx

σyx

σyz

σyy

σzy

σzx

σzz

Figure II.1: Representation of the 3D stress tensor σ(x, t) components on a cube.

In 3D, the stress tensor σ(x, t) can be decomposed into normal and shear stress to
the plane (Figure II.1). A normal stress (σxx, σyy, σzz), means for instance that σxx is the
force applied to the plane normal to x in the x direction; and a shear stress (σxy, σxz, σyz,
σyx, σzx, σzy) means for instance that σxy is the force applied to the plane normal to x in
the y direction. The stress tensor is then written:

σ(x, t) =

σxx(x, t) σxy(x, t) σxz(x, t)
σyx(x, t) σyy(x, t) σyz(x, t)
σzx(x, t) σzy(x, t) σzz(x, t)

 , (II.1)

with (x, t) the space x = (x, y, z) and time dependencies respectively.

We have to ensure a balance of momentum in the body (by Cauchy’s law), meaning
that an applied force will not result in a rotation of the body. Looking at Figure II.1,
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this can only be done by symmetrization of stress tensor σ, that means for instance
σxy = σyx and so on for all the shear components. We rewrite:

σ(x, t) =

σxx(x, t) σxy(x, t) σxz(x, t)
σxy(x, t) σyy(x, t) σyz(x, t)
σxz(x, t) σyz(x, t) σzz(x, t)

 . (II.2)

This stress tensor in 3D induces a strain tensor in 3D linked by the stiffness of the
medium, defined by the Hooke’s law such that:

σij(x, t) = ∑
k

∑
l

Cijkl(x)εkl(x, t), (II.3)

where i, j, k, l represents the direction x, y, z, C the stiffness tensor, and ε(x, t) the strain
tensor defined as

ε(x, t) =

εxx(x, t) εxy(x, t) εxz(x, t)
εyx(x, t) εyy(x, t) εyz(x, t)
εzx(x, t) εzy(x, t) εzz(x, t)

 , (II.4)

where

εij(x, t) =
1
2

(
∂ui(x, t)

∂j
+

∂uj(x, t)
∂i

)
, (II.5)

u(x, t) = (ux(x, t), uy(x, t), uz(x, t)) being the displacement field in time domain.

We assume ε(x, t) symmetric, i.e. εij(x, t) = εji(x, t), thus we can rewrite

ε(x, t) =

εxx(x, t) εxy(x, t) εxz(x, t)
εxy(x, t) εyy(x, t) εyz(x, t)
εxz(x, t) εyz(x, t) εzz(x, t)

 . (II.6)

C is the elasticity tensor of order four with 34 = 81 coefficients in the three-
dimensional case. Knowing that σ(x, t) and ε(x, t) are symmetric, we deduce that
the C tensor is symmetric as well and leads to Cijkl = Cjikl and Cijkl = Cijlk. An other
symmetry tells us that Cijkl = Cklij. The number of coefficients is therefore reduced to 21
[Aki and Richards, 2002]. This allows us to use the Voigt notation to write the relation
with matrix-vector product such that,

12



II. 1. WAVE PROPAGATION IN TIME DOMAIN


σxx(x, t)
σyy(x, t)
σzz(x, t)
σyz(x, t)
σxz(x, t)
σxy(x, t)

 =


C11(x) C12(x) C13(x) C14(x) C15(x) C16(x)
C12(x) C22(x) C23(x) C24(x) C25(x) C26(x)
C13(x) C23(x) C33(x) C34(x) C35(x) C36(x)
C14(x) C24(x) C34(x) C44(x) C45(x) C46(x)
C15(x) C25(x) C35(x) C45(x) C55(x) C56(x)
C16(x) C26(x) C36(x) C46(x) C56(x) C66(x)




εxx(x, t)
εyy(x, t)
εzz(x, t)

2εyz(x, t)
2εxz(x, t)
2εxy(x, t)

 .

(II.7)

1.2 Wave propagation in isotropic medium

From now on, the dependencies in space and time (x, t) will not be written anymore in
order to clarify the equations, unless a new parameter is introduced.

A media is said isotropic when its physical properties do not depend on the direction
they apply. It means for instance that if we apply a same force in the normal direction
σxx or σyy or σzz, the associated strain will be the same since the stiffness tensor remains
the same in every directions (or C11 = C22 = C33 for example). Isotropy allows us to
simplify the equations but are only representative of a specific type of medium (for
example aluminum) and we have to keep in mind that geological deposits are usually
anisotropic. In isotropy, the stiffness tensor is defined from the Lamé parameters, λ(x)
the elastic modulus in [Pa] and µ(x) the shear modulus in [Pa]. Coefficients of C from
the Hooke’s law with respect to the Voigt’s notation as in [Schön, 2015] are:

σxx
σyy
σzz
σyz
σxz
σxy

 =


λ + 2µ λ λ 0 0 0

λ λ + 2µ λ 0 0 0
λ λ λ + 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ




εxx
εyy
εzz

2εyz
2εxz
2εxy



=


λεxx + 2µεxx + λεyy + λεzz
λεxx + λεyy + 2µεyy + λεzz
λεxx + λεyy + λεzz + 2µεzz

2µεyz
2µεxz
2µεxy



=


λ(εxx + εyy + εzz) + 2µεxx
λ(εxx + εyy + εzz) + 2µεyy
λ(εxx + εyy + εzz) + 2µεzz

2µεyz
2µεxz
2µεxy


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
σxx
σyy
σzz
σyz
σxz
σxy

 =


λ Tr(ε) + 2µεxx
λ Tr(ε) + 2µεyy
λ Tr(ε) + 2µεzz

2µεyz
2µεxz
2µεxy

 . (II.8)

We can rewrite in the matrix notation:

σxx σxy σxz
σxy σyy σyz
σxz σyz σzz

 = λ Tr[ε]I3 + 2µ

εxx εxy εxz
εxy εyy εyz
εxz εyz εzz

 , (II.9)

the operator Tr is the trace of the matrix and I3 the identity matrix of size 3. The equation
(II.9) is compactly written as

σ = λ Tr[ε]I3 + 2µε. (II.10)

1.3 Equations for the displacement field

Now we want to link the stress-strain relationship into wave propagation with respect
to Lamé parameters. For that, we use the equation of motion that describes the motion

of a particle, u, with the Newton’s second law, that links the acceleration
∂2u(x, t)

∂t2 of
this particle to the sum of the stresses applied on it. That means, for each x, y and z
components:

ρ
∂2ux

∂t2 =
∂σxx

∂x
+

∂σxy

∂y
+

∂σxz

∂z

ρ
∂2uy

∂t2 =
∂σyx

∂x
+

∂σyy

∂y
+

∂σyz

∂z

ρ
∂2uz

∂t2 =
∂σxz

∂x
+

∂σyz

∂y
+

∂σzz

∂z
,

(II.11)

ρ being the density in [kg m−3]. Using the divergence operator ∇·, (II.11) becomes:

ρ
∂2u

∂t2 = ∇ · σ. (II.12)

In order to inject the Lamé parameters, we develop and derive the wave equations
combining the equation (II.10) and the equation of motion (II.12):

ρ
∂2u

∂t2 = ∇ · (λ Tr[ε]I3) +∇ · (2µε). (II.13)

We can further develop the equation (II.5) to have
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Tr[ε] = εxx + εyy + εzz =
∂ux

∂x
+

∂uy

∂y
+

∂uz

∂z
= ∇ · u. (II.14)

We can replace the strain tensor ε in terms of the displacement field u and further
develop the first part of the right-hand side of the equation (II.13) such that

∇ · (λ Tr([ε]I3) = ∇ ·
λ∇ · u 0 0

0 λ∇ · u 0
0 0 λ∇ · u



=



∂

∂x
(λ∇ · u)

∂

∂y
(λ∇ · u)

∂

∂z
(λ∇ · u)


= ∇(λ∇ · u),

(II.15)

then we develop the second part of the right-hand side of the equation (II.13) such that

2µε = µ


2

∂ux

∂x
∂ux

∂y
+

∂uy

∂x
∂ux

∂z
+

∂uz

∂x
∂ux

∂y
+

∂uy

∂x
2

∂uy

∂y
∂uy

∂z
+

∂uz

∂y
∂ux

∂z
+

∂uz

∂x
∂uy

∂z
+

∂uz

∂y
2

∂uz

∂z



= µ





∂ux

∂x
∂ux

∂y
∂ux

∂z
∂uy

∂x
∂uy

∂y
∂uy

∂z
∂uz

∂x
∂uz

∂y
∂uz

∂z

+


∂ux

∂x
∂uy

∂x
∂uz

∂x
∂ux

∂y
∂uy

∂y
∂uz

∂y
∂ux

∂z
∂uy

∂z
∂uz

∂z




= µ[∇u+ (∇u)T],

(II.16)

with the operator ∇ standing for the gradient.

We can now concatenate the two parts and define the equation in terms of dis-
placement field for an elastic isotropic medium in terms of the Lamé parameters and
density:

ρ
∂2u

∂t2 = ∇(λ∇ · u) +∇ ·
(

µ[∇u+ (∇u)T]
)

. (II.17)

1.4 P- and S- waves in homogeneous media

Here we consider homogeneous media, where Lamé parameters λ and µ do not depend
on x. We introduce the two body waves that can propagate in the sample. The P-wave,
that is a pressure wave, and the S-wave, that is a shear wave.
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We develop equation (II.17) in the aim of rearranging and defining it in terms of P-
and S- wave velocities. Thus we have:

ρ
∂2u

∂t2 = ∇λ∇ · u+ λ∇∇ · u+∇ · µ[∇u+ (∇u)T] + µ∇ · [∇u+ (∇u)T]

= ∇λ∇ · u+ λ∇∇ · u+∇ · µ[∇u+ (∇u)T] + µ∇ · ∇u+ µ∇ · (∇u)T.
(II.18)

Because we consider Lamé parameters λ and µ homogeneous in space, we have
∇λ = 0 and ∇ · µ = 0, leading to:

ρ
∂2u

∂t2 = λ∇∇ · u+ µ∇ · ∇u+ µ∇ · (∇u)T

= λ∇∇ · u+ µ∆u+ µ∇ · (∇u)T,
(II.19)

with ∆ the Laplacian operator.

Because ∇ · (∇u)T = ∇∇ · u, the equation (II.19) can be rewritten

ρ
∂2u

∂t2 = (λ + µ)∇∇ · u+ µ∆u. (II.20)

We can also note that∇ · (∇u) = ∇∇ ·u−∇×∇×u, with (∇×) the curl operator,
then

ρ
∂2u

∂t2 = λ∇∇ · u+ µ(∇∇ · u−∇×∇× u) + µ∇∇ · u
= λ∇∇ · u+ 2µ∇∇ · u− µ∇×∇× u

ρ
∂2u

∂t2 = (λ + 2µ)∇∇ · u− µ∇×∇× u.

(II.21)

This equation (II.21) is the general equation defined by the displacement field in
homogeneous elastic medium in time domain. With this equation we recognize the
term (λ + 2µ) associated with the divergence part that describes the P-wave, and the
term µ associated with the curl part that describes the S-wave, with the P-wave velocity
defined as:

VP =

√
λ + 2µ

ρ
, (II.22)

and the S-wave velocity VS:

VS =

√
µ

ρ
. (II.23)

We further refer to Subsection 2.3 where the equations for P- and S- waves are
obtained from the Helmholtz decomposition.
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2 Wave propagation in frequency domain

In this section we define the wave propagation in frequency domain from the equations
in time-domain defined above. The use of frequency domain is of interest in the context
of attenuation, that is frequency-dependent [Carcione, 2007; Müller et al., 2010; Gurevich
and Pevzner, 2015], and allows us to write the attenuation laws and behaviors more
conveniently than in time-domain.

2.1 Fourier transform

We note that the Fourier transform is not used formally to write frequency domain, but
it gives us hints on how it is constructed. We consider a function h(t) that has to be
integrable on R. The Fourier transform of this function is given by:

(
F (h(t))

)
(ω) = H(ω) =

∫ +∞

−∞
h(t)e−iωt dt, (II.24)

with ω = 2π f the pulsation in [rad/s] and f the frequency in [Hz].

The inverse Fourier transform from h to H is:

(
F−1(H(ω))

)
(t) = h(t) =

∫ +∞

−∞
H(ω)eiωt dω. (II.25)

We consider the Fourier transform of the time-derivative of h(t) such that h(t)′ =
∂h(t)

∂t
,

and use the integration by part to get the Fourier transform:

(
F
(

∂h(t)
∂t

))
(ω) =

∫ +∞

−∞

∂h(t)
∂t

e−iωt dt

=
[
h(t)e−iωt]+∞

−∞ −
∫ +∞

−∞
h(t)(−iω)e−iωt dt

= iω
∫ +∞

−∞
h(t)e−iωt dt

= iωH(ω).

(II.26)

Based on the same principle, the Fourier transform of
∂2h(t)

∂t2 is

(
F
(

∂2h(t)
∂t2

))
(ω) =

∫ +∞

−∞

∂2h(t)
∂t2 e−iωt dt

=

[
∂h(t)

∂t
e−iωt

]+∞

−∞
−
∫ +∞

−∞

∂h(t)
∂t

(−iω)e−iωt dt

= iω
∫ +∞

−∞

∂h(t)
∂t

e−iωt dt

= (iω)2H(ω)

= −ω2H(ω).

(II.27)

17



II. 2. WAVE PROPAGATION IN FREQUENCY DOMAIN

2.2 Elastic wave equation

The time-harmonic formulation uses the displacement û as a function of the pulsation
ω [Colton and Kress, 1998]:

u(x, t) = û(x, ω) exp(iωt), (II.28)

that is equivalent to

û(x, ω) = u(x, t) exp(−iωt), (II.29)

with û the displacement field in frequency domain in [m].

The equation in time-domain for homogeneous isotropic medium (II.21) can be
rewritten in frequency domain such that

−ρω2û(x, ω) = (λ + 2µ)∇∇ · û(x, ω)− µ∇×∇× û(x, ω). (II.30)

Here we recognize the term ω2 coming from the second derivative in (II.27). This
equation (II.30) is the wave equation defined in frequency domain for homogeneous
isotropic elastic medium.

2.3 Helmholtz decomposition

Using the theorem of Helmholtz, the displacement field û can be decomposed into a
curl-free component and a divergence-free component. It corresponds respectively to
the P- and S- waves such that [Kupradze et al., 1976, p. 123]

û = ∇φ +∇×ψ = ûP + ûS, (II.31)

with ûP and ûS the displacement field associated to the P- and S- waves respectively, φ
a scalar field potential and ψ a vector field potential.

Given that ∇ · (∇×ψ) = 0 and ∇× (∇φ) = 0, we apply a divergence and a curl
on both side of equation (II.31) to distinct the P and the S wave motion such that

∇ · û = ∇ · ∇φ = ∆φ = ∇ · ûP, (II.32)

because the S-wave is divergence-free, and

∇× û = ∇×∇×ψ = ∇× ûS, (II.33)

because the P-wave is curl-free.

We can now replace ∇ · û and ∇× û in the equation (II.30):

−ρω2û = (λ + 2µ)∇∇ · û− µ∇×∇× û
−ω2(ûP + ûS) = V2

P∇∇ · ûP −V2
S∇×∇× ûS

{−ω2ûP −V2
P∇∇ · ûP}+ {−ω2ûS + V2

S∇×∇× ûS} = 0.

(II.34)
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II. 2. WAVE PROPAGATION IN FREQUENCY DOMAIN

From the vector identities, we have:

∇∇ · ûP = ∆ûP +∇×∇× ûP = ∆ûP

∇×∇× ûS = −∆ûS +∇∇ · ûS = ∆ûS,
(II.35a)
(II.35b)

the P and S waves each satisfy a wave equation such that (equation (II.30)):

(
ω2

V2
P
+ ∆

)
ûP = 0, (II.36)

and (
ω2

V2
S
+ ∆

)
ûS = 0. (II.37)

We define the wavenumber k = ω/V with V the wave velocity (of P- or S- wave),
and we note for an homogeneous 1D equation or a planewave propagation, û(x, ω) can
be explicitly written û(x, ω) = u0 exp(−ikx), with u0 the amplitude of displacement at
source locations and x the offset. Modifying (II.28), we write the displacement field as
in Carcione [2007]:

u(x, t) = û(x, ω) exp(iωt) = u0 · exp[i(ωt− kx)], (II.38)

and equivalently, from equation (II.29), we write in time-harmonic form:

û(x, ω) = u0 · exp(−ikx). (II.39)

In order to illustrate the P- and S- vector field propagation, let us consider a motion
that only varies in the z direction, such that u(x) := u(z). In this case, the potentials ψ
and φ only vary with z as well, and we have,

∂ψy

∂x
=

∂ψz

∂x
=

∂φ

∂x
=

∂ψx

∂y
=

∂ψz

∂y
=

∂φ

∂y
= 0. (II.40)

From the decomposition of the displacement field û = ∇φ + ∇×ψ, we obtain,

ûx =
∂φ

∂x
+

(
∂ψz

∂y
− ∂ψy

∂z

)
= −∂ψy

∂z

ûy =
∂φ

∂y
+

(
∂ψx

∂z
− ∂ψz

∂x

)
=

∂ψx

∂z

ûz =
∂φ

∂z
+

(
∂ψy

∂x
− ∂ψx

∂y

)
=

∂φ

∂z
.

(II.41a)

(II.41b)

(II.41c)

We see that the S-wave (related to ψ) shows in the components ûx and ûy of the dis-
placement while the P-wave (related to φ) appears in the component ûz only. Therefore,
for a motion that is only along the z direction, we have the P-wave propagating in the
vertical z direction, and the S-wave propagating in the horizontal x and y directions.
The Figure II.2 illustrates this P and S waves propagation when only a vertical motion
is generated.

We note that the derived formulations for Helmholtz decomposition are valid in
frequency domain as well as in time domain.
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P-wave

S-wave

x

z

Figure II.2: 2D representation of a wave propagation when the source is only in the vertical z direc-
tion. The P wave (pressure wave) propagates in the same direction than the source direction, and the
S-wave (shear wave) propagates in the orthogonal direction to the source direction.

3 General attenuation of waves

In this section, we examine the causes of amplitude decay of waves in unbounded
media. We consider two main causes of amplitude decay: the beam spreading and the
intrinsic attenuation. The beam spreading lies on the wave expansion, where the energy
is distributed over the entire surface of the wavefront as it propagates from the source.
The amplitude loss due to beam spreading depends only on the geometry of the given
wave. As for intrinsic attenuation - the one we will focus on - it depends on the medium
properties and/or scattering within the medium. Elastic scattering is commonly linked
to poroelastic theories, where there is relative fluid-solid movements, and the energy is
not preserved and is converted to heat. Here, we develop the theoretical formalism for
mechanical wave attenuation in a viscoelastic medium [Biot, 1954; Golden and Graham,
1988; Carcione, 2007]. A medium is viscoelastic when it has a combined elastic - as in
the Hooke’s law - and viscous components. The elastic modulus behaves as carrier of
wave’s energy and the viscous modulus behaves as a weakener of the wave’s energy.

For porous rocks, [Biot, 1956a,b] developed poroelastic theories that describe wave
propagation in an elastic porous matrix filled by fluids, emphasizing that the intrinsic
attenuation is due to friction at the fluid/solid interface. Although poroelastic models
are more accurate in modeling wave propagation in rocks, they can be approximated
by viscoelastic models [Bardet, 1992; Morochnik and Bardet, 1996], which are easier to
consider numerically. This is our choice for this work.

3.1 Amplitude decay due to beam spreading

We consider the propagation of a wave in a 3-D homogeneous medium generated by a
point source. The wave expands from the position of source similarly in all direction, i.e.
as a sphere for the body waves that propagate only in the bulk (P- and S- waves).

The energy of the waves proportional to the square of the amplitude, amplitude that
is actually the recorded particle’s motion û. Thus, for the body waves, the amplitude of
the waves decreases such that,

û(r) =
u0

r
, (II.42)

with u0 being the source amplitude and r the radial distance of the sphere (or the offset
from the point source).

For surface waves, the energy decreases differently depending on the direction.
It decreases in the planes that are parallel to the surface (i.e., propagation in circle)
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II. 3. GENERAL ATTENUATION OF WAVES

and decreases exponentially in the orthogonal direction to the surface (with depth).
Consequently, the particle’s motion amplitude decreases in plane parallel to the surface
such that,

û(r) =
u0√

r
, (II.43)

with r being the radial distance from the center of the circle [Aki and Richards, 2002].

3.2 Intrinsic attenuation due to the complex modulus

This section focuses on intrinsic attenuation due to viscosity. Depending on the chosen
viscoelastic model, the stress-strain relationship differs as a function of a given frequency.
That means some viscoelastic models present a higher attenuation for higher frequencies,
as other viscoelastic models present a lower attenuation for higher frequencies. The
difficulty of following viscoelastic laws - as in following any laws - is the lack of
flexibility in the formulations, in particular to cover a large band of frequencies. The
simplest models will not usually fit exactly the data, but it is crucial for us to understand
where does the attenuation come from with basic formulations before developing more
complex models.

The stress-strain relationship is defined as [Carcione, 2007]:

σ(x, t) = ψ(x, t) ∗ ∂ε(x, t)
∂t

, (II.44)

with σ and ε previously defined in equations (II.1) and (II.4). ψ is the relaxation function
from which the viscoelastic properties can be derived (in the next subsections) and ∗ is
a convolution product. It means that equation (II.44) is time-dependent and the stress
does not induce an instantaneous strain when viscosity is added, there is a delay instead
due to the convolution with the time derivative.

We can illustrate the viscoelastic behavior using usual representations such as a
spring for the purely elastic behavior (or modulus), and a dashpot for the purely viscous
behavior (or modulus). The purely elastic modulus instantly carries and propagates the
energy as in Hooke’s law without loss (II.3), that means the spring will infinitely vibrate
with the same energy when a force is induced on it. The purely viscous modulus will
restrain the propagation of energy, that means a force applied to the dashpot will be
dissipated with a time-delay represented by the derivative. The standard viscoelastic
rheological models are commonly defined by the combination of these springs and
dashpots.

We can write (II.44) in frequency-domain and define the complex modulus M(x, ω)
composed of a real part MR(x, ω) and an imaginary part MI(x, ω) defined in frequency-
domain such that,

M(x, ω) = MR(x, ω) + iMI(x, ω), (II.45)

that comes from [Carcione [2007], subsection (2.2)]

F [σ(x, ω)] = M(x, ω)F [ε(x, ω)], (II.46)

with F the Fourier transform, where

M(x, ω) =
∫ +∞

−∞

δψ(x, t)
δt

e−iωtdt. (II.47)

21



II. 3. GENERAL ATTENUATION OF WAVES

MR(ω) is the storage modulus (where the energy is kept) and MI(ω) is the loss
modulus (where the energy is dissipated) [Golden and Graham, 1988]. The real and
imaginary parts of the complex modulus will depend on the chosen rheologic models
where some are described in the next subsections.

3.3 Quality factor and the complex modulus

The quality factor is commonly used to describe the ability of a wave to propagate
throughout a given medium. It is usually frequency-dependent like in the case of
viscoelastic media. For one wavelength, the higher the quality factor is, the better the
wave propagates. The quality factor Q(x, ω) can be defined by a ratio between moduli,
for instance, in a one-dimensional case, we have, [Carcione, 2007]:

Q(x, ω) =
Re(M(x, ω))

Im(M(x, ω))
=

MR(x, ω)

MI(x, ω)
. (II.48)

The quality factor is developed in the viscoelastic context in the following subsec-
tions. Note that the inverse of the quality factor is usually referred to as the dissipation
factor [O’connell and Budiansky, 1978].

3.4 Purely elastic modulus

Let us illustrate the purely elastic modulus as a spring (Figure II.3).

Meσ ε

Figure II.3: Illustration of a spring representing the purely elastic behavior.

This spring represents the purely elastic modulus and is real valued, that means an
harmonic stress will induce an instantaneous strain and it corresponds to the Hooke’s
law (Equation (II.3)):

σ = MRε = Meε = Cε, (II.49)

with Me being the elastic modulus equivalent to C the stiffness tensor as defined in
(II.3). Here, MR = Me = C do not depend on frequency, and the equation is valid in
time and frequency domains.

It can be deduced from this equation that the spring, being real-valued (Im(Me) = 0),
has a quality-factor (II.48) that tends to infinity. It means that the energy is totally
restored and propagates without attenuation in the purely elastic medium.

3.5 Purely viscous modulus

The purely viscous modulus is commonly represented by a dashpot (Figure II.4).
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Mη
σ ε

Figure II.4: Illustration of a dashpot representing the purely viscous behavior.

In that case, the time-dependent stress-strain relationship is written from (II.44) such
that,

σ(x, t) = Mη(x)
∂ε(x, t)

∂t
, (II.50)

and is rewritten in frequency-domain:

σ(x, ω) = iMI(x, ω)ε(x, ω) = iωMη(x)ε(x, ω). (II.51)

We notice here the difference between the frequency-dependent imaginary part of
complex modulus MI(x, ω) and the frequency-independent viscous modulus Mη(x)
due to the formulation iωMη from the harmonic notation, that is, we separate the
contribution of the frequency from the viscous parameter.

A dashpot Re(Mη) = 0 induces a quality factor (II.48) that is zero in a purely viscous
medium. It means that the dashpot will completely absorb the energy given by the
stress σ and result in no strain ε in return.

3.6 Kelvin-Voigt viscoelastic rheologic model

In the Kelvin-Voigt viscoelastic model, the spring and the dashpot are placed in parallel
as we can see in the Figure II.5 [Carcione, 2007].

Me

Mη
σ ε

Figure II.5: Illustration of the Kelvin-Voigt viscoelastic rheologic model.

In this configuration, the medium will return to its initial state after the motion. The
stress applied to the model is the sum of the stresses applied to each part of the model
(i.e. the spring and the dashpot respectively). Thus the stress-strain relationship can be
written in frequency-domain:

σ = Meε+ iωMηε. (II.52)

We can derive the quality factor for the Kelvin-Voigt viscoelastic rheologic model as
below. Note that in practice, in the following chapters, we are going to work with QP
and QS associated to P- and S- waves, replacing Me = λ + 2µ and Mη = ηλ + 2ηµ for
the P-waves, and Me = µ and Mη = ηµ for the S-waves. Here we give the definitions of
Q for each chosen viscoelastic model.

QKV = Me(ωMη)
−1. (II.53)
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We notice that the quality factor is inversely proportional to the frequency, i.e.
the higher the frequency is, the lower the quality factor will be for the Kelvin-Voigt
viscoelastic model (Figure II.8). It means that high frequencies are more attenuating
than low frequencies with the Kelvin-Voigt model of attenuation.

3.7 Maxwell viscoelastic rheologic model

For the Maxwell viscoelastic model, the spring and the dashpot are placed in series
(Figure II.6) [Carcione, 2007].

Me Mη
σ ε

Figure II.6: Illustration of the Maxwell viscoelastic rheologic model.

In this case, the stress-strain relationship of the Maxwell model is:

(M−1
η + iωM−1

e )σ = iωε. (II.54)

We rearrange to isolate the complex modulus and we calculate the quality-factor for
the Maxwell model:

QMax = ωMη M−1
e . (II.55)

We notice here the linear frequency-dependence of the quality factor of a Maxwell
model with ω. It means that an increasing frequency leads to an increasing quality-factor
(Figure II.8).

3.8 Zener viscoelastic rheologic model

The Zener viscoelastic model is represented as a combination of a Kelvin-Voigt and a
Maxwell models. In this case, we place a spring in series with a Kelvin-Voigt model
(Figure II.7) [Carcione, 2007].

Me2

Mη

Me1σ ε

Figure II.7: Illustration of the Zener viscoelastic rheologic model.

The stress-strain relationship of the Zener model is:

(1 + iωτσ)σ = ME(1 + iωτε)ε, (II.56)

with (Me1 + Me2)ME = Me1 Me2 , Me2τε = Mη and (Me1 + Me2)τσ = Mη.

We rearrange the complex modulus to be able to separate the real and imaginary
parts and we give the definition of the quality factor for a Zener model :
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ω(τε − τσ)QZen = 1 + ω2τετσ. (II.57)

We illustrate the quality factors for the three models in Figure II.8, where we choose
the parameters such that all models coincide at frequency 200kHz. In this figure, we see
that the quality factor of the viscoelastic Maxwell and Kelvin-Voigt models respectively
linearly increase and decrease over frequency, while the Zener viscoelastic model follows
the behavior of the Maxwell model at high frequencies, and it follows the behavior
of the Kelvin-Voigt model at low frequencies. This is due to the viscous component
in the Zener model (Figure II.7) that will have low resistance in low frequencies (the
piston will glide slowly in the cylinder) and behave as a Kelvin-Voigt model; as for high
frequencies, the dashpot will have a high resistance and we will need more force to
move all the system, as is Maxwell model. Moreover, we notice in Figure II.8 that around
the frequency of 200 kHz, the Zener model can be used in the case of a locally constant
quality factor [Imperiale et al., 2020] that can be extended to generalized viscoelastic
models for a broader bandwidth of constant quality factor [Blanc et al., 2016].

0 200 400 600 800 1,000
0

1,500

3,000

4,500

6,000

Frequency [kHz]

Q

Maxwell
Kelvin-Voigt

Zener

Figure II.8: S-waves quality-factor behavior as a function of frequency for [ ] Maxwell viscoelastic
model with ηµ = 20.65 MPa s, [ ] Kelvin-Voigt viscoelastic model with ηµ = 20.65 Pa s and [ ]
Zener viscoelastic model with τε = 796.57 ns and τσ = 794.98 ns, with an elastic parameter of µ = 25.95
GPa. The parameters are chosen such that all attenuation models coincide at frequency 200 kHz.

4 Recovery of viscoelastic parameters

4.1 Displacement field and complex wavenumber

In the following, we introduce the term of complex wavenumber for the time-harmonic
displacement field for plane waves, so the wave amplitude decrease is only as a function
of intrinsic attenuation.

The time-harmonic definition of elastic plane waves (or after correcting the beam
spreading using the equations (II.42) or (II.43)) can be written from equation (II.39):

û(x, ω) = u0 · exp(−ikx), (II.58)
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with û the displacement field in one direction, u0 the source amplitude, x the offset, and
k the complex wavenumber such that

k =
ω

Vc
= kreal + ikimag = kreal − iα, (II.59)

with Vc = Vreal + iVimag the complex velocity and α > 0 the attenuation coefficient.

The equation (II.58) can thus be rewritten

û(x, ω) = u0 · exp(−αx) · exp(−ikrealx), (II.60)

the term exp[i(ωt − krealx)] describing the harmonic oscillations and exp(−αx) the
amplitude decay with respect to distance of propagation as in Figure II.9. This separation
will be used to find the real and imaginary parts of the complex wavenumber such that,

Im[ln(û)] = −krealx, (II.61)

and
Re[ln(û)] = −αx + ln(u0). (II.62)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1

−0.5

0

0.5
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exp(−αx) · exp(−ikrealx)

exp(−αx)

1/kreal

Offset [m]

û(
x,

ω
)

Figure II.9: Illustration of the particle’s displacement induced by a wave of initial amplitude u0 = 1,
ω = 5, Real(Vc) = 1 (leads kreal = 5), and α = 3 Np m−1.

When we work in time-domain with seismograms, we deal with wave propagation
as a function of time. We can take the equation of planewave propagation from Car-
cione [2007] (written in equation (II.38)) and add attenuation term α from the complex
wavenumber such that [Carcione, 2007],

u(x, t) = u0 · exp(−αx) · exp[i(ωt− krealx)]. (II.63)

We can rewrite the equation (II.63) such that the amplitude decays with respect to
time by defining the variable β = αVreal, β being the amplitude decay/attenuation in
[Np s−1]. This is used in Chapter III Section 3 where we recover the attenuation of a
wavefield with mixed body, surface and reflection waves, because the velocity term is
included in β and we do not need to know it:
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u(x, t) = u0 · exp(−βt) · exp[i(ωt− krealx)]. (II.64)

Also, we note that in practice, when we measure a displacement field u, there exist
the three components (ux, uy, uz) that we later need to link to VP and VS. We will see in
the next Chapter III how to handle the different components.

4.2 Viscoelastic parameters from the complex wavenumber

In this section, we present how we can recover the complex modulus of a medium
with the complex wavenumber. The method is then explained in more details in
Subsection 2.3.3 where we use it directly with simulated data.

Let us consider a case of 1D propagation. We start from the complex velocity with
the complex modulus M = MR + iMI , see (II.45).

Vc =

(
M
ρ

)1/2

. (II.65)

Using the equation (II.59) in 1D, we have k = kreal + ikimag =
ω

Vc
and we develop

M = ρV2
c

⇔M = ρ
ω2

(kreal + ikimag)2

⇔M = ρω2 (kreal − ikimag)
2

(kreal + ikimag)2(kreal − ikimag)2

⇔M = ρω2 (kreal − ikimag)
2

(k2
real + k2

imag)
2

⇔M = ρω2
k2

real − 2ikrealkimag − k2
imag

(k2
real + k2

imag)
2

.

(II.66)

Then we separate the real and imaginary part of the equation to have

MR = ρω2
k2

real − k2
imag

(k2
real + k2

imag)
2

MI = −2ρω2 krealkimag

(k2
real + k2

imag)
2

.

(II.67a)

(II.67b)

We can notice that in the condition of purely elastic medium, there is no attenuation
so kimag = 0. The equations (II.67) are then reduced to the real part of the complex
modulus only - MI being equal to zero - and we write

MR = ρ
ω2

k2
real

. (II.68)
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The strength of the decomposition in terms of complex modulus is that it is inde-
pendent of attenuation models. We recover a frequency dependent function, and then
we can identify any attenuation models. In this thesis, we focus on three viscoelastic
rheologic models, but one can extend the method to its chosen attenuation model. All
along the manuscript, we link the equation (II.67) with equations (II.52), (II.54), and
(II.56) to link the complex modulus with respectively the Kelvin-Voigt, Maxwell and
Zener viscoelastic modulus.

4.3 Quality factor and the complex wavenumber

Since we introduced the quality factor as a function of complex modulus in Equation
(II.48), and complex modulus as a function of complex wavenumber in equations (II.67),
we can derive the quality factor as a function of the complex wavenumber taking a few
precautions beforehand.

Linking (II.48) to (II.67), we write:

Q =
MR

MI
=

k2
real − k2

imag

−2krealkimag
, (II.69)

with kimag = −α. We rearrange to write

Q =
kreal
2α
− α

2kreal
. (II.70)

In the context of weak attenuation, it is assumed that kreal � α such that we can
neglect the term α/2kreal. Taking

kreal =
ω

Vreal
, (II.71)

we can rewrite the Q-factor definition equivalent to (II.48) such that [O’connell and
Budiansky, 1978],

Q ≈ ω

2αVreal
≈ ω

2β
. (II.72)

This formulation of quality factor will be of particular use when we analyze
the wavefield in experimental conditions to identify the attenuation laws from the
frequency-dependent attenuation recovered data. This is because we have a direct
relation between the quality factor Q, the frequency ω, and the attenuation β.

We want to emphasize that the attenuation α (or β) is the decrease in amplitude
over a certain distance (or time), and the quality factor Q is the decrease in amplitude
over one wave cycle. We give an illustration in Figure II.10 where we vary only β or
Q, and the frequency. We see in Figure II.10 a and c that for the same attenuation β,
when the frequency is doubled, the quality factor is doubled as well. Similarly, when
we compare Figure II.10 b and d, we need to double the attenuation β to keep the Q
constant when we double the frequency. We need to keep these effects in mind when we
deal with attenuation parameters as a constant quality factor does not mean a constant
attenuation.
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a) β = 2 Np s−1 ; Q = 7.85
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b) β = 2 Np s−1 ; Q = 7.85
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c) β = 2 Np s−1 ; Q = 15.70
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d) β = 4 Np s−1 ; Q = 7.85

Figure II.10: Illustration of an attenuating plane wave: [ ] particle’s displacement u, [ ] enve-
lope. a) α = 2 Np s−1, f = 5 Hz. b) α = 2 Np s−1, f = 5 Hz. c) α = 2 Np s−1, f = 10 Hz. d) α = 2 Np s−1, f
= 10 Hz. The wave’s velocity is 1 m/s and the location x=0.
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Chapter III

Numerical simulations
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III. 1. NUMERICAL SIMULATIONS IN A HOMOGENEOUS CUBE - AN OVERVIEW

We carry out a numerical investigation to understand wave propagation in vis-
coelastic media. Then we derive a method to reconstruct the attenuation models and
viscous parameters from wave measurements. To do so, we need to recover the purely
elastic modulus, that is common in homogeneous media [Aki and Richards, 2002], and
also the frequency-dependent attenuation of the media.

The objective is to find a method that recovers the viscoelastic parameters of a
medium at experimental conditions (source and receivers on the surface of the sample,
free-surface boundary conditions allowing wave reflections and conversion, body and
surface waves can possibly be mixed altogether). The strength of numerical simulations
is that since we impose the viscoelastic law and parameters, we can verify our results
and evaluate the robustness of our approach in various configurations, including with
noise. It will give us tools to recover the attenuation laws and viscoelastic parameters
of actual samples in the next Chapter IV. The numerical simulations are performed in
frequency-domain with Hawen open-source software [Faucher, 2021].

1 Numerical simulations in a homogeneous cube - an overview

We consider a 3-D homogeneous cube of size 7 cm x 7 cm x 7 cm with Lamé parameters
λ = 55.95 GPa and µ = 25.95 GPa, and a density of 2700 kg m−3. Considering an elastic
medium and using the equations (II.22) and (II.23), we have here a P-wave velocity of
6320 m s−1 and a S-wave velocity of 3100 m s−1. These values roughly correspond to
the physical parameters of aluminum.

In experimental context, the boundaries of the medium follow free-surface boundary
conditions, that is, it imposes the traction (normal stress) to be zero σ · n = 0 on the
boundary [Faucher, 2017], with n the normal direction. As an alternative to work in a
simplified medium and get rid of reflections within the sample and work on the direct
wave only, we can impose absorbing boundary conditions given in Givoli and Keller
[1990]; Faucher [2017]. In this case, the waves are assumed to freely escape the medium,
i.e., no waves are expected to be reflected from the boundary (although it is numerically
imperfect).

Figure III.1: Visualization of the real part of a seismic numerical viscoelastic wavefield for a Kelvin-
Voigt rheologic model (λ = 55.95 GPa and µ = 25.95 GPa; ηλ = 250 Pa s and ηµ = 500 Pa s) generated
in a cube at 400 kHz on a cross-section, lateral and upper boundaries, with free-surface boundary
condition on boundaries. Amplitude of the displacement for x, y and z components. Red asterisk:
source location.
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We see in Figure III.1 the wavefield in viscoelastic context for a Kelvin-Voigt rheo-
logic model (ηλ = 250 Pa s and ηµ = 500 Pa s) in frequency domain and shows the x, y
and z components of the particle displacement u, respectively denoted ux, uy and uz for
the 400 kHz frequency, with the source located at the upper surface of the cube, and
with free-surface boundary conditions. In these wavefields, there is a mix of body and
surface waves as well as the results of the reflected or converted waves. For instance,
there is reflected P-waves (PP-wave in that case), reflected S-waves (SS-wave) and con-
verted waves (the PS-wave is an initially P-wave that has been converted as a S-wave at
a boundary), and so on.

1.1 From frequency to time domain

The numerical simulations are in frequency domain to conveniently handle viscoelas-
ticity. In order to generate seismograms allowing us to analyze the wavefield in time
domain, we have to calculate the correct amount of frequencies.

A general rule for a time discretization is that the frequency sampling fs (or the
inverse of the step in time dt) has to be higher than two-times the Nyquist frequency
fn (equation (III.1)) because of the symmetry of the frequency spectrum. The Nyquist
frequency is the maximum frequency value or the minimum time step a signal has to
reach in order to be correctly sampled. Thus, this Nyquist frequency allows us to know
the maximum frequency we have to reach for the numerical simulations

fs =
1
dt

> 2 fn, (III.1)

with fs the frequency sampling, dt the step in time and fn the Nyquist frequency.

An other value of importance is the frequency step d f , directly deduced by the
duration of the signal L given by,

d f =
1
L
=

1
N · dt

, (III.2)

with d f the step in frequency, N the number of samples in time and L the total duration
in time of the signal.

After performing simulations with the appropriate values in frequency, we can move
from frequency to time domain with an Inverse Fourier Transform (equation (II.25)). The
frequency-domain source considered in the simulations is a "point-source" in space - i.e.
a Dirac - with constant amplitude on all the frequencies generated on the point-source.
Because we cannot simulate an infinite number of frequency solutions, we can only
approximate a Dirac signal in time domain performing an inverse Fourier transform.
This is why we choose to work on a Ricker wavelet, defined in time domain as [Ryan,
1994]:

Ricker(t) = a
(
1− 2π2 f 2

P(t0 + t− tP)
2)e−π2 f 2

P(t0+t−tP)
2
, (III.3)

with a the amplitude, fP the frequency peak of the Ricker, t0 the starting time of the
function and tP the time peak of the Ricker.

Before performing the inverse Fourier transform on the constant-source simulated
frequency solution, the real and imaginary parts calculated by the numerical simulation
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Figure III.2: Representation of a 250 kHz peak frequency Ricker function. Normalized amplitudes.

will be multiplied by the amplitude spectrum of the Ricker wavelet (Figure III.2b). An
example can be seen in Figure III.4.

We also note from the Figure III.2 that to recover as precisely as possible a 250 kHz
Ricker wavelet, we need to perform simulations in frequency domain until fmax = 700
kHz at least, where the normalized amplitude actually goes below 0.009. If we do not
cover the whole amplitude spectrum of the wavelet of interest, it will result in a lack of
information and an ill-shaped wavelet in time domain. An example of a seismogram
before and after scaling the frequency solution by a 250 kHz Ricker wavelet’s amplitude
spectrum can be seen in Figure III.6.

1.2 Steps from performing numerical simulation to generate a seis-
mogram

Let us give an example of the design of a numerical simulation, and the post-processing
steps for the creation of a time-domain seismogram from the frequency simulations.
The steps are concatenated in a block-diagram in Figure III.3. To design correctly
the simulations in frequency domain in Hawen software with the aim of generating
a seismogram in time domain, it is crucial to know the time where the signal will
be entirely dissipated, and the physical (elastic and attenuation) parameters allowing
the signal to be completely attenuated at the end of the seismogram. If there is still
remaining signal after 0.5 ms and we choose a frequency step of 2 kHz, the signal will
be inadequately sampled in frequency and artifacts from simulations will appear in
time. When we know the duration of the signal, we can specify the frequency step of
the numerical simulation d f (equation (III.2)). The number of frequency simulations
will be known from the frequency range of the chosen Ricker wavelet (see for example
Figure III.2).

The next step after the numerical simulation is to weight our simulation results
by the amplitude spectrum of the Ricker of interest (Figure III.4), and to define the
sampling frequency fs of our seismogram that will determine the total length of the
data in frequency. Indeed, we need to slightly adapt the frequency-domain data. To
do so, we will need to know the frequency range given by the resolution in time ( fs)
- with respect to the Nyquist condition - by adding zeros , but also to add the second
half of the Fourier transform which is the reverse complex conjugate of the calculated
solution (Figure III.5). This is to enforce causality as if we do not add the symmetric
conjugate half in the frequency spectrum, the inverse Fourier transformation gives a
complex result in time domain where we expect a real-valued result.

35



III. 1. NUMERICAL SIMULATIONS IN A HOMOGENEOUS CUBE - AN OVERVIEW

(1) Numerical simulation
Definition of:
- Elastic modulus λ
- Shear modulus µ
- Attenuation model
- Elastic viscosity ηλ

- Shear viscosity ηµ

- Min. Ricker frequency fmin
( fmin = d f )
- Max. Ricker frequency fmax
- Step in frequency d f

(2) Preparation of IFT
- Weight by the Ricker in
frequency domain (Figure III.4)
- Define sampling frequency of
seismogram fs
- Add complex conjugate of
simulations at the end of the
frequency data (from fs to
fs − fmax (Figure III.5)

- Add zeros in between
(Figure III.5)

(3) IFT

Figure III.3: Block-diagram describing the steps needed to generate a seismogram from the frequency
domain numerical simulations.

In the following examples, the viscous parameters has been chosen (ηµ = 1000 Pa·s
and ηλ = 500 Pa·s with a Kelvin-Voigt viscoelastic model) to get a total extinction of the
wave at 0.5 ms. For this signal of a total length of 0.5 ms with a 250 kHz Ricker wavelet,
we perform simulations from 1/0.5ms or fmin = 2 kHz to fmax = 750 kHz with a step of
fs = 2 kHz.
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Figure III.4: Example of numerical simulation in frequency domain at 5 mm offset from the source.
[ ] Real part. [ ] Imaginary part. [ ] Amplitude spectrum. a) Before weighting by a 250 kHz
Ricker. b) After weighting by a 250 kHz Ricker.

The Figure III.4 is an example for illustration of a numerical simulation’s solution
at 5 millimeters offset from the source for a 2 kHz-step frequency until 750 kHz before
and after weighting by a 250 kHz Ricker. To perform the weighting, we multiply each
terms of the amplitude spectrum of the Fourier transform of the chosen Ricker function
with each terms of the numerical simulations (Figure III.4a times Figure III.2b) and we
normalize the amplitudes.

On the Figure III.6 showing the seismograms corresponding to the Figure III.5
numerical simulations, we choose a frequency sampling f s = 20 MHz (following the
equation (III.1)) to display the wavelets. It can be seen from the first arrivals that before
weighting by a 250 kHz Ricker the wavelets seem to be unstable (see the tremor after
the first wave arrival). This is due to the brutal zero-padding (adding zeros) in the
frequency solution (Figure III.5a) from 750 kHz and 19.25 MHz, which is equivalent to
doing an IFT of a square signal [Donnelle and Rust, 2005]. After Ricker weighting, the
zero-padding is smoother so the solution in time is better constrained.
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Figure III.5: Example of numerical simulation in frequency domain at 5 mm offset from the source af-
ter implementing zero-padding and adding the second half of the calculated frequency solution from
Figure III.4. [ ] Real part. [ ] Imaginary part. [ ] Amplitude spectrum. a) Before weighting
by a 250 kHz Ricker. b) After weighting by a 250 kHz Ricker. The amplitudes are normalized.
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Figure III.6: Example of seismogram in time domain at 5 mm offset from the source (zoom between
0 and 50 µs). a) before weighting by a 250 kHz Ricker. b) after weighting by a 250 kHz Ricker in
frequency domain. The amplitudes are normalized.

1.3 Computational cost

When we want to design a numerical simulation, we have to discretize the domain with
a mesh (in our 3D case the elements composing the mesh are tetrahedrons) and we need
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to discretize the wave equation. The software we employ, Hawen [Faucher, 2021], uses
the Hybridized Discontinuous Galerkin (HDG) method for space discretization. The
reader can refer for instance to Bonnasse-Gahot et al. [2018] and references therein for a
deeper insight of HDG methods.

It is important to have in mind the different wavelengths when we design the mesh:
the bigger the wavelength is, the bigger the cell can be. In addition to adapting the mesh,
we can choose which order of polynomials is used for the approximation. For instance,
for a given cell size, the longer the wavelength is, the lower the order of polynomial can
be. In short, we need to know the minimum number degrees of freedom per wavelength
to have a sufficiently accurate solution. For example, in our 7 cm x 7 cm x 7 cm cube,
for a wavelength of 1 cm (310 kHz for S-wave of velocity of 3100 m/s), we can use a
mesh of about 60000 tetrahedrons with order 3 polynomials (11 degrees of freedom per
wavelength) or a mesh of about 40000 tetrahedrons with polynomials of order 4 (12
degrees of freedom per wavelength) to get sufficiently accurate approximated solutions.
Selecting more cells or a higher order will impact computational cost and/or time.

When we perform elastic numerical simulations in 3D (especially for high frequency
with small wavelength), we need to work with High-Performance Computers (HPC)
because of the computational cost. In this thesis, we use the clusters Plafrim (Univer-
sity of Bordeaux - Inria) and Pangea 2 (TotalEnergies) to perform the simulations. In
Figure III.7 we give the needed memory for the factorization of the discretized linear
system with respect to the number of cells in the domain and the order of each cells, as
well as the number of cells we used for our frequencies. Note that in our simulations,
we use a mesh of 20000 elements with order 4 polynomials until 200 kHz (50 seconds of
calculation for one frequency on Pangea 2 with 15 nodes), and a mesh of 300000 elements
with order 4 polynomials for frequencies between 600 kHz and 800 kHz (30 minutes
of calculation for one frequency on Pangea 2 with 120 nodes). Note that here we use
the direct solver MUMPS to solve the linear system (e.g., Amestoy et al. [2019]) which
leads to relatively high memory consumption but allows us to solve for many sources
at low-cost, which is important for inversion. As an alternative to reduce memory, one
could use an iterative solver instead.

Typically, when we wish to design a time-domain seismogram of a duration of 50
ms with a Ricker-wavelet source of 100 kHz of peak frequency, we need to perform
frequency-domain simulation each 20 Hz until 300 kHz. That means a calculation
of 15000 frequencies. On Plafrim, it would take 17-18 days to run this simulation
sequentially from 20 Hz to 300 kHz with a maximum of 4 nodes of 182 GiB memory per
node (25-40 days on Pangea 2 with a maximum of 6 nodes of 122 GiB memory per node).
In order to save time, we parallelize the simulation and send batches of calculations of
low frequencies in parallel to batches of calculations of high frequencies.
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Figure III.7: [left] Computational cost with respect to the number of elements in the mesh for HDG
simulation, with cells of order 3 or 4. [right] Used number of elements of order 3 or 4 for a simulation
in a 7 cm x 7 cm x 7 cm cube with respect to simulated frequency. The wavelength of the S-waves is 1
cm at 310 kHz.
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2 Wavefield analysis inside the sample

In this section, we investigate the wavefield in time and in frequency domains by vary-
ing the attenuation values and boundary conditions. By doing so, we aim to understand
the wavefield’s behavior and to validate our work with simple configurations before
entering into more complex conditions such as experimental condition.

2.1 Elastic wave propagation in time-domain - on the effect of ab-
sorbing boundary conditions and P- and S- waves separation

The following study in time domain aims to illustrate the waves behavior when we
separate the wavefield in P- and S- waves using curl and divergent operators (Subsec-
tion 2.3). The source is located in the center of the cube, with a vertical z component
only (source function f = (0, 0, δ) with δ a Dirac in space during the simulation, scaled
by a Ricker amplitude spectrum after post-processing). The simulation is performed
with absorbing boundary conditions (Robin type) and without viscoelastic attenuation
in order to examine the accuracy of the boundary conditions and their effects on the
wavefield.

2.1.1 Time domain results

P-wave

S-wave
S-wave

S-wave

Reflected waves

Figure III.8: Cross-section of the 250 kHz Ricker-wavelet propagation (z component) in the center of
the cube in time domain (full wavefield with P- and S- waves). The red asterisk represents the source
position, the cyan dashed line [ ] represents the horizontal line virtual receivers’ position, the
magenta dashed line [ ] represents the vertical line virtual receivers’ position for the seismogram
Figure III.10. a) After 4 µs of propagation. b) After 9 µs of propagation. c) After 14 µs of propagation.

This Figure III.8 illustrates the wave propagation of the wavefield in the uz com-
ponent in time domain at different times. At a time t = 4 µs, we can differentiate the
P-wave propagating in the vertical direction and the S-wave propagating mainly in
the horizontal direction. This seems consistent because the source component is in
the vertical direction, so the compressive P-wave follows the vertical direction, and
the shear S-wave follows the horizontal direction (see Figure II.2). Only the S-wave is
visible at a time t = 9 µs. At a time t = 14 µs, we notice the presence of the S-waves in
the corners of the cross-section. We notice as well a few reflections of low amplitude,
more detailed in Figure III.10. Figure III.8 allows to comment about the absorbing
boundary conditions. The P-wave seems totally absorbed by the boundary conditions
as the S-wave still has some low-amplitude reflections (see Figure III.8c).
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The fact that we still observe reflections at the boundaries with absorbing boundary
conditions is explained by Clayton and Engquist [1977]. Indeed, the different P- and S-
waves are going to be reduced but not completely canceled depending on their incident
angle. Also, they show that the S-wave is more likely to reflect than the P-wave, and
with a strong reflection coefficient. After Clayton and Engquist [1977], this phenomenon
is increased when the ratio VP/VS >

√
3, that is our case. Concerning the P-wave, it

is shown by Clayton and Engquist [1977] that it is completely absorbed for incident
P-waves of less than 45° of incident angles on the boundary, that is also our case in our
chosen configurations with the source located at the center of the cube.

2.1.2 P- and S- waves separation

We separate the wavefield in time using the curl and divergent operations according to
the Helmholtz decomposition in Subsection 2.3. We can see from the Figure III.9 that
there is only the S-wave in the curl part of the wavefield. However, we notice the pres-
ence of S-wave in the divergence, that is not expected in the Helmholtz decomposition,
if we have unbounded propagation (i.e., propagation without reflections). It is of very
weak amplitude, but still present and can cause interpretation biases when we work in
frequency domain. This unexpected S-wave can be due to either the disturbed source
that can induce small "reflections" in the mesh cells (that may be reduced by refining
the mesh), or also to the boundary conditions. Indeed, we see in Figure III.10 that there
is S-wave reflection despite absorbing boundary conditions. This disturbance might
be expanded into the frequency-domain (that we simulate) and eventually come to the
first S-wave arrival when performing an inverse Fourier transform.

Figure III.9b and d show the S-wave propagation at 4 µs and 9 µs. When this S-wave
reaches the boundary of the cube at 14 µs (Figure III.9f), this S-wave is reflected in
another S-wave (SS-wave). The divergence of the wavefield displays the presence of the
S-wave in the Figure III.9c at 9 µs. Also, we can see that there is no reflections from P- to
P-wave. However, at 14 µs we can point out the presence of a converted P-wave from
the S-wave (SP-wave) that propagates in the direction normal to the former S-wave,
due to the direction of the particle motion (z-direction according to the source).

We also notice in Figure III.9 a numerical artifact at the source location. This is due
to the Dirac point-source that can only be reduced by refining the mesh at this location.

2.1.3 Seismogram representations

The seismogram in Figure III.10 highlights on some wave arrivals shows different
details about the boundary conditions and wave separations. Only the top-half of the
wave arrivals have been highlighted on this figure in order to let the reader have a sense
of the amplitude of different waves in this simulation. Figure III.10a and b show the
full wavefield propagation as a function of time and offset. They correspond to the
cross-section of Figure III.8 along the vertical magenta receivers’ line and the horizontal
cyan receivers’ line respectively. The seismogram on the vertical line (Figure III.10a)
displays the presence of the first P-wave and S-wave as well as the reflected SS-waves,
and the converted SP-wave, despite the boundary conditions [Clayton and Engquist,
1977]. There is no visible evidence of any P-wave reflection or PS-wave conversion
on this seismogram. This observation is confirmed by the divergence of the wavefield
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S-wave

SP-wave

SS-wave

Figure III.9: Cross-section of the 250 kHz Ricker-wave propagation in the center of the cube in time
domain after divergence and curl separation. a) Divergence after 4 µs of propagation (P-wave). b)
Curl (y component) after 4 µs of propagation (S-wave). c) Divergence after 9 µs of propagation. d)
Curl (y component) after 9 µs of propagation. e) Divergence after 14 µs of propagation. f) Curl (y
component) after 14 µs of propagation.

(Figure III.10c). The first P-wave arrival to the boundaries is absorbed by the boundary
conditions.

The seismogram of Figure III.10b and d displays the S-wave propagation and reflec-
tions of small amplitude on the boundaries despite the absorbing boundary conditions.
We notice that there is no P-wave on the horizontal receivers’ line on the full wavefield
(Figure III.10b).
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Figure III.10: Seismograms along the virtual receivers’ lines of Figure III.8 with highlights of various
first-wave arrivals. [ P-wave. [ ] S-wave. [ ] SS-wave. [ ] SP-wave. a) Full wavefield
along the vertical virtual receivers’ line. b) Full wavefield along the horizontal virtual receivers’ line.
c) Divergence of the wavefield along the vertical virtual receivers’ line (Figure III.9 left). d) Curl (y
component) of the wavefield along the horizontal virtual receivers’ line (Figure III.9 right).

The seismogram of Figure III.10c shows that even though the divergence operator is
applied to the wavefield, there is the presence of S-wave discussed before as an artifact
due to the absorbing boundary conditions, and supported by the fact that there is no
P-wave reflection and no P-wave in the curl. Another highlighted wave is the converted
SP-wave, well visible on this seismogram. It is not a surprise to detect this wave in the
divergence because it is a former S-wave that have been converted into a P-wave.

All of this demonstrates that there is still remaining reflections and conversions
on the boundaries of the cube in the simulations after applying the numerical absorb-
ing boundary conditions [Clayton and Engquist, 1977]. A way to try to enhance the
absorbing boundary conditions would have been the use of perfectly matched layers
(PML) that consists on adding an absorbing layer of a certain thickness all around the
boundaries. In that case the wave is allowed to propagate and is attenuated inside the
new layer before it reaches a boundary. These PML were not used in this thesis but
information can be found in Berenger [1994]; Turkel and Yefet [1998]; Wang et al. [2011].

We will have to keep in mind the presence of remaining reflections and conversions
and also the presence of S-wave in the divergence of the wavefield when we are going
to process quantitatively the computational data-sets in frequency domain. These tests
are important to validate the simulation software and the boundary conditions. This is
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why we use the results from the software and not the analytical solutions. However,
the final goal is to work with experimental conditions, that are free-surface boundary
conditions and study the whole wavefield.

2.2 Wavefield analysis in frequency-domain - without attenuation

2.2.1 Wavefield data-set

Figure III.11: Cross-section in the center of the cube (y = 35 mm) of the real part of the 400 kHz
solution for the homogeneous 7x7x7 cm cube with the source in the middle of the cube without
attenuation, absorbing boundary condition on the 6 faces. The red asterisk represents the source
position, the cyan line [ ] represents the horizontal line virtual receivers’ position, the magenta
line [ ] represents the vertical line virtual receivers’ position, with one receiver every 0.5 mm. a) x
component. b) y component. c) z component.

The following simulation reflects a purely elastic wave propagation, without in-
trinsic attenuation. The elastic parameters are the same as before, i.e. λ = 55.95 GPa
and µ = 25.95 GPa. The only amplitude decrease as a function of the offset is due to
the beam spreading. Figure III.11 represents the real part of the 400 kHz solution for
the 3D simulation with absorbing boundary condition on the six faces. As before, the
source is located in the center of the cube, and has a vertical component. The presence
of remaining reflections can be seen on the edges of the cube, which comes from the
imperfect absorbing conditions discussed above [Clayton and Engquist, 1977].

Figure III.11c focuses on vertical component z of the particles, that is, displacement
field uz. We notice that the wave expanding on the vertical direction has a greater
wavelength than the one expanding on the horizontal line. As seen previously, it can be
interpreted with the help of the source’s vertical direction that generates compressive
P-waves in vertical direction and shear S-waves in horizontal direction.
Concerning the Figure III.11a, the horizontal x-direction particle’s movement expresses
itself mostly on the diagonals. It is because there is a mix of P and S waves in the
diagonals for the horizontal movement’s direction.
There is no wave’s amplitude on the y-direction particle’s movement (Figure III.11b)
for geometrical reasons, because the view is a cross-section of the center of the cube.
Indeed, the particles follow the +y and −y direction simultaneously, resulting in total
destructive interference at this plane.

As we work in frequency domain, the results in Figure III.11 and Figure III.12
are a mix of direct, converted and reflected waves. The body waves have a spherical
propagation in the medium, and have an amplitude decrease as a function of distance to
the source (i.e. the offset) as the beam expands. Attenuation analysis can thus be made
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Figure III.12: 400 kHz frequency solution from the z-component receivers of the cross section (Fig-
ure III.11c) as a function of offset. [ ] Real part. [ ] Imaginary part. [ ] Amplitude spectrum.
a) Magenta vertical receiver’s line without beam spreading correction. b) Magenta receiver’s verti-
cal line with beam spreading correction. c) Cyan receiver’s horizontal line without beam spreading
correction. d) Cyan receiver’s horizontal line with beam spreading correction.

after performing a beam spreading correction, multiplying the solution by the the offset
with equation (II.42). In case of non-attenuating medium, we expect to have a constant
amplitude as a function of the offset after the geometrical beam spreading correction.

The Figure III.12c shows the wave propagating in the x direction before geometrical
correction. The amplitude is stronger near the source and decrease as the beam expands.
We notice in Figure III.12d that after one wavelength farther from the source, the
amplitude is almost constant after geometrical spreading correction. It is what we expect
since we work in purely elastic context with no viscosity, that means no attenuation.

The correction is less obvious from the Figure III.12a to the Figure III.12b showing
the wave propagating in the z direction. It is because there is more reflections and
conversions in this location. Also, we point-out on the Figure III.12b that the oscillations
seem to have two distinct wavelengths. This is explained by the presence of both P- and
S- waves of respectively velocities of VP = 6320 m/s and VS = 3100 m/s on this location
(see Figure III.10a).

2.2.2 P- and S- wave decomposition

We refer to Chapter II Subsection 2.3 to remind that P-waves correspond to the diver-
gence or compressional-part of the solution and S-waves to the curl or shear-part of the
solution. We separate the P- and the S- waves in order to analyze them independently.
Only the curl’s y component is displayed because the x and z components are equal to
zero in the cross-section of the center of the cube.

The compressional wave propagates in the vertical direction and the shear wave
propagates in the horizontal direction according to the Figure III.13. It is still explained
because the source’s component is vertical. In the next parts, we look for the recovery
of elastic parameters along a virtual receivers’ line. We are going to study the wavefield
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Figure III.13: a) Divergence and b) curl (y component) of the 3D simulation in Figure III.11.

on the vertical (magenta) line to recover the P-wave Lamé parameters, and on the
horizontal (cyan) line to recover the S-wave Lamé parameters.

2.2.3 Recovery of µ from the S-wave
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Figure III.14: Data processing for the µ recovery using a) the curl’s y component ([ ] real part - [ ]
imaginary part - [ ] amplitude spectrum) and calculating b) its natural logarithm’s imaginary part.
The krealS is found with c) the unwrapped slope as a function of the offset. µr = 26.23 GPa for a 400
kHz frequency.

The objective of this part is to understand how we can recover the elastic parameters
from the wavefield in frequency domain. Indeed, they are usually calculated with
the time of direct wave arrivals [Aki and Richards, 2002] with equations (II.22) and
(II.23). In our case, we want to work with frequency-domain solutions, which are
more appropriate as we consider viscoelasticity, hence frequency-dependent physical

46



III. 2. WAVEFIELD ANALYSIS INSIDE THE SAMPLE

parameters. To do so, we work with the complex wavenumber and the formulations
of complex modulus. Since there is - so far - no viscosity in the media, we recover the
Lamé parameters according to the equation (II.68), first for µ working with the S-wave:

µ = ρ
ω2

k2
realS

. (III.4)

We find the S-wave wavenumber krealS from the curl of the displacement field
according to equation (II.61), using the horizontal receivers’ line on the center of the
cube (Figure III.13b, cyan line). We remind that only the y component is not null at this
location. A step-by-step illustration is given in Figure III.14, where the beam spreading
has previously been corrected multiplying the amplitude by the offset. The recovered
parameter is denoted µr while the real/actual one is denoted µ.

The imaginary part of the natural logarithm of the curl is bounded between −π
and π (Figure III.14b). In order to find the most accurate kreal in accordance with the
equation (II.61), we have to "unwrap" this data, i.e. put together every piece of the linear
function to remove the jumps at −π and π. By doing so, we can calculate the shear
modulus µ over a large offset (Figure III.14c) using the equation (III.4). Also, we will
compare the recovered moduli with the actual moduli λ = 55.95 GPa and µ = 25.95 GPa
to quantify the accuracy of the method. For instance, the relative error on the shear
modulus µr is given by:

E% =
|µr − µ|

µ
× 100, (III.5)

with E% the percentage of error between the actual µ and the recovered µr with the
data. In the presented example, µr = 26.23 GPa with a 400 kHz frequency. That is 1.1%
of error between the actual and recovered µ, which displays a good accuracy of the
method for this frequency. We tested the method for several frequencies (Table III.1).

2.2.4 Recovery of λ from the P-wave

The λ elastic parameter will be recovered from the divergent displacement field on
the vertical receiver’s line on the center of the cube (Figure III.13a, magenta line). The
method is similar to µ retrieval as we want to invert the slope of the linear function in
Figure III.15c to know what the krealP is, and then deduce λ with the equation (III.6),
that is,

λ = ρ
ω2

k2
realP

− 2µ. (III.6)

In the 400 kHz simulation using the divergent displacement field, we calculate the
recovered λr = 62.37 GPa that we compare with the actual elastic parameter λ = 55.95
GPa and find an error of 11.5%.
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Figure III.15: Data processing for the λ retrieval using a) the divergence ([ ] real part - [ ] imag-
inary part - [ ] amplitude spectrum) and calculating b) its natural logarithm’s imaginary part. The
krealP is found with c) the slope as a function of the offset. λr = 62.37 GPa for a 400 kHz frequency.

Frequency [kHz] λr [GPa] E%λ µr [GPa] E%µ

400 62.37 11.5% 26.23 1.1%
600 58.17 4.0% 26.08 0.5%
800 55.23 1.3% 26.00 0.2%

Table III.1: Different frequencies simulations and elastic parameters retrieval. Each error is calcu-
lated using the actual λ = 55.95 GPa and the actual µ = 25.95 GPa.

2.2.5 Concluding remarks

The method to recover the elastic parameters λ and µ within the cube in the case of
a simulation without attenuation and with absorbing boundary conditions has been
tested for three frequencies - 400, 600 and 800 kHz - and are displayed in the Table III.1.
We note that the error is roughly the same between the µ recovered from the S-waves
at 400 kHz and the λ recovered from the P-waves at 800 kHz, that have respectively
a wavelength of 7.75 mm for the S-wave and 7.9 mm for the P-wave. The method
might be more accurate for the higher frequencies because the absorbing boundary
conditions are more efficient [Kosloff and Kosloff, 1986] and the unwanted reflections
could actually come from the SP-wave conversion in the lateral boundaries propagating
where our receivers are located. Indeed, wave propagating with a certain angle displays
a large apparent wavelength, or a smaller apparent wavenumber leading to a larger
elastic parameter λ calculated with equation (III.6).
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2.3 Wavefield analysis in frequency-domain - with Kelvin-Voigt at-
tenuation law

In the following simulation, we aim to recover the viscoelastic parameters (Lamé and
attenuation) by adding viscosity into the model. The simulation calculated a viscoelastic
wave propagation with respect to the Kelvin-Voigt viscoelastic rheological model. The
input viscoelastic parameters are λ = 55.95 GPa, µ = 25.95 GPa, ηλ = 2500 Pa s and
ηµ = 5000 Pa s, and we use absorbing boundary conditions.

2.3.1 Wavefield data-set

In this simulation, the amplitude decreases because of the beam spreading and the
intrinsic attenuation due to the viscosity. The results of the 400 kHz frequency simulation
can be seen in Figure III.16 for the 3 components.

Figure III.16: Cross-section in the center of the cube (y = 35 mm) of the real part of the 400 kHz solu-
tion for the homogeneous 7x7x7 cm cube with the source in the middle of the cube with attenuation,
absorbing boundary condition on the 6 faces. The red asterisk represents the source position, the
cyan line [ ] represents the horizontal line receivers’ position, the magenta line [ ] represents
the vertical line receivers’ position. a) x component. b) y component. c) z component.

Figure III.16c showing the z-component of displacement field. Similar to the previ-
ous subsection, the source being vertical, the vertical propagation following the magenta
line represents mainly the P-wave with a slight presence of S-wave (see seismogram Fig-
ure III.10a), and the horizontal propagation following the cyan line represents mainly
the S-wave. Concerning the x-component of displacement field, the Figure III.16a
displays a mix of P and S waves on the diagonals. The null y-component of the Fig-
ure III.16b is due to the geometry of the experiment because the displacement field
propagates on the −y and +y directions simultaneously because we are on a plane of
symmetry as seen on Figure III.11.

A beam spreading correction has been made on Figure III.17 to be able to visualize
the viscoelastic attenuation effect by multiplying the amplitude by the offset as in
equation (II.42). There is a strong amplitude decrease as a function of the distance to
the source seen on Figure III.17b and Figure III.17d because we chose carefully the
viscous parameters so that the wave propagates as much as possible before it reaches a
boundary. By doing so, we expect that an eventual reflection has a few impact on the
processed data.
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Figure III.17: 400 kHz frequency solution from the z-component receivers of the cross section (Fig-
ure III.16c) as a function of offset. [ ] real part. [ ] imaginary part. [ ] Amplitude spectrum.
a) Magenta vertical receiver’s line without beam spreading correction. b) Magenta receiver’s verti-
cal line with beam spreading correction. c) Cyan receiver’s horizontal line without beam spreading
correction. d) Cyan receiver’s horizontal line with beam spreading correction.

2.3.2 P- and S- wave decomposition

In order to increase the accuracy of the viscoelastic parameter’s retrieval, we firstly
separate the 3-D simulation into its curl (for the S-wave) and divergence (for the P-wave)
as in the Figure III.18. By doing so, we recover the shear viscoelastic parameters µ and
ηµ from the S-waves and λ and ηλ from the P-waves.

Figure III.18: a) Divergence and b) curl (y component) of the 3D simulation in Figure III.16.

The complex velocities are dependent of the complex modulus M that include
elastic λ and µ and viscous ηλ and ηµ parameters. We refer to Chapter II Section 4 for
further details.

2.3.3 Recovery of Lamé parameters λ, µ and attenuation factors ηλ, ηµ

We start with reminding the displacement field equation as

û(x, ω) = u0 · exp(−αx) · exp(−ikrealx), (III.7)
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and we are going to recover the attenuation α and the wavenumber kreal isolating the
real part from the imaginary part of û for P- and S- waves.

We rearrange to isolate α and kreal such that

Im[ln(û)] = −krealx, (III.8)

and
Re[ln(û)] = −αx + ln(u0). (III.9)

That means that the real and imaginary parts of the complex wavenumber kreal
and kimag = −α will be found from the real and imaginary parts of the displacement
field respectively. We calculate the complex modulus and the viscoelastic parameters in
accordance with the equations (II.67) for the Kelvin-Voigt rheological model (equations
(II.52)). For the S-wave, we have then:

µ = ρω2
k2

realS
− k2

imagS

(k2
realS

+ k2
imagS

)2
,

ηµ = −2ρω
krealS kimagS

(k2
realS

+ k2
imagS

)2
,

(III.10a)

(III.10b)

with krealS and kimagS found from the data’s curl.

Concerning the viscoelastic parameters for the P-wave, we will use µ and ηµ from
(III.10) to write

λ = ρω2
k2

realP
− k2

imagP

(k2
realP

+ k2
imagP

)2
− 2µ,

ηλ = −2ρω
krealP kimagP

(k2
realP

+ k2
imagP

)2
− 2ηµ,

(III.11a)

(III.11b)

with krealP and kimagP found from the data’s divergence.

2.3.4 Recovery of viscoelastic parameters from P- and S- wave - Results

As we have seen in equations (III.8) and (III.9), the complex wavenumber is found
from the slope of the different data sets. An illustration of this method is displayed
on Figure III.19. The data for the P-wave viscoelastic parameters recovery comes from
the magenta vertical receivers’ line of the divergent wavefield (Figure III.18a). For the
recovery of the S-wave viscoelastic parameters recovery, we use the cyan horizontal
receivers’ line of the curl part of the wavefield (Figure III.18b).

We first analyze the S-wave (Figure III.19c,d) and invert the complex wavenum-
ber kSr = 1102-416i to recover the shear viscoelastic parameters µr = 26.09 GPa and
ηµr = 5096 Pa·s following the equations (III.10). The actual complex wavenumber is
here kS = 1274-516i. Then, we inject those parameters within the equations (III.11) to
calculate λr = 59.13 GPa and ηλr = 3681 Pa·s.
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Figure III.19: Recovery of viscoelastic parameters with the inversion of the slope of the different
data sets as a function of distance to the source for a 400 kHz numerical simulation. Inv. stands for
Inversion. a) Real part of the natural logarithm of the P-wavefield: Re[ln(Divergence)]. b) Imaginary
part of the natural logarithm of the P-wavefield: Im[ln(Divergence)]. c) Real part of the natural loga-
rithm of the S-wavefield: Re[ln(Curl)]. d) Imaginary part of the natural logarithm of the S-wavefield:
Im[ln(Curl)]. Here, λr = 59.13 GPa, µr = 26.09 GPa, ηλr = 3681 Pa·s and ηµr = 5096 Pa·s.

It is again useful to compare quantitatively the recovered parameters λr, µr, ηλr and
ηµr to their actual values λ, µ, ηλ and ηµ respectively with an error calculation as in
the equation (III.5). The results of the presented simulation and others as well as the
percentage of error for each viscoelastic parameter recovery are compiled on Table III.2.

2.3.5 Concluding remarks

A numerical investigation for various frequencies and viscous parameters were per-
formed in order to confront and compare the used method. The results can be seen on
Table III.2 where we can see three trends. The parameters µ and ηµ are better recovered
than λ and ηλ, the viscous parameters have a significantly higher error than their elastic
parameters, and the reconstructed ηλ have a relatively high error but are still acceptable.

We can discuss these trends by analyzing our reconstruction steps. µ and ηµ are the
first parameters calculated and are injected in the equations (III.11) to recover λ and ηλ.
Thus, in addition to the internal error of the P-wave wavenumber inversion, we inject
and add an error from the S-wave wavenumber. Also, we saw in the Subsection 2.1
that there is a residual presence of S-wave in the divergent wavefield. This can induce
significant errors in the calculation of viscoelastic parameters in frequency domain since
all the wave are mixed.

Regardless this error analysis aiming to discuss the results in detail, we can still
say that the method gives a relatively good recovery of viscoelastic parameters in the
presented data sets. The next step in Section 3 is to analyze the wavefield in experimental
conditions, with the source and the receivers located at the boundaries of the sample.
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Fq [kHz] λr [GPa] E%λ µr [GPa] E%µ ηλr [Pa·s] E%ηλ
ηµr [Pa·s] E%ηµ

400* 59.13 5.7% 26.09 0.5% 3681 47.2% 5096 1.9%
600* 57.04 1.9% 26.04 0.3% 3117 24.6% 4937 1.3%
800* 56.75 1.4% 25.92 0.1% 3108 24.3% 5146 2.3%
400** 59.95 7.1% 26.14 0.7% 2043 63.4% 2553 2.1%
600** 57.47 2.7% 26.03 0.3% 1425 14.0% 2531 1.2%
800** 56.31 0.6% 26.13 0.6% 1410 12.8% 2489 0.4%
400*** 61.25 9.5% 26.16 0.8% 379 51.3% 508 1.6%
600*** 57.60 2.9% 26.04 0.3% 203 -18.8% 507 1.4%
800*** 56.44 0.9% 25.98 0.1% 316 26.4% 504 0.8%

Table III.2: Different frequency simulations and recovery of viscoelastic parameters. Each error is
calculated using the actual λ = 55.95 GPa, µ = 25.95 GPa. The viscous parameters vary such that (*) ηλ

= 2500 Pa·s and ηµ = 5000 Pa·s. (**) ηλ = 1250 Pa·s and ηµ = 2500 Pa·s. (***) ηλ = 250 Pa·s and ηµ = 500
Pa·s.

3 Wavefield analysis in experimental conditions

In the previous section, we recover the elastic and viscous parameters of a medium with
a wavefield in frequency domain inside the sample, where only body waves propagate.
When we work in experimental conditions, with the source and the receivers on the
boundaries and free-surface boundary conditions, we have to deal with body and
surface waves, as well as wave reflections, wave conversions, and noise.

One difficulty with working at the boundaries of the domain is that we need to
know the wavefield information below the receivers (information that we do not have)
in order to calculate the derivatives in the three directions, x, y and z and thus deduce
the divergence and the curl. Another difficulty is the presence of surface waves, for
example Rayleigh wave that propagates with an elliptic retrograde motion following
the ray direction [Aki and Richards, 2002], meaning that they have a shear motion as
well as a longitudinal motion and are present in both the divergence and the curl of the
wavefield. Also, the Rayleigh wave velocity is very close to the S-wave velocity [Aki
and Richards, 2002], meaning that the wavenumber is very close to the S-wave one,
adding one more difficulty onto wave separation. We need to find a solution for a wave
attenuation recovery without separating the waves into curl and divergence.

Solution to get the unknown derivative is proposed by Robertsson and Curtis [2002]
that took advantage of free-surface boundary conditions formulations to compute the
unknown z derivative from the known x and y derivatives. Also, Sun et al. [2011] use
reverse and upward time extrapolation techniques to be able to calculate the wavefield
in the z layers just below and above the receivers location. These techniques have not
been tested in the frame of this thesis because they do not take into account the surface
waves.

In this section, after the contextualization of the experimental laboratory conditions
with a view on the first wave arrivals, we develop a method that aims to recover the
attenuation of the S-waves in a low-attenuation sample.
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3.1 Viscoelastic wave propagation in time domain with Free-Surface
boundary conditions - first arrivals

In this section, we aim to be as close as possible of experimental conditions in time
domain. We remind that we perform an inverse Fourier transformation to switch from
the frequency simulations to time domain seismic wavefield (Subsection 1.2). The
source is located at the top-center of the cube with a vertical uz component only, and
the chosen boundary conditions are free-surface on every boundary of the cube.

The viscous parameters are ηµ = 1000 Pa·s and ηλ = 500 Pa·s for a Kelvin-Voigt
viscoelastic model so that the wave amplitude is totally vanished after 0.5 ms. It allows
a frequency step calculation of 2 kHz for the recovery of the time-domain signal (see
equation (III.2)). The chosen wavelet is a Ricker of 250 kHz central frequency. It means
the numerical simulations are calculated from 2 kHz to 750 kHz with a step of 2 kHz
before performing an inverse Fourier transform to display the results in time domain.

3.1.1 3-D results

P

S

Rayleigh

PP

P

S

Rayleigh

Reflected Rayleigh

Rayleigh

Figure III.20: 3-D view of a simulation calculated in time domain for the homogeneous 7x7x7 cm cube
with attenuation and free-surface boundary condition after performing an inverse Fourier Transform.
The source (red asterisk) is placed on the top-center of the cube. The blue dashed line, black dotted
line and red dashed line represent the receivers’ location for the Figure III.21 (blue dashed line [ ]
receivers 1 to 351, black dotted line [ ] receivers 351 to 1051, red dashed line [ ] receivers 1051 to
1751). a) Top view at 9 µs. b) Bottom view at 9 µs. c) Cross-section view at 9 µs. d) Top view at 14 µs.
e) Bottom view at 14 µs. f) Cross-section view at 14 µs. The displayed components are these normal
to each surface, except for the cross-section (z component).

The wavefield solutions for 9 µs and 14 µs are displayed in Figure III.20. In the top
part of the figure (9 µs), we can see the beginning of the wave propagation. The P-wave
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in the bottom-half has already been reflected (PP-wave) and the reflection can be seen
at the top-half of the cube. It is followed by the S-wave well visible in the cross-section
(Figure III.20c). The wave of high amplitude visible on the top-surface of the cube is a
mix of S- and surface waves, with too similar velocities to be separated so far.

The bottom part of the figure (14 µs), highlights the first reflections and conversions
of propagating waves. The surface wave has been transmitted and reflected back around
the top-edges of the cube. We can also see in the cross-section view that the reflected
and converted waves are mixed together and it is difficult to point and name rigorously
a propagating wave.

3.1.2 Seismogram representations

The seismogram of the numerical simulation with receivers around the cube presented
in Figure III.20 is displayed in Figure III.21. The virtual receivers are placed every
millimeters and the recorded component is normal to each face. The red, green and
yellow lines corresponding to P-, S- and surface waves are placed after a calculation of
the expected arrival time of each wave. The PP-wave is the P-wave generated at the
source, reflected on the bottom of the cube and recorded back to the top-face of the
cube.

We can point out from the Figure III.20 and Figure III.21 that because of the large
wavelength, it is impossible to distinguish clearly the boundaries of each wavelet
propagation (i.e. the exact P-wavelet). It is a limitation for attenuation recovery if we
want to use the classical methods. Indeed, spectral ratio methods or reflection methods
[Johnston et al., 1979; Toksöz et al., 1979; Winkler and Nur, 1982; Adam et al., 2009], to
be accurate, rely on an exact wavelet separation and assume the selected wavelet is not
mixed with other ones that will interfere and add biases in the data processing. One
solution can be to reduce the wavelength by working at higher frequency. Yet, it might
reduce the accuracy of lower frequencies and we need them for a frequency-dependent
recovery of attenuation. We have to use a totally different approach to recover the
frequency-dependent attenuation from mixed waves in the data, presented in the next
Subsection 3.2.

3.2 Wavefield analysis and attenuation recovery of a low attenuation
medium

In this section, we detail our method to recover the representative viscoelastic properties
based on wave measurements at experimental context. Here, we take advantage of
the reflections to reach a state of equilibrium of energy and recover the frequency-
dependent attenuation of wave. This is why we need to work on low attenuation
medium. Subsequently, we carry out numerical simulations to verify the performance of
our approach. The numerical calculations are performed in samples whose dimensions
are identical to the dimensions of some samples used in the laboratory experiments of
Chapter IV.

This Subsection 3.2 is a part of a submitted article on Geophysical Prospecting journal,
and has been slightly modified to fit the thesis manuscript.
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Figure III.21: Seismogram around the simulated cube of the Figure III.20 between 0 and 50 µs with
highlights of various first-wave arrivals.

3.2.1 Methodology

Because of weak attenuation, waves reverberate multiple times within the sample over
a short time period. The distinctive aspect of our method is that it makes use of all
types of seismic waves (P, S, and surface waves) in a single global signal envelope at
any seismic receiver location. In our method, we take advantage of the reflections from
the free-surface boundary conditions such that the wave energy is conserved within the
medium, and the beam spreading effect is no more visible in the data. In this case, the
interference between the different reflected / converted waves create an equilibrium of
energy that is called equipartition, a phenomenon also used for coda waves [Ryzhik
et al., 1996; Margerin et al., 2000]. After several reflections [Snieder, 2002], the wavefield
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is governed by the S-waves, that is, the observed signals is overwhelmed by the S-wave
and, consequently, the attenuation property we recover will be representative of that of
the S-waves attenuation.

We present our approach for recovering the representative attenuation coefficients
as a function of frequency in flowchart of Figure III.22 for a specific example. The
data shown in Figure III.22 corresponds to a 100 kHz Ricker seismic source emitted
at time t = 0 in a medium following the viscoelastic model of case d (Table III.3).
Figure III.22a and b show the seismic signal recorded by receiver R3 using the uz
component, respectively in time and frequency domains: in time, the seismogram
displays an exponential characteristic decay of amplitude (equation (II.64)):

u(x, t) = exp(−βt) · exp[i(ωt− krealx)]. (III.12)

The method proceeds as follows. (i) We need to select a small bandwidth of fre-
quency that we move from low to high frequencies. The use of a square filter on the
frequency data would lead to artifacts in time-domain, this is why a Gaussian filter is
used on the frequency domain data (Figure III.22b) to select a relatively small band-
width. In our case, we select a Gaussian filter of ± 10 kHz span around the central
chosen frequency ωc (Figure III.22c). (ii) After filtering, we apply an inverse Fourier
transform in order to build the amplitude decrease as a function of time for the small
frequency bandwidth selected (Figure III.22d). (iii) The next step consists in using the
Hilbert envelope of the signal [Taner et al., 1979]: the attenuation coefficient value β in
[Np s−1] is given by the decrease of the envelope as a function of time, and is computed
through the natural logarithm of the signal (Equation (II.64), Figure III.22e). (iv) Finally,
the Q-factor is deduced from β using equation (II.72). Then, we can move on to the
next frequency of interest and repeat these steps in order to cover the entire frequency
content of the recorded data.

Selecting an appropriate Gaussian filter width in frequency is a crucial aspect
of determining the Q-factor and should be customized based on the dataset being
analyzed: insufficient frequencies within the chosen data window can cause instability
in the inverse Fourier transform and prevent the method from accurately determining
the attenuation value (Figure III.23a). On the other hand, if the Gaussian filter width is
excessively large, the decrease in amplitude observed in Figure III.23c will not follow
a linear trend due to the mixing of too many frequencies. Indeed, in this case of a
large selection bandwidth, we are less sensitive to attenuation variations with respect
to frequency. Considering that attenuation is frequency-dependent, the waves of high-
attenuation frequencies decrease faster in the beginning of the seismogram, while the
waves of low-attenuation frequencies remain energetic until the end of the recorded
data. Currently, the optimal filter width is determined empirically in order to obtain a
precise recovery of the attenuation model (Figure III.23b). Further analysis would be
required to analyze quantitatively how the size of the window depends on, e.g., the
wavelength and signal-to-noise ratio.

3.2.2 Numerical set-up configurations

We perform isotropic viscoelastic 3-D numerical simulations of wave propagation for
the Maxwell and Kelvin–Voigt models of attenuation, and we consider free surface
boundary conditions. The simulations performed in the frequency domain are carried
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Figure III.22: Flowchart of the signal processing for the recovery of the frequency-dependent atten-
uation. The numerical illustrations correspond to the configuration described in Table III.3 case
d, using a central frequency of 70 kHz. a) Normalized time domain seismogram. b) Normalized
frequency-domain Fourier transform: [ ] real part, [ ] imaginary part, [ ] amplitude spec-
trum, [ ] amplitude spectrum of the Ricker seismic source. c) Gaussian filtering. d) Normalized
inverse Fourier transform of c). e) Hilbert envelope of d) and β(ωc) recovery.

out in two types of geometries: a cube of size 7 cm × 7 cm × 7 cm and a cylinder of
height 9 cm and diameter 5 cm (see Figure III.24a and b respectively). The seismic
point-source is positioned in both configurations on the upper surface of the sample
and the source motion uz is directed towards the vertical direction (u standing for the
displacement of a particle and �z indicating the z−direction).

We carry out simulations for frequencies between 20 Hz to 300 kHz with a step of
20 Hz. By doing so, we apply an inverse Fourier transform to obtain the time-domain
seismogram for a duration of 50 ms, where we consider a Ricker wavelet source of 100
kHz peak-frequency. The synthetic signals are extracted for three positions of receiver
(see Figure III.24), located either inside the volume (R1) or at the boundary of the sample
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Figure III.23: Comparison of Hilbert envelopes after 3 gaussian filtering of distinct window widths.
The viscoelastic simulations parameters correspond to the Table III.3 case d, using the central fre-
quency of 70 kHz. (a) ±0.5 kHz, (b) ±10 kHz, (c) ±50 kHz.
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Figure III.24: Numerical set-up used for the numerical simulations. (a) 7x7x7 cm3 cube with the origin
O located at the lower-left corner of the cube. The source is located at [3.5 6 7] cm on the top surface
of the cube. The receiver R1 is located in the bulk of the cube at the position [2 2.5 4] cm, whereas R2
at [7 3.5 3.5] cm and R3 at [3.5 3.5 0] cm are on the surface. (b) 9 cm height and 5 cm diameter cylinder
with origin O located at the center of the cylinder. The seismic source is located at [1 0.0 4.5] cm on
the surface, the receiver R1 is at [1 1 1] cm inside the cylinder, R2 at [0 2.5 1] cm and R3 at [0 1 -4.5] cm
on the surface.

(R2 on a lateral face and R3 on the opposite face with respect to the source).

Five different simulations (cases a to e) are analyzed using fixed elastic parameters
λe = 55.95 GPa, µe = 25.95 GPa, ρ = 2700 kg m−3 and varying viscous parameters (ηλ,
ην) as detailed in Table III.3: the choice of viscous parameters may differ significantly
between cases, while maintaining a comparable Q-factor, due to the specific constitutive
models used for each case (equations (II.52), (II.54), and (II.56)).

As an illustration of the variability of the attenuation induced by the Maxwell -
Kelvin-Voigt - Zener viscoelastic models, Figure III.25 shows the behavior of αs and of
the S-quality factor Qs as a function of frequencies discussed in Chapter II.
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Figure III.25: S-waves attenuation coefficient (left) and quality-factor (right) behavior as a function of
frequency for [ ] Maxwell viscoelastic model with ηµ = 20.65 MPa s, [ ] Kelvin-Voigt viscoelas-
tic model with ηµ = 20.65 Pa s and [ ] Zener viscoelastic model with τε = 796.57 ns and τσ = 794.98
ns. The parameters are chosen such that all attenuation models coincide at frequency 200 kHz.

Table III.3: Viscoelastic models and viscous parameters used for the numerical simulations. The
elastic parameters λe = 55.95 GPa and µe = 25.95 GPa are kept constant. K-V stands for Kelvin-Voigt.

Case Geometry Model ηλ ηµ Qp(100kHz) Qs(100kHz)
a Cube Maxwell 100 MPa s 2.5 MPa s 612 60
b Cube Maxwell 10 MPa s 20 MPa s 291 484
c Cube K-V 100 Pa s 10 Pa s 1430 4130
d Cube K-V 20 Pa s 40 Pa s 1717 1033
e Cylinder Maxwell 50 MPa s 5 MPa s 350 121

3.2.3 Analysis of the numerical experiments

We present in the following the result of the various numerical simulations described
in Table III.3 to validate our methodology and test its robustness. Figure III.26 is an
illustration of such a computation in a cubic domain: the propagating seismic wavefield
at frequency 400 kHz is represented in a cross-section and on surface boundaries.
We follow the wave propagating from the source through the sample with the three
components ux, uy, and uz. In this specific numerical simulation, receiver R3 is located
exactly in a plane of symmetry of the domain aligned with the seismic source. This
configuration results in destructive interference for the ux wavefield component at
this receiver since waves arrive from opposite directions simultaneously and cancel
each other out, which means that there is no seismic energy in the ux component for
receiver R3 in Figure III.26. This configuration is highly improbable in practice, but with
numerical simulations, singular point measurements such as this one can occur. Thus,
we discard the ux component of receiver R3 from our analysis and consider the other
components for R1, R2, and R3 (Figure III.24) in our signal processing.

In the first simulation presented in Figure III.27 case a, waves are propagating in a
medium where the attenuation of the S-waves βS is 10 times higher than the attenuation
of the P-waves βP. Although we expect the P-waves to be of stronger amplitude than
the S-waves, we recover numerically with our method - by far - a global attenuation
of the medium very close to the attenuation of the S-waves (see Figure III.27 case a).
For the sake of clarity in Figure III.27, we have distinguished only the signal recorded
by R1 in the bulk from the receivers R2 and R3 at the surface, with no distinctions
between components x,y or z for all the receivers. The important information from
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Figure III.26: Visualization of the real part of a seismic numerical wavefield generated in a cube at
400 kHz on a cross-section, lateral and upper boundaries. Amplitude of the displacement for ux, uy
and uz components. Red asterisk: source location. Blue dot: receiver R3 location.

Figure III.27a is that we recover approximately the same attenuation value whatever
the location of the receivers and whatever components of the wavefield are used for the
computation. A qualitative computation of the penetration depth of the surface waves
following Vinh and Malischewsky [2007] shows that the receiver R1 located at 2 cm
depth is only recording P- and S- body seismic waves as opposed to receivers R2 and
R3 on the boundaries which are experiencing all seismic waves (body and surface). We
conclude that we recover with our method a representative attenuation of a sample
from measuring one seismic component of the wavefield at the boundary of the sample.

We have observed that the attenuation values recovered using our method con-
sistently match the attenuation values of S-waves in the numerical simulations. This
phenomenon can be explained by the equipartition effect, which occurs when the en-
ergy of a seismic wavefield reaches a state of equilibrium between propagating P- and
S-waves due to the numerous wave reflections and conversions that take place in the
domain. In this context, Ryzhik et al. [1996]; Sánchez-Sesma et al. [2008] analytically
proved that the S-wave is more energetic than the P-wave, a property also observed
numerically by Margerin et al. [2000]; Sánchez-Sesma et al. [2018] and experimentally by
[Shapiro et al., 2000; Hennino et al., 2001; Margerin et al., 2009]. Snieder [2002] derived
an analytical formula to calculate the time τPS needed to reach the equipartition state
(neglecting seismic attenuation):

τPS =
a(V3

S + 2V3
P)

2VPV3
S

. (III.13)

Using values for VP = 6320 m s−1, VS = 3100 m s−1 and a characteristic length of
a = 7 cm, a being the distance between two scatterers, we expect to reach the state of
equilibrium between P- and S- waves around τPS = 100 µs, a time small compared to the
total duration of our numerical simulations, confirming that we reach an equipartition
state very fast in the numerical experiments.

Following case a in Figure III.27 where we recovered numerically the S-waves
attenuation from a Kelvin-Voigt viscoelastic simulation in a cube, cases b to e (Table III.3)
in Figure III.27 show that we systematically retrieve numerically the S-waves attenuation
for Kelvin-Voigt and Maxwell viscoelastic models simulations (that have different Q-
factor behavior with respect to frequency) in a cube or a cylinder, regardless of which
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Figure III.27: Attenuation β (case a) and Q-factor recovery from a numerical signal generated in a
7 cm × 7 cm × 7 cm cube (cases a to d) using Maxwell viscoelastic attenuation (cases a and b) or
Kelvin-Voigt viscoelastic attenuation (cases c and d) models in the media. Case e: Q recovery in a 9
cm height and 5 cm diameter cylinder with Maxwell attenuation. See Figure III.24 for the geometries
and Table III.3 for the viscoelastic parameters. [ ] Analytical βp or Qp, [ ] Analytical βs or Qs, [ ]
recovered from the signal at the surface of the medium (receiver 2: ux, uy and uz components; receiver
3: uy and uz components), [ ] recovered from the signal inside the medium (receiver 1: ux, uy and uz
components).

receiver location or which wavefield component is used for the determination of the
attenuation.

In summary, our numerical results indicate that we can successfully recover the
representative viscoelastic attenuation parameters of a low attenuation media, regard-
less of the sample geometry, by processing the seismic signal recorded either within
the volume or at the boundaries. Due to the equipartition phenomenon, the energy of
S-waves is consistently higher in seismic records than that of P-waves. Therefore, we
systematically recover the attenuating properties of S-waves in the medium.
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3.3 Impact of noise in signal processing

In this part we want to take a step closer to the reality by adding noise in our data, and
process it as usual to recover the S-waves attenuation. Investigating how to deal with
noise - or at least recognize its pattern in the processed data - is of importance because
working in experimental conditions means working with noise.

3.3.1 Before / after noise addition

Signal-to-noise ratio (SNR) takes many definitions depending on authors and objectives.
Dash and Obaidullah [1970] and Rietsch [1980] for instance use correlation techniques
to separate the coherent signal to incoherent noise, [Zhao et al., 2014] defines a more
complex method to calculate the signal-to-noise ratio over time and frequency, or [Shen
et al., 2012] consider the noise as the standard deviation of the data at the end of the
trace and the signal as the maximum amplitude of that trace.

In our case, we just look for a simple way to add noise in the data and as we
analyze the amplitude decrease of a mixed-waves signal after many reflections. For
noise addition, we define the signal-to-noise ratio as the maximum of amplitude of the
seismic trace divided by the maximum of amplitude taken at the end of the seismogram,
where the signal amplitude is vanished:

SNR =
signal
noise

. (III.14)

We consider in this example adding a uniform white noise level of 10%, or a signal
to noise ratio of 10 in the seismogram. To do so numerically we add a random number
comprised between 0 and 10% of the maximum amplitude of the time-domain signal
to each point of the data. By doing so, the added noise impacts evenly all frequencies.
We can see in Figure III.28 the time- and frequency- domains data before and after
noise generation for the case b at receiver R3 and uz component (see Table III.3 and
Figure III.24). In this Figure III.28 we clearly notice the noise level at the end of the
seismogram, and at low and high frequencies - actually where there is signal of low
amplitude. As a first order interpretation, we can guess that the noise is going to reduce
the operative bandwidth as well as the inversion time for attenuation recovery. Indeed,
the noise seems predominant in the seismogram from about 5 ms onwards.

This is confirmed in the Hilbert envelopes of the 100 ± 10 kHz frequency of interest
with and without noise (Figure III.29). In the initial Hilbert envelope - without noise
- the noise level is numerical and is reached at about 15-17 ms. We can recover the
attenuation value in the signal between 0 and 15 ms. In the case of the Hilbert envelope
of the noisy data, the noise level is reached sooner, and the decrease in amplitude
recovery can only be performed between 0 and roughly 4 ms.

3.3.2 Attenuation recovery and discussions

We compare in Figure III.30 the recovered frequency-dependent attenuation β and
Q-factor with the method described in Figure III.22 before and after noise addition.
We highlight two main consequences of noise due to the reduction in bandwidth
(Figure III.28b) and time before reaching the noise level (Figure III.29).
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Figure III.28: a) Seismogram and b) amplitude spectrum of the data of R3 for uz component before
and after adding a 10% noise.
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Figure III.29: Hilbert envelopes of the selected frequencies of 100 ± 10 kHz from the data of Fig-
ure III.28 before and after adding a 10% noise.

First, the reduction in time means that we recover the amplitude decay on less
workable data in time. It leads to a less accurate attenuation recovery and a larger
spread of values between the receiver’s location and component (see for instance
Figure III.30a for 70 kHz, 110 kHz or 180 kHz).

Second, the reduction in bandwidth in frequency between the noisy and not noisy
data shows an interesting pattern. In the bandwidth with sufficient signal-to-noise ratio
- between 60 and 200 kHz - the recovered attenuation follows the S-waves analytical
attenuation as expected. When we shift slowly out of the workable bandwidth towards
the low and high frequencies, the recovered apparent attenuation is lower and lower.
This is due to the process of taking the natural logarithm of the amplitude envelope.
Where the noise level is constant regarding the envelope decreasing exponentially,
the natural logarithm calculation is going to underestimate that noise or the higher
amplitudes (at the beginning of the seismogram) and overestimate it at the lower
amplitudes, leading to an underestimated decaying slope when we deal with noisy data
(see the illustration at Figure III.31).

Hence, the two main consequences of noise in the data are a larger dispersion of
the recovered attenuation, and a parabolic shape where the signal to noise ratio is low
with respect to frequency. These consequences can lead to difficulties in interpretation
concerning the best model to fit the data. For the noisy attenuation recovery for instance,
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Figure III.30: a) Attenuation and b) Q-factor recovery on noisy and not noisy data of case b (Ta-
ble III.3) for the 3 receivers R1, R2 and R3 at each components. [ ] Analytical βp or Qp. [ ]
Analytical βs or Qs.
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Figure III.31: Illustration of a not noisy and noisy exponential decaying envelope of amplitudes with
a 30% noise level. a) Exponential decaying envelope of amplitudes. b) Natural logarithm of the
envelopes in a), that we would normally use for attenuation recovery.

instead of fitting a Maxwell model, we could have found that the attenuation reaches a
peak at 140 kHz and then decrease, which is false and only due to noise addition.

3.4 Conclusions of numerical simulations in experimental context

Using numerical experiments, we have shown that we can recover the frequency-
dependent attenuation parameter of S-waves for each receiver position, each compo-
nent of the displacement measured, and for different geometries of samples. This is
explained by the equipartition phenomenon, that is, a state of balance of energy between
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propagating waves after multiple reflections and conversions within the medium. This
results in the S-waves being more energetic than the P-waves, hence dominating the
signals. We demonstrate that the method for the recovery of the attenuation parameter
is efficient and works well with numerical simulations, and when we reproduce experi-
mental conditions such that source and receivers at the boundaries of the sample, and
with noise addition. Moreover, we explain how the noise impacts the data processing.

4 Summary of numerical simulations

In this chapter, we first analyzed the wavefield inside the homogeneous medium by
applying a curl and a divergence to the wavefield. It was an interesting study for a
good understanding of wave propagation and viscoelastic behavior inside a domain
and to take the numerical tool at hand. We also highlighted some unexpected results
such as the presence of reflection waves athough the use of absorbing condtions and
the presence of S-waves when applying the operator divergence to the wavefield.

In the next part, we consider "real" experimental conditions, that is with free-surface
boundary conditions allowing wave reflections and conversions everywhere and the
source and receivers at the surface of the domain. We saw that the S-waves dominate the
signal as long as there is enough reflections and conversions, and that the equilibrium
of energy equipartition due to these reflections and conversions leads us to measure
the same S-wave attenuation value at any point of the sample. It is important for
actual experimental measurements since it eases the accuracy of location of source and
receivers. However, we have to keep in mind that only the S-waves attenuation is
recovered, and our method does not allow a P-waves attenuation recovery.

In the next Chapter IV, we investigate the case of experimental measurements with
different rock samples.

66



Chapter IV
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In this chapter we are willing to use the method described in Chapter III to recover
the frequency-dependent attenuation and viscoelastic laws of actual samples of alu-
minum (a cube of 7 cm x 7 cm x 7 cm to be able to compare the wave propagation
with numerical simulations of the chapter above, and a 7 cm x 10 cm x 12 cm block),
Fontainebleau sandstone cylinder, Carrara marble cylinder and diorite cylinder using
the laboratory data.

The available experimental devices do not allow us to meet the numerical free-
surfaces boundary conditions for attenuation recovery because of the receiver in contact
with the sample. We have to qualify and understand potential biases in the experiments
before interpreting the results. Only then we can choose the best conditions to measure
the attenuation in a large frequency bandwidth (between 60 kHz and 2 MHz) to find
the viscoelastic laws and parameters of our measured media.

1 Experimental set-up

The physical measurements are performed through an experimental set-up designed
and automated as a part of this PhD project. Piezoelectric transmitters are used as a
seismic source and non-contact laser Doppler interferometer as seismic receiver. The
acquisition can be executed with the use of LabView interface-programming which
helps the management and automation of the used devices. The set-up is built to
measure wave propagation in decimeter-sized samples.

In this section we explain how the set-up works, we give details about the seismic
sources and then we test different configuration (stack number, presence of reflecting
tape) that enhances the signal-to-noise ratio while saving acquisition time. Indeed, it is
of importance to have good signals and to make as much experiments as possible in a
limited time.

1.1 Installation and use of the devices

To build the experimental set-up, we used the existing set-up of Shen [2020] and
completely redesign and rebuilt it for the measurements. The receiver, the interferometer
laser Polytec VFX-I-120 were new in the laboratory. We had to set-up the installation
of this laser from scratch, and included it into the automated set-up via a Python
programming routine. Interferometer laser uses Doppler effect to detect movements on
the surface of the sample. It means that it sends a light beam of a known wavelength on
the sample, and the beam is reflected back from the sample to the laser. The vibrations
at the surface of the sample due to wave propagation induce a change in the reflected
wavelength (Doppler effect) and are detected by the laser.

The acquisition is made as follows (Table IV.1). The sample (aluminum or rock in this
thesis) is laid on a platform operated by motors for horizontal and vertical movement
as in Figure IV.1. Once the sample in place, (1) the laser Doppler interferometer Polytec
VFX-I-120 is focused on the recording point. (2) Then, a wave is designed by a waveform
generator Tabor 8024, (3) is amplified by an amplifier Falco Systems WMA-300, and (4)
is generated though the sample with a ©Panametrics piezoelectric transmitter. (5) The
displacement of the sample’s surface due to the vibration can then be recorded by the
laser Doppler interferometer Polytec VFX-I-120 and (6) saved after a given number of

69



IV. 1. EXPERIMENTAL SET-UP

Sample

Piezoelectric transmitter

Laser

Figure IV.1: Picture of the used experimental set-up. The sample is placed on a platform allowing a
vertical and horizontal displacement. The source is a piezoelectric transmitter and the receiver is a
laser interferometer.

stack (average of seismic traces) by an oscilloscope Keysight DSO-S 054A. After that, (7)
we can move the sample laid on the platform vertically and/or horizontally in order
to record on a line or on several parallel lines via motors allowing millimeter-accurate
displacement. Eventually, we can restart at the step (1) for a new recording.

Table IV.1: Steps for wave recording on a sample

SOURCE RECEIVER
(1) Focus laser on the sample

(2) Waveform generation
(3) Waveform amplification
(4) Waveform transmission
from the PZT to the sample

(5) Sample’s vibration recording
(6) Recording saved in oscilloscope

< if stack, go back to step (2) >
(7) Vertical and/or horizontal displacement of the platform; back to step (1)

1.2 Piezoelectric transmitters (PZT)

We worked with six different ©Panametrics piezoelectric transmitter sources of dif-
ferent central frequency in order to work with a large bandwidth in frequency. The
piezoelectric transmitters are of different size and different central frequency. As we
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have shown numerically in Chapter III Section 3 that the source location has no impact
on attenuation recovery, the impact of the surface of contact between the PZT and the
sample will actually be discussed in Subsection 3.2 of this Chapter IV.

Table IV.2: Contact diameters of the piezoelectric transmitters.

PZT name V1011 V150 V151 V102 A197S V1091
Central frequency 100 kHz 250 kHz 500 kHz 1 MHz 2.25 MHz 5 MHz

Diameter [cm] 3.8 2.5 2.5 2.5 2.9 0.3

We detail in Table IV.3 the name of each PZT as well as their central frequencies;
followed by a picture of the PZT placed on the 7 cm x 7 cm x 7 cm aluminum cube to
appreciate the size of the contact source in relation to size of the sample; followed by the
waveform recorded directly on the source (we pointed the laser on the contact surface
of the PZT); followed by the amplitude spectrum of these measurements directly on the
PZT.

The recordings on PZT alone not only tell us about the sent waveform source, that
is considerably different from one source to another, but also on the time where the
wave is actually generated. The best illustration is on the recording of the V102 - 1 MHz
source (Table IV.3 Waveform PZT alone), where the wave is not generated at time of
origin t0 = 0 µs but has a delay of about 6 µs. This is due to all the electronic paths
between the trigger and the actual wave generation. Each PZT source has a different
time delay. To find it, we make a measurement with the receiver laser directly on the
ceramic of the PZT and generate a wave. The recorded time of the first break of wave
arrival corresponds to the time delay of the source (see Table IV.3 "Waveform PZT alone"
for signals on the used PZT).
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Table IV.3: Used piezoelectric sources, waveform recorded directly on the source and amplitude spec-
trum. Normalized amplitudes.

Piezoelectric transmitter source
V1011 - 100 kHz V150 - 250kHz V151 - 500 kHz

Waveform PZT alone
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1.3 Calibration

In this part, we test and compare different acquisition set-ups. The goal here is to find
the best configuration that will save us time while having a sufficient signal-to-noise
ratio. In the following, we made our tests by propagating seismic waves through the
aluminum cube with the piezoelectric transmitter source V1091 - 5 MHz that displays a
bad signal-to-noise ratio between the noise and the first wave arrival amplitudes. By
doing so, we place ourselves in the "worst conditions" in terms of signal-to-noise ratio,
and we try to improve the signal as much as possible.

The two main levers that can be used to improve the signal-to-noise ratio is the
number of stack, and the presence of a reflective tape, that presents advantages and
inconveniences.

Concerning the presence or not of reflective tape, we have to be very careful as we
are willing to work on attenuation. As the presence of reflective tape will help focus
the laser and increase the signal-to-noise ratio, it might actually modify slightly the
boundary condition and roughness - inducing scattering at this point. If we look at
Figure IV.2 comparing the signal with and without reflective tape at the measurement
point with a stack of 5000, we notice that the signal-to-noise ratio is considerably
increased with the reflective tape, and is a real added value to the signal. We decide to
always record the signal with a small piece of reflective tape at the point of acquisition.

0 10 20 30 40 50 60 70
−1

0

1

Time [µs]

A
m

pl
it

ud
e

With tape
Without tape

Figure IV.2: Comparison of a recording through a 7 cm x 7 cm x 7 cm aluminum cube with and without
reflective tape at the measurement point. Zoom on the first arrivals and amplitudes normalized on
the signal with tape.

The number of stack is the number of traces generated, transmitted, recorded and
averaged for one single acquisition point. As we can guess that the more stack the better,
it can actually take a significant amount of time to record one single point. Indeed, in
the case of low attenuating medium, we need to verify that the signal vanishes and
there is no longer reflections in the sample before emitting a new wave in the sample.
This means that for aluminum, we are going to generate one wave every 100 ms. If
we wish to record a stack of 1000, one point will take 1 minute and 40 second to be
recorded. For a stack of 3000, we are going to need at least 5 minutes per point, and
so on... It is important to save recording time in order to make as much experiments
as possible. We can see on Figure IV.3 the decrease of noise level as we increase the
number of stack. Nevertheless, the noise seems to reach a constant level after a stack
of 4000, and we do not see a huge interest of waiting for more than a stack of 4000 to
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enhance the signal-to-noise ratio for our further recordings. This is the stack number
we choose for the further experiments.
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Figure IV.3: Comparison between recordings of different stack numbers.

2 Presentation of the measured media

In order to have a broad characterization of geophysical rock properties in terms of
elastic modulus and attenuation values, experimental measurements were made in
different rock formations: sedimentary, magmatic and metamorphic. We also make
measurements in aluminum, because it is a homogeneous and isotropic medium. In
this section we present the measured samples and we characterize the elastic prop-
erties of these rocks. In the next Section 3, we use the elastic properties of the rocks
combined with attenuation measurements to calculate the viscosity (in the context of
viscoelasticity) of the media.

2.1 Measured media

Pictures of the measured samples can be seen in Table IV.4. We make a short description
of the different media below.

Aluminum: we measure two samples of aluminum 5083C of two different shapes,
a cube of 7 cm x 7 cm x 7 cm, and a rectangular cuboid block of 7 cm x 10 cm x 12
cm. It is an alloy composed of a majority of aluminum with 4.5% of magnesium,
0.7% of manganese and other trace elements. The technical sheet can be found at
https://www.deville-rectif.com/pdf/5083C_AlMg4.5Mn0.7_FR.pdf.

Fontainebleau sandstone is an eolian sandstone from Oligocene cemented by silica
precipitation due to groundwater flowing [Thiry and Marechal, 2001]. This sample of
Fontainebleau sandstone is well-cemented and composed of nearly 100% of quartz, and
was used by [Pimienta et al., 2015a] for their petrophysical studies. (9 cm high and 5 cm
diameter cylinder.)

Carrara marble is of importance in rock physics community because of its randomly
oriented calcite grains composition [Delle Piane et al., 2015] making it isotropic. It is
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Table IV.4: Pictures of the measured samples.

Non rock samples
Aluminum cube Aluminum block

(7 cm x 7 cm x 7 cm) (7 cm x 10 cm x 12 cm)

Rock samples (dry)
Fontainebleau sandstone Carrara marble

(h = 9 cm ; Ø= 5 cm) (h = 11 cm ; Ø= 5.3 cm)

Diorite not heated Diorite 600°C
(h = 11 cm ; Ø= 5.4 cm) (h = 11 cm ; Ø= 5.5 cm)
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mainly used as an artwork material - for instance Michelangelo’s artworks - because
of its calcite purity and good quality [Coli and Criscuolo, 2021]. The protolith was
a limestone rock formed during Trias / Lias and was metamorphosed into marble
between Oligocene and Miocene [Molli et al., 2000]. (11 cm high and 5.3 cm diameter
cylinder.)

Diorite is a magmatic rock. We do not know the provenance of the samples of
diorites. One sample has been heated at 600°C in order to create microcracks inside the
sample inducing attenuation [Pimienta et al., 2019], the other sample is the "reference"
sample and has not been heated. (Not heated: 11 cm high and 5.4 cm diameter cylinder;
600°C: 11 cm high and 5.5 cm diameter cylinder.)

2.2 Waves propagation analysis

Here, in a first part, we aim to analyze deeply the wavefield in experimental conditions
in aluminum cube, chosen to be isotropic and homogeneous. By doing so, we are able
to point out and understand the wave propagation, reflection and conversion process
into the sample. In a second part, we characterize the elastic properties of the media
with the first wave arrivals.

2.2.1 First arrivals on aluminum cube

Source Receivers

Figure IV.4: Illustration of the experimental set-up for the waves’ measurement in transmission
throughout the 7x7x7 cm aluminum cube. The source is a piezoelectric transmitter, and the data
is recorded via an interferometer laser (receivers).

The following measurements in the aluminum cube are made in transmission
(Figure IV.4) on a horizontal receivers line facing the source. The sample corresponds to
the numerical simulations (Chapter III) in terms of wave propagation velocities VP =
6320 m s−1, VS = 3100 m s−1 and density ρ = 2650 kg m−3. The source is a piezoelectric
transmitter 5 MHz Videoscan V1091 located at the center of one facet. We chose this
PZT for its size. Indeed, we are going to make measurements along a line facing the
source. The direct waves arrivals can be detected by their hyperbolic shape on the
seismogram, on which we are able to make interpretation in terms of body and surface
waves velocities as in Figure III.21. For this matter, we need a source contact surface as
small as possible [Shen et al., 2022].

We choose to make an analysis of first wave arrivals on aluminum in order to have
solid tools for the physical characterization of the other media. Indeed, with aluminum
we expect to have an isotropic wave propagation in a perfectly homogeneous sample.
It means that we will be able to follow smoothly the different waves propagating,
reflecting and converting into the sample, and to localize these events.

The first wave arrivals along the line of receivers can be seen in Figure IV.5 where
we can clearly identify the first wave fronts as they come to the surface. The marked
wave trains (as in Shen [2020]) are P-wave, S-wave, Rayleigh (surface) wave, PP-wave
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(P-wave reflected as a second P-wave) and PS-wave (P-wave converted as a S-wave). We
note that the first recorded Rayleigh wave comes from the P-wave who met a diffraction
corner of the cube before being converted into high-amplitude Rayleigh and S-wave.

We can compare this measured seismogram (Figure IV.5) with the calculated seis-
mogram (Figure III.21, receivers 1051 to 1751) of numerical simulations with conditions
similar to the experimental measurement. Although the wavelength is larger in the
numerical simulation (2.5 cm for P-wave at 250 kHz compared to 6.3 mm at 1 MHz
of actual peak frequency in laboratory measurements), we are still able to follow the
first waves arrival and compare them with the experimental data. The experimental
and numerical seismograms are very similar in terms of first waves arrival time and it
proves that we can actually rely on numerical simulations to investigate methods used
in experimental measurements.

P-wave

S-wave
PS-wave

Rayleigh wave

PPP-wave

Figure IV.5: Recording in 7 cm x 7 cm x 7 cm aluminum cube in transmission along a line facing the
source (PZT V1091 - 5 MHz), and highlight of some first wave arrivals. The y- axis represents the
distance to the center of the face. The set-up corresponds to the Figure IV.4.

2.2.2 Measured elastic properties of the samples

The characterization of elastic properties is made with the recovery of P- and S- waves
velocities VP and VS in the first arrivals of the recorded seismic signal. For this matter,
we choose to work with the source PZT V102 - 1 MHz peak frequency because of its
good signal-to-noise ratio combined with a relatively short wavelength (Table IV.3).

The measurements are made in transmission, the receiver being on the opposite
face from the source. That means that the wave propagation in the cylinders is done in
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the length, the source and the receivers located at the center of the disks. Concerning
the aluminum block, the source and receivers are located at the center of the 7 cm x 10
cm facets, meaning that the direct waves propagates on 12 cm length.

The first waves arrivals in transmission for the measured media are displayed in
Figure IV.6. The P-wave direct arrival is clear and allow us an accurate determination
of P-wave velocity value. Concerning the determination of S-wave velocity value, we
see in Figure IV.5 that many waves arrive at the same time of the direct S-wave in
transmission (measured at the center of the face). Thus, after the direct P-wave, we
do not know if the second wave is the actual S-wave, or the converted Rayleigh wave
generated from the P-wave at a corner, or again a reflection. For this reason, and to not
take any risk of misinterpretation, the S-wave velocity of the different media will be
taken from literature.

The Diorite 600°C makes an interesting seismic trace (Figure IV.6e). The first infor-
mation to get is the noise level, way higher than in the other media. Then, if we look
at the first arrival at 50 µs, we notice that the wavelength is wide and the first break is
not as steep as the other media. These observations can lead to a first interpretation
concerning the frequency-dependent attenuation. We can indeed infer that the attenua-
tion is high, and that the high frequency content has been completely filtered by the
medium, only remains the low frequency content. Thus, we can imagine an increasing
attenuation as a function of frequency. We will analyze deeper the frequency-dependent
attenuation in the next Section 3.

Rock samples were lent by Lucas Pimienta. It is therefore natural for us to look
for S-waves velocities in his scientific articles, whose measured velocities at ultrasonic
frequencies are concatenated in Table IV.5, in which we added our VP measurements for
comparison. Our VP measurements are close to the ones made in the literature, besides
for the diorite not heated that show a difference of 500 m s−1 that might be because the
diorite sample we measured is not from the same core as Pimienta et al. [2019].

Table IV.5: Wave propagation velocities VP and VS of our rock samples found in the literature. "ss"
stands for "sandstone". VP* are the recovered velocities from the first wave’s arrival (Figure IV.6). For
comparison, we measured VP = 6320 m s−1 and VS = 3100 m s−1 in aluminum.

Sample Reference article VP [m s−1] VS [m s−1] VP* [m s−1]
Fontainebleau ss Pimienta et al. [2018] 5300 3400 5415

Diorite not heated Pimienta et al. [2019] 6280 3460 6760
Diorite 600°C Pimienta et al. [2019] 2510 1380 2420

Carrara marble Pimienta et al. [2018] 6200 3300 6190

Finally, we calculate the elastic Lamé parameters λ and µ from the equations (II.22)
and (II.23) with VP from our measurements, VS from the literature in Table IV.5, and
with the density ρ measured by weighting the samples and knowing their dimensions.
The density ρ and Lamé parameters λ and µ are displayed in Table IV.6.
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Figure IV.6: Seismic traces of first arrivals in measured samples in transmission with source PZT
V102 - 1 MHz. The time delay is already corrected in these figures.
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Table IV.6: Density ρ and Lamé parameters λ and µ of the measured media.

Medium Density ρ [kg m−3] λ [GPa] µ [GPa]
Aluminum 2650 54.94 25.47

Fontainebleau sandstone 2500 15.51 28.90
Diorite not heated 2985 64.94 35.74

Diorite 600°C 2862 5.86 5.45
Carrara marble 2700 44.65 29.40

3 Attenuation measurements on low attenuation media

In this section we use the method developed thanks to numerical simulations in Chap-
ter III (Figure III.22) to recover the attenuation of actual samples. For this matter, we
saw that we need (1) to ensure that we work with free-surface boundary conditions,
(2) to record sufficient propagation time in order to reach an equilibrium of energy in
the sample stating that the wavefield is governed by the S-waves, (3) to recover the
frequency-dependent S-waves attenuation and (4) find the closest viscoelastic model
that fits the attenuation recovery.

3.1 Examination of the samples

First of all, we need to calculate the time where the signal reaches the state of equipar-
tition for every sample with Equation (III.13). That means the recorded signal has to
reach and go beyond this value so we can recover the attenuation of the envelope where
the wave’s energy is at a state of equilibrium.

Table IV.7: Maximum equipartition time τPS for the measured samples.

Sample τPS
Aluminum cube 100 µs
Aluminum block 170 µs

Fontainebleau sandstone 75 µs
Diorite not heated 130 µs

Diorite 600°C 267 µs
Carrara marble 110 µs

The next step is to examine the signal propagated in each sample with different
sources (Figures IV.7 to IV.12). This analysis will allow us to select the samples with
either sufficient wave propagation time to be able to reach equipartition state, and
a good signal-to-noise ratio with respect to frequency bandwidth. Also, while it is
useful to confront two attenuation measurements for two different sources at the same
frequency, we have to keep in mind that a too high noise level can disturb the attenuation
recovery (remember Chapter III Subsection 3.3) and it is important to be able to discard
problematical recordings.

For instance, if we look at Figure IV.7 showing the wave propagation in the alu-
minum cube with six different piezoelectric sources, we can notice that the signal-
to-noise ratio is relatively strong for the low-frequency bandwidth sources (from 100
kHz to 1 MHz), and the signal-to-noise ratio is relatively weak for the high-frequency
bandwidth sources (2.25 MHz and 5 MHz). Moreover, if we look more precisely at the
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amplitude spectrum of the signal generated with the 5 MHz source, we notice that there
is no signal for the frequencies higher than 1 MHz (or we cannot separate the signal
from the noise). Thus, we can question the usefulness of this recording compared to the
2.25 MHz source offering a broader bandwidth. The same analysis can be done for the
aluminum block (Figure IV.8), the Fontainebleau sandstone cylinder (Figure IV.9) and
the diorite cylinder not heated (Figure IV.10).

Diorite cylinder heated at 600°C (Figure IV.11) shows interesting signals compared
to the diorite not heated (Figure IV.10). First of all, as the heat induces microcracks in the
sample, we expect a more attenuated wave in the diorite heated at 600°C. It is indeed
what we observe when we compare the signal for the 250 kHz source. For the not heated
diorite, the signal vanishes at about 3 ms; for the diorite heated at 600°C, we have signal
only until 1 ms, while the signal-to-noise ratio is equivalent. Also, concerning the diorite
not heated (Figure IV.10), we still notice a decreasing envelope of amplitudes until 1 ms
with the sources of 1 MHz, 2.25 MHz and 5 MHz. With the diorite 600°C (Figure IV.11),
as we still guess a decrease of amplitudes with the source of 1 MHz, no signal seems to
be usable with the source of 2.25 MHz. Moreover, the amplitude spectra of the signals
generated by the sources 500 kHz to 2.25 MHz in the Diorite 600°C seems unusable for
our attenuation measurements: we need to have a strong signal in frequency as we are
going to select small bandwidths for attenuation recovery (Figure III.22). These two last
analyses are the reasons why we did not make recordings with the source of 5 MHz of
central frequency that would have been unusable.

Equipartition time of 110 µs is not reached in the Carrarra marble for the sources of
500 kHz and 1 MHz (Figure IV.12). For that, we are not able to recover the attenuation
using this data. We did not use the PZT 100 kHz because the contact diameter of
the source is larger than the diameter of the sample. Concerning the source of 250
kHz, it seems that there is workable signal until 300 µs to recover the attenuation.
This hypothesis has to be confirmed in a next Subsection 3.3 when we will select
small bandwidth of frequencies in order to have frequency-dependent attenuation
measurements.
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Figure IV.7: Source-receiver configuration and recordings (seismograms and amplitude spectrum) in
aluminum cube with several sources of different central frequencies.
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Figure IV.8: Source-receiver configuration and recordings (seismograms and amplitude spectrum) in
aluminum parrallelepipedic block with several sources of different central frequencies.
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Figure IV.9: Source-receiver configuration and recordings (seismograms and amplitude spectrum) in
Fontainebleau sandstone cylinder with several sources of different central frequencies.
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Figure IV.10: Source-receiver configuration and recordings (seismograms and amplitude spectrum)
in diorite cylinder not heated, with several sources of different central frequencies.
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Figure IV.11: Source-receiver configuration and recordings (seismograms and amplitude spectrum)
in diorite cylinder heated at 600°C, with several sources of different central frequencies.

86



IV. 3. ATTENUATION MEASUREMENTS ON LOW ATTENUATION MEDIA

0 0.2 0.4 0.6 0.8 1
−1

−0.5
0

0.5
1

Time [ms]

A
m

pl
it

ud
e

Seismo - PZT 250 kHz

0 0.2 0.4 0.6 0.8 1
−1

−0.5
0

0.5
1

Time [ms]

Seismo - PZT 500 kHz

0 0.2 0.4 0.6 0.8 1
−1

−0.5
0

0.5
1

Time [ms]

Seismo - PZT 1000 kHz

0 200 400
0

0.2
0.4
0.6
0.8

1

Frequency [kHz]

A
m

pl
it

ud
e

Amplitude Spectrum
PZT 250 kHz

0 500 1,000 1,500
0

0.2
0.4
0.6
0.8

1

Frequency [kHz]

Amplitude Spectrum
PZT 500 kHz

0 1,000 2,000
0

0.2
0.4
0.6
0.8

1

Frequency [kHz]

Amplitude Spectrum
PZT 1000 kHz

CARRARRA MARBLErcv

PZ
T

Figure IV.12: Source-receiver configuration and recordings (seismograms and amplitude spectrum)
in Carrarra marble cylinder with several sources of different central frequencies.
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3.2 Aluminum: a case study on acquisition biases

We saw with the numerical approach study that attenuation parameters of a sample
is correctly recovered with free-surface boundary conditions. However, in actual ex-
perimental conditions, the source is in contact with the sample, changing the boundary
conditions at this location. In this part we analyze the effect of the contact surface
source-sample in order to be aware of potential biases while interpreting the results.

3.2.1 Presentation of the experiment

Table IV.8: Pictures of the two measured aluminum samples, a 7 cm x 7 cm x 7 cm cube and a 7 cm x
10 cm x 12 cm block with two PZT sources of 1 MHz central frequency, the V152 (2.54 cm of diameter)
referred as "2 inches PZT" and the V153 (1.275 cm of diameter) referred as "1 inch PZT".

ALUMINUM CUBE
2 inches PZT 1 inch PZT

ALUMINUM BLOCK
2 inches PZT 1 inch PZT

We use in this experiment the same aluminum 5083C for two samples of different
size and geometries: a 7 cm x 7 cm x 7 cm cube and a 7 cm x 10 cm x 12 cm rectangular
cuboid block. In terms of seismic source, we use two PZT of 1 MHz central frequency
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and two different contact diameter: V152 - 1 MHz - 2.54 cm of diameter (referred as
"2 inches PZT") and V153 - 1 MHz - 1.275 cm of diameter (referred as "1 inch PZT").
Pictures of samples and used PZT can be found in Table IV.8. We only use the 1 inch
PZT in this part, to make a qualitative study on the impact of the PZT size.

Figure IV.13: Shemes of the configurations made for attenuation recovery in aluminum cube (left)
and block (right). "config." stands for "configuration". Cube - config. 1: 1 inch PZT source and signal
recorded on the lateral face 1. Cube - config. 2: 2 inches PZT source and signal recorded on the lateral
face 1. Cube - config. 3: 2 inches PZT source and signal recorded on the lateral face 2. Cube - config.
4: 2 inches PZT source and signal recorded on the opposite face. Block - config. 1: 1 inch PZT source
and signal recorded on the lateral face 1 (7 cm x 10 cm). Block - config. 2: 1 inch PZT source and
signal recorded on the lateral face 2 (10 cm x 12 cm). Block - config. 3: 2 inches PZT source and signal
recorded on the lateral face 1. Block - config. 4: 2 inches PZT source and signal recorded on the lateral
face 2. Symbols under the brackets () links to the results in Figure IV.16.

A total of four records are made for each sample (Figure IV.13). For each record,
we used the method described in Figure III.22 to recover the frequency-dependent
attenuation. We used a window of ± 30 kHz around the frequency of interest to display
a decrease in amplitude of the envelope as a function of time (Figures IV.14 and IV.15).

We need to know when the signal reaches the noise level in the seismograms in
order to automatize the process of attenuation recovery for each frequency of interest,
from 200 kHz to 1200 kHz. For that, we display the amplitude envelope of the signal
for some frequencies of interest covering a large bandwidth. If we look at the signal
recorded through the cube with the 1 inch PZT (Figure IV.14), we see that the noise level
is reached at about 6 ms for the 200 kHz frequency of interest, and is reached later at
about 15 ms for the 1000 kHz frequency of interest, while the signal-to-noise ratio varies
across the frequencies. In that case we choose to use the first 5 ms of the decreasing
signal for attenuation recovery in the cube with the 1 inch PZT (Cube - config. 1 of
Figure IV.13). The signal with the 2 inches PZT (Cube - config. 2 of Figure IV.13) shows
a different behavior (Figure IV.15). The noise level is reached at a maximum of 5 ms
regardless of the displayed frequency of interest, and the signal-to-noise ratio is weaker
than with the 1 inch PZT. We choose to use the first 3 ms in this configuration to recover
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the frequency-dependent attenuation.
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Figure IV.14: Envelopes of amplitudes for several frequencies of interest of the signal recorded
through the cube on the lateral face 1 (Cube - config. 1 of Figure IV.13) the wave being generated
with the 1 inch PZT. [ ] envelope of amplitudes for a given central frequency ± 30 kHz; [ ]
attenuation recovery β in Np s−1 for this central frequency.

The envelopes of signal in the two other configurations in the cube (Cube - config.
3 and 4 of Figure IV.13) displays similar behavior than the ones in Figure IV.15. We
decide not to show them in figures - as well as the envelopes of signals through the
block - for the sake of conciseness. Nevertheless, we made the same analysis for each
configuration to choose the best time for attenuation recovery.
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Figure IV.15: Envelopes of amplitudes for several frequencies of interest of the signal recorded
through the cube on the lateral face 1 (Cube - config. 2 of Figure IV.13) the wave being generated
with the 2 inches PZT. [ ] envelope of amplitudes for a given central frequency ± 30 kHz; [ ]
attenuation recovery β in Np s−1 for this central frequency.

3.2.2 Results

The frequency-dependent attenuation recovery for each configuration of Figure IV.13
between 200 kHz and 1200 kHz can be found in Figure IV.16. At this stage, we do not
interpret quantitatively the attenuation in terms of rheological model and viscosity, but
we rather offer a qualitative analysis on the size of the PZT source with respect to the
size of the sample.

Globally, we notice that the different attenuation results overlap when they are
made with the same PZT (cube - config. 2 with the 2 inches PZT = cube - config. 3 with
the 2 inches PZT and so on...), that confirms about the reproducibility of the results for
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Figure IV.16: Recovered frequency-dependent attenuation in aluminum 7 cm x 7 cm x 7 cm cube (left)
and 7 cm x 10 cm x 12 cm block (right) with two different sizes of PZT source. The symbols refer to
the configurations shown in Figure IV.13.

one sample’s size with one PZT size. In addition, we see that the attenuation recovered
in the cube seems higher than the attenuation recovered in the aluminum although it is
the exact same medium. In addition to that, the attenuation recovered with the 2 inches
PZT seems higher than the attenuation recovered with the 1 inch PZT.

At first, one could believe that the results are different between the 2 inches PZT and
the 1 inch PZT because of the difference of signal-to-noise ratio, we saw in Chapter III
Subsection 3.3 that a higher noise level leads to a lower recovered attenuation value.
In our case, the 2 inches PZT displays a high noise level as well as a high attenuation
value. Thus, we can discard the impact of the noise in the explanation of the difference
of recovered attenuation values. It can be due to the surface of contact between the PZT
and the sample that might change the boundary conditions at this location: the larger
the surface of the source in relation to the surface of the sample, the greater is its impact
on apparent attenuation. Also, we assume that the contact of the sample with the table
has a negligible effect on the boundary conditions: because there is no coupling gel
between the sample and the table, the rugosity at small scale and the air layer leads to
a few contact between the table and the sample. These suggestions would need to be
verified numerically in the future to investigate further the discrepancies.

3.3 Attenuation recovery on rock samples

In this part we aim to recover the frequency-dependent S-waves attenuation in alu-
minum and rock samples covering a large bandwidth of frequencies following the
method given in Figure III.22. Since we saw in the previous subsection that the contact
of the PZT source on the sample may induce a bias, we choose to work with PZT sources
of similar diameters. For this matter, we use the PZTs V150 - 250 kHz, V151 - 500 kHz,
V102 - 1 MHz and A197S - 2.25 MHz (see Tables IV.2 and IV.3).
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Figure IV.17: Schematic representation (not at scale) of the experimental set-up with the location of
the PZT source and the two recording points on the lateral and the opposite face with respect to the
source. (a) Aluminum cube and (b) rock cylinder.

3.3.1 Configuration

Attenuation recovery is made on two distinct measurement points (on the lateral and
the opposite face with respect to the PZT source as in Figure IV.17) in order to verify
the reproducibility and robustness of the results. Indeed, as we saw on Chapter III
Section 3, at a given frequency, we expect to recover the same attenuation value on
different measurement points. A second way to verify our results is to use the frequency
bandwidth of each PZT as large as possible in order to have an overlap in data between
different sources.

For this matter, we use six different recordings to recover the attenuation in samples.
Four recordings on the lateral face using the four PZT sources, and two recordings on
the opposite face using the 250 kHz and the 1 MHz central frequency PZT sources for
the aluminum cube, the Fontainebleau sandstone and the diorite not heated.

The high attenuation in high frequencies for the diorite 600°C and the Carrara
marble only allow us to work with the 250 kHz PZT source for attenuation recovery.

3.3.2 Viscosity recovery on aluminum (Maxwell viscoelastic model)

We show in Figure IV.18 the results of attenuation quantification from the experiments
performed in the aluminum cube. The attenuation β has a constant value around a
mean of 530 Np s−1 throughout all the scanned frequencies, from 60 to 2000 kHz. the
consequence (see (II.72)) is that the Q-factor linearly increases from 300 to 12000. In
order to understand and interpret the increase in Q-factor vs. frequencies, we remind
that the definition of the Q-factor is roughly the inverse of attenuation per wavelength
or per cycle of a traveling seismic wave [Aki and Richards, 2002]. The consequence
is that for the same decrease in amplitude of a seismic wave as a function of time (β)
for various frequencies, the Q-factor will increase since the wavelength decreases with
respect to frequency.

Following the results shown in Figure IV.18 (constant β and increasing Q-factor), we
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Figure IV.18: Attenuation β and Q-factor recovery on the aluminum cube from ultrasonic measure-
ments: [ ] on the lateral face for the 250 kHz PZT source, [ ] on the lateral face for the 500 kHz PZT
source, [ ] on the lateral face for the 1 MHz PZT source, [ ] on the lateral face for the 2.25 MHz PZT
source, [ ] on the opposite face for the 250 kHz PZT source, [ ] on the opposite face for the 1 MHz
PZT source. [ ] corresponds to the best fit of a Maxwell model corresponding to parameters µ =
25.5 GPa and ηµ = 21.1 MPa s.

deduce that the attenuation law of the aluminum cube follows a Maxwell viscoelastic
model. Using the constitutive law of the Maxwell model (II.54), we can express the
complex-valued bulk modulus associated to the Maxwell attenuation model, µMax, in
terms of the elastic parameter µ and the viscous parameter ηµ, such that,

µMax =
µη2

µω2 + iωµ2ηµ

η2
µω2 + µ2 . (IV.1)

The frequency-dependent Q-factor for the S-waves is given from equation (II.48) and
writes as:

QsMax =
Re
(
µMax

)
Im
(
µMax

) = ω
ηµ

µ
. (IV.2)

Therefore, the S-wave quality factor for the Maxwell model increases linearly with
frequency. Since the elastic parameter µ can be recovered from the S-waves velocity
(equation (II.23)), the remaining unknown in equation (IV.2) is ηµ, which is calculated by
computing the linear function fitting the measured value of Q as a function of frequency
(Figure IV.18).

Deducing the elastic parameter µ = 25.5 GPa from Table IV.6, we compute the viscous
parameter ηµ = 24.1 MPa s for aluminum 5083C within the frequency bandwidth 60
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kHz to 2 MHz using (IV.2). However we have to keep in mind the impact of the contact
of the PZT source with the sample.

As far as we are aware of, no other literature reports on attenuation measurements
in aluminum 5083C at this large bandwidth in frequencies. Nonetheless, McCann and
Sothcott [1992] measured Qs > 700 for 850 kHz frequency in an aluminum sample
using the reflection method under a pressure of 60 MPa, and Hurley [1999] found the
Rayleigh-waves attenuation at 10 MHz to be 1852 Np s−1 in an 6061-T651 aluminum
alloy sample. In conclusion, the obtained attenuation values in the current study are in
the same range to those measured in both previous studies, knowing that the alloys are
not the same.

3.3.3 Viscosity recovery on rocks (Zener viscoelastic model)

We show in Figure IV.19 the attenuation recovery on rocks, that are Fontainebleau sand-
stone, diorite and Carrara marble. We show that the frequency-dependent attenuation
behavior is different than in aluminum. Indeed, both S-waves β and Q-factor increase
across frequencies, we choose to model the rock samples as Zener viscoelastic media
(Figure III.25). In this figure we notice that there is large dispersion in the measurements
and we can only follow a trend on which we try to fit a Zener model.

The complex parameter associated to the Zener model, µZener is obtained from (II.56)
such that,

µZener = µ
1 + iωτεs

1 + iωτσs

, (IV.3)

with µ =
µ1µ2

µ1 + µ2
, τεs =

ηµ

µ2
and τσs =

ηµ

µ1 + µ2
.

We rewrite the Q-factor for the S-waves from equation (II.48) for the Zener viscoelas-
tic model to obtain:

QsZener =
1 + ω2τεs τσs

ω(τεs − τσs)
=

1
ω(τεs − τσs)

+
ωτεs τσs

τεs − τσs

=
a
ω

+ bω, (IV.4)

with a =
1

τεs − τσs

and b =
τεs τσs

τεs

.

We can compute the values a and b by fitting the function QsZener(ω) =
a
ω

+ bω to
the measured Q values as a function of frequency (Figure IV.19). Once the values of a
and b are retrieved, we can recover the parameters τεs and τσs by developing the system
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Figure IV.19: Attenuation β and Q-factor recovery on rock samples from ultrasonic measurements.
Crosses [ ] are the recovered attenuation for a given central frequency and the plain lines [ ] are
the best fit of a Zener model for each sample with the parameter in Table IV.9.

of equations: 
a =

1
τεs − τσs

b =
τεs τσs

τεs − τσs

⇔


τεs =

1
a
+ τσs

b =
τεs τσs

τεs − τσs

⇔

 τεs =
1
a
+ τσs

b = τσs + aτ2
σs .

(IV.5)

95



IV. 3. ATTENUATION MEASUREMENTS ON LOW ATTENUATION MEDIA

We solve the second-order equation such that,

aτ2
σs + τσs − b = 0. (IV.6)

Using that τεs and τσs are ≥ 0 [Carcione, 2007] and following the same development as
equation (IV.5) for τεs , we have

τεs =
1 +
√

1 + 4ab
2a

,

τσs =
−1 +

√
1 + 4ab

2a
.

(IV.7)

We compute the subsequent viscoelastic relaxation times for each rock in Table IV.9.

Table IV.9: Recovered parameters corresponding to the best fit of a Zener model in data in Fig-
ure IV.19.

Sample τεs τσs

Fontainebleau sandstone 491 ns 490 ns
Diorite not heated 301 ns 300 ns

Diorite 600°C 1.19 µs 1.18 µs
Carrara marble 1.77 µs 1.72 µs

We obtain a good approximation of the evolution of attenuation with ultrasonic
frequencies for the rock samples with the Zener model. Although it would be possible
to employ multiple viscoelastic systems in parallel, such as generalized attenuation
models [Carcione, 2007], or we could have even used poroelastic models, this was not
within the scope of our study. Here we wish to approach a representative attenuation of
the sample in order to use it as a starting model for inversion and imaging purposes.

Also, since we remember the impact of the source in contact with the sample for
attenuation recovery, we still can make relative comparisons between the samples as
we used the same PZT diameters thorough the experiment. We notice from Figure IV.19
that the Fontainebleau sandstone and the not heated diorite are of the same order of
attenuation (here a weak attenuation). It can be explained by the matrix of these samples.
The Fontainebleau sandstone is composed of pure well-cemented quartz grains and the
wave can propagate freely in the sample without being attenuated much. Bourbie and
Zinszner [1985] measured in the same type of sandstone Q = 100 at a frequency of 9.5
kHz with a resonant bar method, while Pimienta et al. [2015a], with a forced oscillation
method, measured a bulk Q-factor > 50. Once more, the values of attenuation that we
obtain for Fontainebleau sandstone are consistent with those obtained in other studies.

Concerning the diorite composed of heterogeneous minerals, as it is a magmatic
rocks, every minerals are well cemented together resulting in a smooth seismic wave
propagation within the sample. However, the heat to 600°C leads to a formation of
microfracturation inside the diorite inducing more attenuation [Pimienta et al., 2019;
Liu et al., 1993]. This is due to the minerals expansion during the heat then contraction
during the cooling process back to room temperature. We can see in Figure IV.19 that
the attenuation in heated diorite is three times higher than its reference. Another factor
to consider is the possible change in mineralogy due to the heat. As we can notice in
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Table IV.4, there is a change in color between the two diorites. It would not be surprising
to find out that the heated diorite has been metamorphosed. Thus, we cannot precisely
conclude on the attenuation factor, due to either microfracturation and/or change in
mineralogy.

Carrara marble is even more attenuating, and is often used as a reference medium for
seismic wave attenuation [Sarout et al., 2017]. Frequency-dependent Q-factor research
by Lu and Jackson [1996] showed an increasing Q-factor in Carrara marble between
0.01 Hz and 1 Hz and under a confining pressure of 50 MPa. The closest configuration
to our research is the work of Peacock et al. [1994] that found a S-waves attenuation of
100 dB m−1 (or 36300 Np s−1) of a water saturated Carrara marble at 400 kHz under
a pressure of 15 MPa via reflection buffer method. They also show an increasing
attenuation vs. frequency. Once again this value does not share the same frequency
content as our measurements, but if we take β results of Figure IV.19, we can actually
extrapolate to higher frequencies and link to the results of Peacock et al. [1994].

4 Summary of experimental measurements

After having developed a method in Chapter III that recovers the frequency-dependent
characteristic attenuation of a laboratory-scale sample, the goal in this Chapter IV was
to use this same method for actual samples.

The first part was dedicated to a presentation of the experimental set-up, followed
by a characterization of elastic parameters of aluminum, Fontainebleau sandstone,
Carrara marble and diorite via ultrasonic measurements in transmission with a 1 MHz
piezoelectric transmitter (PZT) source.

Measurements on aluminum allowed us to test the impact of the size of the source
on attenuation results. Indeed, since the method works well with strict free-surface
boundary conditions, we showed that using a piezoelectric transmitter in contact with
the sample disturbs the attenuation recovery. A perspective for future experimental
attenuation measurements would be to use a non-contact source such as a pulsed laser
for instance [Shen et al., 2022] to ensure free-surface boundary conditions in each facet
of the samples.

Knowing this effect, we chose to work with PZT sources of same diameter size. It
allowed us to recover the attenuation of 5 different media (aluminum, Fontainebleau
sandstone, Carrara marble, diorite not heated and diorite heated at 600°C) between
60 kHz and 2 MHz, and to fit a Maxwell viscoelastic model on aluminum and Zener
viscoelastic models on rocks. As the Maxwell viscoelastic model seems to be accurate
enough to model aluminum, we might need to use other models than Zener to approach
the frequency-dependent attenuation behavior on rocks, but this is limited by (1) the
contact of the source bias and (2) the large scattering (standard deviation) of the attenu-
ation results. This second point might be improved by having a more powerful source,
or a stronger signal-to-noise ratio. Indeed, if the wave travels for a longer period of
time before reaching the noise level, the decrease in amplitude recovery would be more
accurate.

Nonetheless, if our goal is to image the attenuation variations inside a sample, the
approximation we made with our fitted viscoelastic models can be sufficient enough to
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create a starting model for the inversion. In the next Chapter V we lay the foundations
for the use of Full-Waveform Inversion for imaging elastic velocity or/and viscous
attenuation anomalies inside a sample starting with viscoelastic homogeneous models
as we would do with the method we developed.
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Chapter V

Towards full-waveform inversion (FWI)
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V. 1. INTRODUCTION

1 Introduction

In the previous chapters, we consider direct problems and perform numerical simula-
tions, that is, we simulate a wave propagation knowing the physical parameters of a
medium using the wave equation. In the following, with the wave recorded at receivers,
we try to identify the physical parameters of a medium. This is the inverse problem.

One difficulty in inversion in seismic is that we have measurements only at the
surface of the medium. Thus, we do not know about the wavefield inside the measured
body. We need to interpret from the limited data at the receivers. Consequently,
inversion may be non-unique [Tarantola and Valette, 1982], that is, it may be that two
sets of different parameters generate similar wavefield response at the receivers.

One approach to solve the inverse problem is to consider a minimization problem
where we try to fit the measured wavefield with simulated ones. This is the principle of
full waveform inversion (FWI), that considers this minimization problem and performs
iterative update of the physical parameters. We refer to Bamberger et al. [1979], Tarantola
[1984] and Pratt [1999] for the first studies on FWI problems in time and frequency
domains, and to Virieux and Operto [2009] for an overview on FWI.

2 Methodology

2.1 The Newton’s iterative method

We start by reviewing the Newton’s method which serves to find a minimum of a
function J, and whose principles are followed by FWI. Here, the misfit function J(m)
measures the difference between the simulated and the measured wavefields as a
function of physical parameters included in m. The parameter m can represent the
elastic parameters λ, µ, the density ρ, or even the viscous parameters ηλ and ηµ. We
aim to find the m such that J(m) is at a minimum. A minimum of the function J
corresponds to a value ofmwhere the derivative J′(m) = 0.

The Taylor’s series tells us that we can approximate a function using its derivative
such that

J(m+ δ) = J(m) + δJ′(m) + ..., (V.1)
where δ is a small variation that can be seen as a step between the pointm and another
pointm+1 on the function.

Starting from a positionm0 that is assumed to be closed to the minimum, we can
expect that the perturbation δ leads us to the minimum, such that,

J′(m0 + δ) = 0. (V.2)

Taking into account Taylor’s series, we develop J′(m0 + δ) ≈ J′(m0) + δJ′′(m0) =
0, or

δ = − J′(m0)

J′′(m0)
. (V.3)

In practice, because the point m0 is far from the minimum, the Newton method
follows an iterative approach: the next iteration starts atm1 =m0 + δ, and the process
is repeated.
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One issue with this method is the cost of calculation of J′′(m) in large-scale seismic
applications [Métivier et al., 2013]. For FWI, we rather use the truncated Newton’s
method based on a defined iteration step ζ such that

m1 =m0 + δ =m0 − ζ · s(m0), (V.4)

with s(m0) the search direction. In our experiments, the search direction only depends
on the gradient of the misfit function at the point m0. Also, the search direction is
normalized so that the step value ζ directly relates to the amplitude of the inverted
parameter. In the context of multiparameter inversion (e.g. inverting simultaneously λ
and µ), each of the parameter can have a different step (that we denote with ζλ and ζµ

for instance).

2.2 FWI workflow

We synthesize the principles of FWI in Figure V.1. We first compare the wavefield
generated from an initial model that we refer to as m0 with the wavefield measured
by the receivers (also called "true model"). Then, we calculate the differences between
these two wavefields for each source and all receivers via a misfit function such as the
L2 norm of the difference given in equation (V.5). If the difference is "big", we iterate
following the equation (V.4) and the initial modelm0 is changed to a new modelmi, i
being the number of iteration.

JL2 =
1
2 ∑

src

(
∑
rcv

(simulation(src, rcv)− data(src, rcv))2

)
, (V.5)

where JL2 represents the least square cost function (also called L2 norm of the difference),
simulation represents the forward simulation and associated wavefield calculated at the
receivers for the initial or updated models, and data represents the wavefield recorded
at the receivers.

While we aim to find the best parametersm that create simulations that resemble
the data, it is possible (and unfortunate) that the solution is non unique, i.e. a wrong
inverted model gives sufficiently low minimum, and/or that we reach a local minimum
where the Newton method stagnates. One important step to avoid these issues is
to be very careful about the initial model and the choice of frequencies so that the
differences between the true and the updated model is less that one wavelength [Pratt,
1999]. Furthermore, Bretaudeau et al. [2013] pointed out that in experimental conditions,
the free-surface boundary conditions and the surface waves can cause difficulties in
designing a very accurate initial model.

In this thesis, we have used the software Hawen [Faucher, 2021] to perform the
inversion. The inversion parameters are set by the user, and we can choose between
elastic parameters λ and µ, velocities VP and VS, or also viscous parameters ηλ and
ηµ. We also consider the step value ζ (equation (V.4)), that is given as an input to
define a framework to the update, and is reevaluated by the software by a backtracking
linesearch method (not discussed in this manuscript but we refer to Nocedal and Wright
[2006] for further information). Along with the consideration of parameters and their
values, we need to define when to stop the calculations. For that, we compare the
evolution of the misfit functions between successive iterations: when the improvement
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is small, in which case it indicates that the minimization stagnates, we can stop the
iterative process. Otherwise, we can fix the maximal number of iterations. The inverted
model is then denoted bymend.

Two other important parametrizations to consider for FWI are the choice of the
misfit function and the choice of the parameter function, that are discussed later in this
chapter in Section 4.
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Figure V.1: FWI synthesized workflow. [ ] Wavefield at receivers for the true model. [ ] Wave-
field at receivers for the inverted models. The acquisition details are described in Section 3
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3 Reconstruction of a velocity anomaly

As preliminary analysis, we consider the 2D numerical experiments in order to highlight
the difficulties of inverting the physical elastic parameters in laboratory context (free-
surface boundary conditions and receivers at the surface of the sample), and how
to overcome these. We use the software Hawen Faucher [2021] to perform FWI in
frequency domain, that present the advantages to allow us to invert on a few frequency
values instead of the whole data content and to implement attenuation without adding
computational cost [Brossier et al., 2009; Prieux et al., 2013a,b].

We consider a two-dimensional synthetic experiment of size 7 cm x 7 cm with an
anomaly in velocity (Figure V.2) that we aim to invert. Next, we perform forward
numerical simulations in frequency domain with synthetic sources and receivers as in
Chapter III. Here, in order to be close to the experimental conditions, we choose to place
12 sources and 28 receivers all around the sample (Figure V.2) that record the wavefield
in frequency domain. Each source works independently and generate a wave in the
horizontal ux and vertical uz components, and the receivers record the wavefield in the
ux and uz components.
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Figure V.2: True model of velocity and location of sources and receivers.

The receivers and sources are numbered from R1 to R28 and from S1 to S12 following
the trigonometric direction (see Figure V.2). The source and receivers coordinates can
be found in Table V.1.

In this example, the P-wave velocity in the background of the sample is taken
to be 6320 m s−1 with a P-wave anomaly of 5000 m s−1. The S-wave velocity in the
background is 3100 m s−1 with S-wave anomaly of 2300 m s−1. The density is constant
and of ρ = 2700 kg m−3. We add attenuation with a Kelvin-Voigt viscoelastic model of
constant viscosity (no anomaly in attenuation here) ηλ = 250 Pa s and ηµ = 500 Pa s.
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Table V.1: Sources and receivers coordinates (in cm).

Source Coord. (x,z) Receiver Coord. (x,z) Receiver Coord. (x,z)
S1 (2.0 , 0.0) R1 (0.5 , 0.0) R15 (6.5 , 7.0)
S2 (4.0 , 0.0) R2 (1.5 , 0.0) R16 (5.5 , 7.0)
S3 (6.0 , 0.0) R3 (2.5 , 0.0) R17 (4.5 , 7.0)
S4 (7.0 , 2.0) R4 (3.5 , 0.0) R18 (3.5 , 7.0)
S5 (7.0 , 4.0) R5 (4.5 , 0.0) R19 (2.5 , 7.0)
S6 (7.0 , 6.0) R6 (5.5 , 0.0) R20 (1.5 , 7.0)
S7 (5.0 , 7.0) R7 (6.5 , 0.0) R21 (0.5 , 7.0)
S8 (3.0 , 7.0) R8 (7.0 , 0.5) R22 (0.0 , 6.5)
S9 (1.0 , 7.0) R9 (7.0 , 1.5) R23 (0.0 , 5.5)

S10 (0.0 , 5.0) R10 (7.0 , 2.5) R24 (0.0 , 4.5)
S11 (0.0 , 3.0) R11 (7.0 , 3.5) R25 (0.0 , 3.5)
S12 (0.0 , 1.0) R12 (7.0 , 4.5) R26 (0.0 , 2.5)

R13 (7.0 , 5.5) R27 (0.0 , 1.5)
R14 (7.0 , 6.5) R28 (0.0 , 0.5)

3.1 Absorbing boundary conditions

We first consider a synthetic experiment where we impose absorbing boundary condi-
tions in order to avoid issues due to reflections at boundaries [Bretaudeau et al., 2013].
The wavefields in frequency domain propagating through the sample from the source
S1 for the uz component at the frequency 100 kHz and 900 kHz are given in Figure V.3
and the associated recordings at receivers in Figure V.4.

0 2 4 6
0

2

4

6

x [cm]

z
[c

m
]

a) 100 kHz

−1

−0.5

0

0.5

1
uz [m] ·10−12

0 2 4 6
0

2

4

6

x [cm]

z
[c

m
]

b) 900 kHz

−1

−0.5

0

0.5

1
uz [m] ·10−14

Figure V.3: Wavefield in frequency domain (real part) of a wave generated from the source S1 propa-
gating through the true model at a frequency of a) 100 kHz and b) 900 kHz for the vertical component
uz.

In the following examples, we consider an homogeneous initial model of value
between the background and the anomaly Figure V.5. Indeed, if we make experimental
measurements in transmission from two opposite sides of the sample, the wave would
go through the background, the anomaly and again the background before reaching the
receiver, and the apparent measured velocity measured with the first arrivals would be
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Figure V.4: Wavefield recorded at receivers in frequency domain (real part) of a wave propagating
through the true model from the source S1 at a) 100 kHz frequency and b) 900 kHz frequency.

in between the velocity of the background and the velocity of the anomaly. Consequently
we consider constant initial model of VP = 5500 m s−1 and VS = 2700 m s−1.
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Figure V.5: Initial velocity model VP = 5500 m s−1 [left] and VS = 2700 m s−1 [center]. Associated
wavefield at 100 kHz [right].

We perform the inversion with frequency step of 100 kHz from 100 kHz to 900 kHz.
We update the initial model by inverting the elastic parameters (m = (λ, µ), related to VP
and VS) minimizing the L2-norm misfit function (equation (V.5)). Also, the parameter
function is of importance and a parametrization study is given by Faucher [2017] in
chapter 5. For this example, we choose to invert on 1/λ and 1/µ simultaneously with
a step of 2× 10−12 for and 1× 10−11 respectively. These values were chosen after trial
and errors, where we noticed that we have better results where the step size ζ is around
5%-10% the parameter itself (equation (V.4)). Note that this step could be automatically
refined with more advanced linesearch method [Nocedal and Wright, 2006] but that
would be more costly. For this inversion, we assumed the sources are known as well as
known attenuation model (Kelvin-Voigt) of viscosity ηλ = 250 Pa s and ηµ = 500 Pa s.

It can be seen in Figure V.6 how the VP model is updated from the initial model
to the 15th and 30th iterations for the 100 kHz frequency. The wavefield at receivers
for the initial model and the wavefield at receivers for the measured (true) model do
not fit well, but are close in terms of amplitude (because we assumed a known source)
and in terms of variations (oscillations) with respect to receiver number, meaning that
the initial velocity model is close to the real one. After 15 iterations, we notice that the
anomaly in velocity starts to appear, and the velocity of the background is updated to a
higher value than the initial model. Also, the wavefield at receivers are getting closer to
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Figure V.6: On the top part are the VP initial model [left], inverted model after 15 iterations [cen-
ter] and inverted model after 30 iterations [right] at 100 kHz. On the bottom part are the wavefield
recorded at each receivers at 100 kHz (real part) generated by the source S1 comparing the wavefield
through the true model [ ] with the wavefield through the initial or inverted model [ ]

the measured wavefield. When we continue until 30 iterations, there is almost no more
differences between the two measured and simulated wavefields, and we have a good
insight of the background VP value and the location, shape and size of the VP anomaly.
At this stage it would be useless to perform more update iterations at 100 kHz because
the misfit function J stagnates (Figure V.8). We then go on to the next frequency (200
kHz) by using the result of inversion at 100 kHz as an initial model, and we continue
the iterations in order to have a better definition of the shape and values of the anomaly,
and so on until 900 kHz (Figure V.7). At the end of inversion, we see that the VP and VS
values are correctly inverted, from the value of the background to the location, shape
and value of the anomaly.

We show the value of the misfit function after all the iterations in Figure V.8. On
this example, we perform the inversion on 30 iterations for each frequency. We see that
as we update the inverted model for each frequency, the error value drops quickly for
the first iterations, and is slowly stabilized. Also, we notice that the misfit can take a
higher value when we change frequency. This can be due to the inversion over a new
frequency that can have a different amplitude of source (depending on its frequency
spectrum), and also inversion over new wavefields that does not necessarily fit as well
as for the previous frequency.
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V. 3. RECONSTRUCTION OF A VELOCITY ANOMALY

0 30 60 90 120 150 180 210 240 270
0
2
4
6
8
·10−23

Iteration number

Er
ro

r

a) Misfit value

0 30 60 90 120 150 180 210 240 270
10−28

10−25

10−22

Iteration number

Er
ro

r

b) Misfit value (log scale)

Figure V.8: Evolution of the misfit function (V.5) with the number of iterations for the reconstruction
results of Figure V.7. The inversion is performed from 100 kHz to 900 kHz and we move on to the
next frequency after 30 iterations.

3.2 Free-surface boundary conditions

We now consider a more realistic experiment, replacing the absorbing boundary condi-
tions by free-surface boundary conditions to see the effect of reflections in the wavefield
and their impact for FWI.

3.2.1 Velocity inversion

We invert elastic parameters λ and µ (with the same parametrization as the previous
subsection) from different initial models to see the impact of free-surface boundary
conditions and picture the reconstruction of VP in Figure V.9, where in one case the
initial velocities are a value between the background and the anomaly as in the example
presented before (VP = 5500 m s−1 and VS = 2700 m s−1), in a second case the initial
velocities are equal to the background values (VP = 6320 m s−1 and VS = 3100 m s−1),
and in a third case the initial velocities are equal to the anomaly values (VP = 5000 m s−1

and VS = 2300 m s−1). We notice that in this example, when we consider an initial model
equal to the background value, we manage to correctly recover the velocity anomaly.
Nevertheless, when we consider an initial model of velocity in between the background
and the anomaly (as we would have in experimental conditions and as we had in the
previous subsection with absorbing boundary conditions), the inversion fails. The result
is even worse when we consider the initial model being of the anomaly value.

We picture the evolution of the misfit in Figure V.10 where we notice an overall
decrease in value as a function of iteration numbers for the three different initial models.
However, the final results are not satisfactory. Other observations that can be made
on the misfit are the absolute values with respect to initial models. The yellow misfit
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Figure V.9: VP final inversion result for the frequencies 100 kHz to 900 kHz with a step of 100 kHz
with three different initial models: [left] VP = 5500 m s−1 and VS = 2700 m s−1; [center] VP = 6320 m s−1

and VS = 3100 m s−1; [right] VP = 5000 m s−1 and VS = 2300 m s−1.
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Figure V.10: Misfit value corresponding to the inversion of Figure V.9 for three different initial mod-
els. Inversion from 100 kHz to 900 kHz with a step of 100 kHz, 30 iterations for each frequency.
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(initial VP = 5000 m s−1) is the worst of all three as it starts and ends with the highest
error values. This case is an illustration of the inversion process that stagnates in a local
minimum over iterations. The red misfit (initial VP = 6320 m s−1) for the successful
inversion has an error value already lower than the two others from the very first
iteration, and stays low during the whole iteration process. The orange misfit function
(initial VP = 5500 m s−1) shows an interesting pattern. It starts with a higher error value,
and reach an error value close to the successful inversion (red) at the end of the 270
iterations, even though the reconstruction is not accurate. This case is a good illustration
of the non unicity of the problem, where drastically different simulated models give
similar minimum values in the misfit.

We now take a closer look at the wavefields to better understand the situation. In
Figure V.11 we see the impact of the presence of reflections due to free-surface boundary
conditions for the first inverted frequency (100 kHz). The first visible effect is the
amplitude of the wavefield with respect to the velocities of the medium. Indeed, the
numerous reflections leads to destructive or constructive interference depending on
the wavelengths (at 100 kHz, the P- and S- wavelength are of 5.5 cm and 2.7 cm for
VP = 5500 m s−1 and VS = 2700 m s−1, 6.32 cm and 3.1 cm for VP = 6320 m s−1 and VS
= 3100 m s−1 and 5 cm and 2.3 cm for VP = 5000 m s−1 and VS = 2300 m s−1). Another
effect, visible if we compare the wavefield with free-surface boundary conditions and
absorbing boundary conditions (Figures V.3 and V.11), is that the wavefields do not
have a circular pattern and thus we cannot follow the wavefronts starting from the
source with free-surface boundary conditions.
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Figure V.11: Wavefields (real part) of a wave generated from the source S1 [top] and recorded at
receivers [bottom] at a frequency of 100 kHz for the vertical component uz (colorbar = displacement
in [m] *1e-12). [ ] wavefield at receivers for the true model, [ ] wavefield at receivers for the
initial models. [left] VP = 5500 m s−1 and VS = 2700 m s−1; [center] VP = 6320 m s−1 and VS = 3100
m s−1; [right] VP = 5000 m s−1 and VS = 2300 m s−1.
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The free-surface boundary conditions and reflections are an inherent part of the
data in experimental conditions. These reflections hinder the reconstruction and it is
necessary to treat them while keeping the same data, physical properties and boundary
conditions. This can be achieved with complex frequencies that we present in the next
part.

3.2.2 Complex frequencies

Complex frequencies in seismics can be used to generate an artificial damping coefficient
in the data that not only allows to create a smooth initial model when the imaginary
part is used alone [Shin and Cha, 2008] (also called inversion in the Laplace domain),
but also enhances the inversion when used jointly with the usual real frequencies [Shin
and Cha, 2009; Shin et al., 2010]. It is indeed shown to enlarge the convergence radius of
FWI, i.e. to relax the need of accurate initial guess [Faucher et al., 2020]. In our study, we
use them to artificially attenuate the signal so that it is less impacted by the reflections
at the boundaries.

We remind the time-harmonic formulation of the motion of wave from equation
(II.58):

û(x, ω) = u0 · exp(−ikx), (V.6)

with k the wavenumber in [m−1]. Taking complex wavenumber with viscosity (implying
complex velocity) and complex frequency, we have:

kc =
ωc

Vc
=

ωreal − iωimag

Vreal + iVimag
=

ωreal − i fL

Vreal + iVimag
, (V.7)

with fL the Laplace frequency in [Hz], that is the imaginary part of the frequency.

We can develop and rewrite the equation (V.6) to separate the real and imaginary
parts such that,

û(x, ω) = u0 · exp(−αx) · exp(−ikrealx), (V.8)

with α =
ωrealVimag + fLVreal

V2
real −V2

imag
and kreal =

ωrealVreal − fLVimag

V2
real −V2

imag
.

When there is viscosity and we work with real frequency, or fL = 0, then

α =
ωrealVimag

V2
real −V2

imag
and kreal =

ωrealVreal

V2
real −V2

imag
, (V.9)

as in equation (II.60). We notice that kreal is impacted by the complex velocity.

When we work with pure elasticity and complex frequency, or Vimag = 0, we have

α =
fL

Vreal
and kreal =

ωreal
Vreal

, (V.10)

where we remind β = αVreal such that in this case fL is also the amplitude decay β in
[Np s−1]. We see that using the complex velocity can also change the wavelength of the
signal by modifying kreal, while Laplace frequency only generates attenuation of the
amplitude.
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We illustrate the effect of using Laplace frequencies in Figure V.12, that is the
representation of the wavefield through the true model of the previous parts, using
complex frequencies. Adding an imaginary part to the frequency allows to add artificial
attenuation (i.e., not from the physical properties of the medium) so that the wave
propagates from the source to a boundary with too little amplitude to be reflected, thus
we obtain a clearer wavefront.

The actual attenuation values with respect to complex frequencies corresponding to
the wavefields of Figure V.12 are presented in Figure V.13. We first notice the frequency-
dependent attenuation behavior due to Kelvin-Voigt viscoelastic model. Secondly, we
see that the addition of Laplace frequency only adds a constant value to the amplitude
decay. During the inversion process, we need to be careful about the choice of the fL
value so that the artificial attenuation is not too high nor too low so the inversion is still
efficient [Faucher et al., 2020].
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Figure V.12: Real part of the wavefield (uz component) generated from the source S1 propagating
through the true model at real frequencies of [100:100:900] kHz combined with Laplace frequencies
of [0;100;200;400] kHz. The used constant viscoelastic model is Kelvin-Voigt of viscosity ηλ = 250 and
ηµ = 500 Pa s and the boundary conditions are free-surface.
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Laplace frequency in FWI are used in our case with the method given by Faucher
et al. [2020], that is, we start the inversion from the lowest real frequency (here 100 kHz)
and highest Laplace frequency (here 400 kHz), and we remove attenuation sequentially
by lowering the Laplace frequency value (here 200 kHz then 100 kHz then no Laplace
frequency). This is similar to first illuminating the medium close to the source and then
deeper and deeper as the Laplace frequency decreases. For instance, in our inversions,
we started to invert with 100 kHz + i400 kHz, then 100 kHz + i200 kHz, then 100 kHz
+ i100 kHz, then 100 kHz (+i0kHz), then we move on to the next real frequency and
invert on 200 kHz + i400 kHz, then 200kHz + i200 kHz, and so on until we inverted
each frequency.
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Figure V.13: Attenuation value of a S-wave propagating through a Kelvin-Voigt viscoelastic medium
of VS = 3100 m s−1 (µ = 25.95 GPa) and ηµ = 500 Pa s with and without addition of Laplace frequency
( fL).

We present the Figure V.14 to emphasize the use of complex frequencies with
respect to viscosity to numerically add attenuation in the domain. As we already saw in
Figure V.9, having free-surface boundary conditions when the medium does not contain
any attenuation can cause problems for FWI (see also Figure V.14b). We would like to be
able to follow smooth wavefronts as with absorbing boundary conditions (Figure V.14a).
When we add attenuation while keeping free-surface boundary conditions, we see
in Figure V.14 c and d that we reduce reflections and thus we are able to follow the
wavefronts.

To conclude with the interest of complex frequencies, we show the inversion of
velocity results where we are in laboratory conditions, with free-surface boundary con-
ditions and an initial model values being in between the background and the anomaly
in Figure V.15 in presence of intrinsic attenuation due to Kelvin-Voigt viscoelastic model,
and in Figure V.16 where there is no intrinsic attenuation. We notice from these two
figures that when we perform FWI on only real parts of frequencies (without Laplace
frequency), the shape of anomaly is not accurately defined. Nevertheless, when we
invert progressively from high Laplace frequency to low Laplace frequency, the inver-
sion is way better, even though the recovery of VS could certainly be improved with a
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Figure V.14: Real part of the 500 kHz wavefield (ux component) generated from the source S10 propa-
gating through a model of constant velocities VP = 6320 m s−1 and VS = 3100 m s−1. a) No attenuation,
absorbing boundary conditions. b) No attenuation, free-surface boundary conditions. c) Attenuation
due to Laplace frequency fL = 200 kHz. d) Attenuation due to viscosity ηλ = 2267.6 Pa s and ηµ =
1051.6 Pa s.

more careful study of parametrization. Here we would suggest to define another misfit
function, or maybe a bigger step ζ for µ parameter. This was not done in this thesis in
order to be able to give more focus on attenuation anomaly inversion, presented in the
next section.
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Figure V.15: Inversion on viscoelastic medium with and without the use of complex (Laplace) fre-
quencies. VP and VS final inversion results for the frequencies 100 kHz to 900 kHz with a step of
100 kHz with the initial model VP = 5500 m s−1 and VS = 3100 m s−1. Results without (w/o) and with
(w/) the use of Laplace frequencies fL = [400;200;100;0] kHz. The true model follows a Kelvin-Voigt
viscoelastic law of viscosity ηλ = 250 Pa s and ηµ = 500 Pa s.
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Figure V.16: Inversion on elastic medium (no viscosity) with and without the use of complex (Laplace)
frequencies. VP and VS final inversion results for the frequencies 100 kHz to 900 kHz with a step of
100 kHz with the initial model VP = 5500 m s−1 and VS = 3100 m s−1. Results without (w/o) and with
(w/) the use of Laplace frequencies fL = [400;200;100] kHz. There is no viscous attenuation in the true
model.

4 Reconstruction of a viscosity anomaly

4.1 Introduction

In this section we aim to recover the change in viscosity inside a 7 cm x 7 cm 2D synthetic
experiment following a Kelvin-Voigt viscoelastic model with constant velocities VP =
6320 m s−1 and VS = 3100 m s−1 and viscosities containing an anomaly (ηλ = 250 Pa s
with an anomaly of 500 Pa s and ηµ = 500 Pa s with an anomaly of 1000 Pa s) as in
Figure V.17.

In viscoelastic FWI, studies have focused on reconstructing the quality factor [Mali-
nowski et al., 2011; Prieux et al., 2013a; Fabien-Ouellet et al., 2017; Pan and Wang, 2020;
Yong et al., 2021; Masmoudi et al., 2023]. This is mainly because there is no need to
know the viscoelastic model which governs the medium. In our case, we are able to find
the viscoelastic models from frequency-varying measurements as seen in Chapter III.
Thus, we will focus on inverting the viscosity coefficients.

Another motivation lies on the quality factor definitions, for instance for the use of
Kelvin-Voigt model, we remind

ωMηQKV(ω) = Me, (V.11)

with QKV the quality factor following a Kelvin-Voigt viscoelastic law, Mη the viscous
modulus and Me the elastic modulus. It means that in viscoelasticity, quality factor is
linked to elastic parameters as well as viscous parameters. Inverting with respect to
parameters that characterize the attenuation models allows to work with independant
quantities instead. Therefore, we expect to reduce the cross-talk between the inverted
parameters.
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In the following parts we test different misfit functions and different parameter
functions in order to find the best parametrization for viscous FWI. We assume known
velocities being the true velocities and the initial viscosity models are constant and
equal to the background (ηλ = 250 Pa s and ηµ = 500 Pa s). Also, we consider absorbing
boundary conditions.
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Figure V.17: True model of velocity and viscosity and location of sources and receivers.

4.2 Test of different misfit functions

The inversion process has different sensibilities under the chosen misfit function (see for
instance Pan and Wang [2020]). In the following we invert the viscous parameters ηλ

and ηµ. We remind that we need to choose step values for FWI model update (equation
(V.4)), that are for each inverted parameter ζηλ

= 10 and ζηµ = 20. We perform FWI
over different misfit functions in order to select the best one to invert viscosity. We
invert over the low real frequencies 100 kHz, 200 kHz and 300 kHz in order to save
computational resources and time, and present the inversion results in Figure V.18.

The misfit functions proposed by Hawen [Faucher, 2021] that we test are defined as
follows. We define the misfit function J0 as the difference between the simulation and
the data:

J0 =
1
2 ∑

src

(
∑
rcv

(simulation− data)2

)
. (V.12)
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We can define variations using only the real of imaginary part of the signals

J0R =
1
2 ∑

src

(
∑
rcv

(
Real(simulation)− Real(data)

)2
)

. (V.13)

J0I =
1
2 ∑

src

(
∑
rcv

(
Imag(simulation)− Imag(data)

)2
)

. (V.14)

We define the misfit function Jlog as the L2 difference between the natural logarithm of
the signals:

Jlog =
1
2 ∑

src

(
∑
rcv

(
ln(simulation)− ln(data)

)2
)

. (V.15)

We define Jmod as the L2 difference between the modulus of the signals:

Jmod =
1
2 ∑

src

(
∑
rcv

(
|simulation| − |data|

)2
)

. (V.16)

A variant is to use the L2 difference between the natural logarithm of the modulus of
the wavefields:

Jlog−mod =
1
2 ∑

src

(
∑
rcv

(
ln(|simulation|)− (ln(|data|))

)2
)

. (V.17)

We can also use the L2 difference between the phase of the signals:

Jφ =
1
2 ∑

src

(
∑
rcv

(
Phase(simulation)− Phase(data)

)2
)

. (V.18)

The final reconstructions using the different misfit functions are shown in Fig-
ure V.18, and the difference values with respect to the chosen misfits are presented in
Figure V.19. Final results in Figure V.18 clearly show different results for ηλ and ηµ.
The goal here is to find the most efficient misfit functions to invert viscosity before
manipulating the parameter functions and find the best couple (misfit - parameter func-
tions) for viscosity recovery. The parameter ηµ is approximately well recovered (at least
concerning the shape of the anomaly) for almost every chosen misfit functions, besides
Jlog and Jφ. When we look at the misfit values for these two functions in Figure V.19,
we see that the difference value decreases slowly for each inverted frequency (or even
increases brutally in the misfit Jlog at the end of inversion). This is not expected as
we want to see a decrease as iterations progress. Hence we discard these two misfit
functions for viscosity inversion.

Concerning ηλ recovery, none of the misfits seems satisfactory. It might be that the
inversion is stuck in a local minimum or that the data (wavefield) are not sensitive
enough to variation of ηλ. We could try to improve results with another parameter
function and/or with more iterations (by inverting on higher frequencies). The already
discarded misfit functions Jφ and Jlog show the worst recovery of the shape of anomaly
as well for ηλ. We can also discard the misfit functions J0 and its variants J0R and J0I
because they seem to invert a very strong artifact in the upper part of the medium. Also,
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Figure V.18: Comparison of different misfit functions on ηλ and ηµ inversion results in [Pa s] on the
frequencies 100, 200, 300 kHz (only the result in 300 kHz is displayed) with constant initial models
of ηλ = 250 Pa s and ηµ = 500 Pa s. Absorbing boundary conditions.

ηµ parameter is not very well inverted for misfit J0I compared to the two remaining
misfit functions Jmod and Jlog−mod.

It is not surprising to have the best results when we use the modulus of the wave-
fields, because viscosity is directly linked to attenuation and amplitude of the signal.
Therefore, we expect the misfit function based upon the modulus of the signals to give
us the best results.

According to this analysis of inversion results for different misfit functions in
Figure V.18, we keep the two misfits functions Jmod and Jlog−mod for the following exper-
iments. We now want to investigate if we can correctly invert the viscous parameter ηλ

with different parameter functions, that we develop in the next subsection, and with
more iterations thanks to the addition of higher frequencies.
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Figure V.19: Misfit values corresponding to the inversion of Figure V.18 for different misfit functions
(equations (V.12)–(V.18)) between 100 and 300 kHz for a maximum of 30 iterations per frequency).

4.3 Test of different parameter functions

Along with sensitivity to misfit functions as seen in the previous subsections, inversion
results can differ depending on the chosen parameter function that plays an important
role, as shown by Faucher [2017] in chapter 5. We define the parameter p, that is in our
case ηλ or ηµ. The tested parameter functions available in Hawen [Faucher, 2021] as well
as their used step values ζηλ

for ηλ and ζηµ for ηµ are listed below:

• [p] for inversion of the parameter itself (as the previous subsection), of steps ζηλ
=

10 and ζηµ = 20.

• [p2] for inversion of the parameter squared, of steps ζηλ
= 5000 ζηµ = 20000.

• [1/p] for inversion of the inverse of the parameter, of steps ζηλ
= 0.1 and ζηµ =
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0.05 for the misfit funtion Jmod ; and of steps ζηλ
= 0.2 and ζηµ = 0.1 for the misfit

function Jlog−mod.

• [
√

p] for inversion of the square root of the parameter, of steps ζηλ
= 4 and ζηµ = 5.

• [1/
√

p] for inversion of the inverse square root of the parameter, of steps ζηλ
=

0.25 and ζηµ = 0.2.

• [ln(p)] for inversion of the natural logarithm of the parameter, of steps ζηλ
= 1 and

ζηµ = 1.5.

These step values were defined after numerous trial and errors, that are not developed
here.

Inversion results with respect to different parameter functions and using the two
misfit functions Jmod and Jlog−mod (equations (V.16) and (V.17)) are displayed in Fig-
ure V.20. We performed the inversion over the real frequencies 100 kHz, 200 kHz and
300 kHz. The goal here is to find the best couple [misfit function - parameter funtion]
to invert attenuation, before going to the higher frequencies and save computational
resources.

Once again, the ηµ parameter is the best recovered, apart from a few exceptions (mis-
fit Jmod with parameter function [1/

√
p]) and misfit Jlog−mod with parameter function

[1/p]). Concerning the ηλ inversion, the best results are without hesitation when we
use the parameter functions [p] and [p2]. In conclusion we select these two parameter
functions to carry on the inversion using the higher frequencies, from 400 kHz to 900
kHz every 100 kHz.
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Figure V.20: Comparison of different parameter functions on ηλ and ηµ with the misfit functions
Jmod and Jlog−mod. Inversion results on the frequencies 100, 200, 300 kHz (only the result in 300 kHz
is displayed) with constant initial models of ηλ = 250 Pa s and ηµ = 500 Pa s. Absorbing boundary
conditions.
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Figure V.21: Viscosity inversion result at 900 kHz with misfit functions Jmod and Jlog−mod and param-
eter functions [p] and [1/p], using constant initial modeld of ηλ = 250 Pa s and ηµ = 500 Pa s and
absorbing boundary conditions.

Final inversion result is shown in Figure V.21, where we see that the shape and
values are well recovered for ηµ for the couples misfit - parameter function (Jmod - [p]),
(Jlog−mod - [p]) and (Jlog−mod - [p2]). As for ηλ, it is subject to discussion, but we find that
the best recovery is when we use the misfit function Jlog−mod. Also, when we compare
the two used parameter functions, we see that the use of [p] causes large variation of ηλ

values within the background and the anomaly, while the use of [p2] allows a smoother
(and more accurate) result.

After having tested different couples misfit functions - parameter functions for
attenuation inversion, we select the couple (Jlog−mod - [p2]) for attenuation recovery in
the next section, when we have a velocity anomaly as well as an attenuation anomaly
to recover. Note that the tests have been carried out under one specific configuration
(data all around, one positive anomaly, with Kelvin-Voigt viscoelastic model). Such a
study should be performed in other contexts to see if the (misfit - parameter function)
selection is universal. We could also envision to update the misfit function at some
point in inversion to get the best results.

5 Velocity and viscosity anomaly

We consider in this section a 7 cm x 7 cm medium containing an anomaly in velocity and
in viscosity located at the same place, and absorbing boundary conditions. Similarly
to the two previous sections, the VP values are of 6320 m s−1 in the background with
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an anomaly of 5000 m s−1, the VS values are of 3100 m s−1 in the background with an
anomaly of 2300 m s−1 (Figure V.22), the medium follows a Kelvin-Voigt viscoelastic
model of ηλ is of 250 Pa s in the background with an anomaly of 500 Pa s, and ηµ is of
500 Pa s in the background with an anomaly of 1000 Pa s (Figure V.23).

The method here is to first invert the velocity (it means that the attenuation pa-
rameters remain at the initial values and are not updated). Then, we use the velocity
inversion results as a known input parameter for viscosity inversion in a second time
(as in Pan and Wang [2020]).

True VP True VS Inverted VP Inverted VS

2,000

4,000

6,000

[m s−1]

Figure V.22: Velocity inversion results with absorbing boundary conditions at 900 kHz with constant
initial models VP = 6320 m s−1, VS = 3100 m s−1 and input constant viscosity ηλ = 375 Pa s and ηµ = 750
Pa s.

Velocity inversion is shown in Figure V.22, where we invert over the real frequencies
from every 100 kHz from 100 kHz to 900 kHz, with a constant initial velocity model
of VP = 6320 m s−1 and VS = 3100 m s−1. The input attenuation was assumed constant
(even if it not) and of values ηλ = 375 Pa s and ηµ = 750 Pa s. Here, we use the misfit
function J0 and invert over the inverse of elastic parameters [1/p] λ and µ with steps ζλ

= 5× 10−12 for λ and ζµ = 2× 10−11 for µ. We see in this figure that inversion did not
work as well as in Figure V.7 where viscosity is constant, but we still recover the good
location of the anomaly. Concerning the recovered values, we see that VP is too high in
the background and VS is too low in the background. It may be due to the wrong input
viscosity that adds errors in the simulated wavefield. This highlights the importance
of knowing accurately the attenuation values, even for velocity inversion [Groos et al.,
2014].

We propose two examples of viscosity inversion. One with the true velocities as an
input parameter (Figure V.23), and one with inverted velocities as an input parameter
(Figure V.24). In both cases, the initial viscosity values are ηλ = 500 Pa s and ηµ = 1000
Pa s, and we invert the parameters squared [p2] over the misfit function Jlog−mod. When
we assume we know the true velocity (Figure V.23), the viscous parameters are fairly
recovered, as in Figure V.21. the parameter ηµ is more accurately recovered than ηλ

which, at least, shows an anomaly at the appropriate location.

When we use the inverted velocity to invert the viscous parameters (Figure V.24),
as we would do in practice, we do not accurately recover the models. In our example,
anomaly in ηµ is not captured, and ηλ has not the expected shape. It could be the effect
of cross-talk between parameters [Operto et al., 2013; Pan and Wang, 2020], where the
first inversion in velocity tries to compensate the wrong input viscosity.
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Figure V.23: Viscosity inversion results with absorbing boundary conditions at 900 kHz with constant
initial models ηλ = 500 Pa s, ηµ = 1000 Pa s and input velocities being the true velocities.
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Figure V.24: Viscosity inversion results at 900 kHz with constant initial models ηλ = 500 Pa s, ηµ =
1000 Pa s and input velocities being the inverted velocities. Absorbing boundary conditions.

6 Conclusions and perspectives on FWI chapter

We first invert an anomaly in elastic parameters in a 2D domain of 7 cm x 7 cm, con-
sidering absorbing boundary conditions. Then, we consider free-surface boundary
conditions to highlight the difficulties in performing FWI in laboratory context for
inversion of elastic parameters due to the reflections. We showed that the difficulty can
be overcome by using the complex frequency, the imaginary part - Laplace frequency fL
- playing the role of a damper.

We have investigated the reconstruction of the viscosity - attenuation - by testing
several couples (misfit function - parameter function) and choose the best one for attenu-
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ation recovery. We showed that in the tested conditions (absorbing boundary conditions,
constant model of velocity, positive viscosity anomaly, Kelvin-Voigt viscoelastic model),
the misfit functions that present the best results are the ones using the modulus of the
wavefield Jmod (equation (V.16)) and Jlog−mod (equation (V.16)). After, we test different
parameter functions over these two misfit functions and showed that we best recover
ηλ and ηµ by inverting the parameter itself [p] or the parameter squared [p2]. The
perspective of this work would be to test other configurations (free-surface boundary
condition, other viscoelastic model, negative anomaly) to see if and how it may change
the results.

Finally, we investigated the recovery of both the velocity and viscosity with difficul-
ties. We need to be careful to understand where does the cross-talk between velocity
and viscosity comes from. A first test could be to invert the viscosity on the experiment
of Figure V.7 and check if it remains constant, that is, we want to see how FWI captures
incorrect variation of viscosity to decrease the misfit, and up to which extent it ham-
pers the reconstructions. A similar test with inverting velocity in the experiment of
Figure V.17 can be done as well.

Furthermore, we have only considered absorbing boundary conditions when re-
constructing both the velocities and viscosities. In order to take laboratory conditions
into account, the next step would be to successfully invert an anomaly in velocity and
viscosity with free-surface boundary conditions. Only then, we can perform 3-D FWI in
order to try to overcome and understand every difficulty with synthetic experiments
before trying to perform FWI with real data.
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In this thesis, we investigated the reconstruction of the attenuation properties of
natural samples from the measurements of seismic waves. Attenuation is an intrinsic
component of the medium that results in the loss of energy of waves. Attenuation also
relates with the change in porosity of the material or can indicate the presence of fluids
[Dasgupta and Clark, 1998; Pang et al., 2019]. Therefore, it is a key component for fully
understanding the composition and behaviour of materials. In our work, we first pro-
vide a comprehensive review of the equations describing the propagation of waves with
attenuation. Attenuation is a frequency-dependent phenomenon, and we have carried
out numerical simulations in the frequency domain to illustrate the effect of attenuation
depending on various parameters such as the geometry of the sample, the assumptions
regarding the boundary conditions, and the level of attenuation. It served us to design
a method to reconstruct the representative attenuation coefficient of a sample from the
measurements of the global wavefield, and where we are also able to reconstruct the
attenuation model characterizing the medium. The method is subsequently applied to
experimental data, and we identify the representative attenuation parameters of two
samples of different natures with aluminum and Fontainebleau sandstone. Then, to
uncover the finer heterogeneities within a medium, we provided some preliminary
studies using the full waveform inversion method.

In the theoretical chapter, we set up the mathematical framework by detailing the
equations for wave propagation. As its name indicates, viscoelasticity is composed of
a viscous and an elastic component, which can be assembled in different ways. Here,
we focused on three attenuation models with the Maxwell, Kelvin–Voigt, and Zener
models. Each model has its specificity and proposes a different behaviour of attenuation
of waves with frequency, for instance attenuating more or less the low-frequency waves.
One difficulty in the characterization of media is that the attenuation model is typically
unknown a priori. Working in the frequency domain is particularly convenient as all of
the different models can be unified in the same equation, working with complex-valued
parameters. In this chapter, we further introduced the representative parameters that
quantify the level of attenuation of a medium, with the quality factor Q and attenuation
coefficient β.

In the numerical chapter 3, we perform numerical simulations in order to investi-
gate the wave propagation with attenuation, starting by considering a homogeneous
isotropic medium. We first use absorbing boundary conditions surrounding the sample,
that is, assuming waves can freely escape. This allows us to study direct waves, avoid-
ing reflection and conversion. We separate the P- and S-waves by applying a divergence
or a curl operator to the global wavefield, and we recover the viscoelastic parameters
associated with each type of waves. We progressively consider the configuration of
laboratory experiments by incorporating free-surface boundary conditions, that is, with
waves being reflected on the boundary of the sample. We then analyze the first wave
arrivals from a source at the surface of the sample to receivers located all around the
sample. The signal is drastically affected by the reflections and conversions at the
boundaries, leading to complicated signals where events are superposed.

To recover the attenuation properties of a medium from waves measured at the
boundary, we develop a method that works with consecutive windows of frequency.
For each window, we identify the decay of the wavefield amplitude, which gives us
the representative frequency-dependent attenuation parameters of the medium and,
with all of the frequency windows, we reconstruct the attenuation model as well. The
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method takes advantage of the multiple reflections inside the domain from the free-
surface boundary conditions, such that the loss of energy of the wave measured at the
receivers is only due to the medium’s attenuation properties. The method further uses
the equilibration of energy (equipartition) between the P- and S- waves: after several
reflections (reached after a given propagation time referred to as the equipartition time),
the S-waves overwhelm the wavefield and the measured decrease in amplitude of the
global wavefield corresponds to the S-wave attenuation. Therefore, the method needs a
relatively long propagation time and recording in order to be as accurate as possible in
attenuation recovery. While the method is unable to capture the P-wave attenuation
(because of equipartition that consequently lead to measured data that are relatively
insensitive the P-wave attenuation), we have shown that it is efficient regardless of the
geometry of the sample, of the positions of the measurement and of the wave directions
/ components measured.

In the experimental chapter, we built an experimental set-up allowing to record
wave propagation with a piezoelectric source and a non-contact interferometer laser
receiver. We measured the wavefield in aluminum blocks and natural rock samples
cylinders (Fontainebleau sandstone, Carrara marble, and diorite). We recovered the
elastic properties of the samples, first using the first-arrivals in the measurements to
identify the P- and S-velocities of the seismic waves. Then, we studied the impact of
the PZT source in contact with the samples, that seems to result in a local modification
of the boundary conditions. Eventually, we use the method developed in Chapter 3
and validated with the numerical simulations to recover the representative S-waves
frequency-dependent viscoelastic law, as well as the elastic and viscous parameters of
the media. We recover a Maxwell viscoelastic law in aluminum and a Zener viscoelastic
law in the Fontainebleau sandstone, Carrara marble, and diorite rock samples. These
viscoelastic models and parameters may serve as initial models for FWI for the purpose
of recovering finer heterogeneities.

In Chapter 5, we review the principles of Full Waveform Inversion, which can
quantitatively reconstruct the heterogeneities within a medium from the measurements
of seismic waves, and that is based upon an iterative minimization algorithm. As
preliminary synthetic experiments, we investigated the reconstruction in 2D media
containing an anomaly in velocity and/or viscosity.

For the reconstruction of anomaly in velocity, we encounter difficulties when we
follow the configuration of a laboratory experiment, that is, when we impose free-
surface boundary conditions around the samples, leading to multiple reflections. To
overcome this issue, we have proposed to work with complex frequencies. Indeed, the
imaginary part of the frequency plays the role of an artificial damper in the wavefield
and the reflections are thus reduced without modifying the data.

When considering an anomaly in viscosity, we carried out preliminary experiments
with absorbing boundary conditions to evaluate the most efficient parametrization for
FWI. We investigate several couples (misfit function - parameter function) that allow
the most accurate inversion.

We see that there exist difficulties in inverting accurately the viscous parameter ηλ

that is associated with the Lamé parameter λ. This can be due to the imprint of the
parameters µ and λ in the wavefield, as both the P- and S- waves are functions of µ
while only the P-waves depend on λ. Following this idea, the measured data (mixing P-
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and S-waves) would be more sensitive to variation of µ than to variation of λ.

Eventually, we considered a medium containing both velocity and viscosity anoma-
lies at the same location, but the results of the inversion show the possible trade-off
between parameters, despite the use of a two-step approach where we first reconstruct
the velocity (fixing the attenuation) and the attenuation (keeping fixed the velocities
reconstructed at the first step).

To summarize, we have investigated the reconstruction of attenuation by first
proposing a method to recover the representative attenuation of a medium from surface
measurements. Then the recovered representative parameters would serve as initial
guesses for FWI to recover heterogeneities. Some limitations remain and we highlight
the three following. One first limitation is that the attenuation of the P-waves is not
obtained because of the equipartition. Another limitation is the impact of the surface
contact of the PZT source on the sample that can lead to local artifacts. In addition,
the reconstruction of the viscoelastic heterogeneities in a laboratory context with FWI
requires efficiently treating the trade-off between the parameters.

We recover the representative attenuation law and values of a medium with equipar-
tition theory, indicating that the recovered attenuation values are close to the S-waves
ones. The limitation is that we do not know about the P-waves attenuation values,
or if the P-wave attenuation is higher or lower than the S-waves attenuation. Further
analyses need to be done, for instance with working with the direct wave arrivals in
order to be able to work before the first wave conversion. The difficulty here lies on the
low attenuation definition. In that case, the difference in amplitude between one point
measured close to the source and another point measured further is going to be low
(after beam spreading correction). In order to make parallel numerical/experimental
analysis, a sufficiently small wavelength as well as accurate amplitude measurements
would be needed.

In this work, we considered models of isotropic viscoelasticity to represent the
media and to understand the phenomena of wave attenuation. One next step to accurate
modeling is to enrich our formulations, for instance considering anisotropy. On the one
hand, anisotropy would not change the formulation of the wave equations (yet working
with a full elasticity tensor), it however introduces additional physical parameters
[Carcione, 2007], hence increasing the number of unknowns to identify. Future step
would also be the consideration of poroelasticity, which would be more challenging
because it implies changing the equations of stress-strain relationships and thus wave
propagation equations [Carcione, 2007], increasing the computational complexity in
addition to the number of unknowns.

Concerning the experimental part, we pointed out that the surface of contact be-
tween the PZT source and the sample may have an impact in the data because the
boundary conditions are locally modified. It would be interesting to quantify this im-
pact with numerical experiments or laboratory measurements with aluminum samples
of different sizes.

Reconstructing heterogeneity using FWI represents a longer-term perspectives that
we initiated to recover a heterogeneous attenuation inside a sample measured in the
laboratory. We have interesting first results with the comparison of different misfit
functions and parameter functions, that pave the way towards preliminary applications.
However, an extensive parametric study would be needed in order to understand how
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to reduce the trade-off between velocity and viscosity, and to enhance the ηλ viscous
parameter recovery. Eventually, inversions would need to be performed in 3D with
free-surface boundary conditions. Here, we expect that the use of complex frequencies
would be as effective as in our 2D experiments. Nonetheless, the computational cost of
3D FWI remains challenging and we expect that having selected the appropriate misfit
functions and parametrization would help control the required number of iterations.
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Résumé en français
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VII. 1. INTRODUCTION

Ce chapitre rédigé en français décrit les résultats principaux de la thèse. Il a pour
but de donner un aperçu des théories et développements majeurs exposés en anglais
dans les chapitres précédents.

1 Introduction

En sismique, l’atténuation des ondes est un bon indicateur de changement de porosité,
fracturation, ou encore de présence de fluides dans la roche [Dasgupta and Clark, 1998;
Pang et al., 2019]. L’atténuation varie avec la fréquence [Müller et al., 2010; Carcione,
2007; Gurevich and Pevzner, 2015] et est souvent associée au terme "facteur qualité" Q
qui décrit la capacité d’une roche à propager une onde.

Le choix s’est porté sur la viscoélasticité pour prendre en compte l’atténuation des
ondes sismiques, défini par α la décroissance en amplitude en fonction de la distance de
propagation [Np m−1]. Dans un sismogramme, l’atténuation sera plutôt définie par le
terme β en [Np s−1], obtenu en multipliant α par la vitesse de propagation de l’onde.
Le facteur qualité est relié à la décroissance en amplitude selon l’équation ci-dessous:

Q =
ω

2αV
=

ω

2β
, (VII.1)

avec V la vitesse de propagation de l’onde en [m s−1] et la pulsation ω = 2π f , f étant
la fréquence en [Hz].

La théorie viscoélastique consiste en un assemblage de ressorts élastiques et de
pistons visqueux, où les ressorts vont aider à propager l’onde, et les pistons vont atténuer
la propagation. Une illustration des modèles viscoelastiques de Maxwell, Kelvin-Voigt
et Zener est donnée en Figure VII.1 où, selon Carcione [2007], Me représente le module
élastique, Mη représente le module visqueux, σ est la contrainte générée dans le système
ressort-piston et ε est le déplacement associé. Par exemple, dans le cas du modèle de
Maxwell, il faut imaginer une contrainte σ qui va être transmise par le ressort, puis
atténuée par le piston pour générer un déplacement ε qui sera moindre par rapport au
déplacement du ressort seul.

Maxwell

Me Mη
σ ε

Kelvin-Voigt
Me

Mη
σ ε

Zener
Me1

Mη

Me2σ ε

Figure VII.1: Représentation schématique des modèles viscoélastiques de Maxwell, Kelvin-Voigt et
Zener.

Ces systèmes viscoélastiques, montés en série et/ou en parallèle, permettent de
créer différents comportements en fonction de la fréquence, comme par exemple en
Figure VII.2 où le facteur qualité décroît avec la fréquence pour le modèle de Kelvin-
Voigt et croît avec la fréquence pour le modèle de Maxwell. Le modèle de Zener, quant
à lui, se comporte comme un Kelvin-Voigt pour les basses fréquences et comme un
modèle de Maxwell pour les hautes fréquences.
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Figure VII.2: (gauche) Atténuation et (droite) facteur qualité des ondes S en fonction de la fréquence
pour respectivement un modèle viscoélastique de [ ] Maxwell avec ηµ = 20.65 MPa s, [ ] Kelvin-
Voigt avec ηµ = 20.65 Pa s et [ ] Zener avec τε = 796.57 ns et τσ = 794.98 ns. Ici, le paramètre élastique
µ est de 25.95 GPa.

2 Résultats principaux

2.1 Étude numérique

Pour l’étude de l’atténuation des ondes sismiques en contexte de laboratoire, il faut
prendre en compte les conditions aux limites de surfaces-libres. Dans ce cas, en plus de
la présence d’ondes de surface, les ondes de volumes (P et S) sont réfléchies et converties
aux bords. Une étude numérique a permis de mettre en place une methode permettant
de prendre parti de ces nombreuses réflexions et de retrouver l’atténuation des ondes
S dans un milieu peu atténuant. En effet, à partir d’un certain nombre de réflexions
et conversions définis par un temps minimum de propagation donné par l’équation
(VII.2) [Snieder, 2002], le signal sismique atteint un point d’équilibre d’énergie entre les
ondes P et S qui est dominé par les ondes S. Il s’agit du phénomène d’équi-répartition
de l’énergie [Ryzhik et al., 1996; Margerin et al., 2009] et, dans ce contexte, il n’y a plus
besoin de prendre en compte le phénomène de divergence géométrique lorsque l’onde
se propage puisque l’énergie reste capturée à l’intérieur du domaine. Le temps de
propagation pour atteindre l’état d’équilibre d’énergie est donné par [Snieder, 2002] :

τPS =
a(V3

S + 2V3
P)

2VPV3
S

, (VII.2)

avec τPS le temps de propagation des ondes avant d’atteindre le point d’équi-répartition,
VS la vitesse des ondes S, VP la vitesse des ondes P, et a la taille de l’échantillon.

La méthode pour déterminer les valeurs d’atténuation en fonction de la fréquence
se définit comme suit (Figure VII.3) : à l’aide d’un filtre gaussien en fréquence, il faut
sélectionner une petite fenêtre (de ± 10 kHz autour de la fréquence d’intérêt dans notre
cas). Ensuite, revenir en temps avec une transformée de Fourier inverse. La décrois-
sance en amplitude visible sur le sismogramme est uniquement due à l’atténuation à
cause du phénomène d’équi-répartition décrit plus haut. Pour récupérer cette valeur
d’atténuation, il faut lisser le signal en prenant l’envelope de la transformée de Hilbert,
l’élever au logarithme néperien, et effectuer une régression linéaire dans le signal. La
valeur de la pente de la fonction affine définit ainsi l’atténuation des ondes S pour la
bande de fréquence sélectionnée. Répéter ces étapes sur toute la bande passante du
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Figure VII.3: Schéma fonctionnel de la méthode de traitement du signal permettant de retrouver
l’atténuation β d’une petite bande de fréquence.

signal permet de retrouver l’atténuation sur plusieurs fréquences et ainsi de retrouver
des lois d’atténuation.

Cette méthode a été validée par des simulations numériques de propagation d’ondes
à travers un cube de 7 cm de côté et un cylindre de 9 cm de haut pour 5 cm de diamètre
présentés à la Figure VII.4. La source émet une onde dans les 3 composantes ux, uy
et uz, et les récepteurs enregistrent dans les 3 composantes également. La source est
placée sur la base supérieure de chaque échantillon, le récepteur R1 se situe à l’intérieur
de l’échantillon, le R2 se situe sur une face latérale et le R3 sur la face opposée à la
source. Ainsi, il est possible de repérer un effet potentiel des ondes de surface sur
l’enregistrement sismique.

Plusieurs simulations numériques ont été réalisées en changeant le modèle vis-
coélastique qui régit le milieu (Maxwell ou Kelvin-Voigt), et en ayant l’atténuation
des ondes S supérieure à celle des ondes P, ou inversement. Les résultats montrent en
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ux
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Source

R1
R2

R3
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R1
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R3

(a) Cube (b) Cylindre

Figure VII.4: Mise en place numérique. a) Cube de 7 cm de côté. b) Cylindre de 9 cm de haut pour 5
cm de large. La source est située sur la face supérieure de chaque échantillon et émet une onde dans
les 3 composante. Les récepteurs enregistrent le signal dans les 3 composantes, et sont situés comme
suit : le R1 est à l’intérieur des échantillons, le R2 est sur une face latérale, et le R3 est sur la face
opposée par rapport à la source.

Figure VII.5 que la détermination de l’atténuation suit toujours les ondes S (comme
attendu à cause du phénomène d’équi-répartition), indépendamment de la géométrie
de l’échantillon, de la loi viscoélastique, de la différence βs < βp ou βs > βp, de la
localisation du récepteur (à l’intérieur ou à la surface du domaine) et de la composante
d’enregistrement de celui-ci.
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Figure VII.5: Détermination de l’atténuation β et du facteur qualité Q en fonction de la fréquence sur
des simulations numériquesà travers un cube de 7 cm de côté ou un cylindre de 9 cm de haut pour
5 cm de diamètre qui suivent des lois viscoélastiques de Maxwell ou de Kelvin-Voigt. [ ] βp ou
Qp analytique. [ ] βs ou Qs analytique. [] Récepteurs R2 et R3 situés à la surface et enregistrant
dans les 3 composantes ux, uy et uz. [ ] Récepteur R1 situé à l’intérieur et enregistrant dans les 3
composantes ux, uy et uz.

141



VII. 2. RÉSULTATS PRINCIPAUX

2.2 Étude expérimentale en laboratoire

Il est donc possible d’affirmer après cette étude numérique que le signal enregistré sur
un échantillon au laboratoire présentera les caractéristiques d’atténuation proches de
celles des ondes S, à partir du moment où il a atteint le point d’équi-répartition. Une
étude similaire a donc été menée au laboratoire à travers un cube d’aluminium de 7 cm
de côté (Figure VII.6) et des carottes cylindriques de différentes roches (Figure VII.7)
d’environ 5 cm de diamètre pour tous les échantillons de roche, et de 9 cm de hauteur
pour le grès de Fontainebleau, et 11 cm de hauteur pour le marbre de Carrare et les
deux diorites.
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Figure VII.6: Détermination de l’atténuation β et du facteur qualité Q à travers des mesures ultra-
soniques sur de l’aluminium : [ ] sur la face latérale avec la source PZT de 250 kHz, [ ] sur la face
latérale avec la source PZT de 500 kHz, [ ] sur la face latérale avec la source PZT de 1 MHz, [ ] sur
la face latérale avec la source PZT de 2.25 MHz, [ ] sur la face opposéee avec la source PZT de 250
kHz, [ ] sur la face opposéee avec la source PZT de 1 MHz. [ ] correspond à la régression linéaire
permettant de faire passer une loi viscoélastique de Macxell de paramètres µ = 25.5 GPa et ηµ = 21.1
MPa s.

Avec l’aide de plusieurs sources piézoélectriques, il a été possible d’atteindre une
large bande passante et de retrouver des valeurs d’atténuation entre 60 kHz et 2 MHz.
La Figure VII.6 montre que l’aluminium suit un modèle viscoélastique de Maxwell et
la Figure VII.7 montrent que les roches mesurées suivent des modèles viscoélastiques
de Zener. Cependant, le modèle de Zener concorde mal avec les résultats du grès de
Fontainebleau et de la diorite non chauffée pour les plus basses fréquences. Cela est
probablement dû à la largeur de la bande passante et aux seuls deux ressorts et un
piston pour le modèle de Zener, qui ne permettent pas une grande liberté d’ajustement
sur les données. Il aurait été préférable de choisir un modèle viscoélastique comportant
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plus de modules en série et en parallèle, comme par exemple un modèle généralisé,
mais ce n’était pas l’objet de cette thèse étant donné que le but est de trouver un modèle
global sur lequel se baser pour ensuite entrer dans plus de détails avec l’inversion de
formes d’ondes complètes (de l’anglais Full-Waveform Inversion - FWI).
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Figure VII.7: Détermination de l’atténuation et du facteur qualité Q sur des roches. [ ] atténuation
pour une fréquence centrale donnée. [ ] Modèle viscoélastique de Zener pour des paramètres
donnés en Table IV.9.
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2.3 Inversion de formes d’ondes complètes (FWI)

La FWI est utilisée pour déterminer des hétérogénéités dans un milieu donné, à l’aide
d’une fonction coût qui calcule la différence entre un champ d’onde enregistré avec
des récepteurs et un champ d’onde simulé. Le modèle est ainsi affiné après plusieurs
itérations jusqu’à ce que la différence entre les deux champs d’ondes atteigne un mini-
mum. Une étude a été réalisée sur des synthétiques en 2D, comprenant une anomalie
en vitesse et / ou en atténuation (viscosité).

Les conditions de laboratoire présentent des difficultés pour la FWI à cause des
conditions aux limites de surfaces libres Ribodetti et al. [2004]. L’utilisation de la
fréquence complexe sert à simuler de l’atténuation dans un milieu non atténuant
sans en modifier les données. Cela va servir à faire en sorte que l’onde soit presque
complètement atténuée lorsqu’elle atteint un bord de l’échantillon, et ainsi limiter les
effets des réflexions dans le champ d’onde.

Il est prouvé que le choix des paramètres de FWI est primordial pour avoir des
bons résultats d’inversion, notamment en choisissant correctement la fonction coût et
les fonctions des paramètres inversés [Faucher, 2017; Pan and Wang, 2020]. Dans le
cas de la présence d’une anomalie en atténuation, il a été vu dans ce manuscrit que
dans le cas d’une anomalie en viscosité négative, suivant un modèle viscoélastique de
Kelvin-Voigt, une vitesse constante dans tout le domaine et des conditions aux limites
absorbantes, le couple (fonction coût - fonction des paramètres) le plus performant est
lorsque l’inversion est faite sur le carré des paramètres avec la fonction coût prenant le
logarithme néperien du module des champs d’ondes enregistrés et simulés.

VP

2,000

4,000

6,000

[m s−1] ηλ ηλ inversé
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400
600
800

1,000
1,200

[Pa s]

Figure VII.8: Inversion de la viscosité avec des conditions aux limites absorbantes pour un modèle
de Kelvin-Voigt. Les vitesses sont supposées connues.

La Figure VII.8 présente les résultats d’inversion de viscosité dans un milieu con-
tenant une anomalie en vitesse et en viscosité, et qui suit un modèle viscoélastique
de Kelvin-Voigt. Dans cette inversion, la vitesse est considérée comme connue. Le
paramètre ηµ a correctement été inversé, mais les résultats ne sont pas suffisamment
satisfaisants pour le paramètre ηλ. En revanche, les études réalisées dans cette thèse
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posent les bases qui peuvent permettre d’aller plus loin dans l’inversion d’anomalies en
viscosité en 3D, puis en contexte de laboratoire.

3 Conclusion

Ce manuscrit s’est focalisé sur la caractérisation de l’atténuation des ondes sismiques en
laboratoire. La principale difficulté de l’étude sur des échantillons de taille décimétrique
est la condition aux limites de surfaces libres, qui permet à la fois des réflexions dans le
domaine, et aussi la présence d’ondes de surface.

Une étude numérique a été réalisée et a permis de développer et tester une méthode
qui tire profit des réflexions / conversions pour déterminer une atténuation proche
de celle des ondes S sur une large bande de fréquences. Des études en laboratoire ont
ainsi pu être réalisées, où le modèle viscoélastique et les paramètres viscoélastiques ont
été retrouvés à travers des mesures sur de l’aluminium, du grès de Fontainebleau, du
marbre de Carrare, et de la diorite. Enfin, une étude synthétique a été réalisée pour
caractériser une anomalie en vitesse et en atténuation avec la FWI.
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