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Abstract

The widespread use of Intelligent Transportation Systems (ITS) primarily stems from the imperative to mitigate human errors contributing to accidents. However, addressing the “individual” Automated Vehicles (AVs) alone remains insufficient, given that a number of situations require the “coordination” of the relative movements of AVs.

Within the Multi-Vehicle System (MVS) paradigm, AVs derive advantages from connectivity and road preview information. Consequently, they can sense more accurately, process more information, and can be more tightly controlled. The collaborative assessment of safety within MVS allows for the establishment of advanced collision-avoidance strategies, particularly in challenging scenarios such as intersection crossings and on-ramp mergings. Moreover, MVS technology facilitates the reduction of gaps between vehicles, enhancing road capacity and traffic flow. The MVS’s shorter response time enables improved control of AV dynamics, paving the way for promising energy-centric strategies.

The main aim of the research done in this Ph.D. manuscript is to propose a safe and energy efficient decision/control architecture for MVS that navigates in dynamic and complex environment such as on-ramp merging and multi-road navigation in highway. Based on the multi-controller foundational control architecture a Cooperative Multi-Controller Architecture (C-MCA) is proposed.

The first part of the proposed C-MCA deals with the decision-making level. This level involves a multi-behavior decision-making strategy, responsible for activating the MVS’ suitable behavior based on the safety metric. Two distinct behaviors are proposed: (a) The nominal behavior, designed for executing the merging scenario while adhering to the individual goals of the MVS vehicles. It is activated when no collision risk is detected, (b) The cooperative behavior, activated by the decision-making level when both of the safety and the energy efficiency requirement are not satisfied by the nominal behavior. Its objective is to solve the merging conflict by generating a safe and energy efficient passing order of the MVS vehicles in the merging zone.

The second part of the proposed C-MCA focuses on the local trajectory planning level. Each behavior is assigned a dedicated controller tailored to meet its specific requirements. For instance, the cooperative behavior controller has the responsibility of translating the vehicle’s passing order into feasible dynamics (i.e., trajectory, velocity, etc.). The translation task is facilitated through the proposed dynamic formation reconfiguration strategy. In essence, the approach leverages the multi-vehicle system’s formation navigation capabilities to conceptualize the merging challenge as a formation reconfiguration problem. A formalization of the formation reconfiguration problem is presented, employing a flexible and generic formal approach. The proposed dynamic formation reconfiguration strategy, employs virtual dynamic targets to ensure a secure reshaping of the formation toward the desired configuration based on the selected passing order. The overall architecture’s performance is assessed through co-simulation using Matlab/Simulink and SCANeR studio.

Keywords: Highway cooperative navigation, Multi-vehicle system, Multi-controller architecture, Multi-behavior decision-making strategy, Dynamic formation reconfiguration strategy.
L’engouement important pour les systèmes de transport intelligent est justifié principalement par l’impératif de réduire, voire annihiler, les erreurs humaines induisant les accidents. Cependant, s’attaquer uniquement aux Véhicules Autonomes (VAs) “individuels” demeure insuffisant, étant donné que plusieurs situations nécessitent la “coordination” des mouvements relatifs des VAs. Dans le paradigme du Système Multi-Véhicules (SMV), les VAs bénéficient de l’information issue de leur connectivité. Par conséquent, ils peuvent détecter plus précisément, traiter davantage d’informations et être contrôlés de manière plus précise. L’évaluation collaborative de la sécurité au sein du SMV permet l’établissement de stratégies avancées en matière d’évitement de collision, en particulier dans des scénarios complexes tels que les croisements au sein d’intersections et les insertions sur les entrées d’autoroute. De plus, la technologie SMV facilite la réduction des espaces entre les véhicules, améliorant ainsi la capacité et la fluidité du trafic routier. Le temps de réponse plus court du SMV permet un meilleur contrôle de la dynamique des VAs, ouvrant la voie à des stratégies énergétiques prometteuses. L’objectif principal des travaux de recherche constituant ce manuscrit de doctorat est de proposer une architecture de décision/contrôle sûre et peu énergivore pour le SMV naviguant dans des environnements dynamiques et complexes. Inspirée des architectures multi-contrôleurs, une Architecture Multi-Contrôleurs Coopérative est proposée. La première partie de l’architecture proposée concerne le niveau de prise de décision. Ce niveau, impliquant une stratégie de prise de décision à plusieurs comportements, est responsable de l’activation du comportement approprié du SMV en fonction de la métrique de sécurité. Deux comportements distincts sont proposés : (a) Le comportement nominal, conçu pour réaliser le scénario d’insertion tout en respectant les objectifs individuels des véhicules formant le SMV, est activé lorsqu’aucun risque de collision est détecté, (b) Le comportement coopératif est activé par le niveau de prise de décision lorsque l’exigence de sécurité n’est pas satisfaite par le comportement nominal. Son objectif est de résoudre le conflit lors de l’insertion en générant un ordre de passage sûr et économe énergétiquement pour les véhicules composant le SMV dans la zone d’insertion. La deuxième partie de l’architecture proposée se concentre sur le niveau de planification de trajectoire locale. Chaque comportement se voit attribuer un contrôleur dédié, conçu pour répondre à ses besoins spécifiques. Par exemple, le contrôleur du comportement coopératif est chargé de traduire l’ordre de passage des véhicules en dynamiques réalisables (trajectoire, vitesse, etc.). Cette tâche d’obtention de dynamiques réalisables est facilitée par la stratégie de reconfiguration dynamique de la formation proposée. En substance, l’approche tire parti des capacités de navigation en formation du SMV pour conceptualiser des manœuvres coopératives ayant trait d’insertion en milieu autoroutier, comme un problème de reconfiguration de formation. Une formalisation du problème de reconfiguration de la formation est présentée, utilisant une approche formelle, flexible et générique. La stratégie proposée utilise des cibles dynamiques virtuelles pour garantir une reconfiguration sécurisée de la formation, ceci, de sa forme initiale vers la configuration souhaitée par rapport à l’ordre de passage sélectionné. La performance de l’architecture globale a été évaluée par co-simulation en utilisant Matlab/Simulink et SCANeR studio.
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General Introduction

1. Context of the PhD thesis

The transportation systems have provided humanity invaluable social and financial benefits, yet they are also intricately linked to adverse outcomes. The widespread use of automobile, while offering convenience, has given rise to challenges such as traffic congestion and an increase in traffic accidents. The investigation of accident causes has been a focal point of rigorous research for many years. According to [243], about 85% of accidents can be attributed to human errors. Within this percentage, over 50% are linked to decision errors, wherein drivers receive all relevant environment information but either refrain from making a decision, or choose an incorrect course of action. The remaining 35% is attributed to inattention errors, where drivers are distracted, fail to respond, or lose control of their vehicles.

A promising avenue to mitigate the majority of human errors is through the automation of the driving tasks. In recent years, the development of fully autonomous vehicles (AVs) for transportation has garnered significant attention from various researchers and industrials globally [79][197][204]. The fundamental aim of autonomous vehicles is to surpass human perceptions of safety and judgment, particularly in perilous situations, and to produce appropriate actions [116]. Driving, being a complex task, demands the autonomous vehicle’s ability to make critical decisions, achieved through various intra-vehicle process (e.g., situation awareness and assessment, decision-making, etc.). Moreover, an autonomous vehicle operates within a dynamic driving environment, alongside other road users, adding complexity to the driving task.

The predominant focus of current autonomous vehicle research revolves around enabling individual autonomous vehicles to navigate roads safely. However, there is a growing acknowledgment that to take fully advantage from the benefits of autonomous vehicle technology, certain scenarios will require the coordination of relative activities and movements [199]. An intriguing area of research is autonomous navigation with a group of vehicles, known as Multi-Vehicle System (MVS). The advantages of MVS span multiple domains, including safety through
accident reduction, enhanced passenger comfort promoting health, reduced transportation time by alleviating road congestion, and improved energy efficiency contributing to ecological benefits, among others. Nonetheless, some challenging problems need to be completed to ensure safe coordination between the vehicles in MVS.

2. Main objectives

The focus of the research work done in this PhD manuscript corresponds to the subject of MVS coordination ability in what is known in the literature as challenging scenarios \[152\]. In other terms, in scenarios such as intersection crossing or on-ramp/off-ramp merging on highway, orchestrating the vehicles’ motions becomes a necessity to guarantee the on-road safety. Consequently, the main aim of this PhD work is to study the different topics related to vehicles’ motion coordination (i.e. architectures, mechanisms, approaches), to propose a Safe and Energy Efficient Decision/Control Architecture for a Formation of MVS in Dynamic Environment. To accomplish this aim, three main objectives were identified.

2.1 Multi-vehicle system for challenging scenarios

Most current industrial and applied research in the area of autonomous vehicles concerns the methods and tools to enable individual AVs to hit the road safely. However, a number of situations will compulsory require coordinating the relative motions of the AVs to ensure the zero-collision requirement \[152\]. For instance, on-ramp merging on highway can be categorized as a challenging where coordination is needed. The highway vehicles evolve in a highly dynamic environment imposed by the highway traffic nature; and conflicting trajectories among the merging vehicles, the vehicles navigating in the secondary on-ramp road, and the highway vehicles are reportedly common \[195\].

With the help of the MVS cooperation ability, it is aimed to improve in one hand on-road safety while solving conflicting and unsafe trajectories, and on the other hand, to improve traffic flow by increasing on-road penetration and avoiding bottlenecks (e.g. optimizing the number of vehicles on the merging zone). Undeniably, energy efficiency and passenger comfort are a direct benefit of high flow rate, less idling zones and smooth velocity profiles.

On-road navigation is not a simple task especially when it has to deal with complex and dynamic scenarios. The first challenge is to take into account the nature of the navigation environment in the definition of the original problem
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of MVS control, while addressing the complexity of the driving scenario. Coordinating the motion of the vehicles part of the MVS (also known as formation control) is also one full part challenge that needs to be addressed.

2.2 Multi-vehicle system navigation in formation

Safe and reliable formation control method permits to reduce the in-between distance among the MVS, which has a direct consequence on the traffic flow since road capacity is harvested at its best. Vehicles are subject to aerodynamic drag and energy is consumed to face this counter-force. One way to improve the energy consumption is to act on the spacing policy of the formation, in fact, reducing the inter-vehicles distance reduce the aerodynamic drag, consequently energy saving can be part of the benefits of MVS navigation in formation.

Formation control is also an important part of the traffic management because of its safety and comfort related benefits. In fact, formation control permits to synchronize the motion of the vehicles in order to avoid conflicting trajectories. Long term and short synchronization can be also part of the formation control strategy with the help of formation reconfiguration. Thus, the vehicle motion can be built to impose the minimum vehicle dynamic changes w.r.t. a certain reference dynamic (e.g., minimize the acceleration and the deceleration of the vehicles to travel at a constant speed), what improves the passenger comfort.

For human driven vehicles, the creation and the navigation in formation is done effortlessly. However, for MVS, the formation control requires a safe and reliable strategy to avoid rear-end collisions, beside the question of the stability that needs to be reliably proven. The first challenge part of the MVS formation control problem is related to formation modeling. Since it is aimed to build a safe and reliable formation control approach, the formation needs to be formulated following mathematical models to facilitate the verification of the formation stability.

The second challenge behind the formation control approach is through its interactions with the decision-level. A strong connection in-between the formation control approach and the decision-making level needs to be established. The latter helps to ensure that the MVS formation is controlled to track a safe goal, and responds quickly to avoid any risk due to the dynamic nature of the highway environment.
2.3 Cooperative and altruistic multi-criterion decision-making level

In one hand, it is proposed to take advantage of the navigation in formation part of the MVS paradigm to tackle the coordination maneuver related to the on-ramp merging on highway scenario. In the other hand, MVS technology is harnessed to capitalize on its benefits, including improved safety, enhanced passenger comfort, and optimized energy efficiency.

However, effective MVS navigation requires support of a suitable decision-making level. Fundamentally, the primary responsibility of the decision-making level is to define the formation goal, and ensuring the safety and feasibility of this goal falls within its purview.

In the context of the targeted decision/control architecture, the decision-making level’s task goes beyond merely selecting a safe and feasible formation goal. Since the aim is to fully exploit the MVS capabilities, the first challenge in decision-making is how to incorporate the following decision criteria: (a) safety, (b) passenger comfort, and (c) energy efficiency. These three criteria must be seamlessly integrated into the decision-making level, with their respective contributions meticulously balanced.

An MVS comprises multiple vehicles that decide to navigate together for a specific duration. In this PhD thesis, the MVS vehicles are supposed to be altruistic. In other terms, under the cooperation paradigm, the vehicles accept to participate by making reasonable efforts such as the MVS performs the merging maneuver. Consequently, while the MVS has its overarching global goal, each vehicle within the MVS has its individual goal. For example, in the case of on-ramp merging on highway performed by an MVS, the MVS goal is to execute the merging maneuver without causing accidents within the merging zone. However, the individual goals of the vehicles may differ, depending on their roles as highway or merging vehicles. Thus, the second goal of the decision-making level is to select the formation goal, for instance performing the MVS merging maneuver safely, while ensuring the MVS performance efficiency (e.g., passenger comfort, energy efficiency). In addition of taking into account the individual contributions of each vehicle within the MVS toward its global goal, and avoiding the selection of unfair goals with respect to the vehicles’ participation.

3. Manuscript outlines and contributions

According to the above mentioned PhD context and objectives, the ultimate goal of this PhD thesis is to propose a safe and energy efficient decision/control architecture for a formation of MVS in dynamic environment. The dedicated endeavor
to achieve this goal is transcribed in this manuscript, which is comprehensibly divided into two parts. The outline of the PhD manuscript is depicted in Figure 1. More precisely, the first part, which contains two chapters, targets to discuss the state of the art - in particular the current research gap for autonomous vehicles cooperative motion planning and decision-making for MVS in a complex dynamic environment such as on-ramp merging on highway - as follows:

- **Chapter 1 - From individual automated vehicle to multi-vehicle system**
  Given that the MVS is composed of multiple AVs, this chapter initiates with a concise overview of the AV technology; laying the groundwork of the subsequent discussion on MVS. It then delves into the central focus of this chapter, namely, the MVS paradigm. Following the presentation of the key concepts related to the MVS, this chapter explores projects in which MVS is actively engaged. These projects serve as examples of technological advancements and innovations aimed at enhancing the MVS capabilities when navigating in on-road environments. Furthermore, the chapter delves into the cooperative navigation of MVS, examining scenarios from a comprehensive perspective.

- **Chapter 2 - Cooperative motion planning and decision-making for MVS: architecture overview**
  This chapter aims to offer a detailed exploration of the MVS control architecture by delving into its modules and different processes. Furthermore, it provides insights into paradigms utilized in the construction of the MVS control architecture. Since formation control plays a crucial role in the aimed decision/control architecture, the chapter reviews and discusses various formation control approaches. Finally, it presents a literature overview, emphasizing MVS applications within complex environments. An evaluation through the prism of traffic throughput, energy efficiency and negotiation is proposed.

The last part of the PhD manuscript concentrates on the primary approaches and proposals addressed in this dissertation, which can be categorized into three chapters (cf. Figure 1):

- **Chapter 3 - Overview of the proposed Cooperative multi-controller architecture**
  The central theme of this chapter revolves around the introduction and exploration of the proposed Cooperative Multi-Controller Architecture (C-MCA). It starts with a concise overview of the background of multi-controller architecture to establish the context for delving into the intricacies of the
proposed C-MCA. The chapter extensively discuss the various modules within the C-MCA, with a particular emphasis on the decision-making and planning levels, as these are pivotal in accomplishing the goals outlines on the decision/control architecture. In addition to the foundational information related to the PhD thesis problem statement.

- Chapter 4 - Dynamic formation reconfiguration of on-ramp merging
  The chapter initiates with an introduction of the Constrained Optimal Reconfiguration matrix (CORM) algorithm, a key element for formation control, accompanied by pertinent simulation results.

  Than the chapter focuses on providing an in-depth exploration of the Extended - Constrained Optimal Reconfiguration Matrix (E-CORM). It initiates with a concise overview of the limitations associated with the CORM, the chapter focuses on the enhancements made to overcome these limitations through the introduction of the E-CORM. The algorithm associated with the E-CORM is elucidated, and subsequent attention is given to the presentation of the simulation results.

  The latter part of the chapter is dedicated to evaluating the limitations of both the CORM and the E-CORM to devise a suitable formation reconfig-
uration strategy. Within this context, a novel optimization-free formation reconfiguration strategy, named Formation Reconfiguration Approach base on an Online Control Strategy (FRA-OCS), drawing inspiration from both the CORM and the E-CORM, is introduced in details. The chapter culminates with the presentation of simulation results for this newly proposed formation reconfiguration strategy.

• **Chapter 5 - Multi-behavior decision-making level**

This chapter is specifically focused on elucidating the intricacies of the decision-making level within the proposed C-MCA for MVS engaged on on-ramp merging on highways. The multi-behavior selection strategy, an integral part of the decision-making level, is expounded upon through the comprehensive presentation of the developed behaviors. Additionally, the chapter delves into the bi-directional link between the decision-making level and the formation control level, providing detailed insights into the selection of the passing order of the vehicles in the merging zone. The effectiveness of the proposed multi-behavior decision-making level is evaluated through the presentation of various simulation results.

General conclusions are summarized at the end of the manuscript, additionally, it outlines potential avenues for future research related to this PhD thesis.
Part I

State of the art
CHAPTER 1

From individual Automated Vehicles to Multi-Vehicle System

Abstract

This chapter is dedicated to expounding the evolution of the Multi-Vehicle System (MVS). The central emphasis is on cooperative technologies tailored for a fleet of Autonomous Vehicles (AVs), navigating in complex and dynamic on-road environment. The chapter commences with a brief overview of AV technologies, providing a foundation for the MVS discussion. It then delves into the MVS paradigm.
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1.1 Introduction

With the development of the transportation system in general and the automobile industry in particular, more and more vehicles are on the roads. It is estimated that currently there are about 1.47 billion operational vehicles worldwide, including 1.06 billion passenger vehicles and 363 billion commercial vehicles [3][1]. The number is expected to reach 2 billion vehicles by 2035 [2]. As a result, a series of critical issues are becoming more serious in modern transportation systems, such as road safety, road traffic congestion, energy waste, and pollution [121]. According to a study conducted by the US National Highway Traffic Safety Administration, it was found that human error accounts for anywhere between 94% and 96% of all accidents [91]. On-road safety is a cornerstone in the development of the transportation system. Taking these alarming statistics into account, the automotive industry has itself a mission to reduce the accidents number and this by addressing the human errors.

One effective approach to significantly reduce human errors is the automation of high-risk driving tasks. Before delving into the solutions used to mitigate human errors in on-road environments, it is valuable to establish a broad framework for unmanned based technologies. In general, autonomous and Unmanned Vehicle Systems [11] are categorized according to their operating domain with the most representative being: Autonomous Underwater Vehicles, Unmanned Surface Vehicles, Unmanned Maritime Vehicles, Unmanned (or Uninhabited) Aerial Vehicles, and Unmanned Ground Vehicles (UGVs). Moreover, UGVs may move using various devices (e.g., legs, wheels). In particular, the problem and primary works in this PhD manuscript are interpreted mainly in terms of Autonomous vehicles within the multi-vehicle system, the latter are considered as UGVs with wheels.
1.2 Autonomous vehicles’ technology: overall context

Indeed, one of the most important issues of UGVs research is autonomous vehicles (also known as self-driving car, driver-less car or robotic cars) for public/private transit.

Beside the improvement of the driving safety by reducing the participation of the human error consequences. Autonomous Vehicles (AVs) have the advantage of relieving the drivers from the duty of driving and paying attention, thus making it possible to exploit travel time in other activities. AVs reduce notably the number of circulating vehicles (e.g., ride-sharing applications), and thanks to route optimizations, will reduce road congestion, improve traffic flow and reduce traffic pollution [152].

The society of Automotive Engineers (SAE) created the J3016 202104[118], which is a standard of six levels grading for the driving automation (cf. Figure 1.1), Ranking from no driving automation (level 0) to full driving automation (level 5). Level 3 categorizes conditional driving automation, as for level 4, it defines high driving automation. These two levels require a human driver in a

![Figure 1.1. SAE autonomy levels](image-url)
supervisory capacity who is prepared to retake control in certain situations.

![SAE autonomy levels ODD's](image)

Additionally, each level 3 and level 4 vehicle will have its own Operational Design Domain (ODD) (cf. Figure 1.2) [118][119]. Consequently, autonomous vehicles are favored to travel freely inside some limited locations, such as vast parking lots, and to execute rural or urban logistics areas.

### 1.2.1 Overview of the autonomous vehicles’ developments

A brief overview of AVs’ development during the last two decades is given in Figure 1.3. This section is dedicated to draw an overview of the main past / current and coming experimental developments related to the AVs’ technology. Additionally, it presents the main simulation tools used to test and validate the AVs’ developments.

#### 1.2.1.1 Main past / current and coming experimental developments

In order to spur technology for the development of AVs, the Defense Advanced Research Projects Agency (DARPA) organized three competitions in the last two decades. The first, named DARPA Grand Challenge, was realized at the Mojave Desert, USA, in 2004, and required self-driving cars to navigate a 142 miles (228.53 km) long course throughout desert trails within a 10 h time limit. All competing cars failed within the first few miles [29].
The DARPA Grand Challenge was repeated in 2005 and required self-driving cars to navigate a 132 miles (212.43 km) long route through flats, dry lake beds, and mountain passes, including three narrow tunnels, and more than 100 sharp left and right turns. This competition had 23 finalists and 4 cars completed the route within the allowed time limit. The Stanford University’s car, Stanley [221], claimed first place, and the Carnegie Mellon University’s cars, Sandstorm and Highlander, finished in second and third places, respectively.

The third competition known as the DARPA Urban Challenge [45], was held at the former George Air Force Base, California, USA, in 2007. It required self-driving cars to navigate a 60 miles (96.56 km) long route throughout a simulated urban environment, together with other self-driving and human driven cars, within a 6h time limit. The cars had to obey California traffic rules. This edition had 11 finalists and 6 cars completed the route within the allocated time limit. The Carnegie Mellon University’s car, Boss [233], claimed first place, the Stanford University’s car, Junior [84], finished in second, and the Virginia Tech’s car, Odin [220], came in third place. Even though these competitions presented challenges much simpler than those typically seen in everyday traffic, they have being hailed as milestones for the development of self-driving cars.

Since the DARPA challenges, many self-driving car competitions and trials have been performed. Relevant examples include: The European Land-Robot Trial (ELROB) [224], the Intelligent Vehicle Future Challenge [246], the Auto-Drive Challenge [117] and many more. At the same time, research on self-driving cars has accelerated in both academia and industry around the world. Notable examples of universities conducting research on self-driving cars comprise Stanford University (Stanley, winner of DARPA 2005), Carnegie Mellon University (Boss, winner of the DARPA 2007). On the other hand, technology companies and scientific research institutions have massively invested in the field. For example, Google, an internet company, which is one of the leaders in self-driving cars, based on its solid foundation in artificial intelligence. So far, Google vehicles have accumulated more than 3.2 million km of tests, becoming the closest to the actual use [129]. Alphabet’s Waymo recently unveiled an SAE level 4 self-driving taxi service in Arizona. However, a certain number of situations are still to improve, where the waymo cars still need to manage [8].

Another company that has made great progress in the field of self-driving cars is Tesla. Tesla was the first to claim the industrialization of the self-driving car technology. Tesla’s auto-pilot technology has made major breakthroughs in recent years. Although the Tesla’s auto-pilot technology is only regarded as SAE level 2 by the national highway traffic safety administration (NHTSA) [8].

In addition to the companies mentioned above, lots of Internet companies and car companies worldwide are also focusing on the self-driving field recently. For example, the Canadian automotive supplier Magna has developed the MAX
4 technology to enable SAE level 4 capabilities in both urban and highway environments.

In Sweden, Volvo and Autoliv established a joint company-Zenuity, which is committed to the security of self-driving cars [64]. In South Korea, Samsung received approval from the South Korean government to test its driver-less cars on public roads. In China, Baidu deep learning institute led the research project of self-driving cars in 2013. In 2014, Baidu established the automotive networking business division and successively launched CarLife, My-Car and CoDriver [223]. Recently, Baidu and Volvo, announced a strategic partnership to jointly develop SAE level 4 electric vehicles that will serve the robotaxi market in china [218].

1.2.1.2 Simulation tools

Rigorous and comprehensive testing plays a key role in training self-driving cars to handle a variety of situations, where they are expected to see on public roads. The physical testing on public roads is unsafe, costly, and not always reproducible. With the craze around the self-driving technology, many simulators were developed to simplify and accelerate the training of self-driving cars [127]. For example MATLAB/Simulink self-driving vehicle team developed a toolbox that provides algorithms and tools for designing, simulating, and testing ADAS and autonomous driving systems [159]. The capability of co-simulation with other softwares like CarSim [52] makes it easier to build various vehicle models. The user personalizes the vehicle model according to its preferences in CarSim and rely on MATLAB/Simulink to control the generated model using co-simulation. MATLAB/Simulink can also be used in co-simulation with SUMO [216] to create scenarios that deal with traffic flow. Softwares like SCANeR Studio can be used in co-simulation with MATLAB/Simulink in order to build a more established vehicle’s model and complex scenarios [200].

Further, Gazebo [96] is a popular robotic simulator, and it is known for its high flexibility and its seamless integration with ROS [196]. It does include various sensors models and it allows users to create new sensors models. The creation of the simulation is manual, where the user creates a 3D models and carefully defines their physics. Simulators relying on 3D engine such as CARLA provide a high-quality simulation environments that require GPU computing unit in order to run with reasonable performance and frame rate. The user can invoke different facilities in CARLA [50] via a flexible API. According to the survey in [127], the authors advice CARLA for end-to-end functionalities testing that self-driving car offer such as perception, mapping, localization, and vehicle control.
1.2 Autonomous vehicles’ technology: overall context

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>Object detection and recognition dataset/Open-source frameworks and Simulation tools</td>
</tr>
<tr>
<td>2001</td>
<td>300-car Naturalistic Driving Study was organized from 2001 to 2002.</td>
</tr>
<tr>
<td>2001</td>
<td>Simulation of Urban MOBility (SUMO) was initially released.</td>
</tr>
<tr>
<td>2005</td>
<td>The Pascal Visual Object Classes (VOC) dataset was built from 2005 to 2012.</td>
</tr>
<tr>
<td>2006</td>
<td>Strategic Highway Research Program 2 (SHRP 2, 2006-2015) was created.</td>
</tr>
<tr>
<td>2008</td>
<td>European Field Operational Test (EuroFOT 2009-2011) project was executed from 2008 to 2011.</td>
</tr>
<tr>
<td>2009</td>
<td>ImageNet was presented firstly.</td>
</tr>
<tr>
<td>2010</td>
<td>Google’s began testing its Self-driving cars (Waymo).</td>
</tr>
<tr>
<td>2011</td>
<td>Gazebo simulator was independent supported.</td>
</tr>
<tr>
<td>2012</td>
<td>The KITTI Vision Benchmark was offered.</td>
</tr>
<tr>
<td>2013</td>
<td>Mapillary (acquired by Meta) was launched.</td>
</tr>
<tr>
<td>2014</td>
<td>The MLOCCO (Microsoft Common Objects in Context) was initially released.</td>
</tr>
<tr>
<td>2015</td>
<td>The first version of the Autoware was released.</td>
</tr>
<tr>
<td>2015</td>
<td>The cityscape Dataset was created.</td>
</tr>
<tr>
<td>2016</td>
<td>TorontoCity Benchmark and the Oxford RobotCar Dataset were introduced.</td>
</tr>
<tr>
<td>2016</td>
<td>NVIDIA launched DriveWorks and Openpilot was announced by comma.ai.</td>
</tr>
<tr>
<td>2016</td>
<td>The Open Racing Car Simulator (TORCS) stable released.</td>
</tr>
<tr>
<td>2017</td>
<td>DAVIs Driving Dataset (DD0317), Oxford RobotCar dataset, and CARLA simulator were presented.</td>
</tr>
<tr>
<td>2017</td>
<td>CommonRoad and Baidu Apollo project were launched.</td>
</tr>
<tr>
<td>2018</td>
<td>LiDaR Video Driving Dataset (L4M-Set), the ApolloScape Open Dataset and the Berkeley DeepDrive (BDD) dataset were presented.</td>
</tr>
<tr>
<td>2019</td>
<td>Transdev (formerly Vesilia Transdev) was founded.</td>
</tr>
<tr>
<td>2012</td>
<td>Lyft, Inc. was founded. Tesla (founded in 2003) introduced Model S and later released Autopilot in 2015.</td>
</tr>
<tr>
<td>2013</td>
<td>Cruise (acquired by GM in 2016) was founded.</td>
</tr>
<tr>
<td>2014</td>
<td>Zoox (acquired by Amazon in 2020) and NAVYA were founded.</td>
</tr>
<tr>
<td>2014</td>
<td>NVIDIA announces mobile supercomputer Jetson TX1 and MobileEye (founded in 1999) launchedEyeQ3 as SSC devices supporting SAE Level 3.</td>
</tr>
<tr>
<td>2015</td>
<td>Uber (founded in 2009) testing Self-driving cars with CMU.</td>
</tr>
<tr>
<td>2015</td>
<td>Ambarella, Inc. acquired ViolaLab (the Vision and Intelligent Systems Laboratory) at the University of Parma.</td>
</tr>
<tr>
<td>2015</td>
<td>Alkemote and Comma.ai were founded.</td>
</tr>
<tr>
<td>2016</td>
<td>Argo AI, AutoX and Pony.ai were founded. JD launched its autonomous delivery vehicles project.</td>
</tr>
<tr>
<td>2017</td>
<td>Aurora Zenuity (created by Volvo and Aptiv (formerly Delphi Automotive)) were founded. Didi (acquire Uber’s right in China) launched ADS program.</td>
</tr>
<tr>
<td>2020</td>
<td>nuScenes, 4SENORS and USSL Campus Data datasets were introduced.</td>
</tr>
<tr>
<td>2021</td>
<td>Creation of Motional based in Boston, USA.</td>
</tr>
<tr>
<td>2021</td>
<td>Toyota offer rides in SAE Level 4 AV on public roads.</td>
</tr>
<tr>
<td>2021</td>
<td>Mercedes Benz Launches Drive Pilot with SAE Level 3 for Mercedes S-Class.</td>
</tr>
<tr>
<td>2021</td>
<td>Honda launched its car claiming SAE Level 3 of autonomy (traffic jam Pilot System).</td>
</tr>
<tr>
<td>2021</td>
<td>BMW unveils Drive 8 system to support both SAE Level 2 and 3 for AVs.</td>
</tr>
<tr>
<td>2021</td>
<td>GM reveals the Cadillac personal AV concept.</td>
</tr>
<tr>
<td>2021</td>
<td>Motional and Hyundai unveiled the IONIQ 5 Robotaix enabling SAE Level 4.</td>
</tr>
<tr>
<td>2021</td>
<td>Stellantis launches L3Pilot and European Union Hi-Drive (2021-2025) project for SAE Level 3.</td>
</tr>
<tr>
<td>2022</td>
<td>Mazda plans to offer CoPilot as ADS in its larger models. Volvo will introduce XC90 highway pilot.</td>
</tr>
<tr>
<td>2023</td>
<td>Nissan will equip all its future vehicles with basic automated driving functions.</td>
</tr>
</tbody>
</table>

Figure 1.3. A brief review of the Autonomous Vehicles state developments in the last two decades, adapted from [271]
1.2.2 Autonomous vehicle’s architecture

The overall technical framework of self-driving cars shown in Figure 1.4 that are equipped with SAE level 3 or higher autonomy system can be divided into four parts, namely the driving environment perception system, the autonomous decision system, the control execution system and the monitoring system [173].

![Figure 1.4. AV’s architecture [173]](image)

The environment perception system utilizes the prior knowledge of the environment to establish an environmental model including obstacles, road structures, and traffic signs through obtaining surrounding environmental information. The main function of the environment perception system is to realize functions like lane detection, traffic signal detection, and obstacles detection, by using some hardware devices such as cameras, LiDARs and radars.

The main function of the autonomous decision system is to make some decisions for the self-driving car, including obstacle avoidance, path planning, navigation, and so on. For example, in the path planning, the autonomous decision system plans a global path according to the current localization and the target location firstly, then reasonably plans a local path for the self-driving car by combining the global path and the local environment information provided by the environment perception system.

The control execution system’s function is to generate the commands needed to meet the objectives given by the decision system, such as braking, steering, and accelerating to guarantee the speed control and path-following control.

The monitor system is responsible to check whether the car is making actual progress towards its goal and reacts with recovery actions when meeting problems like unexpected obstacles and faults.
1.2.3 Multi-Vehicle System

Most of the current industrial developments and applied researches in the area of autonomous vehicles concern the methods and tools to enable individual autonomous vehicles to hit the road safely. However, it is getting increasingly recognized that, to get full advantage from the autonomous vehicle technology, a number of situations will compulsory require coordinating the relative activities and movements of the vehicles [6] [199].

Consequently, a natural extension of an individual autonomous vehicle is to deal with MVS, with the help of coordination. MVS, which have shown immense promise as a component of future transportation systems [54] [92] [212], will be further discussed in the rest of the section. Not that the proposed MVS makes the assumption that connection is always available, either locally or globally. MVS provide appealing benefits in terms of operating in constrained environment, resolving problems concurrently, considerably reducing accidents and related costs.

Around the globe, car manufacturers and research institutes are starting to move away from the vision of building autonomous vehicles that are completely autarkic from their surroundings and towards including communication into their cars. Recent surveys cover benefits of such communication for autonomous driving [247] [26]. Vehicle connectivity is a new technology that enables Vehicle-to-Infrastructure (V2I), Vehicle-to-Vehicle (V2V) and Vehicle-to-Everything (V2X) communication [44] [150]. Vehicles equipped with interactive Advanced Driver Assistance Systems (ADAS) and Cooperative Intelligent Transportation Systems are typically considered to be connected [232]. Car connectivity may give both the regular vehicle and the autonomous vehicle new information and services. MVS are capable of receiving information from the V2X outside the field of vision and negotiating with other road users. Thus, MVS may outperform the individual intelligent vehicle not only in terms of safety and performance, but also in terms of traffic throughput and fuel efficiency via global route planning and cooperative driving [86].

The connected ecosystem provided by the V2X paradigm linked to the autonomous vehicle technology permits to unlock new innovative mobility solutions just to mention a few: car sharing [102], where fleets of autonomous vehicles will be available to serve our urban mobility needs; personalized public transport and ride sharing [43][215], where autonomous vehicles and buses can dynamically gather people based on their actual required routes; smart and more effective parking approaches [142], in that autonomous vehicles can search for parking slots based on criterion different from the very soon and very close, one that humans usually adopt, and exploiting additional information that they might have.

It is difficult to test these innovative mobility solutions on public roads, and
there is a lack of experimental validation in real-world conditions [105]. Therefore, several programs based on MVS have been established by governments and national organizations. The following section gives an overview of MVS projects around the world.

1.2.4 Overview of MVS projects around the world

In this section it is proposed to delve into the projects related to the MVS. These projects epitomize the technological advancements and innovations dedicated to enhancing the capabilities of MVS when navigating in on-road dynamic environments such as highways.

1.2.4.1 PATH

Partners for Advanced Transportation Technology (PATH) [164] (cf. Figure 1.5) is a research and development program of the University of California, Berkeley, has been a leader in Intelligent Transportation Systems research since its founding in 1986. In collaboration with the California Department of Transportation (Caltrans), administered by the university’s Institute of Transportation Studies, PATH is a multi-disciplinary program with staff, faculty, and students from universities worldwide and cooperative projects with private industry, state and local agencies, and nonprofit institutions.

The PATH research on automated platoons was initially motivated by the need to produce a significant increase in the capacity of a highway lane, so that increases in travel demand could be accommodated with a minimum of new infrastructure construction. The PATH studies of highway capacity showed that it could be possible to increase lane capacity by factor of two to three over today’s capacity if the vehicles were driven in platoons of up to ten cars [161]. The gaps between platoons would be long enough to ensure that even in the worst crash hazard condition, with maximum deceleration, a following platoon would be able to stop without hitting the last vehicle of the forward platoon. An extensive modeling and simulation study of crash safety and capacity showed the advantages of the platoon mode over individual automated vehicle [49]. The PATH studies have been based on the assumption that all vehicles would be automated, including the first vehicle on the platoon.

PATH first tested the longitudinal control of a four cars platoon at highway speeds in 1994, and then a demo based on eight cars platoon was developed for the National Automated Highway System Consortium (NAHSC) in 1997. The latter included a large set of maneuvers; car following, lane change, joining and leaving platoon to cite a few, all under completely automatic control.
More recently, the PATH platooning research has focused on heavy trucks, mainly because of the potential of energy saving associated with aerodynamic drag reductions. Operating tractor-trailer trucks in close-formation automated platoons of three trucks could enable a capacity of about 1500 trucks per lane per hour \[39\]. The PATH experiments on truck platoons have shown the technical feasibility of driving two trucks at a gap of 3m and three trucks at a gap of 4m between trucks. These experiments have also shown direct fuel consumption savings in the range of 5% for the lead truck and 10% to 15% for the following trucks.

Figure 1.5. Highway cooperative navigation part of the PATH project [70]

1.2.4.2 Demo 2000

A demonstration on the cooperative driving with five automated vehicles was conducted in November 2000 part of the Demo 2000 cooperative driving project to show the feasibility and potential of the technologies \[225\]. The cooperative driving in Figure 1.6, aiming at the increase in the safety and throughput of road traffic, here means that automated vehicles are driven in a flexible platoon with a short inter-vehicle distance over a couple of lanes. The vehicles of the demonstration are equipped with RTK-GPS \[229\] for vehicle localization, a laser radar detection of an obstacle or a preceding vehicle, the inter-vehicle communication unit, and the onboard display for the passenger to locate the neighboring vehicles. The localization data are employed for the lateral and the longitudinal control of the automated vehicle with the precise map of the demonstration site. The data on the localization and speed of each vehicle in the platoon and the location of the obstacles are transmitted at every 100 milliseconds over the inter-vehicle communication. The protocol, nicknamed as DOLPHIN (Dedicated Omni-purpose
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Inter-vehicle communication Linkage Protocol for Highway automation, after the ecology of the dolphins, is designed for the dedicated use in the demonstration. The five automated vehicles drove at 40 - 60 km/h on a test track according to the demonstration scenario including stop and go, platooning, lane changing, merging, and obstacle detection and avoidance [230].

Figure 1.6. Platoon navigation under the DEMO 2000 project [93]

1.2.4.3 Scania platooning

Fuel is one of the largest cost for a fleet owner [39] [4]. Therefore, systems that reduce fuel consumption are high financial interest for fleet owners. Reducing the fuel consumption also reduces the environmental effect of the transport. Scania’s main interest in the platooning is hence focused on heavy-duty goods vehicle platooning on highways (cf. Figure 1.7) with a highlight on fuel consumption minimization [15].

Distributed control of a heavy-duty vehicle platoon is a collaboration between Scania and the Royal Institute of Technology, and is partly funded by the Swedish government. The main focus of the project is how a single vehicle operating in a platoon should be efficiently controlled without jeopardizing safety. Longitudinal movement is autonomously controlled while lateral movement is manual. The control architecture has been developed based on a distributed control, meaning that each vehicle is responsible for its own control, based on information from onboard sensors (e.g., radar, cameras) along with, information exchange between the vehicles in the platoon via V2V communication.

It also includes real road tests of platooning. The trial takes place between two Swedish cities and it aimed to:

- Investigate the fuel saving potential in real traffic conditions,
• Evaluate the driver acceptance,
• Analyze interactions between the platoon and the surrounding traffic.

![Figure 1.7. Scania platooning [image courtesy of Scania]](image)

### 1.2.4.4 Energy ITS

A national Intelligent Transportation System (ITS) project by the Japanese Ministry of Economy, Trade and Industry, started in 2008, aims at energy saving and global warming prevention with ITS technologies [226][177]. The latter has two themes: an automated truck platoon and an evaluation method of effectiveness of ITS on energy saving. Another motivation for the project is mitigating the lack of skilled drivers. On a test vehicle, a platoon of three completely automated heavy trucks and one fully automated light truck traveled at 80 kilometers per hour with a distance of up to 10 meters [227]. The lateral control is based on the lane marker detection by the computer vision, and the longitudinal control is based on the gap measurement by the lidar, radar and the V2V communication (cf. Figure 1.8). According to the trial, platooning of 10m gap at 80 km/h can reduce energy by about 15% (measurement) by the aerodynamic drag reduction, and \( CO_2 \) by 2.1 % (simulation) [228]. Additionally, this research included testing on four heavy-duty trucks equipped with Cooperative Adaptive Cruise Control (CACC) [227].

### 1.2.4.5 SARTRE

The SARTRE program (SAfe Road TRains for the Environment) [38][55] is an European Commission Co-Funded project that seeks to support a change in transport utilization. The project vision is to develop and integrate solutions that allow vehicles to drive in platoons on public roads without modification of the
Figure 1.8. Configuration of the automated truck part of the Energy ITS project [227]

infrastructure. SARTRE train defines a platoon as a collection of vehicles led by manually driven heavy-duty vehicles. The vehicles behind follow the lead vehicle automatically; both laterally and longitudinally (cf. Figure 1.9). Vehicles may join or leave the platoon dynamically (e.g., leave on arrival at the destination). SARTRE expected advantages of platooning include a reduction in fuel consumption, increased safety, traffic efficiency, increased driver convenience and comfort [56][81].

Figure 1.9. SARTRE project demonstration [image courtesy of the Volvo car corporation]
1.2.4.6 Grand Cooperative Driving Challenge

Low cost and reliable communication systems have recently renewed the interest in MVS. In the 2011 Grand Cooperative Driving Challenge (GCDC) (cf. Figure 1.10) [38][184][155][107], nine international teams joined the challenge with the purpose of supporting and accelerating the introduction of MVS in everyday traffic through a driving challenge. Two scenarios, one urban and one highway, were performed. The urban scenario featured two platoons standing one after the other with a certain distance. The task was to let the rear platoon join the foremost platoon with minimum disturbances. The highway scenario focused on the platooning performance, where a lead vehicle from the organizers guided the participating vehicles in maneuvers.

For both scenarios, evaluation criteria were based on total platoon length, platoon length variations, vehicle gap length, and string stability. The vehicles incorporated automated longitudinal control, whereas the drivers manually operated the lateral steering. The 2011 GCDC focused on forming platoons, while basic platoon operations such as joining from rear on a single lane were performed, and complicated operations such as platoon merging from two parallel lanes were out of reach. The winner of the 2011 GCDC winner was Team AnnieWay; a group of researchers hosted at Karlsruhe Institute of Technology (Karlsruhe, Germany) [98].

Many challenges surfaced during the 2011 GCDC, ranging from different interpretation of standards (e.g., time, position) to issues with radar reflections. One of the main challenges that occurred was related to wireless communication, where all participants should intercept the transmitted information in the same way.

While 2011 GCDC focused on basic platooning such as forming and maintaining a platoon, the 2016 GCDC [183] aimed to demonstrate how cooperative automated vehicles can perform complicated platooning operations with close to reality traffic scenarios (cf. Figure 1.11). In addition to the Heudiasyc team, nine other teams were part of the 2nd GCDC edition and were challenged through two typical environments; highway and urban intersection [85].

Advanced platoon operation was investigated in the 2016 GCDC. The cooperative platoon merge scenario involved two platoons driving on a highway on different lanes that must merge into one platoon. A competition zone was defined within which the vehicles’ operations were judged. Highway scenario included common events on road traffic (e.g., road works, lane closure, traffic merge).

Intersections are one of the most critical and challenging traffic environments that are attracting significant works [61]. In order to showcase MVS abilities, a cooperative urban non-controlled intersection was considered. To be more realistic, the latter involved non-communicating vehicles. In addition, a third scenario was considered, including an emergency vehicle that required passage
in a congested traffic situation. Team Halmstad from the Halmstad University (Halmstad, Sweden) won the challenge [19].

In Table 1.1 a summary of the above discussed project is given.
<table>
<thead>
<tr>
<th></th>
<th>Vehicle type</th>
<th>Control</th>
<th>Infrastructure requirement</th>
<th>Traffic integration</th>
<th>Sensors</th>
<th>Goals</th>
</tr>
</thead>
</table>
| PATH (1986 - 1997) | Cars or heavy duty trucks     | Longitudinal and lateral | Reference markers in road surface | Dedicated lane (highway focused) | Mixed             | - Energy savings
|                  |                               |                          |                            |                                 |                   | - Increase traffic throughput                                         |
|                  |                               |                          |                            |                                 |                   | - Build a dolphin inspired communication protocol                      |
| Scania platooning (2001- now) | heavy-duty trucks | Longitudinal              | None                       | Mixed (highway focused)         | Mixed             | - Fuel savings
|                  |                               |                          |                            |                                 |                   | - Demonstrate complex maneuvers using platooning                       |
| Energy ITS (2008 - 2012) | heavy-duty trucks | Longitudinal and lateral | Lane markers               | Dedicated lane                   | Mixed             | - Mitigate lack of skilled drivers
|                  |                               |                          |                            |                                 |                   | - Energy saving
| SARTRE (2009 - 2012) | Cars and heavy duty trucks   | Longitudinal and lateral | None                       | Mixed (highway focused)         | Production sensors  | - Increase safety and passengers' comfort
|                  |                               |                          |                            |                                 |                   | - Reduce road congestion, along with energy saving                     |
| 1st GCDC (2011)   | Cars mainly                   | Longitudinal             | None                       | Mixed (highway focused)         | Mixed             | - Accelerate MVS deployment                                           |
|                  |                               |                          |                            |                                 |                   | - Demonstrate platooning feasibility                                   |
| 2nd GCDC (2016)   | Cars                          | Longitudinal and lateral | None                       | Mixed                           | Mixed             | - Outperform complex platooning maneuvers                               |
|                  |                               |                          |                            |                                 |                   | - Demonstrate cooperative intersection crossing feasibility            |

**Table 1.1.** Summary of the major project involving MVS
1.3 Cooperative navigation for MVS: scenarios overview

The challenge of coordinating the actions and interactions of MVS within on-road environments in a vast multifaceted one. This challenge encompasses an array of highly diverse scenarios, ranging from scenarios involving cooperative merging on highway on ramps, as well as, employing tools such as Cooperative Adaptive Cruise Control (CACC) for tasks like platooning. To urban settings involving cooperative navigation through signalized and non-signalized intersections. Despite this apparent diversity, these varied scenarios can be effectively unified and conceptualized within a coherent framework (cf. Figure 1.12).

With coordination we refer to the decision-making and planning (involving vehicles themselves and possibly some additional infrastructure process) aimed at orchestrating vehicle’ actions as to achieve a goal which cannot be achieved (or not optimally) by each vehicle in isolation. The coordination goal may belong either to an individual vehicle (e.g., intersection crossing), or to a group of vehicles (e.g., platoon navigation), or even the traffic system as a whole (e.g., improving the city traffic flow) (cf. Figure 1.12).

In the following section, it is proposed an overview of the topics related to the problem of coordinating the motion of MVS from the scenario perspective.

![Figure 1.12. MVS applications: an overview](image)

1.3.1 Cooperative navigation in urban environment

In urban core areas, MVS navigation becomes highly difficult under a variety of urban situations involving numerous road users. Several MVS applications have been explored to benefit safety, mobility and the environment with connected vehicles [126][97][71]. Among them, MVS cooperation technology for intersection
or roundabout applications attract representative and significant efforts. More precisely, research on MVS cooperative driving is conducted at both signalized and unsignalized intersection/roundabout.

Intersection crossing (cf. Figure 1.13) and roundabout (cf. Figure 1.14) navigation in urban areas is the problem of coordinating vehicles’ motions while concurrently navigating through the intersection/roundabout. According to [152], the problem of intersection/roundabout is a competitive resource-oriented problem, where the vehicles are self-interested agents willing to obtain the right-of-way as soon as possible across the shared resource represented by the intersection/roundabout.

Today, intersections management is realized either by a central controller, the traffic light, or by imposing to vehicles (i.e., the drivers) pre-defined coordination rules to be obeyed (e.g., stop at sign or give the right-of-way to vehicles coming from the right), as well as for roundabout [195]. This put the responsibility for safety fully in charge of humans, and not promote efficiency.

To tackle the problem of intersection/roundabout navigation, it is possible (i) to act on the supply side, increasing the number of roads or lanes in a network, (ii) to reduce the demand, restricting the access to urban areas at specific hours or to specific vehicles, or (iii) to improve the efficiency of the existing network, by means of a widespread use of MVS.

In fact, with the help of V2V communication and/or V2I communication, it is possible to conceive a variety of innovative solutions, safer and more efficient. Roughly, V2I communication is often preferred at signalized intersections in order to get Signal Phase and Time (SPaT) information and prevent unnecessary speed changes or complete stops [255].
Within an intelligent transportation system, V2V and V2I communications are often used at intersection/roundabout [105][248], eventually making traffic light and stop signs obsolete. With the help of V2V and/or V2I communication, the possibility of sharing future intentions among vehicles is feasible, helping to prevent conflicting trajectories. Thus, following the planning and scheduling algorithm, MVS can be assigned specific sequences to cross the intersection/roundabout. Alongside, communication offers opportunity to optimize the passing order, also known as passing sequence, among the vehicles within a certain communication range, this means that the navigation task through the intersection/roundabout can be seen as a global task related to the participating vehicles, where each vehicle has its own passing order provided by a multi-criterion function. This cooperative behavior permits to translate the problem of intersection/roundabout from a competitive resource-oriented task to a cooperative altruistic-task oriented, where the global aim tackles the traffic throughput, idling time at intersection/roundabout and energy efficiency, in addition to risk metrics.

In fact, the research work related to MVS navigation coupled with V2V/V2I communication in intersection/roundabout has gained considerable attention during the last decades. Comprehensive surveys about this problem are analyzed in [61][83][106][171][189].
1.3.2 Cooperative navigation in highway environment

Among the maneuvers performed by the vehicle on a highway environment one can cite on/off-ramp merging [195][270], platoon navigation [128], lane change [166]. Some of these maneuvers can be challenging since they involve numerous road users performing at high maneuvers [72].

With the significant developments achieved during the last decade with the help of intelligent transportation systems, addressing mobility issues on highway become possible. The integration of MVS on highway environment appears to be the next ITS move and the natural extension to the aforementioned mobility technology. Mainly because, in one hand, under the MVS paradigm, collaborative navigation on a highway addresses the problem of coordinating the vehicle’s maneuvers, so they travel together without causing any collision risk [34][88][165]. In the other hand, connectivity integrated in MVS, make them capable to not only drive by themselves with on-board sensors, but also to communicate with each other with the help of the V2V communication [110][32]. Consequently, it improves road safety where future actions can be well anticipated where a better understanding of the navigation scene can be built. Beside the safety benefits, MVS technology associated with communication permits to increase traffic throughput by reducing safety distance between MVS, and to improve energy efficiency by avoiding unnecessary speed changes [30].

Over the past decade, the impact of MVS technology on highways has captured significant attention. This innovative technology is regarded in the literature as promising, not only for addressing traffic congestion on highways but also for enhancing safety and mobility by addressing the challenges associated with on/off ramp merging. An overview addressing the utilization of the MVS technology in the context of highway navigation in platoon is provided in Section 1.3.2.1. Section 1.3.2.2 specifies MVS utilization in the context of on-ramp merging on highway.

1.3.2.1 Cooperative platooning navigation on highway

On the highway, human driven vehicles have a natural tendency to follow one another closely and operate within a phenomenon known as longitudinal formation or platooning (cf. Figure 1.15). For a human-operated vehicle, a platoon-based formation can be considered as basic behavior, and it can be easily distinguished in everyday life. However, for MVS, they must stay in the same lane and follow nearby vehicles by maintaining safe distance and velocity, to form the desired longitudinal shape. The aim of the platoon formation control is to confirm that all the vehicles in a platoon move at the same speed while maintaining the desired geometry, which is stated by a desired inter-vehicle spacing strategy [115].
Therefore, for MVS, platoon formation requires specific algorithms, controllers and strategies.

![Cooperative merging on highway](image1)

**Figure 1.15.** Cooperative merging on highway

It was under the PATH (cf. Section 1.2.4.1) research project that the current CACC implementation in production vehicles was mainly developed as the extension of the commercially available ACC system [163] (cf. Figure 2.20). Therefore, most CACC vehicles are also equipped with sensors installed on ACC vehicles, such as odometers, radar and/or LiDAR, along with communication. Given the fact that the communication bandwidth might become insufficient when the number of MVS increases in a CACC system, short ranged wireless technologies are more accepted for V2V communication [103]. By sharing vehicle information such as acceleration, speed and position, MVS in the communication range can cooperate to increase highway capacity [192].

![Cooperative adaptive cruise control: platooning navigation](image2)

**Figure 1.16.** Cooperative adaptive cruise control: platooning navigation
In CACC systems, MVS share their own data with other MVS in the network by V2V communications, which is realized in a distributed manner without central management [252].

CACC takes advantages of V2V communications to allow MVS to form platoons and be driven at harmonized speeds with short-time headway between them. MVS in a certain communication range can cooperate with others to obtain the following benefits: (i) driving safety is increased since actuation time is shortened compared to manually driven, and downstream traffic can be broadcasted to following vehicles in advance; (ii) roadway capacity is increased due to the reduction of time/distance headway between vehicles; (iii) energy consumption and pollutant emissions are reduced due to the reduction of unnecessary velocity changes and aerodynamic drag on following vehicles [157].

1.3.2.2 Cooperative on-ramp merging on highway

Traffic merging at highway on-ramps (cf. Figure 1.17) is a major conflict that generates safety and mobility concerns. The difficulty arises for the AV along the on-ramp where it has to discern whether to accelerate or decelerate to enter the main line safely and may not have a clear line of sight. Meanwhile, the mainline highway users may have to modify their speeds to permit the entrance of merging AV, thus affecting traffic flow which may result in road congestion. To address these issues, cooperative MVS have was studied and applied to the highway on-ramp merge case, where different control algorithms have been proposed and implemented to allow MVS to merge with each other in a cooperative manner. Existing related works have been reviewed in [195].

![Figure 1.17. Cooperative on-ramp merging on highway](image-url)
1.4 Conclusion

In this chapter, a comparison between single autonomous vehicle systems and multi-vehicle systems is explored. Since MVS comprises several individual AVs in a cooperative manner, this chapter provides a summary of the mechanisms employed by the AVs within their control architecture, paving the way for the presentation of the MVS paradigm. An extensive overview of prominent projects involving MVS is presented. Additionally, the chapter delves into contexts where MVS finds utility in dynamic and challenging on-road environments. It examines relevant works related to both urban cooperative navigation and highway platooning navigation, in addition to the on-ramp merging on highway. Finally, the chapter highlights the significant advantages of utilizing MVS in various scenarios, with a particular focus emphasis on highway context.
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2.1 Introduction

In the recent years, the automotive research and industry has undergone a profound transformation, driven by rapid advancements in technology and a growing emphasis on safety, sustainability and efficiency. At the forefront of this evolution, one concept is pointed to revolutionize the way we think about transportation: Multi-Vehicle System (MVS). These cutting edge technologies represent the fusion of several years of development of the automated vehicles, connectivity and automotive engineering, promising to reshape not only the way we move and travel but also our urban environment and our roads.

The primary objective of this chapter is to provide an extensive overview of the MVS control architecture, along with the examination of the relevant literature concerning the utilization of MVS across diverse applications. Section 2.2 outlines the various modules and process integrated in the MVS control architecture. In Section 2.3, an insight into the paradigms employed in constructing the
MVS control architecture is presented. Formation control stands as an important aspect of the MVS paradigm, and thus, in Section 2.4, a comprehensive review of various formation control approaches is conducted. Lastly, Section 2.5 provides a literature review highlighting MVS applications within complex environments.

2.2 Control architecture for MVS

Automated Vehicles (AVs), known as self-driving cars or autonomous vehicles, have captured the imagination of the public, scientists and industry alike during three decades. These vehicles leverage sophisticated sensors, complex decision-making processes and real-time data analysis to navigate the roads with minimal to absence of human intervention. The promise of improved safety, enhanced energy management, reduced congestion, and increased accessibility has fueled intense research and development. One consensus started to emerge between the contributors to the AVs developments; to take full advantages of the AV technology, AVs must collaborate with the road users.

On the other hand, MVS takes the concept of driving automation to the next level by introducing a collaboration level between vehicles, infrastructures, and even pedestrians. This inter-connectivity has the potential to induce numerous benefits such as enhancing safety, more efficient energy consumption and real-time traffic optimization (cf. Section 1.3).

The autonomous management of a fundamental MVS essentially encompasses five core process as depicted in Figure 2.1, which are detailed as follows:

2.2.1 Perception module

The perception module plays a pivotal role in gathering precise data for both the vehicles part of the MVS and the surrounding vehicles. It relies on a combination of sensors designed for distinct purposes:

- **Proprioceptive sensors**: These sensors focus on capturing information related to the current state of the individual vehicle within the MVS. This includes data such as position, orientation, velocity, battery level, etc. Common examples of proprioceptive sensors encompass odometers, gyroscopes, and Inertial Measurement Units (IMUs).

- **Exteroceptive sensors**: Exteroceptive sensors, on the other hand, are designed to collect information from the external environment. They include sensors like cameras and range sensors as LIDAR, sonar and infrared devices (as illustrated in Figure 2.4).
One of the critical tasks of the perception module involves the detection of various obstacles, static or dynamic, within the MVS environment. This task holds paramount importance, as both localization and decision-making modules (refer to Section 2.2.2 and Section 2.2.4) rely heavily on its outputs. Through the utilization of data fusion algorithms, the vehicle’s cooperative perception layer effectively combines its own proprioceptive and exteroceptive data with the perception data shared by the vehicles/infrastructure through the communication module (cf. Section 2.2.3). The objective is to deliver a dependable estimation of obstacle positions and a coherent representation of the surrounding environment.

Common approaches to cooperative perception predominantly employ range sensors and cameras [190] [136].

2.2.2 Localization module

The localization module is responsible for establishing the precise poses of the MVS w.r.t. its navigation environment. This is a pivotal process since it serves as a foundation upon which many other processes rely.

Typically, localization requires data fusion from the aforementioned sensors, combined with data shared via communication module. This fusion is crucial in achieving a precise estimation of the poses of the MVS vehicles. Various research endeavors have explored data fusion techniques like Extended Kalman
filter (EKF)\cite{114}, Markov localization\cite{31}, particle filters\cite{191}, and robust filters designed to handle uncertainty\cite{76}. It is worth noting that this thesis primarily concentrates on developments within the decision-making and control levels part of the MVS architecture, assuming the presence of an accurate localization system to facilitate all simulation results.

### 2.2.3 Communication module

The MVS paradigm has witnessed extensive research efforts from scientific institutions, industry players, and various organizations aiming to address communication capabilities\cite{108}. These capabilities encompass various forms of communication, including Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), Vehicle-to-Pedestrian (V2P), and Vehicle-to-Network (V2N) communication, collectively known as Vehicle-to-Everything (V2X) communication. V2X communication facilitates diverse use cases by enabling the exchange of messages among infrastructure elements, vehicles, and pedestrians, employing various wireless communication technologies such as Dedicated Short-Range Communication (DSRC) \cite{130} and cellular network technologies like 5G\cite{169}.

V2X communication holds the promise of substantially enhancing road safety by enabling anticipatory actions through a more comprehensive understanding of the navigation environment, augmenting traffic throughput by reducing inter-vehicle safety distances within the same formation, and improving fuel efficiency by minimizing unnecessary maneuvers.

The information flow topology defines the way a vehicle obtains information from other vehicles part of the MVS. Some typical types of information flow typologies include (a) predecessor-following (PF), (b) predecessor-leader following (PLF), (c) bidirectional (BD), and (d) bidirectional-leader follower (BDL), which are illustrated in Figure 2.2 \cite{266}\cite{249}. It is important to note that the majority of scenarios involving MVS are inherently dynamic, introducing complexities such as interactions between multiple MVS or potential communication disruptions within existing typologies. Consequently, the information flow within the MVS is dynamic, meaning that communication patterns can vary as MVS navigate through different typologies during their operations.

It is worth noting that main aim of this thesis is on the decision-making and the control level. Therefore, the communication module is said to be reliable (i.e., communication losses and delays were not considered). This assumption helps to focus on the considered levels part of the MVS control architecture and to facilitate thus the different analysis.
2.2.4 Decision-making module

The decision-making module derives its outcomes from a myriad of elements, including the assigned task, information regarding other vehicles within the MVS, acquired through the communication module (as discussed in Section 2.2.3), the environment’s representation from the perception module (cf. Section 2.2.1), and the vehicle’s position obtained from the localization module (cf. Section 2.2.2).

To illustrate, when a vehicle is navigating towards its designated goal and detects an obstacle in its path, the decision-making process comes into play. It must decide whether the vehicle should brake and come to a halt or maneuver to evade the obstacle, based on the vehicle’s specific task and the overarching MVS objectives.

Various architectural frameworks have been devised to address these decision-making elements. One such framework is the LAAS architecture (An Architecture for Autonomy) [16], organized into three hierarchical levels: the decision level, the execution level, and the functional level. The decision level oversees processes requiring anticipation and a degree of global knowledge within the context of task execution. It encompasses planning and decision-making capacities. The execution level translates tasks into procedures composed of elementary robot actions and supervises their execution while reacting to the environment. The functional level comprises elementary robot functions implementing control loops.
2.2 Control architecture for MVS

Another architectural approach, especially suited for high-complexity navigation tasks, is the multi-controller (or behaviors) based decision architecture [11]. This approach is founded on the concept that a robot can accomplish a complex global task through the coordination of several elementary behaviors/controllers, such as trajectory tracking, obstacle avoidance, and MVS coordination (e.g., splitting and joining), among others, to better govern the overall vehicle behavior [11]. An example showcasing the use of this architecture approach is the hybrid multi-controller architecture proposed in [238] (cf. Figure 2.3) for a group of indoor robots. This architecture subdivides the overarching MVS navigation task into a set of accurate and dependable elementary controllers, such as obstacle avoidance, trajectory tracking, target reaching, and navigation in formation.

![Figure 2.3. Control architecture for the navigation in formation of MVS [238]](image)

2.2.5 Action module

In the action module, the commands generated by the decision-making module (refer to Section 2.2.4) are applied to the vehicle. A control law formulates these commands, instructing the actuators (motors) based on sensor information, the decision-making module (cf. Section 2.2.4), and the vehicle’s model. This control law’s complexity can be tailored to align the system’s modeling intricacies and the specific task at hand.
For example, in navigation applications, the design of the control law often focuses on guiding the vehicle along a predetermined trajectory, as demonstrated in [239][58]. Additionally, the control law can account uncertainties associated with the sensors and actuators, ensuring robust and dependable system operation [258].

**Discussion: MVS' technology future challenges**

Despite decades of research and development dedicated to MVS systems, there remains a significant untapped potential for technology to enhance the experience of road users. Nevertheless, MVS continue to grapple with a multitude of challenges, as outlined below [86][105][151][238]:

**Accurate perception/localization data:** Perception errors may be exacerbated in MVS. A data association mechanism that is efficient for a variety of vehicles and sensor designs is required [136]. The performance of the cooperative perception is highly dependent on the accuracy of relative localization. However, relative localization accuracy may be limited in particular circumstances [147].

**Real-time coordination:** In scenarios featuring dynamic environments with multiple agents, ensuring system safety often hinges on cooperative motion planning for new maneuvers. This kind of planning relies heavily on the algorithms integrated on board and is particularly sensitive to the presence of nearby traffic. Consequently, achieving real-time coordination becomes imperative for the onboard controller [75][186].

**Communication:** There is a notable absence of unified communication topologies and protocols tailored for the development of MVS [109]. To address this challenge, a dependable decision/control strategy is needed to effectively manage various communication issues such as delays, packet losses, error messages, and interactions with uncooperative agents [66][217]. Furthermore, the efficiency of cooperative perception can be adversely affected by transmission latency and bandwidth limitations. The trade-off between communication bandwidth and maintaining optimal real-time closed-loop performance of the MVS has been a relatively under-explored aspect in this context [14][198][69].

**Accurate forecasts:** The lack of a unified communication protocol and a normalized decision/control architecture for MVS that facilitate access to more accurate predictions has led the majority of current methods to depend solely on static route information, like road curvature and speed limits. However, the potential of MVS often hinges on advancements in data forecasting, which is linked with central technological challenges.

**Real-world verification:** The large majority of MVS related projects (e.g., CACC) were tested in a controlled environments (i.e., mainly due to local laws, on-road scenarios complexity, drivers acceptance, etc.)[21][68][80]. Thus, the MVS
efficiency in dynamic and open on-road environments is difficult to know. Current verification issues for MVS' advanced algorithms include real-world testing and application to non-highway scenarios.

Certainly, MVS have the potential to eliminate or greatly reduce unforeseen human errors by leveraging perception and localization sensors, as well as communication systems to enhance their awareness of the environment. These technologies offer substantial advantages in various scenarios, as discussed in the Section 1.3 pertaining to CAV applications. However, realizing the full potential of MVS on public roads necessitates further exploration and utilization of these technologies. The decision and control mechanisms governing CAV systems should not solely rely on individual vehicle perceptions or objectives but should also consider the overall system state. A central challenge in the field of MVS navigation is the formulation of a robust control strategy. This strategy is a cornerstone in ensuring that all vehicles within the CAV system can seamlessly configure themselves in a synchronized and efficient manner to achieve their designated objectives. Additionally, by incorporating V2X communication, MVS can engage in the exchange of crucial data, as perception and localization information, as well as real-time status updates like intended acceleration, actual acceleration, or velocity, with fellow road users [105]. An overview of MVS-related decision/control architecture will be discussed in the next section.

2.3 Overview of MVS control architecture

As depicted in Figure 2.4, the MVS comprises multiple modules deployed within each AV part of the global ecosystem. Specifically, in this context, we are focusing on the MVS control architecture, encompassing system responsible for communication, perception, localization, decision-making/planning and control modules (cf. Figure 2.4). The literature contains a plethora of descriptions regarding control architectures for MVS [12][113][146][240][24][23][25][248]. It is worth noting that this PhD thesis does not aim to provide an exhaustive classification of MVS structures and architectures. Nevertheless, a pivotal consideration that must be addressed before embarking on the development of the MVS decision/control architecture is the choice between a centralized and decentralized management scheme within the architectural framework [195] [194][11]. This section is dedicated to evaluating the advantages and disadvantages of centralized vs. decentralized management within the MVS context.
2.3.1 Centralized approaches

An architectural configuration earns the designation of \textit{centralized}, when a portion or the entirety of the sensory and/or decision-making processes of individual robotic entities is detached from their physical structures and overseen by a central control unit \cite{74,268}, commonly referred as a supervisor, or central planner \cite{11}. A centralized architecture is often synonymous of a Top-Down approach, which entails envisioning a conductor (the supervisor) orchestrating a group of mobile robots, akin to orchestra.

The principal advantage of this architectural approach lies in the fact that a central unit, whether termed a controller or supervisor, can base its decisions on a comprehensive understanding of the entire system, which often surpasses the decision-making capacity of an individual component within the MVS \cite{135}. This paradigm is usually adopted in small-scale systems, where the required computational capacity is moderate. Nevertheless, it is important to note that these architectures necessitate a complete awareness of every element within the system, demanding substantial computational power and a significant flow of information through extensive communication \cite{135,261}. Additionally, they lack for robustness (due notably to its dependency on a single controller/ supervisor).

Regarding the implementation, centralized architectures are designed to have the capacity to manage data originating from communication modules, perception/localization modules, and motion modules. This with the help of information flow topology \cite{265}, sensor fusion approaches \cite{104}, and cooperative planning \cite{192}. 

\textbf{Figure 2.4.} General cooperative architecture composed of: communication, perception, localization, planning and control modules \cite{248}
In scenarios where shared topological spaces are involved, such as intersection crossing, centralized approaches often emerge as viable solution when a limited number of intersecting vehicles is involved, in order to tackle the collision problem. In [77], the authors propose a reservation scheme as a means to oversee the control of a single intersection where two roads intersect. Thus, each vehicle is treated as a driver agent responsible for submitting a request to reserve specific space-time cells, allowing them to cross the intersection within a particular time interval. Upon receiving these reservation requests, the centralized reservation system takes decisions; accepting the request if there are no conflicts with previous accepted reservations, otherwise, the request is declined. With the development of the communication technologies such as 5G, centralized architectures gain a major popularity. However, its longer end-to-end latency prohibits its use in vehicle safety [150].

An example of centralized architecture is proposed in [238][47]. This architecture named RoboSketon (cf. Figure 2.5) is based on three-layer architecture and it contains an agent that manages the other agents (cf. Figure 2.5). If the controlling agent (coachAgent) fails, the hole system could readily fail [238].

![Figure 2.5. Example of centralized architecture [238][47]](image)

### 2.3.2 Decentralized approaches

A decentralized architecture is a system in which parts have local authorities by themselves [22]. In contrast to the centralized architecture, in a decentralized ar-
architecture, each vehicle within the MVS maintains its own independent processes for perception/localization and decision-making/planning. Such architectures entail a reduction in the volume of communicated signals and data. Notably, in this decentralized setup, each vehicle within the MVS does not require a comprehensive understanding of the overall environment prior to taking actions within its immediate surroundings.

One of the key advantages of this decentralized design is that the AVs within the MVS paradigm can individually control their operations without necessitating external commands, which impacts resilience if the system faces defects and failures. Moreover, decentralized control facilitates parallel computation, enhancing system responsiveness and thereby ensuring the reliability and scalability of the implementation [48][89][192]. The primary drawback of decentralized management lies in its heavy reliance on extensive coordination. This is primarily because the specific tasks allocated to each vehicle are embedded within their local control systems. Consequently, if there is a need to alter the assigned tasks, achieving a global reconfiguration of the MVS without the presence of a supervisor can be a challenging endeavor.

The decentralization paradigm can also be applied to various aspects of the MVS, including communication technologies [5][100], perception techniques involving decentralized fusion [251], and cooperative motion planning [195]. Additionally, in the context of road safety, decentralized systems like dedicated short-range communication have demonstrated their advantages when compared to cellular network like 5G [124][111]. The decentralization paradigm when well mastered is more flexible to deal with MVS having a large number of entities and is generally a synonym of Bottom-Up approach [10].

A typical example is the ALLIANCE/L-ALLIANCE architecture developed in [179][180][181] (cf. Figure 2.6) for heterogeneous robots. Robots have information about their actions and the actions of the group through the top-board communication topology. This architecture uses behavior-based controllers which depend on the assigned robot’s task. L-Alliance [180] is an extension of the Alliance architecture [179] which uses reinforcement learning to adjust the activation parameters of the behaviors [238].
2.3.3 Hybrid approaches

Other comprehensive studies with similar discussion suggesting some variations in control approach/architectures might also be discovered in [59][87][122][182][260][145][267]. It is proposed to highlight several types of notable control architectures as follows:

- **Hierarchical architecture**: This type of control architecture exhibits a form of local centralization, as discussed in [192][13][22], while maintaining decentralization in a global context. To clarify further, each vehicle within this framework independently manages its assigned responsibilities but provides updates to a central planner part of the vehicle’s architecture regarding the status of its activities. Based on this definition, it becomes evident that the vast majority of MVS are structured hierarchically, as elucidated in [101][125]. This hierarchical structuring is particularly well-suited for large-scale designs, where the overarching task is subdivided into a series of smaller, more manageable sub-problems, each addressed within distinct layers [236].

An illustrative example of this architectural structuring is found in the UM-PRS (University of Michigan Procedural Reasoning System) [139][138], where a multi-agent system is employed for environmental recognition.

- **Hybrid Centralized/Decentralized architecture**: This control framework combines a high-level central controller with localized decentralized...
controllers within individual vehicles [22][175][209][238]. Consequently, this design combines both of the noteworthy advantages of the centralized architecture (cf. Section 2.3.1) and the decentralized architecture (cf. Section 2.3.2):

1. Centralized planner: The centralized planner assumes a pivotal role as a high-level controller overseeing the vehicles within the MVS.
2. Robustness: The decentralized controllers within the vehicles part of the MVS exhibit fault tolerance, enhancing the system’s robustness.
3. Flexibility: The hybrid architecture provides the flexibility to adjust the global task or control strategy based on inputs from both the centralized and decentralized control components.

One compelling illustration of this architecture’s application is its use in MVS navigation in formation, with a primary focus on safety and flexibility. The centralized approach allows to the central entity (leader of the formation) to manage the configuration desired formation even for formation reconfiguration. The decentralized approach allows each robot (follower) locally generate its commands to track its assigned target [238].

One example of the centralized/decentralized architecture is proposed in [210] (cf. Figure 2.7). It is based on three-layer architecture, and it allows coordination between the robots (communication layer) and autonomy in action (executive and behavioral layer) [238][210].

![Figure 2.7. Example of centralized/decentralized architecture](image)
The central aim of this Ph.D. thesis revolves around the creation of a Decision/Control architecture that mitigates in-between the advantages of both the centralized and the decentralized framework (cf. Table 2.1). Designed for cooperative based maneuvers (cf. Section 1.3), the MVS targeted architecture aims to seamlessly align with the individual control architectures of the vehicles part of the MVS, while the Decision/Control architecture for MVS consistently leans toward a bottom-up strategy, where decentralized modules are in charge of performing local tasks. There are specific scenarios or tasks where leveraging global knowledge from a central planner can enhance MVS performance.

**Table 2.1.** Comparison between MVS architectures [10]

<table>
<thead>
<tr>
<th></th>
<th>Perception</th>
<th>Localization</th>
<th>Decision</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>A central entity uses the information from all the deported sensors to understand the robots’ environment and to compute the commands to send to them.</td>
<td>Each robot executes the command sent by the central entity.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decentralized</td>
<td>Each robot uses local information from its sensors to understand its environment and to generate and execute its commands to accomplish the assigned task.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**2.4 MVS navigation in formation: a review**

Numerous research laboratories, including the current thesis work, have directed their focus toward applications involving navigation in formation. These applications find utility across a spectrum of domains, spanning transportation, agriculture, and military applications [238][254][160].

Formation control, at its core, pertains to the capacity to maintain the relative positions of a group of vehicles/robots with respect to each others or to a specific reference. In essence, this entails ensuring that the group of vehicles or robots adheres to a predefined geometric formation [11].

Navigating MVS in formation presents a set of intricate challenges, as highlighted in [238]. These challenges encompass fundamental questions:

- **Defining the desired formation:** What configuration should the MVS aims to achieve?

- **Determining actual positions:** How do the individual vehicles ascertain their current positions within the formation?
• **Maintaining formation**: What strategies do the vehicles employ to ensure the formation remains intact?

• **Adapting to Road Conditions and Obstacles**: How can the MVS adapt to varying road topologies and the presence of obstacles?

• **Evaluating formation performance**: What criteria are employed to assess the performance of the MVS formation?

To address these questions, various approaches have been developed, including Leader-Follower, Virtual Structure, Behavior-based, and other Optimization-based techniques [62][170], each offering insights into the complexities of formation navigation within MVS.

### 2.4.1 Leader-Follower

The concept of leader-follower formation approach involves a hierarchical structure, comprising a single vehicle designated as the leader ($UGV_L$), while the rest, referred as the followers ($UGV_i$ and $UGV_j$), determine their positions relative to the leader pose or another reference pose (cf. Figure 2.8). They achieve this by utilizing their representation of the environment from their own positions [238][162][82].

![Figure 2.8. The leader follower formation modeling approach](image)
In the realm of transportation, a prevalent application of this formation strategy is the one-dimensional leader-follower, often referred to as platooning-based formation or column formation. In this context, a leader assumes a pivotal role within the MVS formation, tasked with following a reference trajectory while simultaneously serving as the guiding reference for the followers. The followers, in turn, closely track the leader’s or another guide’s position and adapt their control inputs accordingly. This leader-follower can be characterized by either constant spacing or constant headway, as it can be seen in Cooperative Adaptive Cruise Control (CACC) (cf. Section 2.5.1.1), among other leader-follower models found in the literature, such as the spring-damper system [65]. The spring-damper model introduces one or more interaction models, enabling control over the inter-vehicle distances within the MVS formation (cf. Figure 2.9).

One notable advantage of the leader-follower approach is its compatibility with the decentralized architecture, wherein each vehicle autonomously makes decisions based on local information in relation to a common reference, thereby maintaining the formation’s shape. Control techniques rooted in optimal control or model predictive control can be leveraged to uphold the formation shape. In [140], an exhaustive survey of methods employed to ensure the effectiveness of the leader-follower approach is given.

However, this approach has its limitations. It heavily relies on the leader, rendering it susceptible to faults in the leader vehicle. Any issues with the leader can disrupt the entire navigation task or even lead to collisions within the MVS formation. Furthermore, when dealing with large MVS formations, where the leader is responsible of supervising the followers, significant computational costs arise, and communication issues, such as package losses and delays, can become prominent concerns.

![Figure 2.9. Leader-follower based on spring damper system [238]](image)
2.4.2 Virtual Structure

A vehicle formation materializes when multiple vehicles collaborate across multiple lanes while adhering to a pre-defined configuration. To govern such formations, the virtual structure has been adopted, effectively dividing the formation control into a high-level virtual structure and a low-level control problem [185].

This approach can be summarized through the following steps [259]:

1. **Defining the virtual rigid body**: The dimension, shape, and dynamics of a virtual rigid body are defined based on the number of vehicles and the road geometry (cf. Figure 2.10).

2. **Vehicle tracking**: Each vehicle within the MVS closely tracks its designated virtual agent or target (cf. Figure 2.10).

3. **Virtual agent motion**: The motions of the virtual agent or target are computed to align with the desired maneuver.

![Figure 2.10. Virtual structure formation modeling approach [238]](image)

The advantages of the virtual structure approach primarily stem from its simplicity compared to other formation control methods. It also offers flexibility in shaping different types of formation control [37]. Some research combines the leader-follower approach with a deformable virtual structure to tackle
formulation reconfiguration [241] (cf. Figure 2.3). Formal safety guaranteed for
the entire fleet is provided by employing a reconfiguration matrix that considers
inter-vehicle distances to prevent collisions [241] [238].

However, there are drawbacks associated with the virtual structure approach,
mainly linked to its centralized nature. The central unit is responsible of assigning
virtual agents/nodes and overseeing formation maintenance. Additionally, factors
like road shape and vehicle dimensions must be taken into account.

2.4.3 Behavior-based

Formation control using a behavior-based approach involves the task of decom-
posing the main objective into several fundamental sub-tasks (cf. Figure 2.11),
with the ultimate aim of generating the desired emergent behavior [20]. The
selection of these sub-tasks is carried through two primary methods:

- **Competitive selection:** In this method, only one behavior is chosen at
  any given time. The design of such a selection system follows a hierarchical
  structure, with the desired behavior holding the highest priority compared
to others (cf. Figure 2.11). It is worth noting that architectures employing
  hierarchical selection may encounter challenges in stability analysis during
  the switching phase [11].

- **Cooperative selection:** In contrast to the competitive selection, the co-
  operative selection in Figure 2.11 allows for the simultaneous selection of
  two or more behaviors, which are then fused to create an emergent complex
  behavior. While this approach offers the potential to achieve sophisticated
  behaviors [11], it introduces complexities during the transition phase what
can be a challenging task [205].

The primary advantage of the behavior-based approach is its adaptability
to handle more complex tasks and its capacity to generate emergent behaviors.
Some research work has successfully integrated graph theory into behavior-based
formation control to address issues associated with time-varying communication
[187]. Another proposed formation control architecture based on selection of
behaviors, combining both self-centered maneuvers through competitive selection
and more altruistic maneuvers with the assistance of cooperative selection is
presented in [33].
2.4.4 Consensus-based control

In the realm of MVS, consensus-based control represents an important and fundamental part of the literature related to formation control [192]. Thus, consensus-based control is part of the MVS control architecture paradigm (cf. Section 1.2.3), especially, decentralized MVS control architecture (cf. Section 2.3.2). The essence of consensus-based control lies in the convergence of individual entities toward a common objective through interactions facilitated by sensing and communication networks (cf. Figure 2.12), as elaborated in Section 2.2.3.

The formation modeling used part of the consensus-based control theory relies on the algebraic graph topology as in Figure 2.12, where the vehicles are represented by the nodes and in-between node links are the vehicle’s in-between communication. The primary objective of consensus-based control is to stabilize the relative distances or headway between vehicles in the MVS to achieve predefined task. Formation control, in essence, plays an important role in realizing consensus-based control, as it governs the spatial configuration and relative positions of the MVS vehicle, contributing to the fulfillment of a shared goal [192][149][94].

In [213], a first order consensus-based protocol was implemented. This entailed the utilization of a decentralized control framework built upon the leader-follower formation approach, ensuring the formation maintenance through information exchange among neighboring vehicles. Additionally, in [73], a control algorithm rooted in consensus-based control was proposed, accounting for communication delays to govern a platoon-based formation. The stability of this formation was mathematically proven using the Lyapunov formalism [132][131]. In this approach, the leader disseminates its state information, while each follower solely measures its relative position w.r.t. the preceding vehicle part of
the MVS. This localized approach to formation maintenance was integrated with consensus-based control, even accommodating network and sensor time delays as well as variable leader velocities. Conditions ensuring both internal and string stability of the platoon were established.

Consensus-based control enables the formal modeling of formations by integrating the control of vehicles and the MVS communication topology. Nevertheless, consensus-based control does entail certain drawbacks. For instance, it often simplifies the dynamics of the MVS vehicles by treating them solely as integrators [192]. Furthermore, consensus-based control theory relies on the assumption of continuous connectivity among the vehicles to establish a strongly connected graph, which might not always hold in practice [245].

![Diagram of vehicle communication topology](image)

**Figure 2.12.** From communication topology to algebraic graph representation for consensus-based control

### 2.4.5 Discussion

It is evident that the primary focus of the literature on MVS formation control has predominantly revolved around platooning-based formations. Approaches such as leader-follower paradigm (cf. Section 2.4.1) have been extensively employed to tackle various challenges, including platooning modeling [141], string stability (ensuring the stability of the platoon)[90], and information flow [192], among others.

However, the leader-follower approach exhibits certain limitations, particularly in flexibility and adaptability, when dealing with what we refer to as challenging scenarios, such as intersection crossings or on-ramp merging (as discussed
in Section 2.4.1). To mitigate these limitations, exploring the virtual structure approach (cf. Section 2.4.2) emerges as a potential solution, with a clear imperative for tailored adaptations to suit on-road contexts.

On the other hand, behavior-based formation modeling and control may find its application in scenarios where the main task can be easily divided, and a common goal is distinctly identified by the formation’s agents. This approach typically relies on a central entity to define task decomposition and distribution among agents. However, to circumvent the drawbacks of centralization, our work endeavors to promote decentralized approaches.

Consensus-based control offers the advantage of formally modeling formation structures. However, its dependence on the assumption of a strongly connected graph makes it less fault-tolerant, particularly in dynamic environments such as highway scenarios.

Clearly, our literature review has indicated that on-road formation-based approaches have not significantly explored the applications of the virtual structure approach. While this approach may initially seem conceptual, we intend to delve into this topic further in Chapter 3 to explore its feasibility and applications.

2.5 MVS Navigation in complex environments

As previously discussed in Section 1.3, and as evident from the literature review, the coordination challenges within MVS extend to both rural (cf. Figure 2.13) and urban settings. These challenges encompass a range of scenarios, including high- way speed coordination (cf. Figure 2.15), merging onto on-ramps and off-ramps (cf. Figure 2.16), and coordination intersections (cf. Figure 2.14) [40][106][248][195]. Additionally, MVS planning technology, known for its substantial impact on road capacity [17][264], has gained significant attention over the past decade. Furthermore, a majority of fundamental research efforts have concentrated on MVS highway speed harmonization [112][178][148][219], as it holds the potential to reduce overall times and average energy consumption [234].

In this PhD manuscript, our primary focus lies on exploring the manifold potential of MVS in the context of highway scenarios:

- **MVS highway navigation in formation:** Autonomous vehicle formation control, akin to broader concept of highway speed harmonization, exerts an important influence on traffic management, yielding numerous benefits such as heightened road safety, optimized traffic flow, and decreased energy consumption. While human-driven vehicles effortlessly navigate in formation, achieving the same behavior for MVS requires a robust and safe strategy to prevent collisions between the vehicles inside and outside the
MVS formation. Additionally, the question of MVS formation stability demands a formal\footnote{Formal: by formal, we refer to the existence of an analytical mathematical model.} systematic response.

Employing a safe and reliable formation control method allows for reduced inter-vehicle spacing within the MVS paradigm, thus optimizing the road capacity utilization. Since vehicles contend with aerodynamic drag that consumes energy, optimizing inter-vehicle distances can mitigate this drag effort, resulting in energy savings as one of the benefits of MVS navigation in formation (cf. Figure 2.17) \cite{263,211}.

- **Cooperative on-ramp merging on highway:** Traffic merging at highway on-ramps presents significant safety and mobility challenges. The complexity emerges when the vehicle on the on-ramp must make split-second decisions regarding acceleration or deceleration to merge safely into the desired highway lane, often without a clear line of sight (cf. Figure 2.18).
Simultaneously, highway road users must adjust their speeds to accommodate the merging vehicle, potentially disrupting traffic flow and leading to congestion (cf. Figure 2.18).

To address these challenges, application of cooperative MVS to highway on-ramp merging scenarios can be explored. Various control architectures can be evaluated to their suitability in managing this specific scenario and its associated complexities [195].

As a result, Section 2.5.1 shows a comprehensive review of the highway cooperative navigation relative application through the Cooperative Adaptive Cruise
Control (CACC) (cf. Section 2.5.1.1). For the problem of cooperative on-ramp merging on highway, Section 2.5.2 offers a thorough review of relevant approaches. The MVS reviewed application performance are evaluated through the prism of traffic throughput, energy efficiency, and negotiation.

### 2.5.1 Highway collaborative navigation

Collaborative navigation along a highway entails the intricate task of orchestrating the maneuvers of a fleet of vehicles, collectively referred to as MVS in formation navigation in highway, to function as a cohesive unit known as a formation (cf. Section 2.4). Advances in communication technology have ushered in the era of V2V communication (cf. Section 2.2.3), enabling the exchange of information among vehicles within the same formation.

Traditionally, vehicles on the road tend to follow each other, creating platoon-based formations (cf. Figure 2.19). For human-operated vehicles, this platoon behavior is a natural occurrence, easily observable in everyday driving scenarios. However, for MVS, adhering to lanes and maintaining safe distances and velocities when following nearby vehicles become more complex endeavor. This complexity arises primarily from the need to effectively manage the dynamics of MVS vehicles, underscoring the requirement for cooperative control over these dynamics.

The primary objective of platoon formation control is to ensure that all vehicles within a platoon travel at the same velocity, adhering to the desired one-dimensional spacial configuration, which is stipulated by a predefined inter-

**Figure 2.19.** Platoon-based navigation in formation on highway
vehicle spacing strategy [120]. Consequently, the formation of a platoon-based shape necessitates the development of specialized algorithms, controllers and strategies [152].

In the forthcoming section, we will introduce the concept of Cooperative Cruise Control (CACC) as an important module for executing cooperative navigation maneuvers on the highway. It is proposed in what follows to delve into collaborative navigation within formation and explore its ramifications on highway throughput, energy efficiency and its synergy with negotiation.

2.5.1.1 Cooperative Adaptive Cruise Control (CACC)

The core of the CACC concept lies on the fusion of Adaptive Cruise Control (ACC), a subset of automated longitudinal speed control systems, with a cooperative module empowered by the V2V communication and/or V2I communication (cf. Section 2.2.3) [208].

Over the past decade, considerable advancements in MVS technologies have been achieved. MVS now possess the capability not only to autonomously navigate using onboard sensors but also to communicate with other vehicles via V2V communication. The terms of CACC have been used with varying interpretations, leading to different perceptions of their functions and capabilities in the context of CACC and platooning-based solutions. In CACC systems, MVS exchange their parameters via the V2V communication without a central management unit [253]. Consequently, CACC leverages V2V communication (cf. Figure 2.19) to enable the vehicles part of the MVS to form platoons and travel at synchronized speed [248]. This synchronization is achieved by minimizing the error $d_e$ between the desired distance $d_d$ (depending on the spacing policy and the current dynamic of the MVS) and the current inter-vehicle distance $d_i$ (cf. Figure 2.20).

![Cooperative Adaptive Cruise Control](image)

**Figure 2.20.** Cooperative Adaptive Cruise Control
Through the sharing of vehicle information, including acceleration, speed, and position, MVS with a certain communication range of the roadside unit collaborate to obtain several benefits:

- Enhanced driving safety is achieved through reduced actuation times compared to manual driving, along with improved anticipation of the future actions of the MVS.
- Increased highway capacity results from reduced time/distance headway between the MVS.
- Reduced energy consumption and pollutant emissions stem from minimized unnecessary velocity changes and decreased aerodynamic drag on following vehicles.

The vehicle control strategy plays also a role in CACC systems as it determines the vehicle’s dynamics. Specifically, the longitudinal control strategy has been extensively studied, \[249\][72][176], as vehicles operating in CACC mode must maintain the same longitudinal speed as other vehicles in the platoon while sustaining a constant longitudinal distance/headway relative to their preceding vehicle. Various longitudinal controllers have been proposed to address different objectives, such as platoon formation, optimizing fuel consumption, or ensuring system stability \[167\][174].

The literature related to the CACC includes several coordination approaches (e.g., consensus-based, optimization-based, etc.). A comprehensive review of these approaches can be found in \[249\][72][144].

One of the objective of this PhD work is take advantage of the MVS advantages (e.g. safety, passenger comfort, energy efficiency). From this perspective, the optimization techniques are well-suited to include these several criteria. The following sections will undertake an in-depth analysis of various longitudinal controllers founded, based on optimization techniques.

2.5.1.1.1 Optimal Control  Optimal control has been employed to optimize energy consumption or travel time in \[158\]. While many consensus-based control approaches (cf. Section 2.4.4) focus solely on vehicle speed and position, simplifying the longitudinal control to a single or double integrator model under the assumption of linearity, optimal control techniques often consider non-linearity and constraints \[249\][72][207]. These constraints may involve vehicle power-train dynamics and aerodynamics \[231\].

In numerous cases where optimal control is applied to CACC systems, the objective function minimizes the total energy consumed by the vehicle traveling within a designated area. For instance, in the Eco-CACC system proposed in\[257\],
it computes the fuel-optimum vehicle trajectory through a signalized intersection, the optimal control problem is defined as:

$$\min_{a_-,a_+} \int_{t_0}^{t_0+T} F(v(t), v'(t))dt$$

(2.1)

subject to

$$\int_{t_0}^{t_0+T} v(t)dt = d + l$$

(2.2)

$$0 \leq a_- \leq a_-^s$$

(2.3)

$$0 \leq a_+ \leq a_+^s$$

(2.4)

Here, $F(\cdot, \cdot)$ represents a nonlinear function of speed $v(t)$ and acceleration $v'(t)$, estimating the energy consumption rate based on vehicular speed and acceleration levels. $a_-$ and $a_+$ are the upstream deceleration and the downstream acceleration levels, respectively. $d$ and $l$ are the length of the control zone before and in the signalized intersection, respectively.

2.5.1.1.2 String stability String stability is a fundamental requirement to ensure the safety of the CACC system. It aims to attenuate distance error, velocity, or acceleration along the upstream direction in a platoon, as discussed in [188]. The problem of string stability can be formulated as:

$$|y|_\infty \leq |u|_\infty$$

(2.5)

Here, $y$ represents the scalar output of distance error, velocity, or acceleration of the following vehicle $i+1$, and $u$ represents the scalar output of distance error, velocity, or acceleration of the preceding vehicle $i$. String stability is guaranteed if:

$$\left| \frac{Y(s)}{U(s)} \right|_\infty \leq 1$$

(2.6)

where $Y(s)$ and $U(s)$ are the Laplace transforms of $y$ and $u$, respectively.

Numerous works have analyzed the string stability of CACC systems [249][176][133], and some conclusions have been proposed to ensure string stability:

- If a constant distance spacing policy is adopted for vehicle spacing, the predecessor-follower (cf. Section 2.2.3) information flow may not guarantee string stability. Extending the information by broadcasting the leader’s
information to the following vehicles, using a predecessor-follower-leader information flow (cf. Section 2.2.3), for example, can ensure string stability.

- To relax the formation rigidity imposed by the constant spacing policy, a constant time headway spacing policy can be employed, ensuring string stability by allowing the inter-vehicle distance to depend on the vehicle’s velocity [249].

2.5.1.1.3 Model Predictive Control (MPC): Traditionally, Model Predictive Control (MPC) is framed within the state space framework for single vehicle, where controlled system is described by a linear model as expressed in [214]:

\[ \dot{x}(t) = Ax(t) + Bu(t), \quad x(0) = x_0 \] (2.7)

Here, \( x(k) \in \mathbb{R}^n \) represents the state input, and \( u(k) \in \mathbb{R}^p \) represents the control input. With \( n \) and \( p \) are the the state variables and inputs numbers respectively. \( A \) is the state matrix, with \( \text{dim}[A] = n \times n \), and \( B \) is the input matrix, with \( \text{dim}[B] = n \times p \). \( x_0 \) is the initial state vector. Typically, a receding horizon implementation is formulated as an optimization problem, such as:

\[ J_{u(t)}(x_0) = \min_{a(t)} \int_0^T [q_f(v(t), a(t)) + \gamma] dt \] (2.8)

Subject to:

\[ \Delta \dot{x}(t) = v_p(t) - v(t) \] (2.9)

\[ \dot{v}(t) = a(t) \] (2.10)

\[ \Delta x(t) \geq \Delta x_{\text{min},0} + h_{\text{min}}v(t) \] (2.11)

\[ \Delta x(t) \leq \Delta x_{\text{max},0} + h_{\text{max}}v(t) + \gamma r \] (2.12)

\[ a_{\text{min}} \leq a(t) \leq a_{\text{max}}(v(t)) \] (2.13)

\[ v_{\text{min}} \leq v \leq v_{\text{max}} \] (2.14)

In this context, \( q_f \) represents the current fuel consumption depending on \( v(t) \) and \( a(t) \), where \( v(t) \) is the ego-vehicle’s velocity and \( a(t) \) is its acceleration. \( v_p(t) \) represents the preceding vehicle’s velocity. \( \Delta x(t) \) denotes the actual inter-vehicle distance, with \( \Delta x_{\text{min},0} \) and \( \Delta x_{\text{max},0} \) being the minimum and maximum distances.
when stationary. \( h_{\text{min}} \) and \( h_{\text{max}} \) correspond to the minimum and maximum time headway, associated with the minimum and maximum inter-vehicle distances. The relaxation aspect is introduced through the slack variable \( \gamma \) and relaxation parameter \( r \). Constraints are also applied to acceleration (\( a_{\text{min}} \) and \( a_{\text{max}} \)) and velocity (\( v_{\text{min}} \) and \( v_{\text{max}} \)).

Typically, centralized MPC systems assume knowledge of all the states for computing control inputs. However, in practical applications, especially in dynamic scenarios like highway traffic, gathering information from all the vehicles to compute a large-scale optimization problem is not always feasible. This limitation has led to the development of Distributed Model Predictive Control (DMPC) [53][172], and stochastic MPC (SMPC) to include the uncertainty of the system [168].

2.5.1.2 Evaluation of the highway collaborative navigation approaches

As discussed in Section 1.3, MVS collaborative navigation is linked with several advantages. In this section, an extensive examination of MVS formation navigation in highway is presented, with a focus on aspects such as traffic throughput, energy efficiency, and negotiation.

2.5.1.2.1 Traffic throughput The primary goal of the CACC systems is to establish and regulate platoon-based formations. Consequently, the advantages of CACC systems can be considered as benefits for formation-based navigation on highways.

The impact of platoon enabled by CACC on highway throughput was investigated in [235]. In this research, a stochastic microscopic-traffic simulation model was developed to assess various of traffic flow performance, including safety, exhaust-gas emissions, and noise emissions. The proposed model utilizes real traffic measurements, such as instances, lanes speeds, and vehicle lengths, to generate traffic scenarios at the beginning of simulations runs. The simulations demonstrated that the presence of more CACC-equipped vehicles in traffic leads to higher average velocities. Regarding traffic throughput, scenarios with 100 \% CACC-equipped vehicles showed the best performance compared to other mixing penetration scenarios.

In [143], a CACC modeling framework was proposed, incorporating interactions between CACC-equipped vehicles and manually driven vehicles in mixed traffic. This framework included lane-changing rules and automated speed control to ensure realistic CACC performance. Several simulations were conducted on a 4-lanes freeway segment with an on-ramp and off-ramp lanes. The case study compared basic CACC-operated vehicles with Multi-Lanes CACC (ML-CACC)-
operated vehicles for different market penetrations. Results indicated that traffic flows with CACC market were consistently lower than those with ML-CACC.

The study in [123] shows the effect of platooning on mixed traffic and its impact on improving highway throughput. To address this scenario, a new fluid model of mixed-autonomy traffic flow was introduced, which was then used to analyze and design platoon coordination strategies. Simulations were conducted to study the effect of platoon penetration on highway throughput. The results showed that traffic throughput increased with higher platoon fractions on the highway. The study also explored the impact of platoon size, revealing the presence of an optimal platoon size.

2.5.1.2.2 Energy efficiency

Vehicle platooning offers a significant opportunity to enhance energy efficiency by substantially reducing the distance between vehicles, thereby decreasing the aerodynamic drag coefficient [244]. The extent of drag reduction in platooning depends on factors such as the vehicle shapes with the platoon, their arrangement, and the distance between them. Savings are most pronounced for vehicles positioned in the middle of the platoon, and the overall savings increase with the number of vehicles in the platoon. For instance, when two vehicles maintain 1-meter gap between them, the average gap reduction is estimated to be around 10% [269]. In cases where the platoon consists of a mix of vehicle types, drag reduction has been estimated at 20% [201], and even up to 40% [78]. In scenarios involving long platoons of vans (five or more vehicles) spaced 0.5 to 1-meters apart, drag reduction of up to 44% to 55% has been reported in [201].

Platoon-based formations facilitated by CACC systems also lead to energy efficiency improvements by minimizing unnecessary changes in velocity. In [250], an approach was proposed to minimize energy consumption and pollutant emissions within platoons during various stages, including sequence determination, gap closing and opening, platoon cruising with gap regulation, and platoon joining and splitting. Compared to consensus-based (cf. Section 2.4.4) CACC system, the results demonstrated that an ECO-CACC (cf. Section 2.5.1.1) could reduce global energy consumption by 1.5% during platoon formation and 2% during platoon reconfiguration phases [250].

In [42], an energy consumption model was developed for various types of vehicles, including internal combustion light-duty vehicles, electric vehicles, hybrid electric vehicles, buses and trucks. This model aimed to quantify the effects of platooning on fleet fuel consumption. The findings indicated that energy consumption reductions of up to 3%, 3.5%, 4.5%, 10%, and 15%, respectively.

It becomes evident that vehicles platooning is especially well-suited for heavy-duty vehicles, particularly on highways where travel is at high speeds, leading to substantial aerodynamic drag. Trucks, which often cover long distances on
highways, can benefit from joining neighboring trucks to form platoons, even if they have different starting points and destinations. For an in-depth analysis of fuel economy in truck platooning, refer to [262].

2.5.1.2.3 Negotiation To date, the literature lacks substantial exploration of negotiation- and agreement-based approaches concerning navigation in formation, applied to the case of highways and MVS formation reconfiguration in highway (cf. Figure 2.21) [152]. This absence may stem from several factors, including unsuitability of such approaches or simply insufficient exploration of these possibilities. One key reason for scarcity of negotiation in this context could be the limited scope for negotiation or discussion with a platoon during cruising. For instance, while one might argue that leader selection could be a negotiation topic, leaders are typically chosen strategically and functionally, often as the vehicle positioned at the front of the formation. Similarly, negotiation speed profiles may not be a significant consideration since the primary goal of a platoon is to travel safely at the maximum allowable speed [152].

![Figure 2.21. Negotiation-based merging in highway](image)

However, a potential avenue for exploration is negotiation platoon reconfiguration. Platoon-based formations operate with dynamic environments, such as highways, and are subject to various maneuvers, including vehicles joining, splitting, or changing lanes (individually or as a formation). These maneuvers need to be executed with a global perspective to ensure safety and efficiency, while also being fair in terms of the efforts required from each vehicle. For instance, consider the splitting maneuver depicted in Figure 2.21. Platoon members could
engage in discussions where each vehicle proposes its solution to create the desired gap. A negotiation mechanism could then be employed to select the best proposition, taking into account safety and efficiency.

In practice, scenarios like these are often managed by the platoon leader [17]. In this work, the authors introduced a platoon management protocol supporting three fundamental maneuvers: merging, splitting, and lane changes. The reconfiguration protocol relies on centralized platoon coordination, where all maneuvers are decided and planned by the platoon leader, and followers follow orders and send requests to and from the leader. However, this approach has limitations associated with centralization (cf. Section 2.3.1), such as restricted flexibility (i.e., typically limited to the communication range) and a lack of formal methods for analyzing the stability of the proposed solutions.

In addition to the above cooperative highway navigation approaches, on-ramp merging on highway is also one scenario subject to MVS cooperative navigation. The following section presents an overview of the approaches related to MVS on-ramp merging on highway.

### 2.5.2 Collaborative on-ramp merging on highway

The merging of traffic at highway on-ramp presents a significant challenge, leading to safety and traffic flow concerns. This challenge becomes particularly pronounced for the merging vehicles, as they must make real-time decisions regarding acceleration or deceleration to safely integrate into the mainlines traffic, often without a clear line of sight. Simultaneously, the drivers on the highway may need to adjust their speeds to facilitate the smooth entry of merging vehicles, potentially disrupting traffic flow and can induce congestion. In response to these complex issues, researchers have explored the concept of cooperative merging, specifically involving MVS, to address the merging problem at highway on-ramp.

One can note that the cornerstone idea behind collaborative on-ramp merging on highway is to minimize the global effort provided by each vehicle while performing the merging scenario. Naturally, the idea of Prioritizing the stability of the already established vehicle groups (platoons) arises as an evidence. The works in [203][95][256] propose several strategies for vehicle merging in an already established platoon with low collaborative efforts.

Various control algorithms have been proposed and implemented to enable the vehicles part of the MVS to merge with one another in a cooperative manner. An extensive review of existing research can be found in [195][28][270][41]. In this section, it is proposed to evaluate the existing literature related to cooperative on-ramp merging on-highway through the prism of traffic throughput (cf. Section 2.5.2.1), energy efficiency (cf. Section 2.5.2.2), and its implication with negotiation (cf. Section 2.5.2.3).
2.5.2.1 Traffic throughput

Enhancing highway traffic flow throughput seamless merging at highway on ramps has been a widely explored challenge in the literature. Initially, centralized approaches (cf. Figure 2.22) were introduced, utilizing a merging coordinator with support of V2I communication. For instance, in [202], a two-layer centralized controller was proposed based on heuristic rules derived from empirical observations of system behavior. The first layer established the merging sequence by estimating each vehicle’s merging time, assuming constant-speed travel. The second layer determined the necessary constant acceleration to resolve conflicts identified during the merging sequence. However, heuristic-based approaches are limited in their adaptability to dynamic environments, and their optimality is not rigorously proven due to the absence of formal optimization algorithms approach.

To address the optimality concerns in passing sequences, several centralized methods have been developed in the literature, focusing on optimizing travel time to increase highway throughput. These methods use the communication coordinator’s responsibility to optimize the passing sequence order based on merging times. An example of optimizing problem formulation is developed below [195], the particularity of this approach resides on reliance on the merging zone crossing time, what makes it less road geometry dependent and more generic:

$$\min_u \frac{1}{2} \sum_{j=1}^{m} \sum_{i=1}^{n} \left[ t_{j,i}^{\text{out}} - t_{j,i}^{\text{in}} \right]^2 \quad (2.15)$$

Subject to:

$$\dot{x}_{j,i} = v_{j,i} \quad (2.16)$$
$$\dot{v}_{j,i} = u_{j,i} \quad (2.17)$$
$$t_{j,i}^{\text{out}} - t_{j,i}^{\text{in}} \geq \Delta T_a \quad (2.18)$$
$$o < v_{j,i}(t, u) \leq v_{\text{max}} \quad (2.19)$$
$$x_{j,i}(t) \leq x_{j,i+1}(t) + \delta \quad \forall t \quad (2.20)$$
$$x_{j,i}(t) \leq x_{p,q}(t) + S \quad \forall t, j \neq p, i \neq q \quad (2.21)$$

where $t_{j,i}^{\text{in}}$ and $t_{j,i}^{\text{out}}$ are the times that the vehicle $i$, on the road $j$, enters and exits the merging zone, $\Delta T_a$ is the minimum allowed time to cross the intersection at the maximum speed $v_{\text{max}}$, and $\delta$ is the desired safe distance between vehicles on the same road. $S$ is the length of the shared zone.
Another approach, as presented in [195], offered an optimization framework with an analytical closed-form solution for online vehicle coordination at merging zones. Simulations demonstrated significant reductions in travel times and improvements in traffic flow. In addition, in [63], the authors introduced an approach that virtually positioned vehicles onto highway’s main lane before actual merging, ensuring smooth and safe merging maneuvers. The results indicated substantial improvements in traffic flow when a high percentage of MVS vehicles were involved.

**Discussion** While centralized methods have shown promise in addressing highway on-ramp merging, they come with certain limitations. These approaches heavily rely on communication, exacerbating any communication-related issues that may arise. Moreover, their critical flaw lies in fault tolerance; if the central coordinator fails, the entire system may fail.

To mitigate these issues, decentralized approaches (cf. Figure 2.23) can be considered. These approaches draw inspiration from centralized methods, such as the concept of virtual vehicles/platooning.

In the virtual vehicle/platooning approach, each merging vehicle communicates its position and velocity within a certain range. Based on this data, each vehicle constructs its view of the merging scenario, replacing real-vehicles with virtual ones. Passing orders are then generated individually by each vehicle part of the MVS, aided by the virtualization. Conflict checks are performed to prevent merging collisions, with adjustments made if conflicts arise, depending on the merging strategy. An advanced variation of this approach introduced
Figure 2.23. Decentralized collaborative on-ramp merging on highway

the concept of slots\textsuperscript{2}, allowing the vehicles part of the MVS to navigate within virtual slots. Conflict checking is conducted across these slots, accommodating localization uncertainties and ensuring minimal safety distances [153]. In comparison with centralized methods, this cooperative merging method demonstrated superior performance in terms of traffic throughput and average on-ramp vehicle delay.

2.5.2.2 Energy efficiency

Merging onto a dense highway from an on-ramp presents a complex challenge, characterized by its combinatorial nature and the limited information available regarding average speed in the different lanes [206]. Additionally, ramp merging often leads to congestion and the formation of phantom traffic jams\textsuperscript{3} [234]. V2V communication (cf. Section 2.2.3) offers a solution by enabling the anticipation of neighboring vehicles’ intentions. This advanced knowledge of lane speeds can enhance the eco-driving control algorithms of MVS [234], resulting in more informed and smoother merging maneuvers. According to [193] [195], these improvements can lead to an increased energy efficiency. Moreover, the benefits may extend beyond individual vehicles; by reducing the occurrence of phantom jams, the overall energy efficiency of traffic can be enhanced. However, it is worth noting

\textsuperscript{2}A slot is a geometrical space in the highway mainline, defined by its coordinates w.r.t. a common reference frame within the MVS, usually used by the vehicle for negotiation purposes to avoid collision

\textsuperscript{3}Phantom traffic jams: dense traffic crawls to a halt for no apparent reason.
that very few works have explored this particular advantage of MVS coordination on merging [234].

2.5.2.3 Negotiation

In the absence of road coordinator and predefined heuristic rules, a vehicle seeking to merge into a lane from an on-ramp vehicle must ensure two conditions: (a) avoiding collisions with vehicles already in the targeted lane, and (b) executing a smooth merge without abruptly slowing down the vehicles on the target lane [152].

The approaches proposed in [17] and [18] rely on V2V communication (cf. Section 2.2.3) through the Vehicular Ad-Hoc network VANET protocol to facilitate negotiation. The merging vehicle initiates action proposals to vehicles already on the target lane, with the latter having the right to decline and propose alternative actions. In congested traffic conditions, such approaches are susceptible to issues of resource allocation, as vehicles on the highway may be unwilling or unable to accept proposals of cooperation from on-ramp vehicles. In other terms, the allocation of resources (space and time) for vehicles willing to merge from on-ramps to highway can be problematic due to reluctance or inability of vehicles already on the highway to accept this merging proposals.

To address the challenge of resource allocation, negotiation approaches based on incentive mechanisms can be conceptualized. For instance, merging vehicles could employ auctions [7][9][67], where they offer compensation to enter the target lane. However, as of now, no relevant examples of such mechanisms have been found in the literature.

2.6 Conclusion

This chapter introduced various paradigms employed in the construction of the multi-vehicles system (MVS) control architecture. Additionally, it delved into the concept of formation control through a comprehensive review of the diverse approaches utilized for this purpose. Furthermore, this chapter explored the relevant literature concerning the versatile application of MVS, where the main challenges related to the different applications were highlighted.

Addressing the challenges of MVS in dynamic and complex on-road environment, such as on-ramp merging and navigation in formation in highway, requires a multifaceted control architecture. The key takeaways from this chapter are listed as follows:

1. **Formal modeling of the MVS formation**: The formation composed by the vehicles part of the MVS should be done following a formal approach.
Formal modeling helps to prove the stability of the formation motion, provides safety proofs, and enhances the cooperation efficiency.

2. **Distributed solution**: The proposed solution should aim for a high degree of decentralization to minimize dependencies on central units.

3. **Promoting cooperation**: To prevent selfish behaviors, negotiation mechanisms should be an integral part of the solution to encourage cooperative interactions. Additionally, the notion of altruism coupled with MVS cooperation can be interesting to mitigate this issue.

4. **Performance demonstration**: The effectiveness of the proposed solution should be demonstrated through the prism of its effects on safety, traffic flow, passenger comfort, and energy efficiency.

5. **Robustness**: The decision-making layer must prioritize robustness to ensure safe operations, and risk management methods should be integrated to maintain collision-free interactions.

6. **Uncertainty assessment**: Recognizing that uncertainties are inherent to the problem, the proposed solution should incorporate mechanisms to address these uncertainties effectively.
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The proposed Cooperative Multi-Controller Architecture (C-MCA)

Abstract

In this Chapter an global overview of the proposed Cooperative Multi-Controller Architecture (C-MCA). Drawing inspiration from the foundational multi-controller architecture, a brief summary of the latter is presented. Subsequently, the chapter delves into the key functionalities of the C-MCA, with a particular focus on decision-making and planning at the system level. The chapter concludes with a dedicated section addressing the problem statement related to the this PhD work.
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3.1 Introduction

The overarching goal of this PhD work centers on building a decision/control architecture that takes advantage from the MVS coordination ability to overcome the challenges related to on-ramp merging on highway. Consequently, two main sub-objectives related to the decision/control were identified: (1) Developing a suitable approach for MVS navigation in formation for on-ramp merging on highway, and (2) Build a decision-making level designed to mitigate the on-ramp merging challenges.

The examination of the MVS paradigm and its associated control architectures in Chapter 1 and Chapter 2 have led to the realization that classical control architectures come with inherent limitations. Keeping the idea of building a decision/control architecture suitable for MVS on-ramp merging on highway, while mitigating the classical control architecture limitations. This chapter delves into the proposed Cooperative Multi-Controller Architecture (C-MCA).

The C-MCA is based on the foundational multi-controller architecture, consequently, Section 3.2 elaborates the multi-controller architecture background relevant to this PhD work. Section 3.3 presents an overview of the proposed Cooperative Multi-Controller Architecture (C-MCA). Lastly, section 3.4 outlines the problem statement tackled in this work.

3.2 Multi-controller architecture

The principal aim of the Multi-Controller Architecture (MCA) is to systematically decompose the fundamental functions of the MVS, in order to break down the complexity of the tackled scenario. In essence, it endeavors to disassemble the overarching task into a sequence of sub-tasks. Consequently, implementing the MCA necessitates the development of reliable elementary controllers and spe-
cialized mechanisms, often referred to as behaviors, to proficiently manage their interactions.

The MCA, depicted in Figure 3.1, serves as the foundational framework for our research. Its purpose is to oversee interactions among elementary behaviors while upholding the overall control system’s stability, as discussed in [116]. The MCA, featured in Figure 3.1, primarily encompasses three elementary behaviors: lane keeping, adaptive cruise control and lane change. It is pertinent to highlight that the underlying operational principals of three two behaviors have been extensively expounded upon in the literature (cf. Chapter 2). Our particular interest lies in the adaptation of the behavioral concept for MVS on-ramp merging on highway navigation, as well as, the selection process part of the decision-making of the MCA in Figure 3.1.

During each sampling interval, one of these three behaviors is activated via the behavior selection mechanism (cf. Figure 3.1) part of the decision-making level based on inputs from the perception, localization and communication modules. Each vehicle’s controller consists of a dedicated and uniform set of waypoints, defined by pose \( X_T = [x_T, y_T, \theta_T] \) and the desired velocity \( v_T \). It is crucial to underscore that, once these target points are established, the controllers must rely on robust control laws to consistently reach and track these designated target points.

Figure 3.1. Multi-Controller Architecture

Building upon the MCA paradigm outlined in this section, the subsequent
section provides an overview of the main functionalities of the proposed C-MCA tailored for merging onto highway on-ramps in the context of MVS. Special attention is given to the decision-making and planning levels.

3.3 Overall Cooperative Multi-Controller Architecture

3.3.1 The C-MCA main functionalities

The primary focus of this work revolves around adapting the MCA detailed in Section 3.2, to suit the requirements of cooperative navigation within the MVS paradigm in complex and dynamic environments. More precisely, it is proposed to employ the MCA as the foundational framework in the development of a Cooperative Multi-Controller Architecture (C-MCA) (cf. Figure 3.2) designed to overcome the challenges related to MVS navigation on on-ramp merging and cooperative highway navigation.

The proposed C-MCA is depicted in Figure 3.2. It has been designed around various interconnected modules that facilitate planning, control, access, and management of on-ramp merging and cooperative highway navigation within MVS. This section aims to establish a global focus of the main functionalities part of the C-MCA, with an emphasis on the decision-making level (cf. Figure 3.2 ①) and the local trajectory planning (cf. Figure 3.2 ②).

3.3.1.1 Environment perception

As discussed in both Section 2.2.1 and Section 2.2.2, the roles of the perception and localization modules involves furnishing the essential environmental characteristics indispensable for MVS navigation. These characteristics encompass critical information such as the vehicle's precise localization, the number of lanes, lane markings, distances to road boundaries, and the pose of detected obstacles. To achieve this, these modules operate based on a vector map, serving as a detailed representation of the environment. Fusion algorithms, combining data from perception and localization, are employed to generate a reliable representation of the environment.

Assumption 1: It is essential to underscore that this PhD manuscript concentrates on the decision-making and planning/control modules with the C-MCA. Consequently, the perception, localization, and vector map modules are assumed to be reliable and are not the primary focus of this research.
Figure 3.2. Cooperative Multi-Controller Architecture
3.3.1.2 Communication module

This module operates in collaboration with the Road Side Unit (RSU) positioned within the merging zone (cf. Figure 3.4). The RSU acts as a conduit for the exchange of crucial information between the merging vehicle and the highway vehicles, thus enhancing the MVS’s motion coordination capabilities. In essence, when referring to the communication aspect of this research, it pertains to the exchange of information between the vehicle components of the MVS and the RSU, all within the communication range defined in Figure 3.4. Further details related to the RSU can be found in Appendix A).

Assumption 2: It is important to note that the communication module, both within the vehicles and integrated into the RSU, functions as tools aimed at enhancing the overall abilities of the MVS. However, it is crucial to acknowledge that the complexities inherent in the levels addressed in this research preclude the comprehensive investigation of communication-related aspects such as communication delays, packet losses, and dynamic communication topologies.

3.3.1.3 Global path planning

The global path planner module gives a selected sequence of way-points through the road network. Additionally, it has the responsibility of setting the goal of the vehicle (e.g., its destination, navigating lane, etc.). It uses the inputs of the perception modules to cope with the traffic road rules (e.g., speed limits, traffic signs, etc.).

3.3.1.4 Decision-making level

After defining the environmental perception and the vehicle’s global path, it becomes imperative to adopt an appropriate decision-making strategy for the vehicle component within the C-MCA. This strategy must consider various factors, including the vehicle’s objectives, the MVS overarching objectives, traffic regulations, etc.

The core requirement of the decision-making level is to ensure the safety of the MVS during the on-ramp merging maneuver. Consequently, given the shared nature of on-ramp merging scenario and the high dynamic relative to the highway, the decision-making must establish a strategy to solve the conflicting scenarios. Before delving into the presentation of the proposed decision-making level part of the C-MCA, a short overview of the literature approaches used to solve the conflicts part of the shared zones is proposed.

As with intersection crossing, the merging conflict is mainly justified because of the shared nature of the merging zone [152]. Thus, solving conflicting scenarios requires an appropriate strategy designed to take into account explicitly these
conflicting configurations. Several strategy can be found in the literature and they can be mainly classified in two categories: (1) Centralized approaches and Decentralized approaches. In Centralized approaches, a Central controller defines the passing sequence of the vehicle in the shared zone, and the vehicles have no words concerning the selection policy. In contrast, in decentralized approaches, negotiation-based strategy can be used to establish the passing sequence. Some contributions part of the intersection crossing and on-ramp merging literature focused on the competitive nature of the scenario [152]. Thus, the use of negotiation can be performed with auction-based mechanism. While approaching the shared zone, each vehicle can contact the RSU and place a bid; place an offer to buy a portion of the shared zone for a certain period. The value of the bid expresses the urgency of the vehicle. The RSU collects the bids and accord the conflict portion to the vehicle that placed the highest bid [51][46][237]. The main limitation of the auction-based strategy is the liveness of the method, i.e., as explained in [152] liveness stands for starvation of the vehicles; in some cases, the constant bidding strategy of the vehicle can prevent other vehicles from winning an auction, with the risk for them an indefinitely waiting time.

In this PhD work, instead of relying on the competitive nature of the on-ramp merging scenario, it is proposed to rely on its cooperative nature. Consequently, the conflicting is solved while ensuring the respect of the MVS overarching goal and vehicle’s individual goals. The decision-making level within the C-MCA module is founded upon a multi-behaviors decision-making system.

![Flowchart of the decision-making level part of the C-MCA](image-url)
This decision-making module (cf. Figure 3.2 (1)) is responsible for selecting one of the two operational behaviors within the local trajectory level (cf. Figure 3.2 (2) and Figure 3.3), with respect to the safety criterion. In simpler terms, the decision-making level prompts the nominal behavior (responsible for promoting the vehicle’s individual goals) to make predictions about the vehicle’s expected nominal motion (cf. Figure 3.3 and Figure 3.2 (2)). Based on these predictions, the safety criterion is assessed, if the nominal behavior is safe then the latter is activated. However, when a conflicting merging is detected based on the nominal behavior, the decision-making level and the cooperative behavior works together to solve the conflict (cf. Figure 3.3 and Figure 3.2 (1) (2)), while respecting both the MVS overarching goal and the vehicle’s individual goals. Further details about the multi-behavior decision-making level part of the C-MCA can be found in Chapter 5.

3.3.1.5 The local trajectory planning level

The local trajectory planning level part of the C-MCA in Figure 3.2 is composed of two primary behaviors:

1. The nominal behavior: It takes into account data from the environment perception, and global path planning modules to predict the expected behavior of each vehicle within the MVS. The nominal behavior is designed to achieve the MVS vehicle’s individual goals, thus it is optimized to enhance the performance of the involved vehicle. The forecaster behavior is subsequently evaluated using a safety metric by the decision level within the C-MCA, further details can be found in Section 5.2.

2. The cooperative behavior: In cases where the nominal behavior fails to adhere to the safety criterion, the C-MCA decision-making level activates the cooperative behavior. Consequently, the cooperative behavior receives additional inputs, including safety evaluations related to the nominal behavior, in addition to the selected passing sequence. Based on these inputs, the cooperative behavior has the responsibility of generating the vehicles’ dynamics corresponding to the passing sequence. The translation of the passing sequence into the MVS dynamics is ensured by the formation control strategy part of C-MCA. Further details about the formation control strategy are given in Chapter 4.

3.3.1.6 The control level

The control level is tasked with the precise tracking of the set-points generated by the local planning level. These set-points serve as a reference for the control
to follow. The local trajectory planning level creates a velocity profile and yaw rate that are well-suited for the vehicle.

The used control law is the one detailed in Section 3.4.2. The control law is synthesized for a tricycle model-based vehicle (cf. Section 3.4.2) using Lyapunov synthesis and is detailed in Section 3.4.2.

### 3.4 Problem statement

As previously discussed in both Chapter 2 and Chapter 3, and as highlighted by the comprehensive literature reviews in [40] [106] [248] [195], the coordination challenges confronting MVS extend their influence over a wide array of environments, encompassing both rural and urban settings, including highways. These challenges manifest in a multitude of scenarios, including the imperative for coordination on highways to maintain uniform speeds, as well as the intricacies of merging onto and exiting from on-ramps. As elucidated in Section 1.3, the cooperative navigation of MVS on highways ushers in an array of driving benefits, ranging from enhancing safety to improved traffic flow and optimized energy efficiency (cf. Section 1.3).

In this section, we aim to provide an overview of the background that underlies this PhD thesis. Section 3.4.1 will present a representation of the highway scenario involving on-ramp, thereby establishing the overarching road topology that serves as the foundational scenario of this work. Subsequently, the control law used in this PhD work is detailed. Lastly, the formalism definition and modeling of the formation are discussed.

#### 3.4.1 Scenario topology

This research endeavors to leverage the capabilities of MVS to confront the intricacies associated with cooperative highway navigation. More precisely, it sets out to address the challenging scenario of cooperative merging at highway on-ramps, a scenario associated with significant safety and mobility complexities. The specific use at the heart of this research is illustrated in Figure 3.4, encompassing a multi-lane highway environment incorporating an on-ramp as the entry point to the highway section. Additionally, this scenario accounts for a designated merging zone, characterized by a fixed length, where merging maneuvers are authorized. Furthermore, the prescribed speed limits governing both the highway and the on-ramp segments are integrated as predetermined parameters with this scenario.

The distinctive feature of the on-ramp merging scenario is the complex motion synchronization hurdles encountered by the vehicles. These challenges material-
Figure 3.4. Illustration of the scenario topology of the on-ramp merging on highway

ized as vehicles on the on-ramp must make decisions about whether to accelerate or decelerate. All this, while ensuring a safe and continuous merge onto the desired highway lane, often under conditions where a clear line of sight is not guaranteed. Simultaneously, highway users must adapt their speeds to accommodate to the behavior of the merging vehicle, which can potentially disrupt the flow of traffic and result in congestion. One way to help synchronization ability of the vehicles participating in the merging scenario is with the help of communication. In this work, we take the assumption of a on-ramp merging scenario equipped with a Road RSU (cf. Appendix A).

3.4.2 Control law

Before presenting the used control law, it is important to know the vehicle’s model.

Assuming that the vehicle evolves in asphalt road and in cluttered urban environment with relatively low speed, the following model is based on tricycle model [238]. The two front wheels are replaced by a single virtual wheel located at the center of both front wheels.

\[
\begin{align*}
\dot{x} &= v \cos(\theta) \\
\dot{y} &= v \sin(\theta) \\
\dot{\theta} &= \frac{v \tan(\gamma)}{l_b}
\end{align*}
\]

\((x, y, \theta)\) is the vehicle’s pose on the global reference frame \(X_G, Y_G\). \(v\) is the vehicle’s linear velocity and \(\gamma\) is the steering angle of the vehicle. \(l_b\) is the vehicle’s wheelbase. \(v\) and \(\gamma\) are the control inputs of the vehicle (cf. eq 3.1).
According to Figure 3.5, $w_b$ corresponds to the track width of the vehicle and $I_{cc}$ the instantaneous center of curvature of the vehicle trajectory. The radius of curvature $r_c$ is given by:

$$r_c = \frac{l_b}{\tan(\gamma)}$$

and $cc = 1/r_c$ is the curvature of the vehicle trajectory.

The used control law [239] aims to drive the vehicle toward specific targets (static or dynamic) in the environment. At each sample time the tracked target is defined by a posture $(x_T, y_T, \theta_T)$ and velocity $V_T$ (this velocity could be equal to 0 if the target is static). Using a Lyapunov formulation, the used control law [239] is presented below.

The adopted Lyapunov function $V$ is given by eq. 3.3.
\[ V = \frac{1}{2} K_d d^2 + \frac{1}{2} K_l d^2 + K_o [1 - \cos(e_{\theta})] \]

\[ = \frac{1}{2} K_d d^2 + \frac{1}{2} K_l d^2 \sin^2(e_{RT}) + K_o [1 - \cos(e_{\theta})] \]  

where the initial values of \( e_{RT} \) and \( e_{\theta} \) must satisfy the following initial conditions:

\[ e_{RT} \in \left[ -\pi/2, \pi/2 \right] \quad \text{and} \quad e_{\theta} \in \left[ -\pi/2, \pi/2 \right] \]  

(3.4)

The Lyapunov function (cf. eq. 3.3) is therefore a function of three parameters which depend on: the distance \( d \) between the target and vehicle’s position; the distance \( d_l \) from the vehicle to the target line (line that passes through the target position with an orientation equal to the target orientation), this term is related to the Line of Sight and Flight of the target; and the orientation error \( e_{\theta} \) between the vehicle and the target.

The desired linear velocity \( v \) and the front wheel steering \( \gamma \) of the vehicle which allow to asymptotically stabilize the error vector \((e_x, e_y, e_{\theta}, (v - v_T))\) toward zero (permitting therefore to have \( V < 0 \)) are given by:

\[ v = v_T \cos(e_{\theta}) + v_b \]

\[ \gamma = \arctan(l_c c_c) \]  

(3.5)

where \( v_b \) and \( c_c \) are defined by:

\[ v_b = K_x [K_d e_x + K_l d \sin(e_{RT}) \sin(e_{\theta}) + K_o \sin(e_{\theta}) c_c] \]  

(3.6)

with:

\[ c_c = \frac{1}{r_{ct} \cos(e_{\theta})} + \frac{d^2 K_l \sin(e_{RT}) \cos(e_{RT})}{r_{cs} K_o \sin(e_{\theta}) \cos(e_{\theta})} + K_\theta \tan(e_{\theta}) \]

\[ + \frac{K_d e_y - K_l d \sin(e_{RT}) \cos(e_{\theta})}{K_o \cos(e_{\theta})} + \frac{K_{RT} \sin^2(e_{RT})}{\sin(e_{\theta}) \cos(e_{\theta})} \]  

(3.7)

\( K = (K_d, K_l, K_o, K_x, K_\theta, K_{RT}) \) is a vector of positive constants defined by the designer. Accurate analysis of this stable and efficient control law is given in [239][238].

\section*{3.4.3 Formation definition and configuration}

Based on the MVS paradigm (cf. Section 1.2.2) and the communication range of the RSU (cf. Figure 3.4), a set of \( N \) vehicles involved in creating the formation is identified. In other words, the RSU establishes connections with all the vehicles within its communication range. Consequently, the RSU assigns a unique communication identifier, in addition to the definition of the reference vehicle used
as a reference frame by the formation coordinate system. This strategy is defined as follows:

- **Reference vehicle:** The RSU has the responsibility of designating the reference vehicle \( V_R \) (cf. Figure 3.4). The pose of the latter is used as a mobile reference frame by the formation coordinates system. The RSU can select \( V_R \) either from the vehicles part of the MVS or by considering a virtual vehicle. In this thesis work, the reference vehicle \( V_R \) is selected from the MVS vehicles traveling in the lane containing the merging zone, and based on the shortest distance w.r.t. merging zone (cf. Figure 3.4). Its position is denoted by \( x_{R}, y_{R} \), and its velocity by \( v_{R} \).

- **Formation modeling approach:** The formation of MVS is structured based on the virtual structure approach (cf. Section 2.4.2). Figure 3.6 presents the formation coordinates \( F = f_{i}, i = 1, \ldots, N \), where \( f_{i} \) are the \( i – th \) vehicle coordinates w.r.t. the reference frame of the formation.

### 3.4.3.1 Formation modeling based on a dynamic reference frame

In Figure 3.4, the RSU broadcast \( V_R \) pose to the vehicles part of the formation in order to compute their coordinates w.r.t. \( V_R \) reference frame. According to [241], two suitable frames for formation definition can be used:

- **Cartesian reference frame:** also called rigid formation, it aims to maintain the formation’s shape, the positions and orientations of the vehicles within the formation, computed relative to \( V_R \), which is also called the leader vehicle, with respect to the Cartesian reference frame (the local frame of the reference vehicle defined as \( X_m \) and \( Y_m \)). This approach aims to reduce vehicle’s dependence on a global reference frame. Applying a straightforward transformation allows the determination of the vehicles part of the formation coordinates within a local reference frame attached to the reference vehicle [154][36].

- **Frenet reference frame:** also known as flexible formation, this approach is utilized when it is more critical to track the reference vehicle’s movements than to maintain a fixed formation shape during navigation. The Frenet reference frame is employed to adapt the formation to the reference vehicle’s trajectory. This trajectory is used to define the formation’s longitudinal (curvilinear) and lateral (perpendicular to the trajectory) coordinates [241][27][137] (cf. Figure 3.6).

In the Cartesian formation, the reference vehicle path is not taken into account such as in the Frenet formation, only its current Cartesian pose and...
dynamics have to be known by the vehicles part of the formation. Since the reference vehicle trajectory is part of the Frenet formation modeling, the latter offers a safe formation navigation in static environment. In contrary, according to [241], the Cartesian formation allows a safe stable geometric formation shape.

During the on-ramp merging scenario, the formation shape is reconfigured from one initial shape to another, while guaranteeing the safety of the reconfiguration. Based on the advantages of both of the formation modeling approaches, the Frenet modeling approach is the one that satisfies the scenario requirements. In fact, one of the particularities of the on-road environment is its high dynamic, especially for highway environment. Additionally, the Frenet modeling approach offers more flexibility, an important requirement for navigation in dynamic environments.

3.4.3.2 Formation modeling based on the Frenet reference frame

Each vehicle part of the formation is characterized by its coordinates $X_i = [x_i, y_i]^T$ within the global reference frame $[X_G, Y_G]$ (cf. Figure 3.6). In order to locate $X_i$ w.r.t. the reference vehicle $V_R$ (cf. Figure 3.6), it is proposed to use a Frenet reference frame (cf. Section 3.4.3.1) centered on $V_R$ (cf. Figure 3.6).

**Figure 3.6.** Coordinates system based on the Frenet reference frame

According to $V_R$ pose $X_R$ and its reference trajectory (cf. Figure 3.6), the coordinates system is described as follows:

- The $i$–vehicle coordinates part of the formation are defined as $f_i = [h_i, l_i]^T$, $i \in N$ (cf. Figure 3.6).
- $h_i$ and $l_i$ are the longitudinal and lateral vehicle’s coordinates w.r.t. the Frenet reference frame, respectively. The longitudinal coordinate
$h_i$ represents the curvilinear distance between $V_R$ and $X_i$ according to the tangent to $V_R$ trajectory, while the lateral coordinate $l_i$ is computed based on the perpendicular line between $X_R(h_i)$ and its reference trajectory, and that passes through $X_i$, $l_i = \text{PerpDist}_X(h_i), X_i$ (cf. Figure 3.6).

The kinematic model in eq. 3.1 is written in the global reference frame $X_G, Y_G$, thus a transformation from the mobile reference frame to the global reference frame is obtained with the following equations:

$$
\begin{bmatrix}
  x_{T_i} \\
  y_{T_i}
\end{bmatrix}
= \begin{bmatrix}
  x_{R(h_i)} \\
  y_{R(h_i)}
\end{bmatrix}
+ \begin{bmatrix}
  -l_i \sin(\theta_{R(h_i)}) \\
  l_i \cos(\theta_{R(h_i)})
\end{bmatrix}
$$

with $[x_{T_i}, y_{T_i}]^T$ is the i-th vehicle virtual target w.r.t. $V_R$'s mobile reference frame. $[x_R, y_R]^T$ and $\theta_R$ are the reference vehicle $V_R$ pose and orientation.

### 3.5 Conclusion

This chapter presented the design of the Cooperative Multi-Controller Architecture (C-MCA) for safe and energy efficient on-ramp merging on highway, in addition to the details given on the main modules, as well as, their interactions. Indeed, the C-MCA aims to satisfy both the MVS overarching goal and the vehicle’s individual goals. With the help of the multi-behavior decision-making level part of the architecture, the nominal behavior is activated when it is safe to satisfy the vehicle’s individual goals. Satisfying the vehicle’s goals is not always possible, especially given the shared nature of the merging zone. Consequently, the C-MCA has a dedicated cooperative behavior that works along the negotiation protocol part of the decision-making level to solve conflicting merging scenarios. In fact, a safe passing sequence is selected by the decision-making level, and the latter is translated into the vehicle’s dynamics by the formation control approach part of the cooperative behavior. The following chapter is dedicated to present the details related to the proposed formation control strategies.
CHAPTER 4
Dynamic Formation Reconfiguration for On-Ramp Merging

Abstract

In scenarios involving conflicting mergings, the decision-making component of the C-MCA is tasked with determining a secure passing sequence for the MVS within the merging zone. The passing sequence is subsequently translated into the MVS dynamics in the planning level through the application of the formation reconfiguration mechanism. Within this chapter, several dynamic formation reconfiguration approaches for on-ramp merging will be discussed. Each proposed formation reconfiguration will be outlined, and its performance will be assessed to identify any limitations. These identified limitations will then guide the refinement of the formation reconfiguration mechanism, iteratively improving it until the planning objectives of the C-MCA are satisfactorily met.
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4.1 Introduction

The key concept behind the proposed dynamic formation reconfiguration approach is to take advantage of the MVS coordination ability to achieve safely and smoothly the merging scenario. In other terms, dynamic formation reconfiguration is used to control the vehicles motion during the merging phase.

Once the $N \in \mathbb{N}$ vehicles part of the formation are identified, the Frenet frame (cf. Section 3.4.3.1) is used to model the initial shape $F_{init}$. The formation desired shape $F_{end}$ (cf. Figure 4.1) is obtained through the translation of the passing sequence $sq$ selected by the decision-making level. Lastly, in order to perform the merging maneuver, the formation reconfiguration process is launched.

Formation reconfiguration is the process that reshapes the formation from its initial shape $F_{init}$ toward the final one $F_{end}$ by generating intermediary formation coordinates $F(t)$ (cf. Figure 4.1). The intermediary coordinates are transformed from the Frenet frame to the global Cartesian frame to generate the vehicles virtual targets $T_d$. The respect of the merging safety is ensured with the help of the inter-vehicle target distances. In other terms, each vehicle part of the MVS has its own virtual target $T_d$ generated by the formation reconfiguration process. The distance between two targets is
the inter-vehicle target distances. Consequently, the MVS safety during the merging is ensured by the generation of safe virtual targets. The system of equations that describes the formation reconfiguration are given below:

\[
\begin{align*}
F^{\text{init}} &= \begin{bmatrix} f_1^{\text{init}} & \cdots & f_N^{\text{init}} \end{bmatrix}^T, \\
F^{\text{end}} &= \begin{bmatrix} f_1^{\text{end}} & \cdots & f_N^{\text{end}} \end{bmatrix}^T, \\
F(t) &= \begin{bmatrix} f_1(t) & \cdots & f_N(t) \end{bmatrix}^T,
\end{align*}
\]

(4.1)

\(f_i^{\text{init}}, f_i^{\text{end}}, i \in N\) are the coordinates of \(V_i\) in the initial and final formation, while \(f_i(t), i \in N\) are its instantaneous coordinates.

\(e_{f_i} = [e_{h_i}, e_{l_i}]^T\) is the convergence error between the desired coordinates of \(V_i\) in the formation and the actual ones, it can be defined as:

\[
\begin{align*}
e_{f_i} &= f_i^{\text{end}} - f_i(t), \\
f_i(t) &= [h_i(t), l_i(t)]^T, \\
f_i^{\text{end}} &= [h_i^{\text{end}}, l_i^{\text{end}}]^T,
\end{align*}
\]

(4.2)

The global error for a formation composed of \(N\) vehicles can be written as:

\[
e_F = F^{\text{end}} - F(t)
\]

(4.3)
The derivative expression of the error can be written as:

\[ \dot{e}_F = g(e_{f1}, ..., e_{fN}) \]  \hspace{1cm} (4.4)

Equation 4.4 describes the formation reconfiguration problem as a control problem, where the goal is to control the convergence error from its initial value (error with the initial formation shape) toward the final one (error with the desired shape, so zero), while ensuring the respect of the vehicles’ safety.

Part of this research work, several formation reconfiguration approaches were proposed. The following sections aim to describe these approaches. In Section 4.2, the Constrained Optimal Reconfiguration Matrix (CORM) is described along with its advantages and limitations. Based on the CORM’s limitations, the Extended Constrained Optimal Reconfiguration Matrix (E-CORM) was proposed (cf. Section 4.3). Lastly, in order to overcome both the CORM’s and the E-CORM’s limitations, the Formation Reconfiguration Approach based on an Online Control Strategy (FRA-OCS) is proposed and presented in Section 4.4. The performance of each of the proposed formation reconfiguration approaches is discussed with the help of several simulation results.

4.2 Constrained Optimal Reconfiguration Matrix (CORM)

The proposed Constrained Optimal Reconfiguration Matrix (CORM) involves an analysis of the derivative of \( e_F \) (cf. eq. 4.4). This analysis aims to ensure convergence to the new formation shape and generates smooth trajectories using the virtual targets during the reconfiguration process. Additionally, it helps to manage the minimum inter-target distance to prevent collisions between vehicles.

The CORM is originally inspired by the inter-target distance matrix, thus, a concise overview of the latter is presented in the following section. Subsequently, the section focuses on the Constrained inter-target distance matrix proposed to explicitly take into account the road constraints. Lastly, this section delves into the safe and feasible local trajectory planning strategy proposed to ensure the feasibility of the formation reconfiguration during the merging.
4.2 Constrained Optimal Reconfiguration Matrix (CORM)

4.2.1 The inter-target distance matrix

The proposed function $\dot{e}_F$ for the entire formation is adapted from [238][241], and it is designed as a linear system:

$$\dot{e}_F = A e_F$$

(4.5)

where $e_F = [e_{T_{f_1}}, ..., e_{T_{f_N}}]^T$ and $A^{2N \times 2N}$ are the state vector and the inter-target distance matrix corresponding to a formation of $N$ vehicles, respectively.

$$A = \begin{bmatrix}
a_{11}I^{2 \times 2} & a_{12}I^{2 \times 2} & \cdots & a_{1N}I^{2 \times 2} \\
-a_{12}I^{2 \times 2} & a_{22}I^{2 \times 2} & \cdots & a_{2N}I^{2 \times 2} \\
\vdots & \vdots & \ddots & \vdots \\
-a_{1N}I^{2 \times 2} & -a_{2N}I^{2 \times 2} & \cdots & a_{NN}I^{2 \times 2}
\end{bmatrix}$$

(4.6)

The gains $a_i$ on the diagonal with $i \in N$ control the convergence rate of the error, while $a_{ij}$ with $i \neq j \forall i, j \in \{N \times N\}$ are related to the inter-target distance between $T_{d_i}$ and $T_{d_j}$, to ensure the convergence of the formation toward its desired shape.

The stability of the formation error system can be straightforward proved using Lyapunov analysis with the Lyapunov candidate function:

$$V = \frac{1}{2} e_F^T e_F$$

(4.7)

$V$ is a positive-definite function. To guarantee the stability of the system, $\dot{V}$ must be negative-definite. By taking the derivative of eq. 4.7 and using eq. 4.5, $V$ can be written as:

$$\dot{V} = e_F^T \dot{e}_F = e_F^T A e_F$$

(4.8)

Since $A$ is negative-definite, then $\dot{V} < 0$ and the formation error system has an asymptotic convergence.

Safety insurance

It is important to highlight that to avoid the collisions between the $N$ vehicles part of the formation, the condition relating the minimum inter-distances $D_T$ and the gains of the matrix $A$ must be satisfied. Indeed,
the distance between the defined target set-points must be greater than a certain constant minimum distance, called $D_T$. The latter is chosen to take into account the dimensions of the vehicle in addition to a certain offset (cf. Figure 4.2).

For example, the case of two targets $T_{d_2}$ and $T_{d_3}$ is analyzed. The inter-target distance can be computed as:

$$d^2_T = e_{T_{f_23}}^T e_{f_23}$$ (4.9)

Taking the derivative of the last equation to obtain the minimum value:

$$2e_{f_23}^T \dot{e}_{f_23} = 0$$ (4.10)

After several developments (the details can be found in Appendix B), it is obtained finally in order to respect the minimum inter-target $D_T$ [241]:

$$e_{f_23}^T \left[ \frac{a_2 - a_3 + a_{23}}{a_3 - a_{23}} e_{f_2} + e_{f_23}^{end} \right] \geq D^2_T$$ (4.11)

Thus, the values of $a_2$, $a_3$, and $a_{23}$ must be chosen to satisfy eq. 4.11.

The inter-target distance matrix proposed in [241] is designed for an open-world environment, where a reactive collision avoidance approach was used only against the other moving robots present in the environment. Nevertheless, in the proposed CORM, it is targeted to deal with structured on-road environment, with road borders (cf. Figure 4.1). It is thus important that the proposed formation reconfiguration takes into account these
constraints. In order to take explicitly into account these road constraints while reconfigurating the MVS formation during the merging maneuver the constrained inter-target distance matrix is proposed. The details of the proposed approach are given in the following section.

4.2.2 Constrained inter-target distance matrix

In on-road environment, the vehicles travel in a constrained environment, imposed by the road borders and the road geometry. As stated in Section 4.2.1, the inter-target distance matrix proposed in [241] do not takes environments with such constraints into account. In order to mitigate these constraints, it is proposed a two-steps reconfiguration matrix computation. First, through an optimization algorithm (cf. Section 4.2.2.1), it is proposed to compute a constrained inter-target distance matrix. Consequently, the virtual targets $T_d$ of the $N$ vehicles part of the formation can be generated. This ensures the reconfiguration of the formation from the initial shape to the desired one, through the merging maneuver (cf. Figure 4.1), while guaranteeing the respect of the safety distance between the vehicles. The geometry of the road (i.e., the road borders and the road center-line) is taken into account at this level with the help of an optimization process based on the objective function given by eq. 4.12. In Section 4.2.2.1, the details of this first step are presented.

The constrained optimization in the first step allows to generate $M$ (cf. Figure 4.3); an approximation of the global reference trajectory w.r.t. the objective function given in eq. 4.12. However, the targets $T_d$ are not guaranteed to be onto the reference path (cf. Figure 4.3), thus, in the second step of the proposed formation reconfiguration approach, it is proposed to project these generated virtual targets w.r.t. the reference path. The projection uses a Frenet reference frame w.r.t. the reference path to obtain the projected targets $T_p$. The dynamic of the projected targets $T_p$ is similar to the one of $T_d$, which means that if the vehicles follow precisely $T_p$, the vehicles stay on their reference path. However, their in-between distance profile will not be the same as if they follow $T_d$. Thus, it is proposed to impose a new dynamic to $T_p$ to obtain $\overrightarrow{T_p}$. The latter makes sure that the vehicles are at the same safety distance as the one obtained with the constrained inter-target matrix when they enter the conflicting zone (cf. Figure 4.3). Section 4.2.2.2 gives the details of the computation of the projected target and its dynamic.
4.2.2.1 Constrained optimal reconfiguration matrix

The objective of the optimization algorithm presented in what follows is to compute the optimal constrained inter-distance matrix w.r.t. the objective function in eq. 4.12.

\[
J_{\forall k \in N} = \sum_{k=0}^{T} \left[ w_i \left( \frac{\text{PerpDist}\{T_{d,i}(k), T_{p,i}(k)\}}{\text{PerpDist}\{T_{p,i}(k), \text{Border}\}} \right)^2 + w_j \left( \frac{\text{PerpDist}\{T_{d,j}(k), T_{p,j}(k)\}}{\text{PerpDist}\{T_{p,j}(k), \text{Border}\}} \right)^2 \right] \tag{4.12}
\]

Equation 4.12 is composed of two terms: The first term takes into account the \(i\)-th vehicle, it aims to minimize distance between \(V_i\)'s reference path and \(T_{d,i}\) (cf. Figure 4.3), while the second term related to the \(j\)-th vehicle, considers the minimization of distance between \(T_{d,j}\) and its reference path (cf. Figure 4.3). \(w_i\) and \(w_j\) with \(w \in \mathbb{R}^+\), correspond to the optimization weights balance between the two sub-criteria, the weight related to the merging vehicle is higher in order to give the latter a sufficient flexibility w.r.t. to the vehicles already on the main line. For \(i \neq j, \forall i, j \in N\), \(T_{d,i,j}\) and \(T_{p,i,j}\) are the targets obtained with constrained inter-target distance matrix and their projected points respectively (cf. Figure 4.3). \(\text{PerpDist}\{T_{d,i,j}(k), T_{p,i,j}(k)\}\) are the perpendicular distances between \(T_d\) and its projected target \(T_p\) w.r.t. to the reference path, while \(\text{PerpDist}\{T_{p,i,j}(k), \text{Border}\}\) are the perpendicular distances between the projected target and the road border, used to normalize the objective function (cf. Figure 4.3).

In Figure 4.4, the details of the optimization process are illustrated. Following eq. 4.12, through the optimization algorithm based on gradient descent, it is aimed to compute the diagonal gains of the reconfiguration matrix \(A\). The objective function is non-linear, the optimization algorithm (cf. Algorithm 1, inputs) needs the optimization boundaries \([a_{i,jmin}, a_{i,jmax}]^T\) and the starting point \([a_{i0}, a_{j0}]^T\) with \(i \neq j, \forall i, j \in N\). The anti-diagonal gains of \(A\), in charge of the inter-target distances, are computed while using eq. 4.11.

The full merging scenario is launched with a constant reconfiguration matrix \(A\). The data related to the merging scenario are used to compute the objective function in eq. 4.12 (cf. Algorithm 1). The latter is used to judge on the stop criterion; when the minimum of the cost function is reached. At last, the optimization algorithm returns the optimal values of the gains.
Figure 4.3. The projection of $T_d$ w.r.t. the reference trajectory

$a_i^*$ and $a_j^*$, $i \neq j$, $\forall i, j \in N$, the gains $a_{ij}, i \neq j, i, j \in N$ are computed with the help of eq. 4.11.

Algorithm 1: Optimization Algorithm

```
Input : GlobalInput Scenario data
         [$a_{i_{min}}, a_{i_{max}}]^T$ boundaries of the gain $a_i$
         [$a_{j_{min}}, a_{j_{max}}]^T$ boundaries of the gain $a_j$
         [$a_{i0}, a_{j0}]^T$ start point of the optimization
         ObjectiveFunction the objective function in eq. 4.12

Output : [$a_i^*, a_j^*]^T$ optimal values of the gains $a_i$ and $a_j$

1. $MergingData \leftarrow \{\text{PerpDist}\{T_{d_{i}}, T_{p_{i}}\}, \text{PerpDist}\{T_{d_{j}}, T_{p_{j}}\}\}$
2. while (StopCriterion $\neq$ True) do
3.   [$a_i, a_j]^T \leftarrow \text{Fixe}([a_{i0}, a_{j0}]^T, [a_{i_{min}}, a_{i_{max}}]^T, [a_{j_{min}}, a_{j_{max}}]^T)$
4.   $MergingData \leftarrow \text{MergingScenario}(\text{GlobalInput}, a_i, a_j)$
5.   $T \leftarrow \text{length}(MergingData)$
6.   forall $t \in [0, T]$ do
7.     $\text{Cost}(t) \leftarrow \text{ObjectiveFunction}(MergingData(t))$
8.     $\text{GlobalCost} \leftarrow \text{Sum}(\text{Cost})$
```

4.2.2.2 Safe and feasible local trajectory planning

In this section it is proposed to delve into the projection approach based on a Frenet reference frame that ensures the respect of the global reference path imposed by the global reference planner. In addition, this section
Begin

1. Initialize optimization parameters (cf. Algorithm 1)

   Fix gains $a_i$ and $a_j$ with $i \neq j$, $\forall i, j \in N$

   Compute gains $a_{ij}$ with $i \neq j$ and $\forall i, j \in N$

   Launch reconfiguration scenario

   Compute the value of the global objective function

   Reached stop criterion

   No

   Yes

2. Initialize reconfiguration scenario with $a_i^*$, $a_j^*$, and $a_{ij}^*$ with $i \neq j$, $\forall i, j \in N$

   Launch reconfiguration scenario

   Compute $t_{init}$, $t_{end}$ and traveled distance

   Compute mean velocity $\bar{V}_{i,j}$, $\forall i, j \in N$ (cf. Algorithm 2, line 13)

End

Figure 4.4. The proposed CORM (Constrained Optimal Reconfiguration Matrix) flowchart. ① The optimization algorithm. ② The projection and mean velocity computation

...presents the computation of the velocity profile imposed to the projected target $T_p$ to ensure the safety, feasibility, and smoothness of the merging...
1. **Global reference aware target:** The constrained optimal inter-target distance matrix allows to respect the road constraints while ensuring the vehicle's safety. However, the generated targets $T_d$ are not guaranteed to be onto the reference path (cf. Figure 4.3 (1)). In order to ensure this requirement, it is proposed to use the reference path as a guiding system for the vehicle and compute its effective target $T_p$ w.r.t. this latter (cf. Figure 4.3 (1)). Each target $T_d$ of the merging vehicle is projected w.r.t. the reference merging path using a Frenet reference frame $[X_f, Y_f]$ (cf. Figure 4.3) to obtain $T_p$. The lines 10 and 11 in Algorithm 2 and eq. 3.8 details the transformation from the mobile reference frame centered on $V_R$ to the global reference frame $[X_G, Y_G]$, in addition to the projection function that uses the reference merging path and $T_d \in M$ to obtain $T_p$ (cf. Figure 4.3 (1)).

2. **Safe and feasible velocity profile:** The projected target $T_p$ has a similar dynamic as $T_d$. However, in order to draw full advantage from the constrained optimal inter-target distance matrix in terms of safety formal insurance, it is proposed to use the latter to compute the necessary mean velocity that must be imposed to the vehicles, such that they enter the conflicting zone in Figure 4.3 (2) at the same moment as if they have followed $T_d$.

Before the presentation of the details related to the imposed dynamics, for the clarity and the understanding of the reader, it is proposed to define the conflicting zone. The conflicting zone in Figure 4.3 (2) defines the area where a collision between the merging vehicle and the vehicle on the highway vehicle may occur. $P_{merging}$ defines the position of the merging vehicle where the surrounding circles of $V_i$ and $V_j$ may overlap, resulting in a collision. The points $A$, $B$, $C$, and $D$ define the limits of the conflicting zone. $A$ is the pose of the merging vehicle where a collision may occur, $B$ is related to the limits of the merging zone, $D$ defines the end of the merging zone, while $C$ is its projection w.r.t. the highway center-line (cf. Figure 4.3 (2)).

Based on the definition of the conflicting zone, it is proposed to compute the mean velocity $\bar{V}_{i,j}$ where $i, j$ are the indices of the vehicles $V_i$ and $V_j$ respectively (cf. Figure 4.3 (2)), such that the in-between distance respects the following:

$$\text{EucDist}\{\bar{T}_p_j(t_{end}), \bar{T}_p_i(t_{end})\} = \text{EucDist}\{T_d_j(t_{end}), T_d_i(t_{end})\}$$

(4.13)
Algorithm 2: Projections and computation of the imposed dynamic

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( k \leftarrow 1 )</td>
</tr>
<tr>
<td>2</td>
<td>( \mathcal{F}(k) \leftarrow \mathcal{F}^{init} )</td>
</tr>
<tr>
<td>3</td>
<td>( \varepsilon(k) \leftarrow \mathcal{F}^{end} - \mathcal{F}(k) )</td>
</tr>
<tr>
<td>4</td>
<td>( \text{Buffer}_R \leftarrow \text{ReferenceTrajectory}(V_R) )</td>
</tr>
<tr>
<td>5</td>
<td>( \text{Buffer}_{i,j} \leftarrow \text{ReferenceTrajectory}(V_i, V_j) )</td>
</tr>
<tr>
<td>6</td>
<td>while ((\varepsilon(k) \neq 0)) do</td>
</tr>
<tr>
<td>7</td>
<td>( k \leftarrow k + 1 )</td>
</tr>
<tr>
<td>8</td>
<td>( \mathcal{F}(k) \leftarrow \text{DynamicReconfiguration}(\mathcal{F}^{end}, \mathcal{F}(k - 1)) )</td>
</tr>
<tr>
<td>9</td>
<td>( \varepsilon(k) \leftarrow \mathcal{F}^{end} - \mathcal{F}(k) )</td>
</tr>
<tr>
<td>10</td>
<td>( T_{d_{i,j}}(k) \leftarrow \text{Transform}(\text{Buffer}<em>R, \mathcal{F}(k), X</em>{V_R}) )</td>
</tr>
<tr>
<td>11</td>
<td>( T_{p_{i,j}}(k) \leftarrow \text{Projection}(\text{Buffer}<em>{i,j}, T</em>{d_{i,j}}) )</td>
</tr>
<tr>
<td>12</td>
<td>( X_{V_{i,j}}(k) \leftarrow \text{Control}(X_{V_{i,j}}(k - 1), T_{p_{i,j}}(k)) )</td>
</tr>
<tr>
<td>13</td>
<td>( V_{i,j} = \frac{\text{CurviDist}(V_{i,j}(1, k))}{t_{end} - t_{init}} )</td>
</tr>
</tbody>
</table>

where \( t_{end} \) is the time when the pose \( P_{\text{merging}} \) (cf. Figure 4.3) is reached by the merging vehicle. \( \text{EucDist}\{T_{d_i}(t_{end}), T_{d_j}(t_{end})\} \) represents the Euclidean distance between the targets \( T_{d_i} \) and \( T_{d_j} \) generated during the first step of the proposed CORM for the vehicles \( V_i \) and \( V_j \), while \( \text{EucDist}\{T_{p_i}(t_{end}), T_{p_j}(t_{end})\} \) (Figure 4.3 ②) is the in-between Euclidean distance between the targets with the imposed dynamic \( \bar{V}_i \) and \( \bar{V}_j \) for the vehicles \( V_i \) and \( V_j \), respectively.

The mean velocity \( \bar{V}_{i,j} \) where \( i, j \) are the indices of the vehicles \( V_i \) and \( V_j \) (Figure 4.3 ②) is computed based on the line 13 in Algorithm 2, where \( t_{init} \) is the corresponding time when the reconfiguration was launched. A curvilinear distance formula is used to get the traveled distance by each vehicle between \( t_{init} \) and \( t_{end} \).

In order to have the smoothest possible behavior w.r.t. the vehicles’ dynamics, it is proposed to use a sigmoid function to shape the velocity profile. This latter is used to create a velocity profile that goes from the vehicle initial velocity toward the mean velocity, and goes to the reference vehicle \( V_R \) velocity when the vehicle enters the main line. This choice is motivated by the sigmoid ability to smoothly control the convergence rate from an initial velocity to the final desired one. In other terms, using the sigmoid function permits us to impose a
feasible and comfortable acceleration and deceleration profile to the vehicles.

4.2.3 Simulation results

In order to evaluate the efficiency of the CORM in terms of its ability to guarantee the safety requirement as well as the smoothness of the vehicle’s dynamics, while performing the on-ramp merging maneuver, a first scenario is proposed. It aims to perform the merging maneuver with a formation of three vehicles. The simulation video can be found in https://youtu.be/UM2cLt74pVM. Then, a comprehensive summary of several conducted simulations is presented in Table 4.2.

1. On-ramp merging in formation:

![Figure 4.5. Evolution of the formation shape during the merging performed by the CORM framework (Simulation video: https://youtu.be/UM2cLt74pVM)](image)

In the following simulation, it is aimed to perform a merging maneuver with a formation of three vehicles. The considered merging scenario is an on-ramp merging with an incidence angle $\mu = 10^\circ$, $V_1$ (i.e., the reference vehicle $V_R$) is placed in the main line, so as $V_2$. The third vehicle $V_3$ initially placed in the secondary on-ramp merging road (cf. Figure 4.5). The initial formation shape is triangular (cf. Figure 4.5), consequently at the end of the reconfiguration phase the aim is to put the vehicles part of the formation in a linear shape to form a platoon (cf. Figure 4.5). Table 4.1 resumes the scenario inputs.
Table 4.1. The values of the inputs of the CORM algorithm

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial formation coordinates ([m])</td>
<td>( [0 ; -40 ; -50] )</td>
</tr>
<tr>
<td>Final formation coordinates ([m])</td>
<td>( [0 ; -80 ; -40] )</td>
</tr>
<tr>
<td>( V_{1,2,3} [m/s] )</td>
<td>([19.4, 19.4, 19.4])</td>
</tr>
<tr>
<td>( [a_{2\min}, a_{2\max}]^T )</td>
<td>([-0.4, 0.1])</td>
</tr>
<tr>
<td>( [a_{3\min}, a_{3\max}]^T )</td>
<td>([-0.4, -0.05])</td>
</tr>
<tr>
<td>( [a_{20}, a_{30}]^T )</td>
<td>([-0.25, -0.25])</td>
</tr>
<tr>
<td>( [w_2, w_3]^T )</td>
<td>([1, 4])</td>
</tr>
<tr>
<td>( a_2^<em>, a_3^</em> )</td>
<td>([-0.1228, -0.365])</td>
</tr>
<tr>
<td>( D_T [m] )</td>
<td>12</td>
</tr>
</tbody>
</table>

The minimum inter-target distance \( D_T \) (cf. Figure 4.2) is computed using the following model:

\[
D_T = (R_i + R_j) + offset
\]

where \( R_i \) and \( R_j \) are the radius of the circles that surround the vehicles \( V_i \) and \( V_j \), and \( offset \) is the safety distance to avoid rear-end collisions. The reconfiguration of the triangular shape toward the desired linear one is illustrated in Figure 4.5. The formation defined by its initial coordinates passes through the reconfiguration phase, where \( V_3 \) is in front of \( V_2 \) as desired w.r.t. the formation’s final coordinates, consequently, the \( EucDist(V_1, V_2) \) needs to increase. The intermediate formation showcases the pose of the three vehicles in the conflict zone. As expected \( EucDist(V_1, V_2) \) has increased to make space for \( V_3 \) in the convoy. In the second phase, after the convergence of the formation toward its desired shape, the vehicles form a linear shape, where the desired in-between distances are respected.

To evaluate the CORM capability in terms of safety and convergence errors, it is proposed to study the evolution of the formation coordinates and the in-between distances profiles illustrated in Figure 4.6. A first order asymptotic convergence from the initial formation shape toward the desired one can be noticed in the formation coordinates plots. As for the minimum distances, the in-between distances profiles are always greater than \( D_T \). The in-between distances when the vehicles are in the conflicting zone is greater than 20m. The final in-between distances meet the safety requirement for a convoy formation; \( EucDist(V_i, V_j) = 2[s] \times V_{i,j} [m/s] = 40m \).

In Figure 4.7, the linear velocity, the longitudinal, and the lateral accelerations are presented for each of the three vehicles part of the
formation. As expected, the velocity of the vehicle $V_2$ decreases at the beginning of the scenario to make space for $V_3$, before it increases to make sure that $V_2$ meets the velocity requirement in the platoon. As for $V_3$, its velocity increases at the beginning to enter the highway center-line while respecting the safety distances. A decreasing can be noticed around 4s to follow the convoy velocity (fixed to $19.4m/s - 70km/h$). Figure 4.7 confirms that the longitudinal and the lateral accelerations respect the maximum and minimum authorized accelerations (i.e., $-4m/s^2$ for deceleration and $3m/s^2$ for acceleration). Thus, with the help of the results in Figure 4.7, the vehicles’ dynamics during the formation reconfiguration while the merging is performed are smooth and comfortable.

2. **Influence of the projection phase on the CORM efficiency:**

This section is dedicated to validate more intensively the proposed approach, while emphasizing mainly the ability of the projection phase for different environments structure (several values of $\mu$).
For a range of incidence angles between $\mu = 10^\circ$ and $\mu = 30^\circ$ with $\Delta \mu = 10^\circ$ step each time. It is proposed to study the performance of the CORM for velocity between $5m/s$ and $15m/s$ with an increase of $5m/s$ each time. For all the simulations, the inputs of the CORM algorithm are the same as in Table 4.1. The conducted simulations are summarized in Table 4.2.

According to the performed simulations, it is important to emphasize that the safety of the vehicles is always ensured; the minimum inter-vehicle distance in the conflicting zone $D_T$ is always greater than $20m$. The metric $\text{Error}_{\text{max}}$ is the maximum distance between $T_d$ and $T_p$. This latter is lower than $1.5m$ (distance between the center-line and the road border), in other terms, $T_d$ is never out of the road borders. To evaluate the smoothness of the merging, it is proposed to discuss the obtained velocity and acceleration profiles w.r.t. variable velocity of the reference velocity and different incidence angles. The velocity profiles are similar to the one in Figure 4.7, with a sigmoid shape that...
makes $V_2$ decrease toward $\bar{V}_2$ to make space for $V_3$, and $V_3$ increase toward $\bar{V}_3$ in the beginning. Then, $V_2$ and $V_3$ increases and decreases respectively toward $V_R$ to form the final desired platoon. As for the acceleration, the lateral and the longitudinal behavior respect the limits of feasibility and comfort (i.e., $-4m/s^2$ for the deceleration and $3m/s^2$ for the acceleration).
Table 4.2. The summary results of the conducted simulation for a variable incidence angle $\mu$ and vehicles' velocity $V$

<table>
<thead>
<tr>
<th>$\mu [\text{deg}]$</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>10</th>
<th>20</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_R [\text{m/s}]$</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>5</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>$[V_2, 2V_{V2}]/\text{m/s}$</td>
<td>[4.36, 5]</td>
<td>[8.73, 10]</td>
<td>[13.45, 15]</td>
<td>[4.21, 5]</td>
<td>[8.49, 10]</td>
<td>[13.26, 15]</td>
<td>[4.13, 5]</td>
<td>[8.35, 10]</td>
<td>[13.06, 15]</td>
</tr>
<tr>
<td>$</td>
<td>V_3, V_2</td>
<td>/\text{m/s}$</td>
<td>[5.55, 5]</td>
<td>[10.11, 125]</td>
<td>[15, 16.80]</td>
<td>[5.5824]</td>
<td>[10.11, 6316]</td>
<td>[15, 17.43]</td>
<td>[5.610]</td>
</tr>
<tr>
<td>$a_2, \overline{a}_2/\text{long}[\text{m/s}^2]$</td>
<td>[-0.29, 0.15]</td>
<td>[-0.60, 0.29]</td>
<td>[-0.70, 0.35]</td>
<td>[-0.35, 0.18]</td>
<td>[-0.68, 0.34]</td>
<td>[-0.78, 0.53]</td>
<td>[-0.38, 0.19]</td>
<td>[0.70, 0.37]</td>
<td>[-0.87, 0.44]</td>
</tr>
<tr>
<td>$a_2, \overline{a}_3/\text{lat}[\text{m/s}^2]$</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>$[a_2, \sigma_2]/\text{long}[\text{m/s}^2]$</td>
<td>[-0.76, 1.52]</td>
<td>[-1.66, 2.02]</td>
<td>[-1.14, 2.27]</td>
<td>[-0.57, 0.10]</td>
<td>[-1.66, 2.02]</td>
<td>[-1.54, 2.92]</td>
<td>[-0.65, 1.39]</td>
<td>[-1.31, 2.55]</td>
<td>[-2.00, 2.75]</td>
</tr>
<tr>
<td>$[a_3, \sigma_3]/\text{lat}[\text{m/s}^2]$</td>
<td>[-0.29, 0.74]</td>
<td>[-0.39, 0.80]</td>
<td>[-0.74, 1.38]</td>
<td>[-0.84, 0.75]</td>
<td>[-1.02, 0.96]</td>
<td>[-1.60, 1.59]</td>
<td>[-1.56, 1.55]</td>
<td>[-2.23, 1.94]</td>
<td>[-3.63, 2.53]</td>
</tr>
<tr>
<td>$\overline{D}/[\text{m}]$</td>
<td>21.66</td>
<td>21.80</td>
<td>23.30</td>
<td>24.75</td>
<td>24.01</td>
<td>23.30</td>
<td>28.70</td>
<td>27.30</td>
<td>25.725</td>
</tr>
<tr>
<td>$Error_{\text{max}}/[\text{m}]$</td>
<td>0.52</td>
<td>0.73</td>
<td>0.78</td>
<td>0.85</td>
<td>0.88</td>
<td>0.92</td>
<td>1.10</td>
<td>1.13</td>
<td>1.14</td>
</tr>
</tbody>
</table>
4.2.4 Conclusion on the CORM algorithm

This section extensively explored the topic of cooperative formation reconfiguration, with the help of the proposed Constrained Optimal Reconfiguration Matrix (CORM) framework. The CORM framework can be succinctly described as a two-step process:

1. First, it employs an optimization algorithm that explicitly accounts for environmental constraint. This step focuses on the computation of the convergence rate necessary for the constrained inter-target distance matrix $A$. This matrix is responsible for reshaping the virtual structure from its initial configuration to the desired shape required for executing the on-ramp merging maneuver.

2. The second step is based on a projection approach with safe and appropriate dynamics. It ensures that each vehicle within the formation, participating in the merging scenario, effectively tracks the dynamic target while aligning with the global reference frame. In this step, the targets determined in step (1) are projected onto a Frenet reference frame linked to the global reference path. This ensures alignment with the global path and a smooth velocity profile is generated using a sigmoid shape, guaranteeing a smooth merging maneuver.

The evaluation of the CORM algorithm was carried out in a simulation environment. It showcased the algorithm’s ability to adhere to safety criterion, even in challenging scenarios involving high-speed merging. The algorithm’s suitability for varying incidence angles $\mu$ of the merging road and diverse formation dynamics was demonstrated through extensive simulations.

However, it is crucial to acknowledge the limitations of the CORM algorithm. One of its key limitations is that it assumes the same dynamics for both longitudinal and lateral reconfiguration. In other words, it employs identical control gains for both longitudinal and lateral coordinates reconfiguration during the merging. Additionally, the generated trajectory with the constrained inter-target distance matrix does not seamlessly align with the imposed reference trajectory, particularly when reconfiguring the position of the merging vehicle from a secondary road location to the highway center-line.

Taking these limitations into account and in the optic of mitigating them, the following section presents the Extended Dynamic Reconfiguration Matrix (E-CORM).
4.3 Extended Dynamic Reconfiguration Matrix (E-CORM)

As stated in Section 4.2.4, the proposed CORM framework uses a restricted motion convergence approach which limits its flexibility. Taking this limitation into account, the Extended Constrained Optimal Reconfiguration Matrix (E-CORM) proposes to decorrelate the dynamic of the longitudinal and the lateral coordinates, allowing more flexibility; in addition to a road segmentation approach that permits to respect the global path imposed by the global trajectory planning level.

Before the presentation of the details of the proposed E-CORM for formation reconfiguration, and for the clarity of this PhD manuscript and the understanding of the reader, it is important to note that the formation definition and configuration formalism used for the E-CORM is the same as the one used for the CORM (cf. Section 3.4.3).

The following section is dedicated to the presentation of the details of the proposed E-CORM. Thus, in Section 4.3.1, the extended inter-target distance matrix is presented. Section 4.3.2 details the toad segmentation approach used part of the E-CORM. In Section 4.3.3, the simulations results related to the E-CORM performance are discussed. Lastly, Section 4.3.4 concludes on E-CORM's advantages and limitations.

4.3.1 Extended inter-target distance matrix

In order to characterize the evolution of the reconfiguration from the initial shape toward the desired one, while ensuring the respect of the safe inter-target distance $D_T$ between the $N$ vehicles part of the formation, the E-CORM proposes an intermediate state vector $S$ given as the following:

$$S = \dot{e} + \lambda e + \gamma \int e \, dt \quad (4.15)$$

To overcome the CORM lack of flexibility, the E-CORM uses in addition to the convergence error $e$ (cf. eq. 4.2), the convergence rate $\dot{e}$ of the error and the sum of the errors through the integrative term of the latter. $\lambda, \gamma \in \mathbb{R}^+$ are the convergence gains and permit to offer more flexibility to the E-CORM algorithm.

The convergence of $S$ follows a first order convergence model detailed in eq. 4.16.
\[ \dot{S} = A \times S = A \dot{e} + A \lambda e + A \gamma \int e \, dt \] (4.16)

where \( A^{2N \times 2N} \) is a negative-definite convergence matrix.

Using eq. (4.2) in eq. (4.16) permits to write the extended system of equations representing the studied system.

\[
\begin{align*}
\dot{S}_{h_1} &= a_{h_1} \dot{e}_{h_1} + a_{h_1} \lambda_{h_1} e_{h_1} + a_{h_1} \gamma_{h_1} \int e_{h_1} \, dt \\
\dot{S}_{l_1} &= a_{l_1} \dot{e}_{l_1} + a_{l_1} \lambda_{l_1} e_{l_1} + a_{l_1} \gamma_{l_1} \int e_{l_1} \, dt \\
&\vdots \\
\dot{S}_{h_N} &= a_{h_N} \dot{e}_{h_N} + a_{h_N} \lambda_{h_N} e_{h_N} + a_{h_N} \gamma_{h_N} \int e_{h_N} \, dt \\
\dot{S}_{l_N} &= a_{l_N} \dot{e}_{l_N} + a_{l_N} \lambda_{l_N} e_{l_N} + a_{l_N} \gamma_{l_N} \int e_{l_N} \, dt
\end{align*}
\] (4.17)

where \( h_i \) and \( l_i \), representing the longitudinal and the lateral coordinates of the formation, converge toward the target with different convergence rates \( a_{h_i} \) and \( a_{l_i} \).

The system in eq. (4.18) presents the matrix form of the studied system.

\[
\begin{bmatrix}
\dot{S}_{h_1} \\
\dot{S}_{l_1} \\
\dot{S}_{h_2} \\
\dot{S}_{l_2} \\
& \vdots \\
\dot{S}_{h_N} \\
\dot{S}_{l_N}
\end{bmatrix} =
\begin{bmatrix}
\dot{e}_{h_1} \\
\dot{e}_{l_1} \\
\dot{e}_{h_2} \\
\dot{e}_{l_2} \\
& \vdots \\
\dot{e}_{h_N} \\
\dot{e}_{l_N}
\end{bmatrix} + \begin{bmatrix}
e_{h_1} \\
e_{l_1} \\
e_{h_2} \\
e_{l_2} \\
& \vdots \\
e_{h_N} \\
e_{l_N}
\end{bmatrix} + \begin{bmatrix}
f e_{h_1} dt \\
f e_{l_1} dt \\
f e_{h_2} dt \\
f e_{l_2} dt \\
& \vdots \\
f e_{h_N} dt \\
f e_{l_N} dt
\end{bmatrix}
\] (4.18)

with \( \Omega_1, \Omega_2 \) and \( \Omega_3 \) are given in eq. (4.19).

\[
\begin{align*}
\Omega_1 &= diag[a_{h_1}, a_{l_1}, \cdots, a_{h_N}, a_{l_N}], \\
\Omega_2 &= diag[a_{h_1} \lambda_{h_1}, a_{l_1} \lambda_{l_1}, \cdots, a_{h_N} \lambda_{h_N}, a_{l_N} \lambda_{l_N}], \\
\Omega_3 &= diag[a_{h_1} \gamma_{h_1}, a_{l_1} \gamma_{l_1}, \cdots, a_{h_N} \gamma_{h_N}, a_{l_N} \gamma_{l_N}],
\end{align*}
\] (4.19)

with \( \Omega_1^{2N \times 2N}, \Omega_2^{2N \times 2N} \) and \( \Omega_3^{2N \times 2N} \) are the extended reconfiguration matrices.
4.3.1.1 Reconfiguration gains

The convergence matrix used in the CORM algorithm (cf. Section 4.2) assumes that both the longitudinal and the lateral motions converge according to the same convergence rate, which reduces the CORM flexibility. The E-CORM relies on an augmented constrained inter-target matrix presented in eq. 4.19 to overcome the CORM limitations; namely considering geometrical limitation encountered with the CORM to align on the reference path (such as the path given by the global path planning level (cf. Figure 4.11)). In fact, separating the longitudinal convergence from the lateral one adds more flexibility to the E-CORM. The gains $a_{h_i}$ and $a_{l_i}$ are computed using the same non-linear optimization algorithm as the one used for the CORM framework in Section 4.2.

4.3.1.2 Stability analysis w.r.t. the convergence errors

The fundamental stability analysis ensured under the E-CORM is given in this section. The stability of the system in eq. 4.19 is proved in two steps; 1) the stability analysis on the state $S$ in the system in eq. 4.15 using a Lyapunov analysis and; 2) the stability of the convergence error $e$ using the system given in eq. 4.17.

First, it is proposed to define the Lyapunov candidate function:

$$V = \frac{1}{2} S^T S$$

(4.20)

$V$ is a positive-definite function. To guarantee the stability of the system, $\dot{V}$ must be negative-definite. By taking the derivative of eq. 4.20 and using eq. 4.16, $\dot{V}$ can be written:

$$\dot{V} = \dot{S}^T S = S^T A^T S$$

(4.21)

Since $A^T$ is a diagonal negative-definite matrix, then $\dot{V} < 0$ and the state $S$ converges asymptotically to zero.

The second step of the stability analysis is to prove the convergence of the formation error system given in eq. 4.15. The stability analysis of eq. 4.21 permits to write around the equilibrium point of the state $S$:

$$S = \dot{S} = 0$$

(4.22)

Taking the systems given in eq. 4.17, eq. 4.22 and the Laplace transformation, the system can be written as in eq. 4.23:
\[
E_{h1}p^2 + \lambda_{h1} E_{h1}p + \gamma_{h1} E_{h1} = 0
\]
\[
E_{l1}p^2 + \lambda_{l1} E_{l1}p + \gamma_{l1} E_{l1} = 0
\]
\[
\vdots
\]
\[
E_{hN}p^2 + \lambda_{hN} E_{hN}p + \gamma_{hN} E_{hN} = 0
\]
\[
E_{lN}p^2 + \lambda_{lN} E_{lN}p + \gamma_{lN} E_{lN} = 0
\]

where \( p \) is the Laplace operator. The stability of the system given in eq. 4.23 can be studied as a 2\(^{nd} \) order polynomial. According to the Routh-Hurwitz criterion, the system given in eq. 4.23 is stable if all the terms composing the characteristic polynomial have the same sign. Consequently, given that the gains \( \lambda_{h,l,i} \) and \( \gamma_{h,l,i} \) are positive, thus according to Routh-Hurwitz criterion the system of error \( e \) given in eq. 4.15 for \( S = 0 \) is always stable, and ensures the convergence of \( e \) to zero.

### 4.3.2 Trajectory segmentation strategy

![Illustration of the on-ramp merging scenario based on the road segmentation strategy](image)

The proposed MVS control architecture relies on the existence of a global reference path that vehicles need to follow to perform their driving maneuver. Consequently, the aim of the optimization algorithm part of the CORM framework was to approximate the reference path when generating the virtual targets of each vehicle of the formation. As discussed in Section 4.2.4, the CORM encounters some difficulties to generate an estimate that aligns with the global reference path. In order to take into account...
the vehicles reference path and overcome the CORM limitation related to
the latter, in this section a segmentation strategy that takes explicitly the
reference path is proposed part of the E-CORM algorithm.
Taking advantage from the E-CORM flexibility, it is proposed to segment
the merging scenario w.r.t. the vehicle’s motion on each segment. Figure
4.8 gives an illustration of the proposed segmentation strategy. Segment A
represents the portion of the scenario where the vehicles need to track their
reference path, thus only the longitudinal reconfiguration of the formation
is required. The segment B lies on both the longitudinal and the lateral
formation reconfiguration.

\[
\begin{align*}
\text{Begin} & \\
\text{V}_i \text{ localization} & \\
\text{V}_i \text{ in Segment } A & \\
\text{Yes} & \quad \text{No} \\
\text{End of reconfig.} & \\
\text{End} &
\end{align*}
\]

**Figure 4.9.** Coordinates selection based on the traveled segment

Furthermore, the optimization procedure to compute the extended con-
strained inter-target distance matrix (cf. Section 4.3.1.1) can be expensive
in terms of the computation time. Thus, the segmentation of the road
topology permits to reduce the computation time by optimizing only the
necessary gains part of reconfiguration matrix \(A\). In other terms, when
the vehicle travels on the segment A, only the longitudinal reconfiguration
is necessary. Consequently, only the gains related to the longitudinal be-
havior are optimized (cf. Figure 4.9). The lateral coordinates \(l_i\) are given
according to the road center-line. On the other hand, when both of the
longitudinal and lateral behaviors are necessary (i.e., the vehicle travels in
segment B), both of the gains \(a_{h_i}\) and \(a_{l_i}\) are optimized. This selection
mode is possible thanks to the capacity of the algorithm to guarantee the continuity of the dynamic targets $T_d$ ensured by the formalism using the state $S$ (cf. equation 4.15).

### 4.3.3 Simulation results

To assess the effectiveness of the E-CORM algorithm in terms of ensuring the safety and the smoothness of the vehicles’ dynamic during the on-ramp merging maneuver, a simulation scenario similar to the one in Section 4.2.3 is proposed. The video of the simulation can be found in https://youtu.be/-h97Qz7K3F4.

In the following simulation, it is aimed to perform a merging maneuver with a formation of three vehicles. The considered merging scenario is an on-ramp merging where $V_1$ (i.e., the reference vehicle $V_R$) is placed in the main line, so as $V_2$. The third vehicle $V_3$ (the merging vehicle) is initially placed in the secondary on-ramp merging road (cf. Figure 4.10). The initial formation shape is triangular (cf. Figure 4.10 (a)), consequently at the end of the reconfiguration phase, the aim is to put the vehicles part of the formation in a linear shape to form a platoon (cf. Figure 4.10(c)). The minimum inter-target distance $D_T$ is computed using eq. 4.14.

The reconfiguration of the triangular configuration into the desired linear one is visually represented in Figure 4.10. In this process, the initial formation, defined by the original coordinates, undergoes a reconfiguration phase. During this phase, both vehicles $V_2$ and $V_3$ are positioned at approximately equi-longitudinal distance relative to $V_1$ ($V_R$). The intermediate formation illustrates the positions of all three vehicles within the conflict zone. As anticipated, the gap between $V_3$ and $V_1$ decreases, resulting in $V_3$ merging between $V_1$ and $V_2$ (cf. Figure 4.10 (b)). The final formation shape, as depicted in Figure 4.10 (c), shows the three vehicles within the formation now forming a platoon, aligning with the intended configuration.

To evaluate the E-CORM capability in terms of safety and convergence errors, it is proposed to study the evolution of the formation coordinates illustrated in Figure 4.11 and the in-between distances profiles illustrated in Figure 4.12. In Segment $A$, only the E-CORM’s longitudinal reconfiguration is activated, consequently, the lateral coordinates of $V_3$ are computed with the help of the reference path. In Segment $B$ both the longitudinal and the lateral reconfiguration are activated. As it can be seen in Figure 4.11, the formation reconfiguration is almost complete by the end of Segment $B$. The Euclidean distances in-between the vehicles are greater than
Figure 4.10. Evolution of the formation shape based on the E-CORM reconfiguration (Simulation video: https://youtu.be/-h97Qz7K3F4)

$D_T$ (cf. Figure 4.12), thus the merging is considered to be safe. When the three vehicles travel in highway, only the longitudinal reconfiguration is activated, thus, the formation continues its convergence toward the desired shape.

In Figure 4.13, the linear velocity is presented for each of the three vehicles part of the formation. As expected, the velocity of the vehicle $V_3$ increases in-order to reduce the gap between $V_1$ and $V_3$, before it decreases in order to respect the velocity requirement in the platoon. As for $V_2$, its velocity increases to converge toward its desired formation longitudinal coordinate, before it increases so that $V_2$ can travel part of the platoon with constant in-between distance w.r.t. $V_3$. 
4.3 Extended Dynamic Reconfiguration Matrix (E-CORM)

This section delved extensively into the realm of cooperative formation reconfiguration, employing the proposed Extended Constrained Optimal Reconfiguration Matrix (E-CORM) framework. The primary goal behind introducing E-CORM was to address the CORM’s lack of flexibility.

E-CORM leverages an extended inter-target distance matrix, allowing for the reconfiguration of the formation during the merging, while introducing an enhanced level of motion flexibility. Unlike the restrictive nature of CORM, which obstruct vehicles from precisely following their global reference trajectory, and by the addition of the proposed extended inter-target distance matrix, the E-CORM overcomes this limitation by explicitly incorporating the global reference trajectory using the proposed road segmentation strategy.

The road segmentation strategy plays a pivotal role in activating only the necessary vehicle behaviors concerning their position in the environment. Consequently, when vehicles are expected to remain on their reference path, only longitudinal reconfiguration is required. In contrast, when the merging vehicle enters the merging zone, both longitudinal and lateral reconfig-

Figure 4.11. The formation’s coordinates

4.3.4 Conclusion of the E-CORM algorithm
uration are engaged to facilitate the merging process. Importantly, since E-CORM depends on an optimization process to compute the extended inter-target distance matrix gains, these computations are tailored to the activated behaviors, reducing the overall optimization time cost.

The evaluation of the E-CORM algorithm was carried out in a simulation environment. It showcased the algorithm’s ability to adhere to safety criterion and its enhanced flexibility even in challenging scenarios involving high-speed merging.

However, it’s worth noting that E-CORM’s reliance on a non-linear optimization algorithm to compute the extended inter-target distance matrix remains a notable limitation. This holds significance, especially given that one of the aims of this PhD work is to propose an online control architecture. The time-intensive nature of optimization algorithms does not align with the scope of this specific objective. In order to mitigate both of the CORM’s and the E-CORM’s limitations, in addition of achieving the objective of the decision/control architecture, in the following section the Formation Reconfiguration Approach based on an Online Control Strategies (FRA-OCS) is proposed.
4.4 Formation Reconfiguration Approach based on an Online Control Strategy (FRA-OCS)

As discussed in Section 4.2, the CORM algorithm’s lacks of motion flexibility constitute one of its main limitations. Consequently, in Section 4.3, the E-CORM framework was proposed to overcome the CORM limitation. Through the study of the E-CORM performance, it was pointed out that its reliance on an optimization process constitutes a limitation w.r.t. the objective of this work, which is to propose an online control architecture.

To overcome both the CORM’s and the E-CORM’s limitations, in this section an optimization-free formation reconfiguration algorithm named Formation Reconfiguration Approach based on an Online Control Strategies (FRA-OCS) is presented.

Before the presentation of the details of the proposed FRA-OCS for formation reconfiguration, and for the clarity of this PhD manuscript and the understanding of the reader, it is important to note that the formation definition and configuration formalism used part of the FRA-OCS is the same.
as the one used for the CORM (cf. Section 3.4.3).

Section 4.4.1 delves into the proposed FRA-OCS formalism, additionally Section 4.4.2 provides the details related to dynamic generator part of the proposed FRA-OCS. The FRA-OCS performance is evaluated through a simulation scenario in Section 4.4.3. Lastly, it is proposed to draw conclusion about the FRA-OCS in Section 4.4.4.

### 4.4.1 FRA-OCS formalism

Prior to delving into the specifics of the proposed Formation Reconfiguration Approach based on an Online Control Strategy (FRA-OCS), for the clarity and the understanding of the reader, it is important to note that the fundamentals related to the virtual structure formalization used to represent the formation of vehicles can be found in Section 3.4.3.

To address the limited flexibility of both the CORM (cf. Section 4.2) and the E-CORM (cf. Section 4.3) algorithms, the FRA-OCS introduces an intermediate state, $S$, as an essential component for characterizing the evolution of the reconfiguration process from the initial shape of the formation to its desired shape. By employing this intermediate state vector, the FRA-OCS enables a smooth and controlled transition of the formation towards its desired shape. Eq. 4.24 provides the explicit expression of the intermediate state vector $S$.

$$ S = \dot{e} + \lambda e $$  \hfill (4.24)

The FRA-OCS utilizes in addition to the convergence error vector $e$ (cf. Section 3.4.3), the convergence rate $\dot{e}$. By introducing the gain $\lambda \in \mathbb{R}^+$, the FRA-OCS offers greater flexibility in achieving the desired formation reconfiguration.

The use of an optimization approach allows the computation of reconfiguration gains within the CORM algorithm (cf. Section 4.2). By combining the longitudinal and lateral motions, the computation time required for optimization is reduced. However, one drawback of this motion coupling is its limited flexibility. The state $S$ used in the E-CORM (cf. eq. 4.15) is composed of a proportional, a derivative, and an integrative terms. However, in the final form in the FRA-OCS, the state $S$ was chosen to use only the proportional and the derivative terms. This choice is mainly motivated by the need of a simplified mathematical representation to facilitate the online identification of the different gains involved. As a result, in addition to
the state vector \( S \) used by the FRA-OCS, the proposed approach suggests to use the road segmentation strategies proposed in Section 4.3.2, decoupling the longitudinal convergence from the lateral convergence. Figure 4.8 illustrates the segmentation approach based on the road geometry used to define the available vehicle motion according to its position.

The convergence of \( S \) follows a first order convergence model detailed in eq. 4.25.

\[
\dot{S} = A \times S = A \dot{e} + A \lambda e
\]

where \( A^{2N \times 2N} \) is a negative-definite convergence matrix.

Using eq. 4.2 in eq. 4.25 permits to write the extended system of equations representing the formation reconfiguration studied system.

\[
\begin{align*}
\dot{S}_h_1 &= a_{h_1} \dot{e}_{h_1} + a_{h_1} \lambda_{h_1} e_{h_1} \\
\dot{S}_l_1 &= a_{l_1} \dot{e}_{l_1} + a_{l_1} \lambda_{l_1} e_{l_1} \\
\vdots \\
\dot{S}_h_N &= a_{h_N} \dot{e}_{h_N} + a_{h_N} \lambda_{h_N} e_{h_N} \\
\dot{S}_l_N &= a_{l_N} \dot{e}_{l_N} + a_{l_N} \lambda_{l_N} e_{l_N}
\end{align*}
\]

where \( h_i \) and \( l_i \), representing the longitudinal and the lateral coordinates of the formation, converge toward the target with different convergence rates \( a_{h_i} \) and \( a_{l_i} \).

The system in eq. 4.27 presents the matrix form of the studied system.

\[
\begin{bmatrix}
\dot{S}_{h_1} \\
\dot{S}_{l_1} \\
\vdots \\
\dot{S}_{h_N} \\
\dot{S}_{l_N}
\end{bmatrix} = \Omega_1 
\begin{bmatrix}
\dot{e}_{h_1} \\
\dot{e}_{l_1} \\
\vdots \\
\dot{e}_{h_N} \\
\dot{e}_{l_N}
\end{bmatrix} + \Omega_2
\begin{bmatrix}
e_{h_1} \\
e_{l_1} \\
\vdots \\
e_{h_N} \\
e_{l_N}
\end{bmatrix}
\]

with \( \Omega_1 = \text{diag}[a_{h_1}, a_{l_1}, \ldots, a_{h_N}, a_{l_N}] \) and \( \Omega_2 = \text{diag}[a_{h_1} \lambda_{h_1}, a_{l_1} \lambda_{l_1}, \ldots, a_{h_N} \lambda_{h_N}, a_{l_N} \lambda_{l_N}] \).

**Stability analysis w.r.t. the convergence gains**

The stability of the system given in eq. 4.27 is proved in two steps; 1) the stability analysis of the state \( S \) in the system in eq. 4.25 using a Lyapunov
analysis and; 2) the stability of the convergence error \( e \) using the system given in eq. 4.26. The details of the stability demonstration can be found in Section 4.3.1.2

4.4.2 Online reconfiguration gains identification and velocity profile generation

One limitation of the formation reconfiguration based on both the CORM and the E-CORM is their dependency on an optimization process. In fact, the calculation of optimization-based reconfiguration gains may not be adequate for online calculation, especially, when \( N \) vehicles are part of the formation and \( 2 \times N \) gains (decoupled longitudinal and lateral motions are considered) need to be computed. Considering an on-road environment, in one hand, the approach ability to compute and recompute when necessary the reconfiguration gains is mandatory to guarantee the respect of the safety criterion, explicitly in a highly dynamic environment. In the other hand, due to the dynamic nature of the considered scenario, the approach needs to guarantee the continuity of the vehicles’ dynamics during the switch from one configuration to another.

Consequently, the FRA-OCS proposed in this work is designed to overcome the CORM limitation in terms of its real-time computation, with an optimization free procedure to compute the reconfiguration gains. As for the FRA-OCS ability to recompute the convergence gains when necessary, under the FRA-OCS formalism the continuity during the switch from one configuration to another is formally ensured. This section presents the procedure employed to write the system of equation that needs to be solved to reconfigure the formation from the initial shape to the final, while taking into account the initial and the desired dynamics of the vehicles part of the formation.

Using eq. 4.24 in eq. 4.25, the convergence model of the formation reconfiguration error is a system of second order linear differential equations, given in eq. 4.28.
\[\ddot{e}_{h_1} + (\lambda_{h_1} - a_{h_1})\dot{e}_{h_1} - a_{h_1} \lambda_{h_1} e_{h_1} = 0 \quad (4.28)\]
\[\ddot{e}_{l_1} + (\lambda_{l_1} - a_{l_1})\dot{e}_{l_1} - a_{l_1} \lambda_{l_1} e_{l_1} = 0 \quad (4.28)\]
\[\vdots\]
\[\ddot{e}_{h_N} + (\lambda_{h_N} - a_{h_N})\dot{e}_{h_N} - a_{h_N} \lambda_{h_N} e_{h_N} = 0 \quad (4.28)\]
\[\ddot{e}_{l_N} + (\lambda_{l_N} - a_{l_N})\dot{e}_{l_N} - a_{l_N} \lambda_{l_N} e_{l_N} = 0 \quad (4.28)\]

The general solution \(x(t)\) (representing the general form of \(e_i\) and its derivatives) of the system in eq. 4.28 can be written as:

\[x(t) = \alpha_1 e^{\beta_1 t} + \alpha_2 e^{\beta_2 t} \quad (4.29)\]

where \(\beta_1\) and \(\beta_2\) are the roots of the second order linear differential equation related to \(x(t)\), and \(\alpha_1\) and \(\alpha_2\) are the gains related to the initial and final conditions of the solution.

The system in eq. 4.30 is the proposed velocity profile generator model used to compute the needed vehicle's velocity to reconfigure the formation from the initial shape toward its desired one. The generator model is inspired from eq. 4.29. The latter is used to control the convergence rate of the coordinates \(h\) and \(l\) with the help of five degrees of freedom (DOFs) \(K_1, K_2, a, \lambda\) and \(c\).

\[V(t) = K_1 e^{a t} + K_2 e^{-\lambda t} + c \quad (4.30)\]

with \(a\) and \(\lambda\) being the roots of the differential equation in eq. 4.28. \(K_1, K_2\) and \(c\) are the gains used to take into account the initial and final conditions imposed to the velocity generator. The procedure used to solve the system in eq. 4.28 by the identification of the five DOFs of the velocity profile generator is described above:

1. In order to generate a velocity profile that takes into account explicitly the anticipation distance available to perform the merging, it is proposed to introduce the time \(t_{max}\). The latter permits to set the moment where \(V\) reaches its maximum, hence the acceleration \(\dot{V}\) is zero as expressed in eq. 4.31. Consequently, \(t_{max}\) permits to dynamically adapt the acceleration dynamic of the vehicles w.r.t. the length of the anticipation zone.
\[ \dot{V}(t_{\text{max}}) = aK_1 e^{at_{\text{max}}} - \lambda K_2 e^{-\lambda t_{\text{max}}} = 0 \] (4.31)

2. The velocity profile generator in eq. (4.30) needs to take into account the initial velocity of the vehicles and the desired one at the end of the reconfiguration.

Thus \( c = V^{\text{init}} - K_1 - K_2 \) is computed to impose the initial velocity.

In order to impose the final velocity \( V(t = t_f) = V^{\text{end}} \), with \( V^{\text{end}} \) is the velocity of the reference vehicle, the eq. 4.32 is introduced.

\[ K_1 e^{at_f} + K_2 e^{-\lambda t_f} - K_1 - K_2 + V^{\text{init}} - V^{\text{end}} = 0 \] (4.32)

3. Based on eq. 4.30, the expression of the position \( P(t) \) of the vehicle can be written as in eq. 4.33.

\[ P(t) = \frac{K_1}{a} e^{at} - \frac{K_2}{\lambda} e^{-\lambda t} + (V^{\text{init}} - K_1 - K_2)t + d \] (4.33)

The term \( d = P_0 - \frac{K_1}{a} + \frac{K_2}{\lambda} \) is used to impose the initial position \( P_0 \) of the vehicle at \( t = 0 \).

4. Let us define \( M(t) \) as the coordinate of the vehicle in the formation and \( M^{\text{end}} \) is its desired final coordinate. \( M \) can be either a longitudinal coordinate or a lateral one. In order to link the proposed convergence model to the coordinates used in the virtual structure formalism, eq. 4.34 is proposed.

\[ M(t) = P_{\text{ref}} - P(t) \] (4.34)

with \( P_{\text{ref}} = V_{\text{ref}} \star t + P_{\text{ref}0} \) is the pose of the reference vehicle and \( V_{\text{ref}} \) is the reference vehicle’s velocity, said to be constant according to the Frenet based coordinates system used by the virtual structure approach.

To guarantee that the desired final coordinate is reached by the vehicle at \( t = t_f \) (i.e., \( M(t_f) = M_f \)), eq. 4.35 is used.

\[ (V_{\text{ref}} t_f + P_{\text{ref}0}) - \left[ \frac{K_1}{a} e^{at_f} - \frac{K_2}{a} e^{-\lambda t_f} \right] - M_f = 0 \] (4.35)

\[ (V_{\text{min}} - K_1 - K_2) t_f + P_0 - \frac{K_1}{a} + \frac{K_2}{\lambda} - M_f = 0 \] (4.36)
To solve equations (4.31), (4.32) and (4.35), a numerical solver is employed. Following this, a prediction step is initiated using the generated velocity profiles and the initial conditions of the formation. Subsequently, the numerical solution is evaluated based on the satisfaction of the safety criterion and the dynamic feasibility (e.g., respect of the acceleration limits, the maximum authorized velocity, etc.).

As an example, when the formation reconfiguration takes into account longitudinal motion, a longitudinal velocity profile is generated based on the initial and final conditions and dynamics (cf. Figure 4.8, Segment A in green). Similarly, when both of the longitudinal and the lateral motions are the responsibility of the formation reconfiguration strategy, both velocity profiles are generated for the the longitudinal and lateral motions (cf. Figure 4.8, Segment B in red).

### 4.4.3 Simulation results

To access the effectiveness of the proposed FRA-OCS in ensuring the safety criterion and the dynamics smoothness of the formation reconfiguration during the on-ramp merging on highway, the evaluation focuses on analyzing the simulation results of merging scenario similar to the one proposed in Section 4.2 and Section 4.3. The simulation video can be found in https://youtu.be/3gDSq5L3m-c.

The following simulation aims to perform the merging scenario of a formation composed of four vehicles (three highway vehicles and one merging vehicle) illustrated in the initial shape of the formation in Figure 4.14.

The initial position of the merging vehicle is configured to trigger the safety of the formation. The FRA-OCS is expected to merge $V_m$ between $V_{hw2}$ and $V_{hw3}$, $V_{hw1}$ being the reference vehicle $V_R$ (cf. Figure 4.14 (b)). The desired formation shape is a platoon formation as in Figure 4.14 (c).

The coordinates of the formation are illustrated in Figure 4.15. The green and the red shaded zones represent the formation coordinates in Segment A and Segment B, respectively. To maintain an appropriate longitudinal separation between the vehicles in the desired formation shape, an inter-vehicle distance corresponding to $\approx 2[s] \times V[m/s]$ is employed. Since $V_m$ is placed initially approximately at the same longitudinal position as the reference vehicle $V_R$, its longitudinal coordinate converges from its initial value toward the desired one w.r.t. the Frenet reference frame centered on $V_{hw1}$ ($V_R$).
As expected the longitudinal coordinate of the merging vehicle $V_m$ increases toward the desired longitudinal coordinate, such as $V_m$ merges between $V_{hw2}$ and $V_{hw3}$. The lateral coordinate of the merging vehicle follows its reference trajectory in Segment A, while it is controlled by the inter-target distance matrix in Segment B.

To evaluate the formation’s safety during the reconfiguration, the in-between Euclidean distances are depicted in Figure 4.16. The minimum Euclidean inter-vehicle distance $d_{safe} = D_T$ is set to be equal to 10m. Given the initial placement of $V_m$ w.r.t. $V_{hw1}$, the Euclidean distance between these two vehicles is below the safety distance before the entry in Segment B, but since they are in two different lanes no collision is occurred. The Eu-
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**Figure 4.15.** The formation’s coordinates

...clidean in-between distance increases during the merging while the collision is being solved by the reconfiguration matrix. The rest of the in-between distance plots are all above the safety distance, thus the merging scenario is considered to be safe.

The dynamics of the vehicles during the merging are studied through the velocity profile in Figure 4.17. The initial velocity of the merging vehicle is set to be equal to 60[km/h], smaller than the initial velocity of the highway vehicles (set to be equal to 80[km/h]). Both of the velocities of $V_{hw_2}$ and $V_{hw_3}$ increase to reduce the gap w.r.t. the reference vehicle, to decrease afterwards in order to navigate at the same velocity as the reference velocity in order to respect the equal-distance policy part of the platoon requirement.
Through this section, it was proposed to overcome both of the CORM’s and the E-CORM’s frameworks limitations. This by introducing the Formation Reconfiguration Approach based on Online Control Strategy (FRA-OCS).

The proposed FRA-OCS takes advantages from both of the constrained
inter-distance matrix and the road segmentation strategy to perform an online formation reconfiguration. In fact, the non-linear optimization algorithm used to compute the reconfiguration matrix during the formation’s merging is replaced with an online strategy. A system of equations based on the formalization of the merging scenario, the initial and the final conditions of the vehicles part of the formation was proposed. The latter is solved using a numerical solver to obtain the needed dynamics for each vehicle part of the formation to perform the merging.

The evaluation of the FRA-OCS algorithm for dynamic formation reconfiguration was carried out in a simulation environment. It showcased the algorithm’s ability to adhere to safety criterion and its enhanced flexibility.

4.5 Chapter conclusion

This chapter has extensively examined cooperative formation reconfiguration, presenting and evaluating three distinct frameworks: the Constrained Optimal Reconfiguration Matrix (CORM), the Extended Constrained Optimal Reconfiguration Matrix (E-CORM), and the Formation Reconfiguration Approach based on Online Control Strategy (FRA-OCS).

The CORM framework employs two-step process, utilizing an optimization algorithm to account for environment constraints and a projection approach for safe and feasible merging. While simulation evaluations demonstrated its success in challenging scenarios, it was acknowledged that the CORM has limitations, such as assuming identical dynamics for longitudinal and lateral reconfiguration, impacting its flexibility.

Introducing the E-CORM aimed to address the CORM’s lack of flexibility. The extended inter-target distance matrix and road segmentation strategy enhanced motion flexibility, allowing vehicles to precisely follow their global reference path. Evaluation in a simulation environment showcased the algorithm’s enhanced flexibility, but reliance on a non-linear optimization algorithm remained a limitation.

In response to the limitations of the CORM and the E-CORM, the FRA-OCS was proposed. This approach combines the constrained inter-target distance matrix and road segmentation strategy for online formation reconfiguration. By replacing the non-linear algorithm with an online strategy based on numerically solving of a system of equations, the FRA-OCS demonstrated success in dynamic formation reconfiguration in simulation environments.
While each framework exhibits strengths, it is essential to recognize their specific limitations. CORM faced challenges with different dynamics in longitudinal and lateral reconfiguration, while both of the CORM and the E-CORM relied on a time-consuming optimization algorithm. Additionally, the FRA-OCS is the formation reconfiguration that met the C-MCA objectives.

The formation reconfiguration mechanism part of the planning level translates the passing sequence provided by the decision-making level to perform the merging. The following chapter delves in the multi-behavior decision-making strategy used by the decision-making level part of the C-MCA to provide this passing sequence.
CHAPTER 5

Multi-Behavior Decision-Making Strategy

Abstract

This chapter is dedicated to draw the details related to the decision-making level part of the proposed Cooperative Multi-Controller Architecture (C-MCA) for MVS performing on-ramp merging on highway, thus under the prisme of safety, passenger comfort, and energy efficiency. The proposed multi-behavior selection strategy predicts the safety assessment during the merging scenario based on a nominal behavior of the MVS. Based on the safety criterion, the optimal behavior of the MVS is chosen, either to perform the merging in a nominal manner, or to overcome a conflicting situation in a cooperative manner ¹.
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The decision-making level part of the proposed Cooperative Multi-Controller Architecture (C-MCA) for MVS was designed to answer three main questions:

1. What is the nominal dynamic for each vehicle part of the MVS to perform the merging?
2. How to predict the potential conflicting merging scenarios when the vehicles are operated by their nominal behavior?
3. How to solve the conflicting merging when occurred, with minimum changes imposed to the nominal behavior, while taking advantage of the MVS cooperative ability?

The decision-making level employs a multi-behavior decision-making strategy. Based on the collision risk metric, the proposed strategy depicted in Figure 5.1, has the responsibility of switching between two embedded behaviors. The first objective of this chapter is to delve into the selection strategy used by the decision-making-level. In Section 5.1, the details of the selection strategy are given. The second objective of this chapter is to delve into the details of the nominal behavior through Section 5.2. Additionally, the details the of the cooperative behavior are discussed in Section 5.3. Where the concept of the passing sequence is explained, and an appropriate passing sequence selection approach is proposed.

The performance of the multi-behavior decision-making strategy, serving as the decision-making level within the C-MCA, is assessed through simulations detailed in both: the Section 5.2.2 for the nominal behavior and in Section 5.4 for the cooperative behavior.

### 5.1 Multi-behavior selection strategy

One of the central objectives of the proposed C-MCA is to ensure that the merging maneuver of the MVS is executed with appropriate dynamics while prioritizing the safety requirements. This involves the design of the MVS’s nominal behavior, which is focused on the optimization of the vehicles’ dynamics in alignment with their individual objectives (cf. Section 5.2).
To initiate the behavior selection process, the first step is to predict the nominal behavior of each vehicle within the MVS (cf. Figure 5.1). Following the nominal behavior generation strategy, this prediction process also extends to forecasting the distances between the vehicles throughout the merging maneuver. This step is crucial in identifying potential collision risks among the vehicles (cf. Figure 5.1).

Subsequently, the safety metric is assessed under two main scenarios, as illustrated in Figure 5.1. In the first scenario, which corresponds to the absence of predicted collisions within the merging zone. Triggered by the nominal behavior predictions, the decision is made to activate the nominal behavior. It is important to note that, even when the nominal behavior is initially activated, the safety criterion is continuously monitored through a feedback loop. If, at any point, the safety criterion predicts a collision within the merging zone, the decision-making level promptly activates the cooperative behavior to avert and avoid the collision risk. In the second scenario, where a predicted collision risk is present, the C-MCA activates the cooperative behavior (cf. Section 5.3).

In the following section, the details related to the nominal behavior are
given along with corresponding simulation results.

5.2 Nominal behavior

This section is dedicated to draw the explanation related to the nominal behavior part of the multi-behavior decision-making implemented in the C-MCA. Simulation results on an on-ramp merging scenario performed by the nominal behavior are presented in this section.

5.2.1 Overview of the nominal behavior part of the C-MCA

The goal of the nominal mode is to perform the merging maneuver while optimizing each vehicle’s dynamics w.r.t. their individual goals (cf. Figure 5.2). For instance, the highway vehicles have an already established highway dynamics, thus their aim is to keep tracking the latter. As for the merging vehicle, it aims to perform the merging maneuver while minimizing the merging time, and to not modify a lot its planned velocity (generally depending on the road velocity limitation).

This mode takes the assumption of a free merging zone. Consequently, no conflicting scenario is considered. It is important to note that this assumption permits to focus only on the vehicles’ dynamics, such as their individual goals are satisfied. Consequently, the safety criterion when generating the nominal mode is assessed by the decision-making level.

The nominal behavior of the highway vehicles consists of their initial dynamics through the merging maneuver. In fact, the highway vehicles have an already established dynamic when traveling in the highway (cf. Figure 5.2) (in general calibrated w.r.t. the maximum authorized highway velocity), thus in order to minimize velocity and acceleration changes w.r.t. their initial dynamics, the nominal behavior supposes that the highway vehicles have constant and equal to their initial velocity.

As for the merging vehicle in Figure 5.2, when navigating in the merging secondary road, its velocity is lower than the highway maximum authorized velocity. Since the merging vehicle goal is to perform the merging maneuver while minimizing the required time, the nominal behavior goal for the merging vehicle is to ensure the transition from its initial dynamic to its highway one. In order to establish this transition, a two sub-criteria
optimization formalization is proposed taking into account: the necessary merging time and its minimal acceleration profile (cf. eq. 5.1). The latter is correlated to the energy consumption of the merging vehicle while performing the merging maneuver.

The nominal behavior for the merging vehicle uses an optimization process to generate the velocity cycle given to the merging vehicle as an input. This velocity cycle has the responsibility of transitioning from the merging vehicle initial velocity toward the highway maximum authorized velocity (cf. Figure 5.2). The latter is based on a sigmoid function given in eq. 5.1.

\[
V(k) = V_{init}^m + \frac{V_{desired}^m - V_{init}^m}{1 - e^{-\alpha^*(k-\beta^*)}}
\]  

(5.1)

with \(V_{init}^m\) the initial velocity of the merging vehicle \(V_m\), and \(V_{desired}^m\) its desired velocity. The latter is based on \(V_{max}\), the maximum authorized velocity by the traffic laws on the traveled segment (cf. Figure 5.2). \(k\) represents the sample time. \(\alpha\) is the convergence rate of the sigmoid function while \(\beta\) is the mid-point time. \(\alpha^*\) and \(\beta^*\) are the optimal parameters that must be found by the optimization process in order to satisfy eq. 5.2.

\[
\min_{\alpha, \beta} \frac{\omega_1 \text{TravelTime}}{t} + \omega_2 \sum_{k=1}^{I_N} \left(\frac{a(k)}{\bar{a}}\right)^2
\]

so that

\[
-4[m/s^2] \leq a(k) \leq 4[m/s^2], \quad k \in \{1, I_N\}
\]

\[
V(k) \leq V_{max}, \quad k \in \{1, I_N\}
\]

The objective function used to find the optimal sigmoid parameters \(\alpha^*\) and \(\beta^*\) is given in eq. 5.2, it is composed of two sub-criteria weighted functions
with the help of $\omega_1$ and $\omega_2$. 1) The time related cost aims to minimize the required time ($TravelTime$) for $V_m$ to perform the merging. 2) The acceleration related cost aims to minimize the variation of the acceleration $a(k)$, $k \in \{1, I_N\}$ (considered lower than the maximal authorized acceleration) during the merging and $I_N$ is the number of time samples during the merging performed by the nominal behavior. Consequently, it results in an energy efficient merging maneuver from the $V_m$ perspective.

$l$ and $\bar{a}$ are the normalization terms. They represent respectively, $l$ the maximum time needed to perform the maneuver, which is obtained by imposing to $V_m$ to maintain its initial velocity during all the merging phase, and $\bar{a}$ the maximum acceleration from all the obtained acceleration profile $a(k)$.

5.2.2 Simulation results

In the simulation given in Figure 5.3, it is aimed to perform the merging scenario according to the nominal behavior. The merging vehicle $V_m$ initial pose is set to respect the safety requirement such as the nominal behavior is activated, in addition to a proper spacing of the highway vehicles $V_{hw_1,..,3}$ and $V_m$. The simulation video can be found in https://youtu.be/8Cqw7GEFKd4.

Figure 5.4 presents the Euclidean in-between distances. During the merging scenario, it can be noticed that both the distance between the merging vehicle $V_m$ and the highway vehicles $V_{hw_2}$ and $V_{hw_3}$ are above the minimum in-between distance meaning that the safety requirement is respected with the help of the nominal behavior.
5.2 Nominal behavior

The vehicles’ velocity cycles and the corresponding acceleration profiles are depicted in Figure 5.5. In the merging road (where \( V_m \) is located initially) the maximum authorized velocity is 80 km/h (cf. Figure 5.3), consequently, \( V_m \) velocity profile converges toward the maximum authorized velocity, while respecting the maximum allowed acceleration by the nominal behavior (cf. Figure 5.5, Acceleration profiles). When \( V_m \) enters the highway through the merging zone, the maximum authorized velocity becomes 130 km/h (cf. Figure 5.3). Consequently, its velocity cycle increases from 80 km/h toward 130 km/h, to decrease toward the highway velocity established at 110 km/h in order to guarantee an equal spacing policy w.r.t. the highway vehicles. As for the highway vehicles, their velocity is constant through the performance of the merging scenario as planned by the nominal behavior.

In the simulation results presented above, the safety requirement was respected following the nominal behavior. However, a collision may occur when following the dynamic generated by the nominal behavior. In this case, the multi-behavior decision-making level activates the cooperative behavior. The following section is dedicated to the presentation of the details related to the cooperative behavior.

**Figure 5.4.** Nominal behavior: progress of the Euclidean in-between distances
5.3 Cooperative behavior

The main goal of this section is to answer the following question: How to solve the conflict when occurred, with minimum changes imposed to the nominal behavior, while taking advantage of the MVS cooperative ability?

In order to solve a conflicting situation, the decision-making focuses on providing a safe passing order of the vehicles in the merging zone. Thus, this section delves into the details related to the selection of this safe passing order. In Section 5.3.1, the global concept of the passing sequence is presented as well as the establishment of the possible passing orders. Followed by Section 5.3.1, where the evaluation and the selection of the desired passing sequence is discussed. This section ends with a dedicated simulation results part, where several simulation scenarios were built to test the cooperative behavior ability to solve conflicting situation even in highly dynamic environments.
5.3 Cooperative behavior

5.3.1 Passing sequence selection

The merging zone (cf. Figure 5.7) is a shared topological resource between the highway vehicles and the merging vehicles. The cooperation behavior part of the C-MCA (cf. Figure 5.1 is activated when a collision may occur in the merging zone, and this if the nominal behavior is applied. Consequently, the cooperation protocol has the responsibility of setting a conflict-free passing sequence $sq$ of the vehicles in the merging zone. The passing sequence $sq$ designs the order on which the vehicles pass the merging zone. Once $sq$ is selected, it will be translated to a desired formation virtual shape with the help of the formation coordinates, which constitute the input of the cooperative trajectory planning level (cf. Chapter 4).

Through the analysis of the prediction based on the nominal behavior, given in Section 5.3.1, it is proposed to delve into the details of the selection of the potential passing sequence. The selected passing sequence is evaluated through a prediction of the MVS corresponding dynamics. Section 5.3.2 delves into the process of the optimal passing sequence.

Potential passing sequences

The selection of the cooperative behavior passing sequence is based on the safety information obtained by the prediction of the vehicles’ dynamics following the nominal behavior. In other terms, based on the predicted behavior, the collision is virtually simulated in order to extract the following information: The Collision Time (CT), the Collision Partner (CP), and an image of the merging scenario at CT, the latter is used in order to analyze the potential collisions, build a list of collision partners. Figure 5.6 presents the flowchart illustrating this procedure.

The image of the merging scenario at CT is used in order to build the list of potential passing sequences. The proposed strategy detects all the potential MVS in-between collisions and classify them in term of riskiness. In Figure 5.7, the image of the merging scenario at CT, where the virtual projection of the merging vehicle $V_{m}^{end}$ and the first collision partner $V_{CP_{1}}$ are expected to collide at $t = CT$.

For instance, the list of the potential passing sequences for the scenario in Figure 5.7 can be built as follows:

---

2The potential collisions are evaluated and classified in terms of their priority. The classification is based on the distance w.r.t. merging zone.
Launch prediction based on the nominal behavior

Is nominal safe?

Launch the nominal behavior

Get collision data:
- Get Collision Time $CT$
- Get Collision Partner $CP$
- Get image of the scenario at $CT$

Launch the cooperative behavior

End of merging maneuver

**Figure 5.6.** Flowchart of the prediction based on the nominal behavior

**Figure 5.7.** Image of the merging scenario at $t = CT$ (Collision Time)

1. The merging vehicle in-between both of the highway vehicles, $sq(1)$:
   - $V_{CP_1}$,
   - $V_m, V_{hw_2}$

2. The merging vehicle in front of both of the highway vehicles, $sq(2)$:
5.3 Cooperative behavior

\[ V_m, V_{CP_1}, V_{hw_2} \]

3. The merging vehicle in the back of both of the highway vehicles, \( sq(3) \):
\[ V_{CP_1}, V_{hw_2}, V_m \]

In crowded and highly dynamic environment such as the highway, the established list of potential passing sequences can be unsafe. Thus, the potential passing sequence list is augmented with additional potential passing sequences that take into account lane change of the highway vehicles.

1. \( V_{CP_1} \) changes lane such as the merging vehicle takes its place, \( sq(4) \):
\[ V_{CP_1 \rightarrow 2}, V_m, V_{hw_2} \]

2. \( V_{CP_2} \) changes lane such as the merging vehicle has enough space to merge, \( sq(5) \):
\[ V_{CP_1}, V_m, V_{hw_{2\rightarrow 2}} \]

Once the list of the potential passing sequences is established, it has to be evaluated. The following section is dedicated to draw the details of the selection of the suitable passing sequence.

5.3.2 Suitable passing sequence

The suitable passing sequence defines the passing order of the vehicles in the merging zone that solves the collision problem occurred when following the MVS nominal behavior, and that imposes the least changes w.r.t. the MVS nominal dynamics. In other terms, the MVS nominal dynamics are used as a reference dynamics in order to find the closest cooperative behavior to the nominal one, by evaluating the cooperative behavior dynamics that allow to perform safely the potential passing sequence safely.

Figure 5.8 presents the flowchart of the selection of the passing sequence through an evaluation process. The evaluation of each potential passing sequence is described in Section 5.3.2.1, it is based on several quantifiable criteria such as the safety and the dynamics related to the passing sequence. The evaluation focuses also on the altruistic character of the chosen passing sequence. The details of the latter are discussed in Section 5.3.2.2.

In order to evaluate the performance of the passing sequence selection algorithm, two illustrative scenarios are studied in Section 5.4.
Figure 5.8. The flowchart of the MVS passing sequence in the merging zone selection strategy.
5.3.2.1 Global cooperation cost function

A global cooperation cost function $J_G$ is used to evaluate the level of cooperation related to the different passing sequences $sq$. It uses the initial conditions of the highway vehicles $V_{hw}$ as a reference to define the cooperation effort, and the nominal behavior (cf. Section 5.2) to compare the performance of the merging vehicles $V_m$. It can be written as:

$$J_G(sq(j)) = \sum_{i=1}^{N} \omega_i J_i$$  \hspace{1cm} (5.3)

$$\sum_{i=1}^{N} \omega_i = 1$$  \hspace{1cm} (5.4)

$\omega_i$ represents the participation weight given to the vehicle $V_i$ and it respects the expression given in eq. 5.4. $i \in N$ represents the index of the $N$ vehicles part of the considered formation. $J_i$ given in eq. 5.5 is the individual cost function related to each considered vehicle.

$$J_i = \omega_{safe} J_{safe}^i + \omega_{Acc} J_{Acc}^i + \omega_{KE} J_{KE}^i + \omega_{NC} J_{NC}^i, \quad \forall i \in N$$  \hspace{1cm} (5.5)

with:

$$\omega_{safe} + \omega_{Acc} + \omega_{KE} = 1$$  \hspace{1cm} (5.6)

$$\omega = \{\omega_{safe}, \omega_{Acc}, \omega_{KE}, \omega_{NC}\}$$  \hspace{1cm} (5.7)

$\omega$ is the set containing the participation weights given to each sub-cost part of the individual cost $J_i$. The non-collaborative weight is used in addition of including non-cooperative vehicle part of the C-MCA, to calibrate the cooperation efforts related to every vehicle. Thus, $\omega_{NC}$ can only take two states; when the vehicle is said to be cooperative $\omega_{NC}$ is null, in contrast, when the vehicle is said to be not cooperative $\omega_{NC}$ is equal to big value, allowing to not consider the corresponding solution. The cost $J_i$ is composed of the four components described above:

(a) The safety related cost $J_{safe}^i$ considers the Euclidean inter-vehicular distances in between the vehicles part of the formation. It can be written as in eq. 5.8:

$$J_{safe}^i = \frac{\sum_{k=1}^{L_S} \frac{1}{EucDist(\{X_{V_i}(k), X_{V_j}(k)\}; \forall i \in N, j \neq i)} \cdot \frac{1}{d_{safe}}}{\sum_{k=1}^{L_S} \frac{1}{d_{safe}}}, \quad \forall i \in N$$  \hspace{1cm} (5.8)
$d_{safety}$ is the safety distance that needs to be always respected between the vehicles. It corresponds to twice the radius of the safety circle around the vehicle (cf. Figure 5.7). The latter is chosen to take into account the dimensions of the vehicle in addition of a certain offset. $I_S$ represented the time samples needed to perform the merging with the help of the cooperative behavior. It is used here to normalize the safety cost.

(b) The cost related to the dynamics of the vehicles $J_m^{\text{Acc}}$ utilizes the acceleration. This cost aims to minimize the gap between the nominal dynamic and the cooperation-based dynamic related to $V_m$, $\forall m \in \mathbb{M}$. The subset $\mathbb{M}$ with $\mathbb{M} \subseteq N$ contains only the $m$-indexes of the merging vehicles $V_m$ (cf. Figure 5.7).

\[
J_m^{\text{Acc}} = \left| \frac{1}{I_N} \sum_{k=1}^{I_N} \left[ \frac{a_m^{\text{nominal}}(k)}{a_m^{\text{nominal}}} \right]^2 - \frac{1}{I_S} \sum_{k=1}^{I_S} \left[ \frac{a_m^S(k)}{a_m^S} \right]^2 \right|, \quad \forall m \in \mathbb{M} \quad (5.9)
\]

As for the highway vehicles $V_{hw}$, their dynamics are represented with the cost $J_{hw}^{\text{Acc}}$. $\forall \ hw \in \mathbb{H}$. The subset $\mathbb{H}$ with $\mathbb{H} \subseteq N$ contains only the $hw$-indexes of the highway vehicles $V_{hw}$ (cf. Figure 5.7).

\[
J_{hw}^{\text{Acc}} = \frac{1}{I_S} \sum_{k=1}^{I_S} \left[ \frac{a_{hw}^S(k)}{a_{hw}^S} \right]^2, \quad \forall \ hw \in \mathbb{H} \quad (5.10)
\]

with $a_m^S$ and $a_{hw}^S$ being respectively, the acceleration profile of the $V_m$ and $V_{hw}$ during the merging scenario under the cooperation behavior. $a_m^{\text{nominal}}$ and $a_{hw}^{\text{nominal}}$ are the maximum acceleration with the nominal behavior (cf. Section 5.2) and with the cooperation behavior, respectively. The latter are used to normalize the acceleration cost.

(c) The cost related to the energy generated by the cooperative behavior is characterized by the kinetic energy used by the vehicles (cf. eq. 5.11 and eq. 5.12). The kinetic energy related cost has two objectives: 1) It gives the energy consumption of the vehicle even at zero acceleration. 2) Since it includes the weight of the vehicle, it allows for instance the distinction of the efforts asked to be done by a truck and a light-weight vehicle.

Same as for the dynamic related cost, the nominal dynamic (cf. Section 5.2) is used to evaluate and minimize the gap between the nominal
behavior dynamic and the cooperation one. Thus, the kinetic energy cost for the merging vehicle is shown in eq. 5.11.

\[ J_{KE}^m = \frac{1}{2} m_V \left[ \frac{1}{I_N} \sum_{k=1}^{I_N} \left( \frac{V_{m,k}^{nominal}}{V_{m,k}^{nominal}} \right)^2 - \frac{1}{I_S} \sum_{k=1}^{I_S} \left( \frac{V_{m,k}^S}{V_{m,k}^S} \right)^2 \right], \quad \forall m \in M \]  

(5.11)

The kinetic energy related to the highway vehicles is noted \( J_{KE}^{hw} \) and it is given in eq. 5.12.

\[ J_{KE}^{hw} = \frac{1}{2} m_{V_h} \left( \frac{1}{I_S} \sum_{k=1}^{I_S} \left( \frac{V_{ref,k}^S - V_{hw,k}^S}{\max(V_{ref,k}^S, V_{hw,k}^S)} \right) \right)^2, \quad \forall hw \in H \]  

(5.12)

with \( m_V \) being the weight of the vehicle. \( V_{m,k}^S \) and \( V_{hw,k}^S \) are the velocity profiles of both \( V_m \) and \( V_{hw} \), respectively, during the merging scenario under the cooperation behavior. \( V_{ref,k}^S \) is the desired velocity of the \( V_{hw} \).

The term \( \max(V_{ref,k}^S, V_{hw,k}^S) \) is used for the normalization of the kinetic energy cost.

### 5.3.2.2 Altruistic passing sequence

The fourth term of the individual cost function is the non-collaborative cost. Its objective is to ensure the avoidance of extensive cooperation efforts from the perspective of the \( V_{hw} \). In fact, the highway MVS are said to be altruistic, in other terms, they are set as collaborative by definition. However, the cost in eq. 5.13 plays the role of the cooperation threshold from the \( V_{hw} \) perspective. The threshold represents the maximum cooperation tolerance of the highway vehicle. Consequently, when a passing order \( sq \) orders the \( V_{hw} \), an effort above its effort’s threshold, the non-collaborative cost is maximized.

\[ \omega_{NC} = \begin{cases} 0 & \text{for } J_{NC} < \text{threshold} \\ \inf & \text{for } J_{NC} \geq \text{threshold} \end{cases} \]  

(5.13)

The non-collaborative cost \( J_{NC} \) represents the highway vehicle cooperation effort. In fact, the nominal behavior is said to be the best behavior, thus, \( J_{NC} \) aims to quantify the gap separating the dynamics imposed by the cooperative behavior in comparison to the nominal ones. The non-cooperative cost \( J_{NC} \) is given in equation in eq. 5.14.

\[ J_{NC} = \left| \frac{J_{cooperation} - J_{nominal}}{J_{nominal}} \right| \]  

(5.14)
with $J_{\text{cooperation}}$ and $J_{\text{nominal}}$ being the cooperation-related and the nominal-related costs, respectively. Both of the costs are given in eq. 5.15 and eq. 5.16, respectively.

$$J_{\text{nominal}} = \sum_{k=1}^{I_N} \frac{V(k)_{\text{nominal}}}{V_{\text{nominal}}} + \sum_{k=1}^{I_N} \frac{a(k)_{\text{nominal}}}{a_{\text{nominal}}}$$  \hfill (5.15)

$$J_{\text{cooperation}} = \sum_{k=1}^{I_S} \frac{V(k)_{\text{cooperation}}}{V_{\text{cooperation}}} + \sum_{k=1}^{I_S} \frac{a(k)_{\text{cooperation}}}{a_{\text{cooperation}}}$$  \hfill (5.16)

where \(\{V_{\text{nominal}}, a_{\text{nominal}}\}\) are the velocity and the acceleration profile generated by the nominal behavior, and \(\{V_{\text{nominal}}, a_{\text{nominal}}\}\) are their maximum values. \(\{V_{\text{cooperation}}, a_{\text{cooperation}}\}\) are the velocity and the acceleration profile generated by the cooperative behavior, and \(\{V_{\text{cooperation}}, a_{\text{cooperation}}\}\) are their maximum values.

## 5.4 Simulation results

The proposed decision-making level part of C-MCA was designed to select the appropriate behavior of the MVS when performing the merging. As stated above, two behaviors are implemented in the C-MCA, so that the MVS prioritize a nominal merging maneuver when possible. If needed, the MVS is expected to cooperate in order to overcome the collision risk related to the merging, without neglecting the dynamics of the vehicles part of it.

In this section it is proposed through two illustrative scenarios to study and evaluate the decision chosen by the decision-making level. Thus, the C-MCA is asked to solve both scenarios, as well as to evaluate the solution through the prism of the safety, feasibility and energy efficiency related to the MVS. The simulations were conducted using Matlab/Simulink and SCANeR studio simulator 1.2.1.2.

The first scenario aims to test the C-MCA ability to solve a conflicting on-ramp merging on highway. Based on the passing sequence selected by the decision-making level, the E-CORM is tasked to generate the required MVS dynamics needed w.r.t. the passing sequence. The details and the results related to this first scenario are presented in this section.

In addition to find a suitable solution, the C-MCA needs to assess the safety criterion and when needed, online resolve conflicting scenarios. The second scenario was built to test this particularity. Thus, with the help of the
cooperative optimization free formation reconfiguration framework seen in Section 4.4, a dynamic scenario is proposed where the C-MCA performed the merging safely.

**Scenario 1**

The following simulation presents an on-ramp merging on highway performed by four vehicles (three highway vehicles $V_{hw1}$, $V_{hw2}$, $V_{hw3}$ and the merging vehicle $V_m$) being part of the MVS (cf. Figure 5.9). In order to study the C-MCA ability to solve conflicting mergings, the MVS vehicles are placed in positions where the safety criterion is triggered (cf. Figure 5.9). Thus, the cooperation behavior is activated in order to solve the conflict occurred in the merging zone. The simulation video related to this scenario can be found in [https://shorturl.at/gjGKL](https://shorturl.at/gjGKL).

![Figure 5.9](image)

**Figure 5.9.** Scenario 1: Illustration of the on-ramp merging on highway scene. The initial shape of the formation under the communication range of the RSU is represented, along with the desired shape.

Figure 5.10 (b.1) shows the formation shape when the merging is being performed by the nominal behavior. In fact, a collision is detected between the merging vehicle and the highway vehicle at $t = 3.6s$. Consequently, the cooperative behavior is asked to solve the predicted collision. Thus, a list of potential passing sequences was built. In Table 5.1 the results of the best passing sequence is shown.

Several passing sequences were tested and evaluated in terms of their safety, comfort and energy efficiency. The passing sequence selected by the cooperation behavior is $sq = \{V_{hw1}, V_{hw2}, V_{hw3}, V_m\}$ (cf. Table 5.1). Figure 5.10 (b.2) shows the formation shape when merging vehicle enters the merging zone at $t = 3.6s$. It can noticed that the selected passing sequence
Figure 5.10. Evolution of the formation’s shape during the on-ramp merging on highway.

Table 5.1. Scenario 1: Numerical results of the cooperation behavior

<table>
<thead>
<tr>
<th>sq</th>
<th>$V_{hw_1}$, $V_{hw_2}$, $V_{hw_3}$, $V_m$</th>
<th>$V_{hw_1}$, $V_{hw_2}$, $V_m$, $V_{hw_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_G$</td>
<td>0.1159</td>
<td>0.1642</td>
</tr>
<tr>
<td>$J_{safe}$</td>
<td>0.0705, 0.0884, 0.1058, 0.1031</td>
<td>0.0871, 0.0894, 0.1451, 0.1031</td>
</tr>
<tr>
<td>$J_{acc}$</td>
<td>0, 0, 0.1290, 0.0571</td>
<td>0, 0, 0.1188, 0.0971</td>
</tr>
<tr>
<td>$J_{KE}$</td>
<td>0, 0, 0.0574, 0.1159</td>
<td>0, 0, 0.1405, 0.1509</td>
</tr>
</tbody>
</table>
has solved the collision occurred when following the nominal behavior. In Figure 5.10 (c), the formation shape at the end of the merging maneuver is illustrated, where the MVS follows a platoon-based formation shape as expected.

The Euclidean distances within the MVS are given in Figure 5.11, where conflict between the merging vehicle \( V_m \) and the highway vehicle \( V_{hw_3} \) can be noticed around \( t = 3.6s \) (cf. Figure 5.11, in dashed magenta). Thanks to the cooperation behavior part of the C-MCA, the conflict is solved, where the Euclidean distance between \( V_m \) and \( V_{hw_3} \) is always greater than the minimum allowed safety distance (cf. Figure 5.11, in blue plot).

![Figure 5.11. Euclidean in-between distances within the formation](image)

The overall MVS reconfiguration during the merging respects the safety criterion, since the rest of the vehicles Euclidean in-between distances are all greater than the minimum safety distance.

The velocity profiles of the vehicles corresponding to the selected passing sequence \( sq \) (cf. Table 5.1) are depicted in Figure 5.12 (a). The velocity profiles respect the maximum authorized velocity (80 \( km/h \) in segment A and 130 \( km/h \) in segment B). Since the highway vehicle \( V_{hw_3} \) is expected to be ahead of the merging vehicle, it has to accelerate in order to reduce its spacing w.r.t. \( V_{hw_2} \). The merging vehicle has a lower initial velocity in comparison to the highway vehicles. Consequently, it has to accelerate,
while respecting the authorized maximum velocity in each traveled segment, in order to respect the selected passing sequence \( sq \). The final velocity of the MVS corresponds to the reference vehicle \( V_{hw1} \) velocity in order to be able to maintain the desired platoon shape with equal in-between distances. The overall acceleration profiles respect the maximum and minimum authorized limits (cf. Figure 5.12 (b)).

Figure 5.12. The vehicles’ velocity and acceleration profiles
Scenario 2

The goal of this scenario is to evaluate the capacity of the C-MCA to access the safety criterion of the MVS during the merging maneuver, while being able to solve online conflicting situation when occurred. Consequently, an unforeseen event is introduced to the studied scenario at $t = 8s$. The scenario is divided into two parts, the first part is related to the merging scenario before $t = 8s$, while the second part focuses on the effects of the unexpected introduced event and its begins after $t = 8s$. The simulation video can be found in https://youtu.be/u0LRJbOW94M.

The scenario in figure 5.13 uses a formation of five vehicles that participate into the on-ramp merging on highway. The initial position of the merging vehicle $V_m$ is configured to trigger the safety criterion part of the proposed C-MCA, in Figure 5.14 (a) Initial shape of the formation, the initial vehicles positions are illustrated with the help of the snapshot from the SCAnR studio engine. Consequently, it is the cooperative behavior that will generate the vehicles’ dynamics in order to perform the merging maneuver. In Table 5.2, the numerical results of the cooperative behavior are shown. The $sq = \{V_{hw_1}, V_{hw_2}, V_m, V_{hw_3}\}$ is the best passing sequence according to the cooperative behavior (cf. Section 5.3).

![Figure 5.13](https://youtu.be/u0LRJbOW94M)

---

**Figure 5.13.** Scenario 2: Illustration of the on-ramp merging on highway scene. The initial shape of the formation under the communication range of the RSU is represented, along with the desired shape (Simulation video: https://youtu.be/u0LRJbOW94M)
Figure 5.14. Illustrative snapshots obtained from the SCANeR studio engine presenting the evolution of the formation during the merging maneuver.
Table 5.2. Scenario 2.1: Numerical results of the cooperation behavior before $t = 8s$

<table>
<thead>
<tr>
<th>$sq$</th>
<th>$V_{hw_1}, V_{m}, V_{hw_2}, V_{hw_3}$</th>
<th>$V_{hw_1}, V_{hw_2}, V_{m}, V_{hw_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_G$</td>
<td>0.196</td>
<td>0.181</td>
</tr>
<tr>
<td>Vehicle id</td>
<td>hw$_1$</td>
<td>m</td>
</tr>
<tr>
<td>$J_{safe}$</td>
<td>0.125</td>
<td>0.15</td>
</tr>
<tr>
<td>$J_{acc}$</td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td>$J_{KE}$</td>
<td>0.127</td>
<td>0.586</td>
</tr>
</tbody>
</table>

However, around $t = 8s$, the fifth vehicle decides to join the formation (cf. Figure 5.14 (b)). As a result, the initial passing sequence no longer satisfies the safety requirement, prompting the cooperative behavior to recalculate a suitable $sq$ to ensure safe reconfiguration. Four passing sequences were considered by the cooperative behavior part of the C-MCA. In Table 5.3, the numerical results of the two best $sq$ are presented.

Table 5.3. Scenario 2.2: Numerical results of the cooperation behavior after $t = 8s$

<table>
<thead>
<tr>
<th>$sq$</th>
<th>$V_{hw_1}, V_{hw_2}, V_{m}, V_{hw_4}, V_{hw_3}$</th>
<th>$V_{hw_1}, V_{hw_2_{-1}}, V_{m}, V_{hw_4}, V_{hw_3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_G$</td>
<td>0.267</td>
<td><strong>0.242</strong></td>
</tr>
<tr>
<td>Vehicle id</td>
<td>hw$_1$</td>
<td>m</td>
</tr>
<tr>
<td>$J_{safe}$</td>
<td>0.104</td>
<td>0.358</td>
</tr>
<tr>
<td>$J_{acc}$</td>
<td>0</td>
<td>0.11</td>
</tr>
<tr>
<td>$J_{KE}$</td>
<td>0.127</td>
<td>0.402</td>
</tr>
</tbody>
</table>

The $sq = V_{hw_1}, V_{hw_{2-1}}, V_{m}, V_{hw_4}, V_{hw_3}$ is the best passing sequence. The $V_{hw_2}$ is asked to change the lane from lane 1 to lane 2 (cf. Figure 5.14 (c) Formation shape at the merging zone). The simulation results obtained following the selected $sq$ are presented in the following figures.

In Figure 5.15, the longitudinal and the lateral coordinates of the formation are presented. The green shaded part is related to the merging vehicle traveling in segment A, while the red shaded part related to the segment B. The inclusion of the fifth vehicle at $t = 8s$ stimulated the reactivity of the C-MCA, leading to a switch in the configuration at $t = 8s$ (cf. Figure 5.15). The continuity of the reconfiguration is ensured formally by the optimization-free formation reconfiguration framework presented in Section 4.4. The selected $sq$ requires a lane change of $V_{hw_2}$, what can be seen in its lateral coordinate plot. The merging vehicle exits the merging road to join the highway desired lane according to its lateral coordinate plot. The desired shape of the formation is a platoon formation for the vehicles traveling on the same lane with equal spacing w.r.t. the reference vehicle.
The Euclidean in-between distances are presented in Figure 5.16. The highway vehicle $V_{hw_2}$ and the merging vehicle travel in two different lanes in the desired formation shape, but placed according to the same longitudinal coordinate w.r.t. the reference vehicle $V_{hw_1}$. Consequently, the Euclidean distance between these two vehicles is above $d_{safe}$, due to the existence of only the lateral separation (two different lanes). The rest of the Euclidean distances are all greater than $d_{safe}$, thus the merging can be considered as a safe maneuver.

The velocity profiles of the vehicles part of the MVS performing the merging
Figure 5.16. The Euclidean in-between distances are displayed in Figure 5.17. As can be seen, the formation switch at $t = 8s$ created a dynamic switch in the merging vehicle velocity profile. The rest of the vehicles’ velocity profiles respect the maximum authorized velocity in the traveled segment.

Figure 5.17. The vehicles’ velocity profiles

5.5 Conclusion

This chapter has provided an in-depth exploration of the multi-behavior decision-making strategy within the proposed C-MCA. The decision-making strategy is structured around two distinct behaviors:
The nominal behavior: This behavior is specifically crafted to execute the merging maneuver while ensuring the fulfillment of individual vehicle goals.

The cooperative behavior: Activated by the decision-making level when the safety requirement is not met by the nominal behavior, the cooperative behavior aims to address merging conflicts by generating a safe passing sequence. The particularity of the generated passing sequence lies in the selection process governing its generation. Notably, the cooperative behavior is proposed to produce MVS dynamics that maintain the satisfaction of individual vehicle goals, while solving the merging conflict. Thanks to the altruistic passing sequence selection strategy that permits to exclude the passing sequence that do not meet the vehicle’s individual goals.

The performance of the proposed multi-behavior decision-making strategy was evaluated through simulation scenarios, where both of the nominal and the cooperative behavior have been activated.
General conclusion and future works

General conclusion

The research work presented in this PhD manuscript delves into the challenging yet auspicious domain of Multi-Vehicle System (MVS) in the context of autonomous transportation. The overarching aim of the study has been to address the challenges associated with MVS coordination in complex and dynamic scenarios, particularly focusing on on-ramp merging and navigation in formation on highway.

The investigation into the context highlighted both the benefits and challenges posed by the widespread use of transportation systems. Notably, human errors have been identified as the main cause of accidents, motivating the exploration of autonomous vehicles (AVs) technology as a promising solution. The focus shifted towards MVS, in fact, the identified challenging scenarios require a motion coordination ability that the AVs do not explicitly include part of their abilities. This AVs limitation sets the stage for the presentation of the MVS paradigm, emphasizing the recognition of their potential to enhance safety, passenger comfort, and energy efficiency in various scenarios.

The conceptual idea behind this PhD work is to take advantage of the MVS cooperative ability to tackle the challenging scenario of on-ramp merging on highway. In other terms, the formation control concept part of the MVS paradigm was used to synchronize the vehicles’ motion during the merging, while satisfying both of the individual vehicles’ objectives and the MVS overarching goal. Consequently, threefold objectives were identified: (1) Formalizing the problem of MVS on-ramp merging on dense highway, (2) Developing navigation strategies for MVS in formation suited for the tackled scenario, and (3) Design a cooperative and altruistic decision-making level
that promotes the MVS advantages. These objectives collectively led to the design of the proposed Cooperative Multi-Controller Architecture (C-MCA).

The C-MCA, originally inspired from the foundational multi-controller architecture, focuses on both of the decision-making and the planning levels to mitigate the challenges related to MVS on-ramp merging. The decision-making level is based on the proposed multi-behavior decision-making strategy. This strategy comprises a nominal behavior, crafted for executing the merging maneuver while ensuring the vehicle’s individual goal. The latter is activated when the generated vehicle dynamics satisfy the safety requirement. Otherwise, the C-MCA takes the responsibility of solving the merging conflict. To this aim, the altruistic passing sequence selection strategy is proposed, designed to satisfy both of the individual vehicles’ goals and the MVS overarching goal, it decides on the MVS vehicles’ passing sequence in the merging zone. This decision is motivated through the prism of safety, passengers’ comfort, and energy efficiency.

Under the planning level, both of the C-MCA main behaviors have their assigned controller, designed to meet their specifications. For instance, the cooperative behavior controller’s goal is to translate the passing sequence to the MVS vehicles’ dynamics. The translation is based on the dynamic formation reconfiguration approach. The first proposed reconfiguration approach, named Constrained Optimal Reconfiguration Matrix (CORM), rooted on the virtual structure approach for formation modeling, and the proposed constrained inter-target distance matrix for formation control, which has several limitations, mainly in highly dynamic and structure environment. These limitations were the motivation of the second formation reconfiguration approach, named Extended Constrained Optimal Reconfiguration Matrix (E-CORM). The E-CORM mitigates the CORM’s limited flexibility with the help of the proposed trajectory segmentation strategy, but still depends on a time-consuming optimization algorithm that does not align with the objectives of this work. Consequently, the third proposed approach, Formation Reconfiguration Approach based on Online Control Strategy (FRA-OCS), took advantages from both of the CORM and E-CORM to online control the formation reconfiguration according to the selected passing sequence.
Perspectives and future works

The diverse contributions presented in this PhD manuscript could lead to the introduction of a novel approach for understanding MVS navigation in intricate scenarios requiring motion synchronization, notably in situations such as on-ramp merging on highways. Consequently, the developments made in this PhD work are expected to facilitate the exploration and expansion of several research areas within the realms of MVS navigation in complex scenarios, formation control, and multi-criteria decision-making. The subsequent section provides a concise overview of the key research endeavors we intend to undertake in the near future.

Extend the cooperative multi-controller architecture to meet the robustness requirement

Our primary focus was on addressing the challenge of MVS safely navigating on-ramp merging on highways. To tackle this, we developed the C-MCA, drawing inspiration from the AV control architecture and the foundational multi-controller architecture. Our objective was to emphasize decision-making and planning levels to effectively handle the specific scenario. Enhancing the robustness of the C-MCA emerged as a crucial aspect in our effort to improve its genericity, with two key factors demanding attention: uncertainty and communication-related issues.

Robustness entails constructing a control architecture capable of handling multiple sources of uncertainty, whether preexisting or introduced during processing. Uncertainty may arise from various origins, such as local or distant sources of uncertainty, regarding for instance sensor observations in the AV or uncertainty in the environmental scenario communicated by peer vehicles. These uncertainties persist not only when addressing individual vehicles but also when dealing with a group of vehicles represented by the MVS. Consequently, accounting for uncertainty becomes imperative in the decision-making process. Establishing a decision-making layer capable of, (i) estimating the current safety state considering uncertainty, (ii) assessing the risk of future situations and propagating uncertainty, and (iii) conducting risk assessment and management to devise a fail-safe strategy when both nominal and cooperative behaviors fall short of ensuring the safety requirement.

Furthermore, the robustness of the control architecture is closely linked to its dependency to communication. Communication introduces challenges
such as delays in sending and receiving information, packet losses, and potential cyber attacks. To mitigate these communication-related issues, a prudent approach involves minimizing the control architecture’s reliance on communication. When constructing a control architecture that utilizes communication, efforts should be made to minimize it to the bare minimum, employing tools like architecture distribution and predictions of the vehicle behavior using approaches such as game theory.

**Improve the metrics part of the multi-criteria decision-making level**

To determine an optimal passing sequence for the MVS within the merging zone, the decision-making level employs a multi-criteria objective function. This function’s assessment relies on three sub-criteria: safety, evaluated using the Euclidean distance; passenger comfort, assessed through acceleration changes; and energy efficiency, estimated by considering both acceleration and kinetic energy.

In the context of enhancing the C-MCA efficiency, an avenue worth exploring involves refining the metrics used to evaluate the multi-criteria objective function. Specifically, for safety evaluation, adopting the Extended Time-To-Collision (E-TTC) [116] metric can be beneficial. E-TTC provides comprehensive information on safety between two vehicles by incorporating not only the relative Euclidean distance but also information about relative velocity.

Regarding energy estimation, an enhanced energy consumption estimator based on the Electrical Vehicle (EV) model was developed \(^3\). This estimator leverages a detailed low-level modeling of the EV to generate an estimation of the state of charge variable during normalized velocity cycles (e.g., NEDC, WLTP). Unfortunately, due to time constraints, the results of this improved estimator could not be incorporated into the findings if this PhD manuscript.

**Extend the contributions to other scene representations**

The following potential use-cases have been identified for investigation to validate the versatility of the proposed C-MCA:

\(^3\)The improved energy consumption estimator was developed by L. Midelet, L. Saidi, L. Adouane and R. Talj
– Multi-lane CACC: the proposed C-MCA was successfully used in order to perform platoon navigation. One extension of this application is by tackling multi-lane formation navigation (multi-lane CACC).

– Intersection crossing: in addition to on-ramp merging, intersections are also considered as challenging scenarios in the literature. In fact, intersections and on-ramp merging have many similarities such as overlapping trajectories and bottlenecks caused by idling vehicles. Thus, motion coordination through the passing sequence selection can be considered to overcome the intersection crossing challenges.

Simulation and experimentation

The majority of the proposed methodologies have been substantiated primarily through extensive simulation work. Consequently, there is a compelling need to transition the proposed Formation Reconfiguration Approach base on an Online Control Strategy and the multi-behavior decision-making from simulated environments to practical implementations on multiple real-world vehicles or within a large-scale simulation grounded in real-world traffic data. This transition presents a host of technical challenges, including ensuring the reliable implementation of software components and addressing the functional safety concerns inherent to automobile operating systems.

Moreover, uncertainties surround these hierarchical layers, each comprising diverse components for collaborative functionality. Executing scenarios resembling on-ramp situations, even without the high dynamics’ characteristic of highway scenarios, necessitate either a controlled test environment equipped with an on-ramp or the legal authorization to use public on-ramps. For a more pragmatic approach, research could be conducted using small-scale vehicles within a confined highway environment. As highlighted in the state-of-the-art (Chapter 2), real-world experiments involving MVS technology particularly and AV globally remain a persisting challenge.
Appendices
Appendix A: The Road Side Unit (RSU)

According to [134], the RSU architecture is composed of two main modules, the perception module and the communication module.

– (a) The RSU perception module: It is equipped with an array of sensors such as cameras, RADAR, and LiDAR. The RSU significantly extends the range and reliability of perception compared to relying solely on the on-board sensors of the individual vehicles. This augmentation of perception capabilities plays a pivotal role in enhancing the overall safety and efficiency of the MVS. For instance, in [60], the authors introduced a novel application of the RSU involving a 360-degree LiDAR, transforming the RSU into a LiDAR-enhanced infrastructure. Similarly, in [156], a collaborative map-aided tracking system was proposed, combining an on-board LiDAR sensor and a road side vision system. This fusion of sensor data allowed for the broadcasting of detected objects, contributing to an improved situation awareness. Moreover, the work in [99], viewed the sensor infrastructure as a valuable tool for supporting various vehicles activities. This could involve enhancing agent-based vision systems or optimizing traffic management through more established motion coordination.

– (b) The RSU communication module: It utilizes stationary perception sensors that gather object detection and tracking data, and
through a data fusion process, it derives detailed object characteristics such as position, heading, and speed for each detected object. This capability allows the RSU to provide rich and comprehensive information about the detected object.

Additionally, the RSU employs the V2X communication technologies as discussed in section 3.3.1.2 to broadcast the objects' data as in Figure .18. Presently, V2X systems predominantly rely on two technologies: Dedicated Short-Range Communications (DSRC) and cellular-based V2X technology. These communication mechanisms enable the RSU to exchange critical information with nearby vehicles (cf. Figure .18); within the communication range of the communication devices, facilitating enhanced situational awareness and coordination with the MVS.
Appendix B: Safety insurance strategy part of the inter-target distance matrix

The inter-target error \( e_{f23} \) is defined as given in [241]:

\[
e_{f23} = f_2 - f_3 = -f_2^{\text{end}} + f_2 + f_3^{\text{end}} - f_3 + f_2^{\text{end}} - f_3^{\text{end}}
\] (17)

The inter-target distance can be expressed by:

\[
d_{TT}^2 = e_{f23}^T e_{f23}
\] (18)

eq. 18 is derivated in order to obtain the minimum inter-target distance:

\[
\frac{d(d_{TT}^2)}{dt} = 0
\] (19)

eq. 18 is replaced in eq. 19:

\[
2e_{f23}^T \dot{e}_{f23} = 0
\] (20)

eq. 20 can be written using the derivative of eq. 17 and eq. 4.5 as follows:

\[
e_{f23}^T \dot{e}_{f23} = 0
\]

\[
e_{f23}^T [\dot{e}_{f2} - \dot{e}_{f3}] = 0
\]

\[
e_{f23}^T [(a_2 + a_{23})e_{f2} - (a_3 - a_{23})e_{f3}] = 0
\] (21)

Using eq. 17 in eq. 21, it is obtained:

\[
e_{f23}^T [(a_2 + a_{23})e_{f2} - (a_3 - a_{23})(e_{f2} + e_{f23} - e_{f23}^{\text{end}})] = 0
\]

\[
e_{f23}^T [(a_2 - a_3 + a_{23})e_{f2} + (a_2 - a_3)e_{f23} - (a_2 - a_2)e_{f23}^{\text{end}}] = 0
\] (22)

Using eq. 19 and eq. 22, the condition linking the minimum inter-target distance \( D_{TT} \) and gains of the reconfiguration matrix \( A \) can be formulated by:
\[ e_{f_{23}}^T \left[ \frac{a_2 - a_3 + a_{23}}{a_3 - a_{23}} e_{f_2} + e_{f_{23}}^{\text{end}} \right] \geq \frac{D_T^2}{T} \]  \tag{23}

Thus, the values of \( a_2, a_3, \) and \( a_{23} \) must be chosen to satisfy eq. 23.
Appendix C: Simulation tools

Developing an MVS necessitates utilizing accurate simulation tools. These tools typically provide confident vehicle models and environments, which are well-suited for analyzing, validating, and optimizing autonomous systems. In [222], the authors conducted a comprehensive review of the latest advancements and analyses concerning simulation tools.

The algorithms proposed in this PhD study underwent testing within a simulation environment. Specifically, the decision, planning, and control modules of the C-MCA framework were developed using Matlab (cf. Figure .19), with the simulation executed through Simulink.

Initially, the Unreal Engine 3D was employed to recreate the on-ramp merging scenario. To bridge the gap between Simulink and the Unreal Engine, a connecting interface was established, facilitating the integration of the simulation and 3D components, such as vehicle motion. In the Unreal Engine tier (see Figure .19), the 3D model and environment utilized for the simulation were constructed based on the Unreal Engine platform. The simulation environment represents a response to the on-ramp merging scenario within the module, with virtual vehicles comprising models of the vehicles and sensor modules. Lastly, the bridge module facilitates communication between Simulink and the Unreal Engine tier.

![Diagram](image_url)

**Figure .19.** The overall simulation architecture

The virtual vehicle module within Unreal Engine employs a kinematic vehi-
cle model, which represents a significant limitation. To address this drawback, SCANeR studio was utilized. Besides its integration of an advanced dynamic model of the vehicle, SCANeR stands out as one of the most comprehensive solutions for automotive simulation, enabling users to configure, prepare, execute simulations, and analyze outcomes effectively. Its versatility proved especially valuable for scenarios involving multiple vehicles, such as MVS. Integration of the SCANeR studio simulation solution followed the same architectural framework as previously depicted (refer to Figure .20).

![Figure .20. The overall simulation architecture](image-url)
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Ai-je agi comme il le fallait ?
– Tu as agi comme il le fallait, dit le garçon nommé Corbeau. Tu as fait ce qui était juste. Personne n’aurait pu agir aussi bien que toi. Tu es le garçon le plus courageux du monde réel, tu sais.
– Mais je ne sais toujours pas ce que cela signifie, vivre, dis-je.
– Regarde le tableau, déclare-t-il. Et écoute le vent
– … Tu devrais dormir un peu, dit le garçon nommé Corbeau. Quand tu te réveilleras, tu feras partie d’un monde nouveau.

Kafka sur rivage
Haruki Murakami
Abstract

The widespread use of Intelligent Transportation Systems (ITS) primarily stems from the imperative to mitigate human errors contributing to accidents. However, addressing the “individual” Automated Vehicles (AVs) alone remains insufficient, given that a number of situations require the “coordination” of the relative movements of AVs. Within the Multi-Vehicle System (MVS) paradigm, AVs derive advantages from receiving information. Consequently, the process is more accurate, process more information, and can be more tightly controlled. The collaborative assessment of safety within MVS allows for the establishment of advanced collision-avoidance strategies, particularly in challenging scenarios such as intersection crossings and on-ramp mergings. Moreover, MVS technology facilitates the reduction of gaps between vehicles, enhancing road capacity and traffic flow. The MVS’s shorter response time enables improved control of AV dynamics, paving the way for promising energy-centric strategies. The main aim of the research done in this Ph.D. manuscript is to propose a safe and energy efficient decision/control architecture for MVS that navigates in dynamic and complex environment such as on-ramp merging and multi-road navigation in highway. Based on the multi-controller foundational control architecture a Cooperative Multi-Controller Architecture (C-MCA) is proposed. The first part of the proposed C-MCA deals with the decision-making level. This level involves a multi-behavior decision-making strategy, responsible for activating the MVS’ suitable behavior based on the safety metric. Two distinct behaviors are proposed: (a) The nominal behavior, designed for executing the merging scenario while adhering to the individual goals of the AVs vehicles. It is activated when no collision risk is detected, (b) The cooperative behavior, activated by the decision-making level when both of the safety and the energy efficiency requirement are not satisfied by the nominal behavior. Its objective is to solve the merging conflict by generating a safe and energy efficient passing order of the MVS vehicles in the merging zone. The second part of the proposed C-MCA focuses on the local trajectory planning level. Each behavior is assigned a dedicated controller tailored to meet its specific requirements. For instance, the cooperative behavior controller has the responsibility of translating the vehicle’s passing order into feasible dynamics (i.e., trajectory, velocity, etc.). The translation task is facilitated through the proposed dynamic formation reconfiguration approach which leverages the multi-vehicle system’s formation navigation capabilities to conceptualize the merging challenge as a formation reconfiguration problem. A formalization of the formation reconfiguration problem is presented, employing a flexible and generic formal approach. The proposed dynamic formation reconfiguration strategy, employs virtual dynamic targets to ensure smooth merging toward the desired selected passing order. The overall architecture’s performance is assessed through co-simulation using Matlab/Simulink and SCANeR studio.

Keywords:
Highway cooperative navigation, Multi-vehicle system, Multi-controller architecture, Multi-behavior decision-making strategy, Dynamic formation reconfiguration strategy.

Résumé

L’engouement important pour les systèmes de transport intelligent est justifié principalement par l’impératif de réduire, voire annihilier, les erreurs humaines induisant les accidents. Cependant, s’attaquer uniquement aux Véhicules Autonomes (VAs) “individuels” demeure insuffisant, étant donné que plusieurs situations nécessitent la “coordination” des mouvements relatifs des VAs. Dans le paradigme du Système Multi-Véhicules (SMV), les VAs bénéficient de l’information issue de leur connectivité. Par conséquent, ils peuvent détecter plus précisément, traiter davantage d’informations et être contrôlés de manière plus précise. L’évaluation comparative de la sécurité au sein du SMV permet l’établissement de stratégies avancées en matière d’évitement de collision, en particulier dans des scénarios complexes tels que les croisements au sein d’intersections et les insertions sur les entrées d’autoroute. De plus, la technologie SMV facilite la réduction des espaces entre les véhicules, améliorant ainsi la capacité et la fluidité du trafic routier. Le temps de réponse plus court du SMV permet un meilleur contrôle de la dynamique des VAs, ouvrant la voie à des stratégies énergétiques prometteuses. L’objectif principal des travaux de recherche constituant ce manuscrit de doctorat est de proposer une architecture de décision/contrôle sûre et peu énergivore pour le SMV naviguant dans des environnements dynamiques et complexes. Inspirée des architectures multi-contrôleurs, une Architecture Multi-Contrôleurs Coopérative est proposée. La première partie de l’architecture proposée concerne le niveau de prise de décision. Ce niveau, impliquant une stratégie de prise de décision à plusieurs comportements, est responsable de l’activation du comportement approprié du SMV en fonction de la métrique de sécurité. Deux comportements distincts sont proposés : (a) Le comportement nominal, conçu pour réaliser le scénario d’insertion tout en respectant les objectifs individuels des véhicules formant le SMV, est activé lorsqu’aucun risque de collision est détecté, (b) Le comportement coopératif est activé par le niveau de prise de décision lorsque l’exigence de sécurité n’est pas satisfaite par le comportement nominal. Son objectif est de résoudre le conflit lors de l’insertion en générant un ordre de passage sûr et économie énergétiquement pour les véhicules composant le SMV dans la zone d’insertion. La deuxième partie de l’architecture proposée se concentre sur le niveau de planification de trajectoire locale. Chaque comportement se voit attribuer un contrôleur dédié, conçu pour répondre à ses besoins spécifiques. Par exemple, le contrôle de comportement coopératif est chargé de traduire l’ordre de passage des véhicules en dynamiques réalisables (trajectoire, vitesse, etc.). Cette tâche d’obtention des dynamiques est facilitée par la stratégie de reconfiguration proposée. En substance, l’approche tire parti des capacités de navigation en formation du SMV pour conceptualiser les manoeuvres coopératives ayant trait d’insertion en milieu autoroutier, comme un problème de reconfiguration. Une formalisation de la détermination de la formation est présentée, utilisant une approche formelle, flexible et générique. La stratégie proposée utilise des cibles dynamiques virtuelles pour garantir une reconfiguration sécurisée de la formation, ceci, de sa forme initiale vers la configuration souhaitée par rapport à l’ordre de passage sélectionné. La performance de l’architecture globale a été évaluée par co-simulation en utilisant Matlab/Simulink et SCANeR studio.