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  Titre : Radiolyse par les rayons X-mous de l'eau et des biomolécules: expériences et simulations. 

  Mots clés : Radiolyse, superoxyde, irradiation, rayons X-mous, synchrotron  

Résumé : La thèse vise à comprendre l'interaction 

des rayons X mous (< 2 keV) avec l'eau et des 

dipeptides en solution aqueuse. Les rayons Xmous 

sont des rayonnements faiblement pénétrants mais 

qui génèrent des dépôts d'énergie denses, Ils 

interagissent principalement par ionisation en 

couche interne  (si l'énergie du photon est supérieure 

au seuil K de l'atome cible), suivie par un effet Auger 

pour les éléments de faible Z, conduisant ainsi à la 

formation de molécules multiplement ionisées. Pour 

les effets indirects des radiations, des échantillons 

d'eau liquide ont été irradiés au dessus du seuil K de 

l'oxygène (532 eV), ce qui entraîne la formation de 

molécules d'eau doublement ionisées (H2O2+) dans le 

miliue. La dissociation de H2O2+ et les réactions 

consécutives de ses produits de dissociation au sein 

des traces d'ionisation conduisent à la production 

d'espèces superoxydes (HO2°). La formation de HO2° 

n'avait pas encore été étudiée dans la gamme 

d'énergie des rayons X mous, en raison de leur faible 

pénétration dans les  

milieux condensés ainsi que des faibles rendements 

radicalaires dans cette gamme d'énergie. Dans cette 

thèse, nous proposons un moyen de détecter les 

faibles rendements en radicaux formés lors de 

l'irradiation par des rayons X mous. Nous 

présentons le développement d'une technique de 

détection en ligne très sensible, c'est-à-dire une 

cellule microfluidique ayant une fenêtre en nitrure 

de silicium de 150 nm d'épaisseur couplée à une 

cellule de détection UV en ligne. Cette technique de 

détection de pointe a permis d'obtenir une 

sensibilité jusqu'à une concentration de 10-8 mol L-

1, grâce à une correction en temps réel de la ligne 

de base. Pour les effets directs, les événements 

ultrarapides (étape physique) se produisant lors de 

l'interaction des rayons X mous avec un dipeptide 

aqueux ont été étudiés à l'aide de la spectroscopie 

de photoélectrons X (XPS) résonnante et non 

résonnante.  Ces études ont été étayées par des 

simulations de dynamique moléculaire ab initio 

(AIMD). 

 

 

  Title : Soft X-ray Radiolysis of Water and Biomolecules: Insights from Experiments and Simulations. 

  Keywords : Radiolysis, superoxide, irradiation, soft X-rays, synchrotron 

Abstract : The thesis aims to achieve an 

understanding of the interaction of low penetrating 

densely energy-depositing soft X-rays (< 2 keV) with 

water and water-dipeptide systems. Soft X-rays 

dominantly interact via core-shell ionization (given 

the photon energy is above the absorption edge of 

the target atom), followed by Auger decay for 

elements with low Z, leading to multiply ionized 

molecules. For indirect effects, the interaction of soft 

X-rays with water was studied, by performing 

irradiations above the O K-edge (532 eV) that results 

in a doubly ionized water molecule (H2O2+). The 

dissociation of H2O2+ and the consecutive reactions 

of its dissociation product in the ionization tracks, 

leads to the production of superoxide species (HO2°). 

This HO2° formation was not yet studied in the soft 

X-ray energy range, because of the low 

penetration of soft X-rays in condensed media and 

low radical yields in this energy range Via this thesis, 

we provide a way to detect low radical yields formed 

upon irradiation with soft X-rays. We present the 

development of a highly sensitive in-line detection 

technique, i.e. a microfluidic cell having a 150 nm 

thick silicon nitride window coupled to an in-line UV 

detection cell. This state-of-the-art detection 

technique allowed a sensitivity down to the 

concentration of 10-8 mol L-1, thanks to a real-time 

baseline correction. For the direct effects, the 

ultrafast events (physical stage) occurring upon the 

interaction of soft X-rays with aqueous dipeptide 

were studied using resonant and non-resonant X-

ray photoelectron spectroscopy. These studies were 

supported by ab-initio molecular dynamics (AIMD) 

simulations.  
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Chapter 1: Introduction 

1.1. Context 

The thesis centers on unraveling the intricate interaction of water and biomolecules with soft 

X-ray radiation. Radiations are present everywhere in our environment, with varying levels of 

exposure from both natural and human-made sources.1 It is the emission of energy in the form 

of electromagnetic waves or moving subatomic particles. Natural sources of radiation include 

cosmic radiation from outer space and radioactive materials in the Earth's crust and 

atmosphere. Meanwhile, human-made sources include nuclear power plants, medical 

diagnostic and therapeutic procedures, and even consumer products.2 The study of radiation's 

interaction with matter has captivated scientists since the era of Marie Curie, Henri Becquerel 

and Wilhelm Röngten, playing a vital role in advancing our understanding of the natural world, 

spanning from physics to medicine.3,4,5  

Outside multi-photonic interactions, depending upon their energy, electromagnetic radiation 

can be classified into either ionizing radiation (towards higher energy in the electromagnetic 

spectrum) or non-ionizing radiation (towards lower energy in the electromagnetic spectrum), 

see figure 1.1. Non-ionizing radiations are not energetic enough to remove electrons from 

atoms or molecules. Their interaction with matter may result in molecular reorganization 

following electronic excitation, processes described as photochemistry in the case of non-

ionizing photons. Ionizing radiations, on the other hand, can detach electrons from atoms or 

molecules, producing positively charged ions and negatively charged electrons. The ionizing 

radiations can be further characterized as photons (X-rays or Gamma rays), neutrons and 

charged particles (protons, alpha, beta or heavy ions), resulting in very different interactions 

(see figure 1.1).  
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Figure 1.1: Classification of radiations based on their energy and type. The different 

interactions of the ionizing radiation with the matter are also shown. 

Charged particles interact via Coulomb interactions6 and the photons, on the other hand, 

interact with the matter mainly via three different processes, namely, photoelectric effect, 

Compton scattering and pair production.7 However, the dominant interaction pathway 

depends on the energy of the incoming photon as well as on the atomic number ‘Z’ of the 

target (see figure 1.2).8 In the case of photons, if the photons produce electrons that have 

enough energy to be ionizing on their own, the whole process will be described as radiolysis. 

If the electrons do not have sufficient energy, this will be describes as photolysis, and 

discussed along with other photochemical processes. 

  

Figure 1.2: The relative importance of different interaction processes of electromagnetic 

ionizing radiation with matter, as a function of incident photon energy and atomic number ‘Z’ 

of the target. The two black curves denote the Z values and the photon energies, for which 

the relative importance of the neighboring effects is equal. The figure is taken from reference.9  
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Researchers have been studying the effect of ionizing radiation on living organisms for 

decades, and a substantial amount of knowledge has been attained about how ionizing 

radiation damage living cells and tissues.10,11,12 These damages are classified as either direct 

or indirect effects.13,14 The direct effect refers to the direct ionisation of the biomolecules 

(solute) resulting in radiation damage (see figure 1.3), whereas an indirect effect refers to the 

event connected to the ionization of the solvent water molecules. When the solvent water 

molecules are ionized, they can dissociate to produce reactive oxygen species, ROS, (radicals, 

and neutral species (°OH, HO2°, H2O2 etc.)) that are highly reactive and can result in an indirect 

damage, when the ROS interact with the solute (see figure 1.3).  

 

Figure 1.3: Interaction of ionizing radiation with living system, causing damage via either 

direct or indirect effects. Another type of damage (not shown here) to the biomolecules that 

occurs due to the transfer of the electrons and holes from the tightly bound solvation shell15 

is the quasi-direct effect.16,17 

The indirect damages can lead to modifications in the cells, specially to the DNA.18,14 These 

modifications include cleavage of the chemical bonds in the DNA (single or double strand 

breaks), etc.. These indirect damages can occur within few µs (where the chemical and 

biological effects may overlap) and can last up to years, as elaborated in the section 1.3.19 



Chapter 1: Introduction  Page|5 
 

There is also an intermediate situation where the damage to the biomolecules occurs because 

of the charge transfers from the tightly bound solvent water molecules, in the first hydration 

sphere. The damage is then termed as a quasi-direct effect.20,21 

Irrespective of the direct, quasi-direct or indirect effects, these damages can be self-repairable 

(eg. DNA single-strand breaks) or fatal (unrepaired or mis-repaired DNA double-strand 

breaks)22 leading to cancer.23  

The extent of damage caused by ionizing radiation can vary to a large extent depending on the 

dose delivered to the sample/molecule, i.e. the amount of energy absorbed per unit of mass 

(1 Gy = 1 J/kg).24 However, there are other factors that can largely affect the extent of these 

damages, including the rate at which the dose is delivered to the sample, i.e. the dose rate 

(Gy/s)25 and the linear energy transfer, LET,26 which is the amount of energy that an ionizing 

radiation transfers to the material traversed per unit of path length. Depending upon the LET 

of the radiation, they can either result in sparsely ionized tracks (Low LET) or densely ionized 

tracks (High LET). The studies in the soft X-ray energy range have shown that the soft X-rays 

behave like particles with high LET.27 

1.2. Specificity of soft X-rays 

1.2.1. Core-shell dynamics 

The low energy X-rays, known as the soft X-rays (0.2 keV – 2 keV), are low penetrating ionizing 

radiations that are almost at the frontier, not much described, between photolysis and 

radiolysis. They interact dominantly via core-shell ionization of the atom leading to the 

emission of a photoelectron, given that the energy of the photons is above the ionization K-

edge of the atom (K-edge ionization energies for Oxygen, Carbon and Nitrogen are around 

532.0 ± 0.4 eV, 283.8 ± 0.4 eV and 401.6 ± 4 eV, respectively28 and depend on the environment 

of the probed atom). This process is a part of the photoelectric effect (discovered by Hertz in 

1887,29 and later explained by Einstein in 190530) that results in an unstable core-hole creation 

that is stabilized either via a radiative decay (emission of electromagnetic radiation) or via a 

non-radiative decay (Auger decay, ~4 fs in case of water31), see figure 1.4.32 For elements with 

low atomic number (Z), the Auger decay is the dominant stabilization pathway.33 During an 

Auger decay, the energy released during the filling of the core-hole by a valence electron leads 

to the emission of another electron from the atom. This results in a doubly ionized species 
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(two hole final electronic state: 2h). The emitted secondary electrons (photo and Auger 

electrons) in this process may have sufficient energy to create single ionizations of the 

neighbouring species in the nanometric range, resulting in dense ionization tracks. It is for this 

reason that the soft X-rays have been shown to behave like particles with high LET.27,34 The 

combination of core-ionization with high LET secondary electrons trigger a radiolysis that may 

be drastically different from what is known with photons of higher energy.   

 

Figure 1.4: The absorption of the soft X-ray photons resulting in inner-shell ionization. The 

unstable system then stabilizes via either a radiative, resulting in 1 hole electronic final state 

(1h), or non-radiative normal Auger decay, resulting in two hole electronic final state (2h). The 

preferable pathway depends on the atomic number (Z) of the target element.  

Below a given ionization threshold, the photon energy is not enough to directly eject the core 

electron from the molecule like during the core-ionization process. However, a core-excitation 

can occur if the incident soft X-ray photons have an energy that matches the energy difference 

between the 1s electronic level of a given atom in the molecule and an unoccupied excited 

state of the same neutral molecule.35 The excited molecule is thus unstable and can decay via 

different de-excitation pathways, shown in the figure 1.5.31,35,36  

If the core-hole is filled by the electron that was excited earlier, followed by the removal of an 

electron from the valence orbitals, it is referred to as the participator resonant Auger decay. 
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It results in a final electronic state with one hole (1h) in the valence orbital (see figure 1.5).36 

This final state is identical to that obtained during valence ionization (1h), where a direct 

ejection of a valence electron takes place.36  

However, if the core-hole vacancy is filled by another electron from the outer shell and the 

excited core-electron doesn’t participate in the decay process, it is referred to as the spectator 

resonant Auger de-excitation. The obtained final electronic state has two holes and an excited 

electron (called the spectator electron), i.e. 2h1e. Moreover, the resonant electrons emitted 

(participator or spectator), contrary to normal Auger electrons with their kinetic energies 

independent of the photon energy, see their kinetic energies disperse linearly with the photon 

energy.37 

In liquids specifically, there exists another prominent decay pathway, i.e. the ultrafast 

delocalization of the spectator electron in the medium.31 The final state in this case is similar 

to the normal Auger decay (see figure 1.4). 

 

Figure 1.5: Various non-radiative de-excitation pathways as a result of core-excitation of the 

atom. The well-known pathways include the participator and spectators Auger decay. Another 

decay pathway that can occur in the case of liquids is the electron delocalization. For each of 

the de-excitation pathways, the resulting final state is mentioned. 
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All these relaxation pathways (after excitation or ionization) occur locally, i.e. within the 

originally excited or ionized molecule. However, there are certain non-local relaxation 

pathways that occur,38 and especially in the aqueous phase (see figure 1.6). One of these is 

the Intermolecular Coulombic Decay (ICD), wherein the core-hole is filled by the electron from 

the valence shell. The energy released during this step is transferred to a neighboring 

molecule, which results in the ejection of its valence electron. There are other non-local 

relaxation pathways like electron-transfer mediated decay (ETMD) involving two or three 

molecules, where the core-hole vacancy is filled by the valence electron from the neighboring 

molecule. It is then followed by the release of another valence electron from the same 

neighboring species or another species adjacent to it.39 It should be noted that in the case of 

non-local relaxation pathways, the charge is localized on different molecules. 

The secondary electrons emitted from all these relaxation pathways are capable of 

propagating the damage in the biomolecules.  

         

 

Figure 1.6: Non-local relaxation pathway after the core-hole creation: Inter-Coulombic Decay 

(ICD) in the left involving two molecules in the relaxation process. The relaxation using 

electron transfer mediated decay (ETMD) is shown in center and on the right, involving two 

and three different molecules during the decay, respectively.  

1.2.2. Soft X-ray, a difficult radiation to work with 

The soft X-ray studies in the condensed phase remain limited, primarily due to the low 

penetration depth of soft X-rays in the condensed medium.40 The transmission of an X-ray 

beam in a homogeneous sample of a thickness (𝑥) can be expressed using the equation 1.1. 

𝑇 =
𝐼

𝐼𝑜
= 𝑒−µ𝑥  .................................................................... 1.1 

   𝑇 = 𝑒
−(

𝜇

𝜌
)𝜌𝑥

 ..................................................................... 1.2 
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Where 𝐼𝑜 is the incoming photon intensity, 𝐼 is the reduced intensity due to the attenuation 

of the photons through the sample. µ (cm-1) is the linear attenuation coefficient that is the 

inverse of the attenuation length. The expression can also be written as shown in equation 

1.2, where 𝜇 𝜌⁄  is the mass attenuation coefficient and 𝜌 (g/cm3) is the volumetric mass 

density of the sample. The mass attenuation coefficients are tabulated in the literature41 for 

different atoms as a function of photon energy and these values can used to calculate the 

mass attenuation coefficient of a compound.  

The attenuation length (and thereby the mass attenuation coefficient) depends on the 

incident photon energy (see figure 1.7). 

 

Figure 1.7: Attenuation length of soft X-rays in water and protein, depicting the absorption K 

edge of the atoms. The water window is the region between the carbon and oxygen 

absorption K-edges. The attenuation length were calculated using CXRO42 for water and for 

the simplest dipeptide, Glycylglycine with the composition C4N2O3H8 and density of 1.58 

g/cm3.43  

Another challenge arises concerning the X-ray source. Since the discovery of X-rays, 

continuous effort have been made to improve the sources of X-ray. Initially, the X-ray tubes 

emitting characteristic X-rays (Al-K, C-K etc.) restricted the studies due to their low flux,44 

especially in the lower energy range of soft X-rays. However, the field of X-rays witnessed 



Chapter 1: Introduction  Page|10 
 

significant advancements with the development of the second (early 1970s) and third 

generation (early 1990s) synchrotron light sources, and the X-ray free electron laser (XFEL) 

light source (early 2000s).45 These technological advancements have made it possible to 

generate tunable X-rays with high flux, brightness, and exceptional resolving power.46 Thanks 

to these, the field of X-ray microscopy and X-ray spectroscopy has gained a lot of attention. 

Laser plasma soft X-ray source is another advancing source, allowing to perform radiobiology 

experiments.47 

1.2.3. Soft X rays: the right tool to investigate Direct and Indirect Effects? 

Owing to the energy range of soft X-rays (0.2 – 2 keV), it is possible to decipher radiation 

damage caused by both effects, direct and indirect.48 Almost 96 % of the biological system is 

made up of light atoms including carbon, nitrogen, and oxygen,49 all the elements that can be 

specifically ionized by soft X-rays. This is because by tuning the incoming photon energies 

above the photoionization threshold of an atom, soft X-rays can predominantly interact with 

the desired atom via inner-shell ionization. For instance, if the photon energy is above the 

oxygen atom, the interaction majorly occurs with the water molecules, which results in the 

indirect effects. 

Indeed, the soft X-ray energy range also offers a significant contrast between water and 

biomolecules, in the region between the carbon and oxygen absorption K-edges, called the 

‘water window’. Soft X-rays are absorbed around 10 times more in biomolecules than in pure 

water (see figure 1.7),50 and for this reason, it is usually considered as if water is transparent 

to soft X-rays in the water window.51 This energy range is, therefore, well-suited for studying 

the direct effects as well.47 

1.3. The current understanding of the interaction of soft X-ray photons with the solvent 

Soft X-ray indirect effects occur at the frontier of the water photolysis and water radiolysis 

(see figure 1.8). Concerning the photolysis of water, the irradiation of water using ultraviolet 

radiation (energy range below the soft X-rays), can result in an excited or singly ionized water 

molecule that converts to a limited number of radicals (°OH, eaq
-, etc.). It has been widely 

studied.52,53,54,55,56,57 
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 Water radiolysis is much more complex and can trigger a number of chemical events prior to 

any indirect biological damage.58,59 Water radiolysis has also been studied using high energy 

photons (X-rays, gamma rays) and charged particles, followed by dissociation of the ionized 

molecules.60,61,62  

It can be divided into three stages based on the timescale at which these events occur. These 

stages are shown for different incoming photon energies in figure 1.8. These stages have been 

extensively studied experimentally and theoretically for conventional radiations such as 

gamma rays and swift highly charged ions.63,64,62,65  

The first stage is the physical stage that can last up to few femtoseconds (fs). At this stage, the 

interaction of photons with the water molecules leads to either their excitation or ionization 

(see equations 1.3 and 1.4). The second stage, the physico-chemical stage, which typically lasts 

for a few picoseconds (ps), accounts for the dissociation of the excited or ionized molecules 

and their fast recombination with neighbor molecules. The third stage, i.e. the chemical stage 

(up to few µs), accounts for the diffusion and reaction of all the species. In cells, these stages 

are followed by the biochemical reactions that can lead to the biological damage. Here, the 

resulting species from the above defined stages can react with the biomolecules (which can 

occur within seconds and can last for days).66   

Some products (eaq
-, HO°, H2O2) and reactions (equations 1.5 to 1.9) are common between the 

two processes (photolysis and radiolysis) and are shown in the figure 1.8. 

𝐻2𝑂 → 𝐻2𝑂* ................................................................................... 1.3 

𝐻2𝑂 → 𝐻2𝑂𝑞+ + 𝑞𝑒- (𝑞 is the amount of charge)  ................... 1.4 

𝐻2𝑂* → 𝐻𝑂° + 𝐻° .......................................................................... 1.5 

2𝐻2𝑂* → 2𝐻2 + 𝑂2........................................................................ 1.6 

𝐻2𝑂+ + 𝐻2𝑂 → 𝐻3𝑂+ + 𝐻𝑂° ...................................................... 1.7 

𝐻𝑂° + 𝐻𝑂° → 𝐻2𝑂2 ....................................................................... 1.8 

𝑒- → 𝑒𝑎𝑞
-  ........................................................................................... 1.9 

𝐻2𝑂+ + 𝑒𝑎𝑞
- → 𝑂 + 𝐻2 ................................................................ 1.10 
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However, the knowledge on water radiolysis/photoloysis by soft X-ray photons remains scare, 

as will be discussed in section 1.3.1 and as depicted in the figure 1.8. 

 

Figure 1.8: Interaction of photons with water: different stages involved in water radiolysis  and 

photolysis based on the time scale of the events (adapted from Le Caër S., 201167), resulting 

in species responsible for indirect radiation damage. The knowledge of dissociation of the 

multiply ionized water molecule using soft X-rays is scare.  

A process quite pronounced in soft X-rays and also, known to occur in the high LET projectiles, 

is the occurrence of multiple ionization.60 In the case of 1 MeV/u carbon ions, for instance, the 

multiply ionized molecules account to approximately 28% of total ionization and the doubly 

ionized molecules represent 18% of the total ionization.68 Despite a number of studies on 

water radiolysis, very little is known about the fate of multiply ionized H2O molecules. 

1.3.1. Expected radiolytic effect of soft X-rays: Multiple ionization of water 

In the physical stage, the soft X-rays interact with matter dominantly via the photoelectric 

effect, as discussed in the section 1.2.1. In the case of irradiation of water molecules, if the 

incident photon energy surpasses the oxygen K-edge threshold, inner shell ionization becomes 

dominant. This results in an Auger decay, leading to doubly ionized water molecules along 

with two secondary electrons (photo and Auger electrons) (see figure 1.4). The dissociation of 

singly ionized water molecules in the soft X-ray energy range has been studied through °OH 

yields measurements.27,40,69 As mentioned, the dissociation of the doubly ionized water 

molecule is still not very well understood, especially in the presence of the photo and Auger 
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electron ionization tracks. The emitted electrons are known to have sufficient energy to create 

singly ionized water molecules along the ionization tracks that have nanometric scales (1 nm 

to 10 nm) around the multiply ionized water molecule. This results in multiple secondary 

electrons within the ionization track. 

For the later stages (physicochemical and chemical), water radiolysis with soft X-rays has been 

experimentally studied in the past for Fricke dosimetry,70,71,69 where the authors present the 

oxidation yield of the ferrous ions, using synchrotron light source. The findings have reported 

a decrease in the oxidation yield of ferrous ions (due to the decrease in the radical yield) as 

the X-ray energy decreases.71 The yields of the °OH, were also studied in the soft X-ray range, 

using plasmid DNA strand breaks or using specific fluorescent probes sensitive to °OH.69,72,27 

In these studies, the production yield of the °OH is shown to decrease with an increase in 

photon energy up to 1 keV, reaching a minimum around 1 keV, and the yield  starts to increase 

thereafter. In addition, these studies highlight the fact that soft X-rays behave like high-LET 

particles.71 These studies point out the significance of the low energy electrons, i.e. the 

secondary electrons that produce radicals very close to each other. Around 1 keV, the tracks 

are very dense, leading to recombination reactions and thereby resulting in a minimum in the 

°OH yield. 

As mentioned, the fate of 𝐻2𝑂2+, remains unexplored. Nevertheless, the studies available in 

the literature have explored the dissociation of 𝐻2𝑂2+ in high LET tracks, using heavy ions. 

These studies show that superoxide (HO2°) is one of the resulting species when 

𝐻2𝑂2+dissociates. 

1.3.2. Superoxide radical production from multiple ionization 

Over the years, °OH was considered to be the primary species contributing in the radiation 

damage to biomolecules18,73 and recent studies reflected the significance of low-energy 

electrons in causing radiation damage.74,75 However, HO2° is considered as a secondary player 

in radiation damage, compared to °OH radicals and the low-energy electrons.76 This is because 

superoxide is mainly produced by the reaction of dissolved oxygen and 𝑒𝑎𝑞
−  (reaction 1.11) and 

its contribution in radiation toxicity is usually not considered.76 Depending upon the pH of the 

solution, superoxide can be produced in its protonated form or in the anionic form (see 
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reaction 1.12). At the physiological pH ranges, the anion radical (superoxide radical) form thus 

dominates. 

𝑒𝑎𝑞
− + 𝑂2 → 𝑂2

−° ............................................................................ 1.11 

𝑂2
−° + 𝐻3𝑂+ ⇌  𝐻𝑂2

° +  𝐻2𝑂 (pKa = 4.8) ............................. 1.12 

Superoxide radical is a paramagnetic species having a low reactivity.77 It is one of the major 

products of the primary oxidase sources (for example, NAPDH oxidase or respiratory chain) of 

reactive oxygen species (ROS).   

Due to the chemical diversity in the biological system and the fact that superoxide radical can 

act either as an oxidant or a reductant, finding a target to either reduce or oxidize is easy for 

superoxide. This species has the ability to oxidize sulfite and initiate the free radical chain 

oxidation, thereby causing an indirect damage. 78 It is biologically toxic since it can inactivate 

the [4Fe-4S] cluster containing enzymes that play a crucial role in the metabolic pathways,79 

by oxidizing them at their active sites. These Fe-S clusters are of importance as they are 

cofactors of proteins that pose vital roles in the multicellular processes such as respiration, 

photosynthesis, gene regulation and nitrogen fixation.79 These enzymes include fumarases A 

and B, dihydroxy acid dehydratase etc. that are rapidly oxidized via O2
- resulting in the loss of 

Fe that generates hydroxyl radical, which is highly reactive, leading to what is referred to as 

Fenton-chemistry. In vitro, O2
- acts as a reductant towards the Fe(III) and generates Fe(II), 

which can further reduce hydrogen peroxide (see equations 1.13 and 1.14). The overall 

reaction is given by equation 1.15.  

𝐹𝑒3+ + 𝑂2
−° → 𝐹𝑒2+ + 𝑂2 .......................................................... 1.13 

𝐹𝑒2+ + 𝐻2𝑂2 → 𝐹𝑒3+ + 𝐻𝑂° + 𝑂𝐻− ....................................... 1.14 

𝑂2
−° + 𝐻2𝑂2 → 𝐻𝑂° + 𝑂𝐻− + 𝑂2

°  .............................................. 1.15 

This excess generation of free radicals like HO° under conditions of increased or uncontrolled 

levels of iron causes significant oxidative damage to lipids, proteins, and DNA. It can also act 

as a chain propagator in reactions like autoxidation of small sugars by a free radical pathway.78 

Therefore it is crucial to quantify the superoxide radicals generated during radiolysis because 

it can be toxic in the body and it is one of the main reasons for oxidative stress. 80  
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The production of HO2° in the heavy ion radiolysis has been interpreted as the signature of the 

energetic processes occurring in dense tracks.81 In early 1960s, Kupperman first suggested 

that HO2° can produced by a reaction between a small yield of oxygen atoms and the °OH in 

the ionization tracks (reaction 1.17).82 Its yield is shown to increase as a function of LET. 

𝐻2𝑂2+ + 2𝐻2𝑂 → 2𝐻3𝑂+ + 𝑂 .................................................. 1.16 

𝑂 + 𝐻𝑂° → 𝐻𝑂2
°  ........................................................................... 1.17 

𝐻2𝑂3+ + 4𝐻2𝑂 → 3𝐻3𝑂+ + 𝐻𝑂2
°  .............................................. 1.18 

𝐻𝑂° + 𝐻2𝑂2 → 𝐻𝑂2
° + 𝐻2𝑂  ..................................................... 1.19 

𝑂2 + 𝐻° → 𝐻𝑂2
°  ............................................................................ 1.20 

𝐻𝑂2
° + 𝐻𝑂° → 𝑂2 ......................................................................... 1.21 

In 1997, Ferradini and Jay Gérin suggested that the triple ionization of water can directly result 

in the production of HO2° (reactions 1.18).81 In addition to this, they also suggested the 

mechanism, earlier proposed by Kupperman, where the reaction between the O atom (formed 

after the dissociation of 𝐻2𝑂2+, see reaction 1.16) and its consecutive reaction with °OH 

radicals (formed after the dissociation of 𝐻2𝑂+, see reaction 1.7) results in the HO2° 

production, as shown in reaction 1.17. The probability of the reaction 1.18, however, is less 

compared to reactions 1.16 and 1.17. The triple ionization, however, is shown to be favourable 

in the irradiation of gas-phase water with Xe44+.81  

It should be noted that the oxygen atom produced in reaction 1.16 can be in either its singlet 

(lowest excited state) or triplet state (ground state). The singlet and triplet states of the 

oxygen resulting from the doubly ionized water dissociation has been investigated using 

theoretical83 studies (see section 1.3.3) and experimental studies.84 The experimental study is 

based on the use of cold target recoil ion momentum spectroscopy, to discuss the dissociation 

of doubly ionized water molecules.84 The experiments indicate two dissociation pathways of 

doubly ionized water molecule, one resulting in an OH+ and H+ while the other resulting in the 

dissociation shown in reaction 1.16. Another set of experiments81,85,86 reported in the 

literature has shown that the superoxide formation can only occur when the oxygen is present 

in its triplet state. This is because the triplet state is inert with respect to water, which is not 
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the case for singlet oxygen. The singlet oxygen is shown to react with water, in the physico-

chemical stage, resulting in the direct formation of H2O2.85  

One must not forget that the formation of superoxide radicals can also occur via oxidation of 

H2O2 using °OH (see equation 1.19). It should be noted that the reactions 1.16, 1.17, 1.18 and 

1.19 occur even in anoxic conditions (absence of molecular oxygen). 

1.3.3. Theoretical studies to understand multiple ionization and HO2° production 

Ab-initio Molecular Dynamics (AIMD)87,61 and Kinetic Monte-Carlo (KMC) simulations88,89,90,91 

are widely used to investigate radiolysis processes, ionization tracks and radical production. 

KMC simulations can allow to simulate the different stages (physical, physico-chemical and 

chemical). These simulations are also used to model the diffusion and reactions in the 

radiation-induced spurs.92 However, certain input parameters, like interaction cross sections, 

dissociation pathways and diffusion and rate constants, are required in advance to perform 

such simulations. These parameters therefore have to found experimentally or using 

Molecular Dynamics (MD) simulations.93,94 AIMD, on the other hand,  allows following the time 

evolution of a system comprising of few hundred atoms for up to sub-nanosecond physical 

timescale.95 It doesn’t require initial parameters, as the forces acting on the nuclei are 

computed by performing first-principle electronic structure calculations.96 AIMD simulations 

are therefore a useful tool to simulate the dissociation of charged systems (like ionized water 

molecule) and also, to understand the effects of ROS on biomolecules embedded in 

water.97,98,99   

To support the experimental findings, the investigation of the multiple ionization events has 

also been explored using simulation. 21,68,81,61,100, Apart from the fact that the proportion of 

multiple ionization events increases with the increase in the LET,60 the studies for high LET 

ions have reported that multiple ionization is responsible for superoxide formation.81,101 

Studies have also pointed out that this formation occurs via the reaction between the oxygen 

atom and the °OH in the ionization tracks, as shown from reaction 1.16 and 1.17.64 The KMC 

simulations in liquid water suggest that the dissociation of the H2O2+ results in the formation 

of two solvated protons and an oxygen atom that is left at its original location.60,68  Similar 

conclusions have been made using the simulations, where the authors present the 

calculations of the triply differential cross-section for one-photon double ionization.83 As 
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observed via the experimental studies, it has been shown using the simulations that the 

oxygen atom (formed in reaction 1.16), can be either in its triplet ground state or singlet state. 

The study points out that the radical yield of superoxide is higher when the proportion of 

triplet over singlet oxygen is higher, indicating the significance of triplet oxygen in the 

formation of HO2°.60,68  

These dissociation studies, for liquid water have also been reported using  the Time-

Dependent Density Functional Theory (TDDFT),102 and Car-Parinello Molecular Dynamics 

(CPMD),61 where it is highlighted that the dissociation of H2O2+ results in the formation of three 

atomic fragments within 4 fs, oxygen atom and two hydronium ions.102 The probability of the 

oxygen atom to react with the °OH to give superoxide radical is significant, due to the 

abundance of °OH in the high LET tracks (2.5 H2O+
, which dissociate to give °OH, within 1.5 nm 

sphere radius of the H2O2+).61 Additionally, the authors also precise that the simulation 

without multiple ionizations results in negligible superoxide production.61 All these 

experiments as well as the simulations for heavy ions have pointed out that the multiple 

ionization (especially double ionization) results in the production of superoxide radical. The 

yield of superoxide radical in the dense ionization tracks is reported to be around 0.005 

µmol/J. 103,68 A significant objective of this work is to measure the yield of superoxide in the 

soft X-ray energy range. 

1.4. Spectroscopy- A good tool to study the interaction of photons with solute 

As mentioned in the previous section, the majority of radiation damage in living systems arises 

from indirect effects, where the radicals produced after water irradiation trigger the chemistry 

of the biomolecules. However, it is important to acknowledge that direct effects can also lead 

to severe damage. The interaction of the photons and the biomolecules follows similar stages 

as observed in the indirect effects.104 The first stage is the physical stage, where the radiation 

interacts directly with the biomolecule instead of solvent water molecules, and results in its 

excitation or ionization within less than a femtosecond. The second stage accounts for the 

physical chemical events that include the fragmentation of the biomolecules, the formation 

of radical species and their recombination. However, the notion of track in such interactions 

is not used, but rather local events. Therefore, it can be noted that the timescale of direct 

radiation damage (starts within few fs) significantly differs from that of radiation-induced 
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biological damage through indirect effects (starts within few µs, depends upon the distance 

between the ionized/excited molecule and the biomolecule), as it involves the direct 

ionization of target biomolecules.105,106,107,108  

Both, theoretically and experimentally, there are studies reporting the effect of soft X-rays on 

the biomolecules, either in the solid (dry) state or in the gas phase. In the solid state, there 

are studies reporting the decomposition of amino acids, in powder form, as a result of soft X-

ray interaction.109 The studies of radiation-induced damage on dry DNA plasmid (nanometer 

thick layer) has also been reported.110,111 Studies are also reported on the DNA films, using X-

ray photoelectron spectroscopy,112 reporting the breakage of the DNA backbone as well as the 

fragmentation of nucleobases. In the gas phase, the fragmentation of glycine (a simplest 

amino acid), thymidine or Uracil, have been reported using the photoelectron-photoion 

coincidence experiments.113,114,115,116 

However, these studies are scare for biomolecules in aqueous solutions. Following the fast 

direct events (fs to ps) is challenging, both experimentally and theoretically. Theoretically, to 

monitor these effects, both MC simulation and AIMD simulation can be performed, as in the 

case of water radiolysis. However, owing to the large size of the biomolecules, carrying out 

such simulations is very demanding in terms of both, computational resources and time.117 

Therefore, most of the studies focus on investigating the building blocks of biomolecules. 

Experimentally, in recent years, there has been a sharp increase in techniques and detection 

methods to monitor radiation-induced effects on biomolecules, especially with the dawn of 

fourth generation synchrotrons. Some of these experimental techniques include 

spectroscopy,118,119,120 microscopy,121 and more.  Spectroscopy can be an excellent tool to 

study these fast events.  

1.4.1. Soft X-ray spectroscopic techniques 

As the dominant interaction of soft X-rays with the targeted atom is via core-shell photo-

ionization (above the K-edge threshold of the atom) or core-excitation, they facilitate core-

level spectroscopy studies.122 Such studies allow the understanding of chemical bonding states 

of an atom (local chemical environment), the composition of the test sample, etc. To perform 

the core-level studies, different techniques are employed in spectroscopy. These include X-

ray Photoelectron Spectroscopy (XPS) and X-ray Absorption Spectroscopy (XAS), which will be 
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discussed in the following sections. However, since the core-hole created during the 

interaction of the photon is not stable, it decays via different pathways (see figure 1.4, 1.5 and 

1.6) that can be studied using Auger Electron Spectroscopy (AES) or X-ray Emission 

Spectroscopy (XES), which is beyond the scope of our current discussion.  

It must be noticed that all these techniques are concerned with the physical stage, discussing 

the electronic structure of the molecule and not concerning the nuclear geometry change 

following the X-ray absorption. 

1.4.1.1. X-ray Photoelectron Spectroscopy 

1.4.1.1.i. Principle 

The technique XPS, also known as Electron Spectroscopy for Chemical Analysis (ESCA), allows 

the study of core hole via ionization of the electron from the core shell. XPS performed with 

soft X-rays is a surface-sensitive technique based on the principle of the photoelectric effect 

(explained in section 1.2.1). The basics of the XPS technique were already known in 1914,123 

however, the technique was later developed by Kai Siegbahn (Nobel Prize, 1981) and his co-

workers at the University of Uppsala, in mid 1960s.124  

The basics of XPS can be depicted in three main steps. 

Step 1 is the absorption of the incoming photon energy (ℎ𝑣) by the atom and creation a 

photoelectron (PE) upon ionization, given the photon energy is above the absorption K-edge 

threshold.  

Step 2 is the fate of the PE that has a non-negligible probability to travel through the sample 

surface without seeing its initial kinetic energy modified. This ejected photoelectron has a 

certain amount of kinetic energy (𝐸𝑘) that depends on ℎ𝑣 and the binding energy (𝐵𝐸) of the 

core-shell electron and the work function of the sample (𝜑𝑠𝑎𝑚𝑝𝑙𝑒), which is the energy 

difference between the Fermi level of the sample and the vacuum level at the surface (see 

equation 1.22). The electrons kinetic energy is measured thanks to high-resolution electron 

analyzers (like the hemispherical electron analyzer explained in chapter 2). However, the 

measured kinetic energy 𝐸𝑘,𝑚𝑒𝑠  is related to the work function of the analyzer (𝜑𝑎𝑛𝑎𝑙𝑦𝑧𝑒𝑟). If 

a good electric contact is established between the sample and the analyzer, so that their Fermi 

levels are aligned, the equation 1.23 holds true. This results in the equation 1.24.  
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𝐸𝑘 = ℎ𝑣 − 𝐵𝐸 − 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 ........................................................... 1.22 

𝐸𝑘,𝑚𝑒𝑠 + 𝜑𝑎𝑛𝑎𝑙𝑦𝑧𝑒𝑟 = 𝐸𝑘 + 𝜑𝑠𝑎𝑚𝑝𝑙𝑒  ........................................ 1.23 

𝐸𝑘,𝑚𝑒𝑠 = ℎ𝑣 − 𝐵𝐸 − 𝜑𝑎𝑛𝑎𝑙𝑦𝑧𝑒𝑟.................................................. 1.24 

All electrons created in the sample also have a probability to undergo inelastic collision with 

the medium and lose progressively their kinetic energies.  

For the range of kinetic energies of electrons released via soft X-ray ionization, the value of 

their inelastic mean free path (the average distance that an electron can travel in a medium 

without losing its energy) is small, in order of few nanometers. Also, even if this soft X-rays 

can penetrate few micrometers in the medium (see figure 1.7), only the electrons emitted 

from the extreme surface will be detected. It is why soft X-ray XPS is a surface sensitive 

technique, compared to conventional table top XPS, which creates more energetic electrons, 

due to their high energy X-ray lamps. 

The escaping PE can also interact with the remaining electrons of the atom, which leads to 

energy loss of the PE. This is seen as low intensity peaks in the XPS spectrum, called the 

satellite peaks. These peaks can result either via a shake-up or shake-off processes. In the 

shake-up process, the PE that is being ejected can interact with the valence electron that fills 

the core-hole vacancy and while doing so the PE losses some of its kinetic energy. The shake-

up peaks therefore appear at a higher binding energy to the main peak.125 The shake-up 

satellite peaks provide insights on the energy difference of the occupied and the unoccupied 

energy states of the system.126 The shake-off originate because of loss of an additional 

electron from the outer shell.125  

Step 3 involves the stabilization of the core-hole. When the PE is ejected, a vacancy is created 

in the core level. Depending upon the lifetime of the core-hole, the system relaxes by different 

decay mechanisms (see figures 1.4 and 1.6). 
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Figure 1.9: IMFP of electrons in liquid water. The figure is taken from the reference [127], 

depicting the variation in the IMFP from the energy range of 10 eV to 10 keV, using 

calculations. 

The emitted electrons (PE and Auger electrons) have a specific inelastic mean free path (IMFP) 

that decreases with an increase in the pressure128 and therefore, an ultra-high vacuum                  

(10-7 mbar to 10-10 mbar) is essential to perform high resolution spectroscopy measurements. 

It also ensures a clean sample surface. Theoretical calculations are able to predict the IMFP in 

the liquids127,129,130 (see figure 1.9). Additionally, different measurements are reported in the 

literature to predict the IMFP in liquid water131,132 and other aqueous salt solutions.129 

However, new techniques like NAP-XPS (described in Chapter 2) have made it possible to 

perform the XPS analysis at pressure in few 10’s of mbar range in the analysis chamber.133 

1.4.1.1.ii. Understanding the XPS spectrum 

Typically, the XPS spectra represent the intensity of the PE (counts or counts per second) as a 

function of 𝐵𝐸 (eV), usually decreasing from the left to the right of the horizontal axis , which 

can be determined from the measured PE kinetic energy by rearranging the terms in equation 

1.23. The binding energy of the electron ejected from the sample is defined by the Coulombic 

interactions between the electrons and the nuclei. The presence of an electronegative or 

electropositive atom around the target atom changes the chemical environment of the atoms 

(changes in electronic density). This can result either in a slight increase (loss of electron) or a 
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decrease (gain of electron) in the 𝐵𝐸, changing the peak position. This change in the peak 

position (shift in the 𝐵𝐸 of the electron) is referred to as the chemical shift or the binding 

energy shift.134,135,128 The concept of chemical shift is one of the features that makes XPS a 

very powerful technique. Therefore, determining the accurate peak position for different 

atoms in XPS allows to distinguish the atoms in their different electronic states, characterize 

the unknown samples, etc. When fitting the XPS spectrum, it is therefore important to 

perform calibration (of both, ℎ𝑣 and 𝐵𝐸) to accurately determine the peak position. 

Another striking feature about XPS spectra is the peak intensity (or the area under the peak) 

that provides a quantitative information. The ratio of the different peaks indicates the ratio in 

which the atoms of the respective peaks are present in the system, i.e. the intensity provides 

the relative abundance of atoms in the system.136 Additionally, by measuring the intensity of 

the elements at different depths of the sample (by varying the photon energy, thus the kinetic 

energy of the emitted electron and thus its IMFP), it is possible to disentangle the interfacial 

and bulk properties.137,138 It should be emphasized at this point that the peak area or the 

intensity is a relative term. This is because not all the electrons emitted from the system are 

detected, due to some scattering within the molecular system or the surrounding 

medium.139,140 Only the electrons that belong to a certain energy range determined using the 

selected energy value, pass energy (𝐸𝑝𝑎𝑠𝑠), can go through the detector. The higher the 𝐸𝑝𝑎𝑠𝑠 

value is, the larger the detected  counts are and hence the higher the intensity is.141 However, 

a higher 𝐸𝑝𝑎𝑠𝑠 also means a lower resolution. Therefore, choosing the value of 𝐸𝑝𝑎𝑠𝑠 is a 

compromise between the resolution and the detectable counts. Usually, a higher 𝐸𝑝𝑎𝑠𝑠is used 

for survey spectra, which gives a first-hand information on the different elements present in 

the system. To obtain the high resolution spectrum, a low 𝐸𝑝𝑎𝑠𝑠 is then used. 

XPS technique also allows to analyze the valence band spectrum (one electron removed from 

valence shell). It provides information about the valence electron that play a crucial role in 

chemical reactions,142 allowing the determination of the ionization threshold1 for a sample 

and providing insights on the density of states (DOS). This can be eventually compared to the 

simulation studies (for instance, Density Functional Theory, DFT).143    

                                                           
1 Minimum energy required to remove electron the most loosely bound electron. 
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1.4.1.2. X-ray absorption spectroscopy 

The XAS is an absorption technique where the energy of the incoming photons is just sufficient 

to result in an excitation of the core-electron in one of the unoccupied electronic states, and 

could lead in resonant core-excitation process. It therefore allows the study of the core-hole 

created via excitation rather than ionization. It should be noted that the state of the system 

after the core-hole creation in XAS is neutral rather than being positively charged, as is the 

case in XPS.144  

The XAS spectra present the absorption intensity as a function of photon energy.145 XAS is 

divided into two regions of study. The first is Near Edge X-ray Absorption Fine Structure 

(NEXAFS), where the absorption of the photons occurs very close to the absorption edges. It 

provides information on the electronic structure by allowing to explore the unoccupied 

Molecular Orbitals (MOs).144 The second is Extended X-ray Absorption Fine Structure (EXAFS), 

where the absorption of the photons occurs well above the absorption edges (typically 50 eV 

above or more) and bring information on the chemical surrounding of a specific type of 

atom.146 The core-hole created after the excitation is stabilized by different de-excitation 

pathways (see figures 1.5 and 1.6). The different stages involved in generation of a NEXAFS 

spectrum (photo absorption, excited state creation and relaxation) can be monitored 

depending upon the way the NEXAFS spectrum is recorded. Partial electron yield (PEY) is one 

of the ways to quantify the photo-absorption stage by detecting the processes that follow the 

photo-absorption.147 The term partial, here, refers to the fact that only the electrons with a 

certain kinetic energy will be detected and not all of the electrons. PEY spectra can be obtained 

by integrating over the KE of the 2D absorption maps (intensity of electrons as a function of 

KE and photon energy).148 

1.4.2. Studies of biomolecules using soft X-ray spectroscopic techniques  

Soft X-ray photoelectron spectroscopy studies have primarily focused on studying the building 

blocks of biomolecules/proteins, i.e. amino acids (also referred to as the bottom-up approach) 

in the solid phase149,150,151 as well as in the gas phase.152,153,154 Similar studies have also been 

performed for larger biomolecules (e.g. DNA plasmids or nucleotides) where thin films of the 

sample were exposed to the energy source of XPS.155,156,157,158,110 These studies characterize 

the radiation-induced fragmentation, changes in the structural and electronic properties of 
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the biomolecules and the single or double strand breaks of DNA, in particular. NEXAFS studies 

have also been carried out to characterize the radiation-induced modifications on the 

properties of the irradiated sample.159,160,161,162,163 These studies discuss the NEXAFS spectra 

using partial electron yield mode and they include, for instance, the determination of the 

chemical state of oligonucleotide molecules before and after soft X-ray irradiation around the 

phosphorus (P) and sulfur (S) K-edges159 or determining the electronically excited state of 

protonated cysteine molecule around the sulfur (S) K-edge.160 

Solvation can play a crucial role in the behavior and reactivity of biomolecules. Since 

biomolecules are surrounded by water in real-life, studying radiation damage in liquid phase 

is crucial. Owing to the poor penetration soft X-rays in liquids (few µm, depending upon the 

energy) and the difficulty of using liquid samples under vacuum (10-6 to 10-10 mbar) , the 

spectroscopic studies in the liquid phase have been limited to those having a vapor pressure 

less than 1 Torr (performed using ‘rotating disk’ or ‘liquid beams’).164 This meant a difficulty in 

performing spectroscopic studies of water (vapor pressure = 20 Torr at room temperature) 

and other aqueous samples. With the development of liquid micro jets under vacuum,165,166,167 

it is now possible to perform spectroscopic studies of liquids with vapor pressure higher than 

1 Torr. Other setups devised for liquid phase experiments include the use of liquid cell that 

can be in either of the configurations, static168 and flowing.169 These liquid cells are mainly 

used for absorption studies to obtain near edge X-ray absorption fine structures (NEXAFS) and 

resonance measurements.170,171 However the use of liquid micro jets (cylindrical) for the 

absorption studies provides an alternative, in addition to benefiting from the window-less X-

ray absorption measurements.167 Studies have also been reported for measuring liquid 

samples using a liquid flatjet system, for absorption studies in the transmission mode (as 

cylindrical jets are thicker) or for XPS studies.172 The recent advancements in the field of near 

ambient pressure XPS (NAP-XPS) have allowed to probe the radiation induced damage to DNA 

and other biomolecules in near ambient pressure (few 10s of mbar) conditions, in the liquid 

phase.120  

There are an increasing number of theoretical studies to support the XPS and XAS 

studies.173,151,174,46 These theoretical studies use Ab-initio Molecular Dynamics (AIMD) and 

Hartree-Fock simulations to obtain NEXAFS spectra,175,173 Auger spectra,170 core-XPS 

spectra,176 etc..  
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These studies shed light on various decay pathways that occur upon photon absorption or 

photoionization, as well as the resulting changes in physical and chemical properties. They 

indicate that bond cleavage and fragmentation can occur in liquids as is also observed in solid 

and gas phase spectroscopy. In addition, there are some changes reported in the local 

electronic structures influenced by the surrounding solvent molecules.150,177 However, our 

understanding of the specific effects caused by solvation remains limited. 

1.5. Research Objectives  

Over the last century, scientists have been trying to understand the interaction of photons 

with matter. This has led to a great knowledge in different photon energy range including 

Ultraviolet (UV) light, which majorly results in excitation events, and highly penetrating 

electromagnetic radiations (hard X-rays or Gamma rays) that produce sparsely ionizing tracks.  

As stated earlier, little is known about the poorly penetrating soft X-rays (0.2 keV – 2 keV) 

(lying between the UV and hard X-ray). Soft X-rays were shown to behave like high LET 

particles,27 resulting in dense ionization tracks. Moreover, they interact dominantly via inner 

shell ionization and thus trigger multiple ionization events. In addition, the soft X-ray energy 

range holds great potential in the field of radiobiology for studying both direct and indirect 

effects of radiation.122  

The objective of the thesis is two-fold. 

1. The first objective is to study the indirect effects of soft X-rays, i.e. their interaction with 

pure water, as water plays a crucial role in radiobiology. The focus is on studying the 

possible formation of a radical species (HO2°) after the reaction of the dissociation product 

of a doubly ionized water molecule (produced after the Auger effect, in the femtosecond 

timescale) with its surrounding, in the dense ionization tracks. In addition to the poor 

penetration of soft X-rays, the radical yield in this energy range is extremely low. To 

overcome these limitation, this work presents the development of a state-of-the-art highly 

sensitive detection technique, i.e. a microfluidic cell coupled with an in-line UV detection 

cell. These experiments were performed at the Metrologie beamline, SOLEIL synchrotron. 

A complementary theoretical AIMD simulations is also presented to understand the 

mechanism of the formation of HO2° in the dense tracks. This is modeled using TDDFT and 

CPMD methods, from femtosecond to picosecond timescale. 
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The following questions are addressed (in chapter 3 and 4) in the context of indirect 

effects: 

 What is the effect of an inner-shell ionization on water molecules upon soft X-ray 

irradiation in the liquid? 

 What are the reaction pathways of doubly ionized water in soft X-ray tracks? 

 How to measure the extremely low production yield of superoxide radicals in the 

soft X-ray ionization tracks? 

 

2. The second objective of the thesis is to understand the direct effects of soft X-rays, i.e. their 

initial interaction with solvated biomolecules. The timescale of the direct effects is 

different compared to the indirect effects, the former being faster. To study these ultrafast 

effects, the experiments performed on solvated biomolecules are presented, from the 

simple peptide (Glycine) to one that mimic the peptidic bond (Glycylglycine), using soft X-

ray spectroscopy techniques (XPS and XAS). These experiments are possible thanks to the 

state-of-the-art under vacuum liquid microjet setup at the PLEIADES beamline, SOLEIL 

synchrotron. A study on the electronic properties of the biomolecules and how these 

properties are affected by solvation, is presented. A theoretical counterpart, i.e. AIMD 

simulations to determine the different (Kohn-Sham) electronic states of a biomolecule 

embedded in liquid water, which allows the interpretation of the resonance studies of the 

solvated biomolecules, is also discussed.  

The following questions are addressed (in chapter 5) in the in the context of direct effects: 

 What is the effect of solvation on the electronic structure of the solute?  

 How is the energy given to the biomolecules dissipated? 
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Chapter 2: Materials and Methods 

This chapter provides a comprehensive overview of the chemicals, irradiation sources, and 

various experimental techniques used in this thesis. We describe the different synchrotron 

beamlines where the experiments were conducted and briefly discuss the methods of 

detecting the superoxide radical, determining the yield, and calculating the dose and its 

uncertainty. Additionally, we discuss the computational approaches employed in this work, as 

well as the choice of our simulation systems. 

Table 2.1: List of chemicals used in the thesis, along with their specification, brand name and 

reference.  

Chemical Brand name Reference 

Ferrous Ammonium Sulfate,  ACS reagent, 

99% 
Sigma-Aldrich 215406 

NaCl,  ACS reagent, ≥99.0% Sigma-Aldrich S9888 

Sulphuric acid (H2SO4) Sigma-Aldrich ARK2197 

Cytochrome C from bovine heart (≥95%, 

powder, -20°C) 
Sigma-Aldrich C3131 

Water Soluble Tetrazole Salt (WST8), 

99.67% 
MedChemExpress HY-D0831 

Phosphate buffer solution (1 M, pH = 7.4 

at 25°C) 
Sigma-Aldrich P3619-1GA 

Superoxide Dismutase (SOD) from bovine 

erythrocytes ( ≥3,000 units/mg protein, 

BioReagent, lyophilized powder) 

Sigma-Aldrich S5395 

Catalase from bovine liver ( lyophilized 

powder, ≥10,000 units/mg protein) 
Sigma-Aldrich 232-577-1 

Ethanol (Laboratory Reagent, 96%) Sigma-Aldrich 200-578-6 

Potassium Chloride (KCl) (ACS reagent, 

99.0-100.5%) 
Sigma-Aldrich 

 

231-211-8 

Glycine ( BioUltra, for molecular biology, 

≥99.0%, 1.03 g/mL at 20 °C) 
Sigma-Aldrich 

 

200-272-2 

Glycylglycine ( BioUltra, ≥99.5%) Sigma-Aldrich 209-127-8 

Barium Sulphate (BaSO4) (ReagentPlus®, 

99%) 
Sigma-Aldrich 

 

231-784-4 
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Table 2.2: List of devices/instruments used in the thesis, along with their specifications and 

supplier. 

Product Supplier Specification 

Devices 

Millex-GP Syringe Filter 

Unit 

Sigma Aldrich (Ref: 

SLGP033RS) 

Polyethersulfone, 0.22 µm pore size 

syringe filter, 10 bar max. inlet 

pressure and 45 °C max 

temperature 

Captair Pyramid: 

Transportable glove bag 
Erlab US patent no. 6851769 

Gammacell® 3000 Best Theratronics Cesium-137 gamma source 

Silicon frame with silicon 

nitride window for ‘Exit 

window) 

FASTEC, 

Northampton, UK 

Silicon frame = 10 × 10 mm2, 500µm 

thick and 

Silicon nitride window = 1 mm × 1 

mm, 150 nm thick 

YAG:Ce crystal 
Crytur, Turnov, Czech 

Republic 
50 µm thick Scintillator crystal 

CCD camera 

AcA2500-20gm, 

Basler, Ahrensburg, 

Germany 

High quality imaging used in this 

work to  record beam shape 

Photodiode 

International 

Radiation Detector, 

Torrance, California, 

USA 

AXUV-100G Ti/C 

Coating (~190±19 nm Titanium, 

~50±5 nm Carbon and ~7 nm Silicon 

dioxide films) 

x-z Translation table 
Brétigny/Orge, 

France 

Standard translation table, AXMO, 

MNT9 model, 0.2 mm precise 

Optical level 

Wild HeerBrugg, 

Heerbrugg, 

Switzerland 

 

Silicon chip for 

microfluidic cell without  

Si3N4 membrane 

Silson, Southam, UK 
6 mm x 3 mm large, 200 µm thick 

silicon chip 

Silicon chip for 

microfluidic cell with  

Si3N4 membrane 

Silson, Southam, UK 

6 mm x 3 mm large, 200 µm thick 

silicon chip with 300 µm x 1 mm  

Si3N4 membrane (low internal 

stress, ≤ 250 MPa) 

Metal holder for  

microfluidic cell 

Gavard, Arrou, 

France 

polytetrafluorothylene, PTFE 

2.8 cm  x 4.2 cm 
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Microfluidic devices 

(pressure controller, 

flowmeters, M-switch, 

PEEK or Teflon tube) 

FLUIGENT smart 

microfluidics 

Details of the products are available 

on the website of fluigent 

 

Optical interferometer 
Smart WLI Schaefer 

GmbH, Germany 

Used for performing interferometry 

measurements 

Quartz cuvette Hellma Analytics 
1mm  path length, High Precision 

cell 

Integrating sphere 
Shimadzu 

(Ref: ISR-2600PLUS) 

Measurement of solid samples using 

a UV-VIS spectrophotometer 

UV spectrophotometer Shimadzu UV-2550 

Laboratory XPS  

Kratos AIX ULTRA DLD spectrometer 

A monochromatic Al Kα X-ray 

source (1486.6 eV, 150 W) 

Hemispherical analyzer 
SPECS 

Scienta 

Phoibos 150 

VG-Scienta R4000WA 

Silicon photomultiplier 

(SiPM) 
KETEK GmbH1 

PM3315-WB 

active area of 3 × 3 mm² 

Electronic card KETEK GmbH 
PEPCB-EVAL-MCX-P 

 

Deuterium-Tungsten 

Halogen Source 
Ocean Insights 

DH2000 

wavelength range: 190 nm – 2500 

nm 

QE Pro spectrometer IDIL Fibres Optiques 

Efficient analog to digital converter 

(18 bit) - allows the measurement of 

a variation of 1/262144 in optical 

intensity (minimal measurable 

optical density of 2.10-5) 

In-line UV detection cell IDIL fibre Optiques 
SMA-Z Cell, FIA Z cell series 

Optical path = 2.5 mm 

PTFE AF mini degassing 

chamber 

imChem 

(Ref: P3105) 

PEEK chamber including a gas 

permeable Teflon tube. Standard 

100 µl systec AF degassing chamber, 

0,5 mL/min 

Not compatible to hexanes and 

other alkanes 

Softwares 

Microfluidic Automation 

tool: MAT’, and ‘All In 

One (A.i.O)’ 

FLUIGENT smart 

microfluidics 

MAT: for developing and running 

time based protocols and A.i.O: For 
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real time control of pressure and 

flow rates, version 19.0.0.1 

OceanView Ocean Insights 

Software for spectroscopy 

application. Copyright © 2013 

Ocean Optics, Version 1.6.7 and 

version 2.0 

IGOR pro WaveMetrics Scientific Data analysis, Version 9.01 

UVprobe Shimadzu 

Multifunctional UV spectroscopy 

software, Version 2.70,  Copyright 

©1998-2018 Shimadzu Corporation 

CasaXPS Casa Software Ltd 

Processing Software for XPS and 

more, Version  2.3.24,  Copyright © 

1999-2021 Casa Software Ltd 

UCSF Chimera 

Regents of the 

University of 

California 

Version 1.16,  copyright 2000-2020 

by Regents of the University of 

California 

Gromacs 

University of 

Groningen, Uppsala 

universite 

High-performance molecular 

dynamics package, Version 2020.1 

Computing platform 

MeSU 

HPCaVe group 

Sorbonne University, 

France 

Used computing resources: Alpha, 

Beta 

Occigen GENCI/CINES HPE Cray EX4000 

Jean-Zay GENCI/IDRIS HPE SGI 8600 
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2.1. Chemical products 

For the experiments performed in the oxic condition (aerated), samples were prepared in air, 

at room temperature. The list of the samples used in this work is mentioned below and is also 

presented in the table 2.1 along with the references. For the anoxic condition, samples were 

prepared in a transportable glove bag (see table 2.2 for reference), under an argon 

atmosphere. The samples were kept under the argon atmosphere for approximately 3 hours, 

filtered, put in the sample tube, capped, sealed with paraffin. The samples are then ready for 

the irradiation. 

Fricke solution: Air-saturated Fricke solution (1 mM (NH4)Fe2(SO4)2, 0.4 M H2SO4, 1 mM NaCl) 

was prepared using high-purity ferrous ammonium sulfate, NaCl and sulphuric acid, in triple 

distilled water. The solution was covered in aluminum foil to avoid the degradation in light.2 

Phosphate buffer: 1 M, pH 7.4 (25 °C) phosphate buffer solution was used. It was diluted to 

10 mM using Milli-Q water and it was used to maintain the pH of the samples. 

Ferri-Cytochrome C: Solution of cytochrome C (from bovine heart) was prepared with varying 

concentrations (7.7 μM, 15.4 μM, 23.1 μM, 30.8 μM, 46.2 μM and 61.5 μM) in 10 mM 

Phosphate buffer. The solutions were filtered using the Millex-GP Syringe Filter Unit (0.22 µm, 

polyethersulfone). They were used as a chemical probe for superoxide detection. The molar 

extinction coefficient (ε) of cytochrome C was 106,100 M-1cm-1 and 27,700 M-1cm-1 at 410 nm 

and 550 nm, respectively.3,4,5  

Water Soluble Tetrazole Salt (WST8): WST86 was also used as a chemical probe for superoxide 

detection. All WST8 aqueous solutions, from 100 µM to 500 µM, were prepared in Milli-Q 

water. The solutions were filtered using the Millex-GP Syringe Filter Unit (0.22 µm, 

polyethersulfone). The pH of the solutions was measured to be 5. The molar extinction 

coefficient (ε) of WST8 was 30,700 M-1cm-1 at 460 nm.7 

Superoxide Dismutase (SOD): The enzyme, SOD (from bovine erythrocytes), was used to 

dismutate superoxide radical anions. Solution of concentration 0.15 µM to 3.1 µM were 

prepared in phosphate buffer. 

Catalase: Catalase from bovine liver8,9 (0.15 µM to 3.1 µM) was used to dismutate hydrogen 

peroxide. 

Sodium Chloride (NaCl): Sodium Chloride was used as an OH scavenger in the chemical 

detection system. 
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Ethanol: Ethanol was used as an OH scavenger in the chemical detection system. 

Potassium Chloride (KCl): 50 mM KCl solution was used as a reference solution in XPS 

measurements. Its solution was prepared in Milli-Q water. 

Glycine: The powdered form of Glycine was used for solid XPS. 1 M of Glycine was prepared 

in 50 mM KCl solution, for liquid XPS. The solution had a pH of 7 at 22 °C. 

Glycylglycine: The powdered form of Glycylglycine was used for solid XPS. 1 M solution of 

glycylglycine was prepared in 50 mM KCl solution, for liquid XPS. The solution had a pH of 7 at 

22 °C. 

Barium Sulphate (BaSO4): BaSO4 was used as a reference for performing solid state UV 

analysis.  

2.2. Gamma irradiation 

In this work, gamma rays were used as a reference radiation. All the gamma irradiation 

experiments were performed using a Cesium-137 gamma source (Gammacell® 3000, Best 

Theratronics)10 available at LIONS, CEA Saclay, France. Cesium-137, discovered in the late 

1930s by Glenn T. Seaborg and his coworker, Margaret Melhase, undergoes a radioactive 

decay by beta emission and gamma radiations to Barium-137. The energy of the emitted 

gamma rays is 662 keV.11  

 

Figure 2.1: Side view of Gammacell® 300010. The samples can be placed in the canister for 

irradiation. Positions A, B and C (not to scale) in the canister refer to the three different heights 

at which the sample was placed for irradiation. 



Chapter 2: Materials and Methods  Page|48 
 

 
 

 

As Cesium-137 gamma rays have a high penetration and are dangerous to human health, the 

design of the Gammacell is such that the sealed Cs-137 source is shielded by lead (Pb). The 

sample to be irradiated is placed in a canister. The entire design can be seen in figure 2.1.  

2.2.1. Gamma dosimetry 

The Cs-137 radionuclide has a half-life of 30.07 years.12 The dose rate of the source thus 

changes with time. In addition, depending upon the height of the sample in the canister, the 

dose received by the sample varies. Therefore, to determine the dose delivered to the 

solutions by the source, a Fricke dosimeter was used.  

The Fricke solution is a standard chemical dosimetry solution. Fricke dosimetry is also referred 

to as ferrous sulphate dosimetry, because the process involves the oxidation of ferrous ions 

(Fe2+) to ferric ions (Fe3+) upon irradiation. The Fricke solution was irradiated in glass vials, 

placed at three different heights in the canister: positions A (6 cm), B (9 cm) and C (13 cm). 

The absorbance of the oxidized Fricke solution, i.e. Fe3+, can be measured by the increase in 

the UV signal at 304nm. The dose delivered to the sample can be estimated using equation 

(2.1), 

D =  
ΔA

𝜀
𝐹𝑒3+
304 𝑛𝑚𝐺(𝐹𝑒3+)𝜌𝑙

  2.1 

where ΔA is the difference between the measured absorbance of irradiated and non-

irradiated samples, G(Fe3+) is the radiation chemical yield of ferric ions, i.e. 1.55 × 10-6 mol/J 

and 𝜀𝐹𝑒3+
304 𝑛𝑚 is the molar extinction coefficient of ferric ions at 304 nm, which is equal to      

2174 M-1cm-1.2,13  The density of the solution, 𝜌, is 1.023 g.cm-3 at 25°C and the path length of 

the UV cell, 𝑙, is 1 cm.  
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Figure 2.2: Fricke Dosimetry-Variation in the dose (Gy) delivered to the Fricke solution          

(250 µl) as a function of irradiation time (min), at a height of 9 cm (position B) in the canister. 

Equation (2.1) was used to calculate the dose delivered to the solution as a function of 

irradiation time. The table 2.3 shows the variation in the dose rate as the position of the 

sample inside the canister (placed in the gamma cell) changes. 

Table 2.3: Variation in dose rate inside the Gamma cell with respect to sample volume and 

position in the canister. 

 

 

 

 

In all the gamma irradiation experiments conducted in this work, the 250 µl sample was placed 

at position B. Therefore, the dose rate employed to determine the dose delivered to the 

sample was 5.5 Gy/min (see table 2.3), with a percentage error in the dosimetry of 

approximately 5%. 

Volume of 

Fricke solution 

irradiated (µl) 

Dose rate (Gy/min) 

Position A 

(6 cm) 

Position B 

(9 cm) 

Position C 

(13 cm) 

150 4.23 5.23 5.14 

250 4.14 5.51 4.73 

400 4.41 5.90 4.92 
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2.3. Synchrotron Soft X-ray irradiation 

In this section, I briefly describe the synchrotron light source. I also discuss the characteristics 

of the soft X-ray beamlines of synchrotron SOLEIL that were used in this work. 

2.3.1. Synchrotron light source   

Synchrotron light sources are a type of particle accelerator and are among the most powerful 

tools in modern scientific research, providing researchers with intense beams of light in the X-

ray, ultraviolet, and infrared regions of the electromagnetic spectrum. Synchrotron light 

sources work by accelerating charged particles, typically electrons, to nearly the speed of light 

and then forcing them to travel in a circular path using magnetic fields. As the charged 

particles travel along their circular path, they experience a force perpendicular to both their 

direction of motion and the direction of the magnetic field. This force is known as the Lorentz 

force. During this circular motion, the relativistic charged particle emits synchrotron radiation 

(SR), as its velocity direction is continually changing. This radiation is collected and used for a 

wide range of scientific applications. 

Over the years, there have been numerous advancements in synchrotron light source 

technology, including the development of new accelerator designs, improvements in 

beamline instrumentation, and advances in data analysis and computational techniques. One 

of the most significant advancements in synchrotron light source technology has been the 

development of third-generation light sources, which are characterized by their high 

brightness and coherence. In recent years, there has also been a growing interest in 

developing fourth-generation light sources, which aim to further increase the brightness and 

coherence of synchrotron light sources.14,15 

There are several key components in a synchrotron light source. Here, we describe these 

components for SOLEIL, which is the French national 2.75 GeV third generation synchrotron. 
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Figure 2.3: Schematic diagram of SOLEIL synchrotron, following a 7 step process to produce 

synchrotron radiation.16  

SOLEIL is an electron-based synchrotron (see figure 2.3). Its first component is a 16 m long 

linear accelerator (linac) (①), where the electron beam emitted by an electron gun is 

accelerated. The second component is called a Booster (②) that accelerates the electron 

beam in a circular path, preparing the beam for the main ring of the synchrotron i.e. the 

storage ring (③), which has a circumference of 354 m. In this ring, the presence of bending 

magnets (④) facilitates the circular trajectory of the electrons by bending the electron beam 

using magnetic field. Another important component in producing SR is the radiofrequency (RF) 

cavity (⑤). It is tuned to a specific frequency that matches the rotational frequency of the 

charged particle and it compensates for the energy losses of the electron beam when it emits 

SR. Since SOLEIL is a third-generation synchrotron, it uses insertion devices, including wigglers 

and undulators (⑥), which produce more intense SR than a conventional bending magnet 

and can be designed to optimize its emission on a desired energy range. Finally, the emitted 

SR are used at the beamlines having the so called ‘end stations’ (⑦), where different set-ups 

are installed for specific experimental analysis. 
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In this work, all the soft X-ray experiments were performed at the beamlines of SOLEIL 

synchrotron that are detailed in the following section. 

2.3.2. SOLEIL Beamlines  

2.3.2.1. METROLOGIE beamline 

The METROLOGIE beamline is a bending magnet beamline with two optical branches 

dedicated to X-UV and hard X-rays energy ranges from few eV to 40 keV (monochromatic) 

with an access to white beam. The beamline is operated under vacuum (P = 10-8 mbar). In this 

work, we use the XUV (soft X-ray) branch of the METROLOGIE beamline (see figure 2.4). 

 

Figure 2.4 : Scheme of the X-UV branch of the METROLOGIE beamline (image adapted from 

17). 

Depending upon the energy of the beam, the photon flux at the soft X-ray branch can vary 

from 109 to 1012 photons/s.  The different energies can be selected thanks to the three gratings 

(Varied Line Spacing plane gratings) present in the beamline (see figure 2.4). The branch 

operates from 30 eV to 1800 eV and is equipped with a lower order sorter that facilitates the 

removal of higher order light with a rejection rate of 0.1% (filters such as Boron 0.4 µm can be 

chosen depending upon the working photon energy). Thanks to the higher order light 

rejection, the resulting spectral purity is more than 99 % over the entire energy range. The 

output beam is well focused and collimated (25 µm × 120 µm FWHM focused beam). Typically, 

the spectral resolution1 is few 10’s of eV. The beamline is well suited to perform experiments 

at the low photon flux regimes and high spectral purity. 

                                                           
1 Resolution refers to the ability of an instrument to separate and resolve adjacent peaks. It 
is defined using the fit parameter, FWHM (Full Width at Half Maximum). 
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2.3.2.2. TEMPO beamline 

To observe the radiation damage on aqueous amino acid (Glycine) and dipeptide 

(Glycylglycine) samples, we chose to perform X-ray Photoelectron spectroscopy experiments 

using the TEMPO (Time resolved Experiments on Materials with PhotOelectron spectroscopy) 

beamline (beamline energy range = 50 to 1500 eV). It is an undulator beamline. The beamline 

comprises various elements, including slits, gratings, vertical and spherical mirrors (see figure 

2.5).  The mirrors in the extraction section allow to focus the beam horizontally and vertically 

on the entrance slit (EnS). The gratings and the two spherical mirrors (M2a and M2b) in the 

monochromator section focus the beam on the exit slit (ExS).18,19  

 

Figure 2.5: Schematic of the TEMPO beamline having two end station for UHV photoemission 

and NAP-XPS experiments.  

Thanks to the different combinations of the available gratings and mirrors, it was possible to 

access the entire energy range of the beamline. The resulting monochromatic beam can then 

be used at the two end stations,18 one to perform UHV Photoemission experiments and the 

other for NAP-XPS (Near-Ambient Pressure X-ray Photoelectron Spectroscopy). 

At the NAP-XPS end station, it is possible to perform experiments with pressures as high as    

20 mbar.19 The analysis is facilitated using a SPECS Phoibos 150-NAP electron analyzer. Since 

the experiments are performed at high pressures, the analyzer and the beamline are 

protected using a differential pumping system. The working principle and the set-up of the 

NAP-XPS technique is given in section 2.4.5.3. 
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2.3.2.3. PLEIADES beamline 

The PLEIADES (Polarized Light source for Electron and Ion Analysis from Diluted Excited Specie) 

beamline is an undulator beamline (HU80 and HU256) covering an energy range from 10 eV 

to 1000 eV. The schematic of the beamline in shown on figure 2.6. It generates ultra-high 

resolution soft X-rays with a resolving power of 105 at 50 eV and is dedicated to performing 

spectroscopy experiments in different physical states of the matter (gases, nanoparticles, 

liquids, etc.). The PLEIADES beamline has three branches: ① The MAIA branch, ② the central 

branch with one open port for users and ③ a branch with two end stations and one open 

port for the users. 

 

Figure 2.6: Schematic of the PLEIADES beamline displaying the three branches for performing 

experiments with high resolution soft X-rays. 

In this work we have used the central branch (②) where the beam spot size is 50 (H) × 30 (V) 

µm2, and the VG-Scienta R4000 of branch ③, where the spot size is 180 (H) × 100 (V) µm2. 

The beam size can however be adjusted vertically using the exit slits after the monochromator. 

Since it is an undulator beamline, the fine tuning of the photon energy can be done by simply 

varying the magnetic field of the undulator. The undulator can be tuned (maximizing photon 

flux) or de-tuned (reduces the photon flux) with the monochromator. 
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Unlike METROLOGIE, this beamline is not equipped to reject higher order light, however, the 

photon flux is higher (1013 photons/s). 

2.4. Experimental set-up and analysis techniques 

2.4.1. In-air beam extraction at METROLOGIE beamline: IRAD setup 

All the soft X-ray irradiation experiments conducted at METROLOGIE beamline, were 

performed in air (P = 1 bar), using a microfluidic device (see section 2.4.2). Since the beamline 

is under vacuum (P = 10-8 mbar), the beam had to be extracted. This was possible thanks to a 

previously developed IRAD set-up (IMPMC, Sorbonne Université) (see figure 2.7). This set-up 

was initially developed for irradiating samples of biological interest at the Laboratoire pour 

l’Utilisation du Rayonnement Électromagnétique (LURE)20 and was later adapted for the soft 

X-ray beamline at synchrotron SOLEIL.21 Its installation was done behind the focal point of the 

beamline. The IRAD set-up has a three-stage differential pumping system that allows to reach 

a pressure of 10-7 mbar behind the Silicon Nitride window from a pressure of 10-8 mbar in the 

beamline. The differential pumping is facilitated thanks to the ionic and Turbomolecular 

pumps. Along the set-up, there are several diaphragms (A = 5 mm, B = 3 mm and C = 1 mm). 

The set-up terminates with a Silicon Nitride square window (1 mm × 1 mm, 150 nm thick) in a 

square silicon frame (10 mm × 10 mm, 500 µm thick) (FASTEC, Northampton, UK), 22,23,20 which 

is transparent to soft X-rays, referred to as the ‘Exit window’. The differential pumping stage 

helps to protect the beamline and the storage ring, in case the Exit window breaks.  
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Figure 2.7: IRAD set-up installed at the front end of the METROLOGIE beamline, having a 

differential pumping system. It allows the extraction of beam under vacuum to air. The exit of 

the IRAD set-up is the 150 nm thick silicon nitride window, transparent to soft X-rays. 

Thanks to the translation table of the IRAD setup, the microfluidic cell along with other 

alignment devices, namely a YAG:Ce crystal installed on a CCD camera and a photodiode (for 

specifications of the devices, refer to table 2.2 and for more details on the microfluidic cell, 

see section 2.4.2 and 3.2.1) could be installed in the front of the exit window of the IRAD setup. 

These devices could be translated in front of the exit window, thanks to the software for the 

translation table (software developed by Emmanuel Robert, PLEIADES beamline of SOLEIL 

synchrotron, France) that allowed the precise moment in the x, s and z direction with respect 

to the beam. The Ts axis is parallel to the synchrotron beam, Tz is the vertical axis and Tx is 

perpendicular to Ts and Tz. The distance at which these devices were placed with respect to 

the exit window are shown in the figure 2.8. The relative distance (along the x and z plane) 

between these devices were measured prior to mounting them in front of the exit window, 

using the optical level. 
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Figure 2.8: The installation of the microfluidic cell, YAG:Ce and the photodiode (placed at a 

known distance from each other) on the translation table, in front of the exit window of the 

IRAD setup. It should be noted that the distances shown in the figure are not with the sensitive 

surface of the devices but with the outer measurable surface of the device. The translation 

table allows the movement of the devices in front of the exit window along different axis, with 

a greater movement possible in Ts direction.  

2.4.2. Microfluidic cell design and set-up 

As described in the introduction, soft X-ray beams are strongly attenuated in liquid media and 

hence, they cannot travel beyond few 10’s of micrometers in aqueous solutions. Samples were 

thus irradiated in a microfluidic cell (5.3 µm in depth), instead of a conventional irradiation 

cell (few mm to cm in depth), in order to have a relatively homogeneous depth-dose 

distribution. 

This section describes the microfluidic cell design that is adapted from the microfluidic cell 

first developed for STXM measurements in a vacuum microscope chamber of the HERMES 

beamline, by Corinne Chevallard (CEA, Saclay), Charlie Gosse (LPN-CNRS, Marcoussis), 

Stéphane Le François (Synchrotron SOLEIL, Saint-Aubin) and Stefan Stanescu (Synchrotron 

SOLEIL, Saint-Aubin).24,24 The cell was then adapted to use at METROLOGIE beamline during L. 
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Huart thesis, in collaboration with Corinne Chevallard.1 The modifications introduced in the 

original cell design (to irradiate aqueous solutions with soft X-rays25) will be detailed. In 

addition, the microfluidic set-up that facilitates the flow and irradiation of samples will also 

be described. 

2.4.2.1. Original cell design 

The original cell24,25,26 was made of two silicon chips (6 mm x 3 mm large, 200 µm thick) (Silson, 

Southam, UK) that were sandwiched between two elastomers, polymer polydimethylsiloxane 

(PDMS gaskets), as can been seen in the exploded view of the microfluidic cell in figure 2.9a. 

The PDMS gaskets allowed a firm sealing for the two silicon chips under the required pressure 

conditions (up to 2 bar). The front silicon chip (facing the beam) had a 150 nm thick and          

300 µm x 1 mm large silicon nitride (Si3N4) membrane (low internal stress, ≤ 250 MPa) in its 

center, for the beam to pass. The back silicon chip had two side holes to allow the fluid to flow 

through the microfluidic channel (using the fluidic connections, see figure 2.9a). The 

microfluidic channel was formed thanks to the hollow SU-8-photoresist rectangular spacer on 

the front silicon chip) resulting in a channel depth of 5.3 µm. This entire assembly was 

assembled on a metal holder (polytetrafluorothylene, PTFE) (Gavard, Arrou, France). To 

compress the PDMS and tighten the assembly in the metal holder, a clamping system 

comprising stainless steel hollow bolt and a brass nut was used.26  

a) b)  

Figure 2.9: a) Exploded view and b) assembled front view of the original microfluidic cell 

design with one Si3N4 membrane on the front silicon chip. The two silicon chips are packed 

between two PDMS gaskets that prevent leakage of the flowing sample. 
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This initial design did not allow the beam transmission through the cell, making it difficult to 

align the cell with respect to the beam (described later in this section). In order to speed up 

the process of alignment, modifications were introduced in the cell design (see section 3.2.1.1 

of chapter 3). 

2.4.2.2. Microfluidic set-up 

The microfluidic cell enables the sample to flow through it and the sample is automatically 

renewed during the irradiation process. To accurately control the flow of the sample in the 

microfluidic cell, a set-up consisting of various microfluidic devices was used (see figure 2.10). 

These devices (pressure controller, bidirectional flowmeters, 2-switch valves, bidirectional 10-

position M-switch and PEEK or teflon tubes) were purchased from “FLUIGENT smart 

microfluidics”. The FLUIGENT softwares, namely ‘Microfluidic Automation tool’, ‘ESS control’ 

and ‘All In One (A.i.O)’ were used to write and to automate the irradiation protocols and time 

based fluidic programs (sample injection, changes in flowrate or pressure after certain time 

duration, cleaning of the cell).  

 

Figure 2.10: Microfluidic set-up comprising of various microfluidic devices that allow to 

control the flow of sample through the microfluidic cell. The figure shows the two paths that 

the liquid can flow through, the microfluidic cell and the bypass.  

The set-up comprises of sample reservoirs or tubes, and a specific sample can be selected 

thanks to the 10-position M-switch valve. Thanks to the ‘MFCS™ pressure controller’, the 

flowrate of the sample in the microfluidic channel can be maintained at a desired value during 

the experiments.  The pressure controller allows to work with compressed air (for oxic 

conditions) as well as with nitrogen gas (for anoxic conditions). The flowrate can be monitored 
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on the ‘bidirectional flow units’ or the flowmeters. Depending upon the sensor diameter of 

the flowmeter (S or M), the inner volume and the maximum pressure resistance changes. The 

connections between the devices are made using PEEK or Teflon tubes. The flowmeter is then 

connected to a 2-switch bidirectional valve that allows the sample to flow either through the 

microfluidic cell or through the bypass. The bypass is a path in the circuit with low 

hydrodynamic resistance facilitating a faster injection of the sample and a faster cleaning of 

the channel. The last device in the channel is another flowmeter to monitor the outlet flowrate 

that helps to verify if there is leakage in the channel. The devices used for our set-up are 

compatible for low pressure (up to 2 bar) and they provide reliable and repeatable 

experimental condition. The sample flowing through the microfluidic cell is irradiated and at 

the outlet, it can be collected for post-analysis, or in-line analysis (see section 3.2.2 of chapter 

3).  

The calibration of the flow Units (see Appendix I.III.) was performed to have an accurate 

flowrate measurement for each sample that was crucial for dose determination (see section 

3.2.3.).  

2.4.3. Optical Interferometry 

The application of pressure in the microfluidic channel, to facilitate the flow of the sample, 

results in the deformation of the membrane. To measure this deformation (or bulging) we 

employ a technique called "Optical Interferometry." This well-established method involves 

splitting coherent light into multiple beams using beam splitters or other optical components. 

These beams follow separate paths before recombining, creating an interference pattern 

based on their phase relationship. Constructive interference produces bright fringes, while 

destructive interference leads to dark fringes. Fringes represent the distinct patterns of light 

and dark regions resulting from wave interference. By capturing and analyzing the fringe 

pattern using techniques like image processing, interferometric data analysis algorithms, or 

Fourier transform methods, we can extract quantitative information such as surface profiles 

and thickness.  
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Figure 2.11: Experimental setup to measure interference patterns on the bulging membrane 

of the microfluidic cell using an optical interferometer (smartWLI, Germany) with a 20X 

objective. b) Pattern of the fringes when the sample is not flowing (left) and when it is flowing 

through the microfluidic cell (right). 

The interferometry measurements in the work were performed using an optical 

interferometer from Smart WLI Schaefer GmbH, Germany, with a changeable objective (10X 

and 20X were used in the measurements), the setup for which is shown in the figure 2.11. 

2.4.4. UV-visible spectrophotometry 

In this section, we discuss the UV- visible spectroscopy technique, used to perform absorbance 

and band gap measurements for samples. Firstly, the basic principle of the technique is 

described. It is followed by discussion on the absorbance measurements for the liquid samples 

in the transmission mode and reflectance measurements for the solid sample, using a 

conventional UV spectrophotometer. Lastly, the post processing of these measurements to 

determine the yield and band gap of the sample, is detailed.  

2.4.4.1. Principle 

UV-Vis spectroscopy is a technique that involves the absorption of light in the ultraviolet-

visible region (UV-Vis) of the electromagnetic spectrum. It is based on the principle that when 

light passes through a sample, specific wavelengths are absorbed, leading to electronic 
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transition of electrons. The energy required for this transition is specific to the molecule and 

it is related to the band gap of the molecule (difference between highest occupied molecular 

orbital, HOMO, and the lowest unoccupied molecular orbital, LUMO). This technique is 

governed by the Beer-Lambert law that provides a relation between the absorbance (𝐴) of the 

sample and its concentration (c), at a given wavelength (𝜆) and path length (𝑙). The Beer 

Lamber law can be given by the equation 2.2. 

𝐴 = 𝜀𝜆𝑐𝑙 .............................................................................. 2.2 

The absorption of light by the sample is measured using a spectrophotometer, which 

generates a spectrum of light absorbed by the sample as a function of wavelength.  

2.4.4.2. Off-line UV analysis 

2.4.4.2.i. Absorbance measurements in transmission  

UV spectra were measured using a convential UV spectrophotometer Shimadzu UV-2550 

available at LIONS, CEA Saclay, France, and a 1mm quartz cuvette (High Precision cell, Hellma 

Analytics), transparent to UV. The software used to record the spectra was UVprobe. The 

wavelength range over which the spectra were recorded is 190 nm - 600 nm, with a slow 

single-mode scan speed. The slit width was kept as 2 nm with a sample interval of 1 nm.  

For liquid samples, ultra-pure water was used for base line correction. The absorbance at the 

wavelength of interest (460 nm for WST-8 formazan) was subtracted with the absorbance at 

600 nm wavelength (the wavelength where the absorbance remained the same throughout). 

The resulting delta absorbance or optical density (OD) was used for calculations of the yield, 

explained in section 2.4.4.3.  

The UV-vis spectra of all gamma-irradiated samples, reported in this work, were obtained 

using an off-line UV-vis spectrophotometer. However, for the irradiated sample from soft X-

rays, the analysis was performed using an in-line UV setup and its development and use is 

detailed in chapter 3.  
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2.4.4.2.ii. Absorbance measurements in reflectance  

To record the UV-visible spectra of the powdered solid sample, the measurements were made 

in the reflectance mode, available in the UVprobe software. The reflectance measurements 

were made using an integrating sphere (see figure 2.12).27,28  

 

Figure 2.12: Schematic representation of integrating sphere (image on the right) and the 

diffuse reflectance measurements (measurement light is irradiated at 0°, on the sample), on 

the left, used for measurement of the UV-vis spectra in reflectance. Images are taken from 

Shimadzu’s website.27 

The baseline correction was performed by using BaSO4 powder as a reference sample. The 

reflectance values of the sample were recorded as the light gets reflected by the solid sample, 

unlike in the liquid sample. The reflectance values of the sample (R) are then transformed into 

a quantity proportional to the absorbance (KM), using Kubelka-Munk transformation (see 

equation 2.3).29  

𝐾𝑀 = 
(1−𝑅)2

2 𝑅
  .................................................................... 2.3 

2.4.4.3. Post-processing 

2.4.4.3.i. Absorbance to Yield  

The yield of the radiolysis products can be defined by the amount of the product formed per 

100 eV of the absorbed energy. However, it can also be expressed as ‘M Gy-1’ or in its SI unit 

‘mol/J’. All the yield values in this work are reported in µmol/J. The conversion factor can be 

given as, 1 M Gy-1 = 9648000 molecule/100 eV and 1 molecule/100 eV = 0.10364 µmol/J.30  
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The first step was to determine the concentration (M), for a given irradiation dose, from the 

delta absorbance values (see section 2.4.4.2.), using the Lambert-Beer law (see equation 2.2). 

The concentration was calculated at each dose (Gy) and each concentration value was divided 

by the dose (Gy) at which it was obtained. The resulting quantity, the yield, has the unit ‘M 

Gy-1’. This value is then converted to the more convential unit for yield, i.e. µmol/J. 

2.4.4.3.ii. Band gap measurement 

The UV-vis spectroscopy allows to estimate the band gap of samples. This is possible by 

generating a Tauc plot. The Tauc relation can be expresses by equation 2.4.  

 

(𝛼ℎ𝜈)
1

𝛾⁄ = 𝐵(ℎ𝜈 − 𝐸𝑔)  ................................................  2.4 

Where 𝛼 is the molar absorption coefficient, which is energy dependent, ℎ is the Planck 

constant, 𝜈 is the frequency of light, 𝛾 is dependent upon the electronic transition and can be 

equivalent to either 0.5 or 2 for direct or indirect band gap measurements, respectively,31,32  

B is a constant and 𝐸𝑔 is the band gap energy. In this work, the indirect band gap 

measurements (𝛾 = 2) are reported. 

The Tauc plot was obtained by calculating 𝛼 at each wavelength, thanks to the values obtained 

via the recorded absorption spectra. The photon energy was plotted on the x-axis. The value 

of the band gap was obtained by extrapolating the first onset curve to the x-axis.32 

2.4.5. XPS analysis 

In this section, we will focus on X-ray Photoelectron Spectroscopy (XPS) analysis technique, 

used to study dipeptide solutions after interaction with soft X-rays. It is a surface-sensitive 

technique based on the principle of the photoelectric effect (see section 1.2.1 of chapter 1).  

We describe here the commonly used analyzer for XPS measurements. Additionally, we will 

delve into the solid-state XPS and liquid-state XPS techniques (NAP-XPS and liquid microjet 

XPS), along with the data treatment and calibrations performed for them. 
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2.4.5.1. Hemispherical electron analyzer 

Hemispherical electron analyzer is a widely used analyzer for techniques like XPS to perform 

high resolution measurements. It allows to analyze the energy and momentum of electrons 

emitted from a sample surface. The set-up of the analyzer comprises several elements as 

shown in figure 2.13. 

 

Figure 2.13: Schematic of XPS setup with a hemispherical electron analyzer.33 

The very first stage is the sample holder where the sample is positioned/oriented to face the 

center of the analyzer entrance. Upon irradiation with the X-ray source (X-ray tubes or 

synchrotron radiation) the emitted electron enters the electrostatic lens system where the 

electrons are focused to the entrance slit of the hemispherical analyzer.34 The hemispherical 

analyzer typically has two concentric hemispheres (inner and outer) that operate at different 

potentials to maintain the trajectory of the electrons. The trajectories of the electrons are 

dispersed, based upon their kinetic energy, and an XPS spectra is acquired using a detector 

(CCD etc.). The voltages on which the hemispheres operate defines the pass energy (linked to 

the range of kinetic energies of the electrons that can be detected on the detector). The slow 

moving electrons remain closer to the inner hemisphere and vice versa.35  
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2.4.5.2. Solid XPS 

We performed solid-state XPS of the samples (Glycine and Glycylglycine) as a reference XPS 

study to understand the chemical structure of the molecules in the absence of water 

molecules and to compare to our liquid XPS data. This allows a better understanding of the 

effect of hydration. The laboratory XPS set-up used, is detailed below.  

2.4.5.2.i Setup 

The solid-state XPS spectra were recorded using the Kratos AIX ULTRA DLD spectrometer 36 

with a monochromatic Al Kα X-ray source (1486.6 eV, 150 W) at LICSEN, CEA Saclay, France. 

All the solid-state XPS measurements were performed by Jocelyn Leroy. The sample was 

deposited on a gold substrate in electrical contact with the hemispherical electron analyzer 

and the analysis area of the sample was (300 × 700) µm2. In order to minimize or avoid the 

charge effect on the measurements, the charge neutralization system was used.37 All the 

spectra were recorded with a hybrid lens mode.  

2.4.5.2.ii. Data acquisition and calibration method 

To obtain an overview of the composition of the sample, the survey spectrum was recorded 

at pass energy of 160 eV and an energy step of 1 eV. The binding energy scale calibration of 

the spectra was performed with respect to Au 4f7/2 at a binding energy of 84 eV for the gold 

substrate. The verification of the alignment of the Fermi level was done using the C 1s peak of 

hydrocarbons at 284.8 eV.38, 39, 40 High-resolution core and valence level spectra of the sample 

were recorded at a pass energy of 20 eV and an energy step of 0.05 eV.  

All the spectra were corrected for the work function (the minimum energy required to remove 

an electron from the sample, in vacuum) of the analyzer that is equal to -4.69 eV. The binding 

energies of the solid-state XPS spectra are reported with respect to the Fermi level of gold. 

The resolution of the spectra (core and valence spectra) recorded at the pass energy of 20 eV 

is 0.35 eV (measured previously for the same spectral conditions).1 

2.4.5.3. NAP-XPS 

Traditional XPS requires the sample to be under high vacuum conditions, preventing the study 

of samples under realistic conditions. The advancements in the field of spectroscopic studies 
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have allowed to perform XPS measurements in the near ambient pressure condition. The 

technique is known as the near ambient pressure X-ray photoelectron spectroscopy (NAP-

XPS), working at pressures up to few 10’s of millibar. It should be however noted that NAP-

XPS has some limitations, such as a lower resolution and sensitivity compared to traditional 

XPS due to the presence of the gas environment.  

The experimental setup used to perform the NAP-XPS (TEMPO beamline, SOLEIL synchrotron) 

is shown in the figure 2.14 a. The first stage of the setup is the 'Load Lock Chamber', where 

the sample was loaded. Powdered sample was secured within the copper rings fixed on the 

sample holder (Figure 2.14 b) and mounted onto a horizontal manipulator in the 'Load Lock 

Chamber'. The sample was then transferred through a series of chambers to reach the 

'Analysis Chamber', where it was repositioned vertically (see figure 2.14 c). This vertical 

orientation was necessary to ensure that the sample faced the analyzer at the good working 

distance of the NAP lens and that the beam was focused precisely at the sample. As the 

hemispherical analyzer (Phoibos 150 from specs) is positioned horizontally, this step was 

crucial to enable accurate analysis of the sample.41  

The vertical manipulator in the analysis chamber was capable of translating in 5 axis, to 

optimize the signal. The sample surface was approximately 1 mm away from the NAP 

analyzer's aperture entrance, which had a diameter of 0.3 mm (see figure 2.14 c). Additionally, 

the SR beam entrance angle was set to 54° relative to the axis of the analyzer. 
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Figure 2.14: a) NAP-XPS end station; b) Sample holder; c) Sample analysis using NAP lens of 

0.3 mm aperture set-up at TEMPO beamline, SOLEIL synchrotron. 

For our study, we maintained a working pressure range of 5 to 7 millibars and a temperature 

of 278 K during NAP-XPS measurements, to allow a droplet formation. The Peltier block in 

contact with the sample holder on the vertical manipulator allowed us to achieve such a low 

temperature. The sample remained static on the holder, oriented at a particular angle relative 

to the SR beam and NAP lens. This enabled us to monitor the evolution of the liquid XPS 

spectra with the irradiation time and to observe any radiation damage. 

2.4.5.4. Liquid microjet XPS 

Liquid-jet XPS is an alternative technique for conducting liquid XPS spectroscopy. However, 

unlike NAP-XPS, liquid-jet XPS measurements are carried out in high vacuum. One significant 

difference between these two techniques is that liquid-jet XPS involves renewing the liquid 

sample continuously. As a result, radiation damage is not expected to be observed in the 

recorded spectra, given the high flow rate.42 The set-up used for performing such 

measurements was available at PLEIADES beamline and is explained below.  

2.4.5.4.i. Setup  

All the liquid microjet XPS measurements were carried out at the PLEIADES beamline of SOLEIL 

synchrotron, France. The liquid microjet set-up (see figure 2.15) is detailed elsewhere.43,42 

Briefly, the set-up consists of a glass capillary with a 60 µm orifice diameter used to create a 

liquid jet. The jet is collected using a heated catcher, which is maintained at a temperature of 

approximately 80°C to prevent the solution from freezing inside of it. A titanium skimmer 

(entrance of 300 µm) is used to direct the electrons towards the hemispherical analyzer. The 
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liquid jet, generated from the nozzle, and the skimmer are aligned perpendicularly, allowing 

the emitted electrons to be selectively directed based upon the applied pass energy.  

 

Figure 2.15: Schematic diagram (left) and experimental image (right) of the liquid jet XPS set-

up at PLEIADES beamline to perform high-resolution spectroscopy of liquid samples. 

The nozzle holder is mounted on a two-axis translational stage to center the jet compared to 

the catcher hole. This geometry is set on an aluminum holder that comprises two differential 

tubes of 1 mm diameter holes aligned for the beam entrance and exit. The entire set-up is 

then placed in an aluminum box with three holes, two of them aligned to each other as well 

as to the two holes of the aluminum holder (beam entrance and exit). The third hole, made 

with a titanium insert and centered compared to the skimmer axis, allows the emitted 

electrons to pass towards the hemispherical electron analyzer. The analyzer lens axis, the SR 

beam and the jet are mutually perpendicular, thanks to the three-axis translation stage of the 

aluminum box. The jet was placed at the working distance of the electron analyzers. Two 

different electron analyzers were used during this work. The first one is a VG-Scienta R4000WA 

and the second one is a HV Phoibos 150 from Specs. The jet was electrically grounded using a 

metallic connector in the upstream of the glass-nozzle to overcome the charging effect that 

can result in unstable in the spectra.  

The entire set-up is placed under vacuum and therefore, the pressure in the liquid micro-jet 

chamber (aluminum box) was ~10-4 mbar and the pressure in the spectrometer chamber was 

~10-5 mbar. To maintain such high vacuum condition, pumping is done using the primary and 

secondary pumps, as well as two cold traps filled with liquid nitrogen mounted on the liquid 

microjet chamber and the spectrometer chamber. The sample can be collected for further 

analysis, outside the vacuum chamber, thanks to the catcher, in glass bottles pumped below 
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10 mbar and stored at 4 °C. Throughout the experiment, the flowrate of the injected liquid 

was maintained to 3 mL/min.  

2.4.5.4.ii. Data treatment and Calibration 

The recorded spectra had contributions from both liquid and gas phases (present around the 

jet). Elimination of the gas phase was however possible thanks to the polarization of the jet 

(by applying a certain voltage),43 so that the main contribution was from the liquid phase.  

The total experimental resolution of the spectra recorded at 100 eV, 400 eV and 600 eV (Pass 

energy = 50 eV and monochromator slit size = 25 µm) was 0.1 eV, 0.3 eV and 0.3 eV 

respectively. The calibration of the spectra at 100 eV and 400 eV was done with respect to the 

gas phase H2O+ band, 1b1,44 at 12.62 eV. The spectra recorded at 600 eV were calibrated 

against the O 1s gas phase peak of water at 539.8 eV.45, 46, 47 The procedure for the gas phase 

values extraction, according to the 2D images recorded with the spectrometers is detailed 

elsewhere.42 The energies are reference with respect to the vacuum level and all spectra were 

recorded with Linear Vertical (LV) polarization mode. The photon energy calibration was done 

using different gases (Kr 3d at hv = 91.2 eV,48 N2 π* at hv = 400.9 eV,49 Ar 2p at hv = 244.4 

eV50). All the spectra were corrected for the work function of the analyzer that is equal to -4.8 

eV.  

The nitrogen and carbon flux calibration for all the spectra was carefully performed. For 

nitrogen, the flux calibration was performed by dividing the measured electron intensity by 

the current read on a photodiode (from 394 eV to 410 eV), at the respective photon energies. 

However, for carbon, since the photodiode response can also be affected by the carbon 

contamination, on the photodiode itself, over the region from 280 eV to 310 eV, we measure 

total electron yield of neon that should display a smooth decrease according to the photon 

energy in this region. Thus, all the feature observed are only due to carbon contamination on 

the different beamline optics. Then knowing the ionization cross-section of the neon, it is easy 

to perform flux correction by multiplying the measured electron intensity with normalized 

neon yield and the normalized cross-section of neon, at the respective photon energies.51    

All the graphs are plotted using the commercial software CasaXPS and Igor Pro. The peaks 

were fitted using the Voight-type function, which is the function given by the convolution of a 
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Lorentz distribution and a Gaussian distribution. The line shape SGL is used to do the fit that 

is the Gaussian/Lorentzian sum formula wherein the contribution of each distribution can be 

defined. We use SGL(30) that involves 30 % of Lorentzian contribution and 70 % Gaussian 

contribution. The background used in the fit was Tougaard for carbon XPS spectra and Linear 

for nitrogen XPS spectra.   

The Secondary electron cut off spectra (SECO) were recorded at the photon energy,                     

hν = 91.2 eV (Pass energy = 10 eV and monochromator slit size = 5 µm) and with the total 

resolution of 0.1 eV.  The spectra were fitted with an erf step function52 to accurately 

determine the work function of the aqueous sample and the function is detailed 

elsewhere.52,53,54  

 

Figure 2.16: Secondary electron cut off spectra for 50 mM KCl solution before calibration (blue 

curve) and after calibration (black curve). The value of the work function obtained (before 

calibration = x and after calibration = y) from the fitting function is shown by a red curve. The 

reported spectra were recorded at the bias of -50 V (subtracted on figure).  

The SECO spectra were recorded at the bias of -50 V. For energy calibration, work function of 

KCl solution, determined from the fit of SECO spectrum, was compared with the value present 

in the literature (4.6 eV).52 The KCl spectrum, before and after the calibration, is shown in 

figure 2.16. The obtained calibration factor of 0.53 eV was used for the glycine and 
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Glycylglycine SECO spectra (see chapter 5). The SECO spectra are plotted and analyzed using 

the commercial software Igor Pro. 

2.5. Theoretical Methods 

2.5.1. General concepts 

Simulation techniques are a method widely used to analyze systems having real-world 

applications. Simulations also serve as the best tool to provide complementary knowledge 

alongside the experiments.55, 56 In addition, they can be very advantageous in scenarios where 

the system of study is quite complex or where experimental conditions are harsh or difficult 

to replicate,57 or can even suggest new experiments to perform.  

In the following sections, we emphasize the key concepts for understanding molecular 

dynamics (MD) simulations. MD is one of the principal computer simulation techniques to 

model the time evolution of a system of atoms or molecules, using different levels of theories 

and approximations. The atoms and molecules can be treated either classically or quantum 

mechanically, depending on the type of information one wants to extract. MD simulations can 

be used to investigate a wide range of phenomena, such as the behavior of isolated or liquid-

phase biomolecules, different properties of liquids (thermodynamic, surface, spectroscopic, 

dynamic, electronic etc.),58,59 solids (thermal, elastic, defects, electronic etc.)60,61 and 

interfaces (interfacial interactions, tension, thermal transport, electronic etc.)62.  

In this work, we model the fragmentation dynamics of doubly ionized systems (water and 

water-dipeptide systems) and study the interaction of the dissociation products with 

surrounding molecules in the simulation box. The electronic density of states (DOS) 

calculations are also performed to interpret the photoelectron spectroscopy results. The 

simulation techniques used in this work are described in the following sections. 

 

2.5.1.1. Classical Molecular Dynamics (MD) 

Standard or classical MD is one of the principal theoretical tools to study complex system. In 

this approach, the atoms or ions are treated classically and the quantum mechanical effects 

are entirely neglected. The instantaneous force on the atoms is calculated using force fields 

that define the interactions between atoms. These interaction potentials are based on 

file:///C:/C:/Users/ar262608/AppData/Roaming/Microsoft/Word/Theoretical%20introduction.docx
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empirical data or independent electronic structure calculations. Pair-additive potentials (e.g. 

Lennard-Jones potential) are used to model the non-bonded interactions between the 

atoms.63,64 Once the initial positions and velocities for all the particles (atoms or ions) are 

specified in the system, the forces acting on each particle are calculated, which in turn gives 

the new positions and velocities of the particles using Newton’s equations. 

Different types of algorithms can be used to move the particles in time. For instance, the 

positions and velocities at time t + δt may be deduced using the velocity Verlet algorithm (see 

equations 2.5 and 2.6):  

𝑟𝑖⃗⃗ (𝑡 + 𝛿𝑡) = 𝑟𝑖⃗⃗ (𝑡) + 𝛿𝑡𝑣𝑖⃗⃗⃗  (𝑡) +
𝛿𝑡2

2𝑚𝑖
𝐹𝑖⃗⃗ (𝑡) .............................................. 2.5 

𝑣𝑖⃗⃗⃗  (𝑡 + 𝛿𝑡) = 𝑣𝑖⃗⃗⃗  (𝑡) +
𝛿𝑡

2𝑚𝑖
[𝐹𝑖⃗⃗ (𝑡) + 𝐹𝑖⃗⃗ (𝑡 + 𝛿𝑡)]......................................... 2.6 

Where 𝑡 is time, 𝛿𝑡 is the time step, 𝐹𝑖⃗⃗  is the sum of all forces acting on the particle 𝑖. 𝑟𝑖⃗⃗  and 

𝑣𝑖⃗⃗⃗   are the position and velocity of the particle 𝑖, respectively, and 𝑚𝑖 is the mass of the particle 

𝑖. 

One can use various software packages to perform classical MD, such as GROMACS,65 

CHARMM,66 or AMBER.67 In this work, the presented classical MD simulations were performed 

using GROMACS 2020.1. The classical approach allows the study of large systems comprising 

millions of atoms for a timescales as long as a few microseconds. For instance, different 

trajectories were calculated for a system having tens of thousands of atoms (like DNA or other 

biomolecules), with each trajectories more than one microsecond.68,69,70 But this method does 

not take into account the electrons explicitly. In addition, in classical MD, the stretching of the 

covalent bonds mostly relies on a harmonic function (see figure 2.17).2 This implies that one 

cannot study the reactions dynamics as the bond-breaking and bond-forming is not possible.71 

                                                           
2 GROMACS uses other functions or potentials as well, including Morse potential, Cubic potential, etc. 
for bond stretching and Cosine potential, Restricted potential etc., for bond angle. 
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Figure 2.17: The plot of potential energy (E) vs the interatomic distance (R) between two 

covalently bonded atoms. The harmonic potential (red curve) is a good approximation for the 

exact potential between two covalently bonded atoms (blue curve) around its minimum, in 

the vicinity of the equilibrium inter-atomic distance.72 It however does not allow the study of 

bond-breaking and bond-forming. 

To obtain more information on the properties of the system, such as electronic structures or 

reaction mechanisms, the quantum mechanical nature of the electrons must be taken into 

account. Ab-initio Molecular Dynamics (AIMD) simulation is one such type of MD simulation 

(see section 2.5.1.2). This method, unlike classical MD, allows the study of bond breaking and 

forming, though it can only be used to study smaller systems (~100s of atoms) for the 

timescale of a few 10’s- 100’s picoseconds.  

2.5.1.2. Ab-Initio Molecular Dynamics 

AIMD simulations are used in various fields of sciences, for instance to study electronic 

polarization effects,73,74 reaction mechanisms, many-body forces, etc.75,14 Liquid water, in 

particular, has attracted a lot of attention due to its importance in chemistry, biology but also 

others scientific fields.76,77 AIMD proves to be an ideal approach to understand this simple 

molecules in its condensed phase, which has a rather complex chemistry.78 In this work, we 

use the AIMD approach to study water and water-dipeptide mixtures. 

In the AIMD approach, the electrons are treated as quantum particles, and the nuclei are 

treated classically. The forces acting on the nuclei are directly computed from the electronic 

structure, which is calculated ‘on the fly’, as the system evolves in time.79  
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The system at a fixed time can be parameterized in terms of the coordinates of the Nn nuclei 

(𝑅⃗ = 𝑅1
⃗⃗⃗⃗ , 𝑅2

⃗⃗ ⃗⃗ … , 𝑅𝑛
⃗⃗ ⃗⃗  ) and the Ne relevant electrons (𝑟 = 𝑟1⃗⃗⃗  , 𝑟2⃗⃗  ⃗ … , 𝑟𝑁𝑒

⃗⃗ ⃗⃗  ⃗). The quantum molecular 

system is characterized by a wavefunction 𝛷(𝑟 , 𝑅⃗ , 𝑡) whose evolution is determined by the 

time-dependent Schrodinger equation (TDSE) (see equation 2.7). 

𝑖ℏ
𝑑Φ(𝑟 ,𝑅⃗ ,𝑡)

𝑑𝑡
= 𝐻̂𝑇𝛷(𝑟 , 𝑅⃗ , 𝑡) ............................................... 2.7 

Where ĤT, the non-relativistic Hamiltonian operator, is defined by: 

𝐻̂𝑇 = 𝑇̂𝑁(𝑅⃗ ) + 𝑉̂𝑁𝑁(𝑅⃗ ) + 𝑇̂𝑒(𝑟 ) + 𝑉̂𝑒𝑁(𝑟 , 𝑅⃗ ) + 𝑉̂𝑒𝑒(𝑟 )  .......................  2.8 

In equation 2.8, T̂N (𝑅⃗ ) and T̂e (𝑟 ) represent the kinetic energy operators for the nuclei and 

electrons, respectively. V̂eN (𝑟 , 𝑅⃗ ), V̂NN (𝑅⃗ ) and V̂ee (𝑟 ) are the potential energy operators for 

the nuclear-electron attraction, the nuclear-nuclear repulsion and the electron-electron 

repulsion, respectively. An equivalent notation for equation 2.8 is given by: 

𝐻̂𝑇 = 𝑇̂𝑁(𝑅⃗ ) + 𝐻̂𝑒(𝑟 , 𝑅⃗ ) .............................................. 2.9 

where 𝐻̂𝑒 (𝑟 , 𝑅⃗ ) is the electronic Hamiltonian.  

A particular solution of the TDSE can be found separating the electronic and nuclear variables 

from time. The total wavefunction solutions (stationary states) of the TDSE can be written as: 

𝛷(𝑟 , 𝑅⃗ , 𝑡) = 𝛹(𝑟 , 𝑅⃗ )𝑒𝑥𝑝 (
−𝑖

ℏ
𝐸𝑡) ............................... 2.10 

where E is the energy of the system and 𝜓(𝑟 , 𝑅⃗ ) is an Eigen function of the time-independent 

Schrödinger (TISE) equation: 

𝐻̂𝑇𝜓(𝑟 , 𝑅⃗ ) = 𝐸𝜓(𝑟 , 𝑅⃗ )     ........................................... 2.11 

2.5.1.3. Born-Oppenheimer approximation 

The Born Oppenheimer approximation is a concept in quantum mechanics that refers to the 

use of time-scale separation of the fast and slow degrees of freedom in order to solve the 
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time-dependent Schrödinger equation (equation 2.7). It applies to any system that evolves 

slowly compared to the relevant time scales of the underlying physics.80 It assumes that the 

electronic motion and the nuclear motion can be treated separately, with the electrons 

moving in the field generated by the nuclei, which are considered to be fixed. In other words, 

because electrons are lighter than nuclei, they move and relax faster. Hence, they arrange 

themselves instantaneously to the position of the nuclei, which in turn move on the electronic 

potential energy surface.81 

2.5.1.4. Born-Oppenheimer molecular dynamics (BOMD) 

BOMD is a type of MD simulation that uses the Born-Oppenheimer approximation to separate 

the electronic and nuclear motion in a molecule. In this approach, the static electronic 

structure is calculated at each molecular dynamics step based on the fixed positions of the 

nuclei at that instant of time. Quantum mechanical methods, such as the density functional 

theory (DFT), described in section 2.5.1.6., are used to determine the solutions of the 

electronic TISE for clamped nuclei at positions (𝑅⃗ ): 

𝐻̂𝑒𝜓0(𝑟 ; 𝑅⃗ ) = 𝐸0(𝑅⃗ )𝜓0(𝑟 ; 𝑅⃗ ) ................................................... 2.12 

Where 𝜓0(𝑟 ; 𝑅⃗ ) is the electronic wavefunction and 𝐸0(𝑅⃗ ) is the energy, here referring to the 

electronic ground state, as determined using DFT (see section 2.5.1.6.), but this scheme could 

be applied to an excited electronic state although without considering any interferences with 

other states nor with itself. 

The motion of the nuclei is determined by numerically solving the classical equations of 

motion: 

𝑀𝑖𝑅𝑖
¨ = −𝛻𝑖𝐸𝑘(𝑅⃗ ) = 𝐹 𝑖(𝑖 = 1, . . . , 𝑁𝑛) .................................... 2.13 

The forces acting on the nuclei are calculated using the Hellman-Feynman theorem (equation 

2.14). 

𝐹 𝑖(𝑡) = −⟨𝜓0|𝛻𝑖𝐻̂𝑒|𝜓0⟩ ................................................. 2.14 
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Although BOMD can provide insight into the chemical reaction mechanisms, it is still 

computationally expensive as an evaluation of the electronic wavefunction is included at each 

time step.  

 

2.5.1.5. Car–Parrinello molecular dynamics (CPMD) 

 

The CPMD method, introduced in 1985,82 is a starting point for combining on-the-fly electronic 

structure calculations to MD and statistical physics. The CPMD approach is not as time 

expensive as the standard BOMD simulations. It differs from BOMD in the way that the 

electronic variables are treated as dynamical degrees of freedom in an extended Lagrangian 

formalism, complete with fictitious electronic masses and velocities.83 In the Car−Parrinello 

(CP) approach to AIMD, the electronic structure is described using the Kohn−Sham 

formulation of the density functional theory (DFT) and the Kohn−Sham orbitals are expanded 

in a plane wave basis. It is an iterative diagonalization approach that is used to minimize the 

total energy functional and is useful in a variety of physical and chemical applications.9, 84  

In CPMD, the electron configuration must be in the ground state corresponding to the initial 

nuclear configuration, as it doesn’t allow us to propagate the excited state. By choosing a small 

enough fictitious mass, the CPMD trajectories, derived from the extended Lagrangian, 

reproduce very closely the true (Born Oppenheimer) nuclear trajectories. 

  

2.5.1.6. Density functional theory  

The density-functional theory was developed by Hohenberg, Kohn and Sham (1964-1965).85,86 

DFT is the method of choice for first‐principles electronic structure calculations in condensed 

phase and complex molecular environments. DFT-based approaches are used in a variety of 

disciplines ranging from condensed matter physics, to chemistry, materials science, 

biochemistry and biophysics. It is one way to solve the Schrödinger equation of the N-

electrons system.  

𝐻̂𝑒𝑙 = 𝑇̂𝑒(𝑟 ) + 𝑉̂𝑒𝑒(𝑟 ) + 𝑉̂𝑒𝑥𝑡(𝑟 ) ................................................. 2.15 

Where 𝐻̂𝑒𝑙 is the electronic Hamiltonian (note that 𝑉̂𝑁𝑁(𝑅⃗ ) is not included here) and 𝑉̂𝑒𝑥𝑡(𝑟 ) 

is the potential energy operator due to the interaction of the electrons with any other external 



Chapter 2: Materials and Methods  Page|78 
 

 
 

 

source, be it the nuclei, an external magnetic field, laser etc.  Generally, 𝑉̂𝑒𝑥𝑡(𝑟 ) = 𝑉̂𝑒𝑁(𝑟 , 𝑅⃗ ), 

i.e. the interaction between the electrons and the nuclei (as in equation 2.8). 

DFT is based on the electron probability density function ρ(𝑟 𝑀), which is defined for a given 

normalized electronic wavefunction 𝛹(𝑟 ) as: 

𝜌(𝑟 𝑀) = 𝑁 ∫|𝛹(𝑟 𝑀, 𝑟 2, . . . , 𝑟 𝑁𝑒
)|

2
𝑑𝑟 2. . . 𝑟 𝑁𝑒

 ............................. 2.16 

where 𝑟 𝑀 is the position vector at point M. The principle of DFT is to determine the ground 

state wavefunction, which is uniquely determined by 𝑉̂𝑒𝑥𝑡(𝑟 ), which is also uniquely 

determined by the electron density (see equation 2.17). 

𝑉̂𝑒𝑥𝑡(𝑟 ) ⇔ 𝜌(𝑟 𝑀) ................................................ 2.17 

The ground state energy is a functional (function of a function) of the electron density (see 

equation 2.18). 

𝐸[𝜌] = 𝑇𝑒[𝜌] + 𝑉𝑒𝑒[𝜌] + 𝑉𝑒𝑥𝑡[𝜌] ............................................... 2.18 

 

Where 𝑇𝑒[𝜌] is the kinetic energy functional, 𝑉𝑒𝑒[𝜌] is the electron-electron repulsion energy 

functional and 𝑉𝑒𝑥𝑡[𝜌] is the external interaction energy functional. In the Kohn-Sham (KS) 

method, a fictitious system of Ne non-interacting electrons is introduced. The corresponding 

Hamiltonian is: 

𝐻̂𝑆 = 𝑇̂𝑒 + 𝑉̂𝑆  ..................................................... 2.19 

where 𝑉̂𝑆 is the external potential operator such that the ground state density of the non-

interacting system is equal to the ground state density of the real (interacting) system. For the 

real system, we can rewrite the expression of the energy (2.18) in terms of quantities of the 

reference non-interacting system: 

 𝐸[𝜌] = 𝑇𝑠[𝜌] + 𝑉𝑒𝑒𝐻[𝜌] + 𝑉𝑒𝑥𝑡[𝜌] + (𝑇𝑒[𝜌] − 𝑇𝑠[𝜌]) + (𝑉𝑒𝑒[𝜌] − 𝑉𝑒𝑒𝐻[𝜌]) ........... 2.20 

Where Ts[ρ] is the mean kinetic energy of the non-interacting system at the same density (ρ) 

as that of the interacting system and, VeeH is the classical Coulomb Hartree term. 

E[𝜌] = 𝑇𝑠[𝜌] + 𝑉𝑒𝑒𝐻[𝜌] + 𝑉𝑒𝑥𝑡[𝜌] + 𝐸𝑥𝑐[𝜌]  ........................................ 2.21 

E[𝜌] = 𝑇𝑠[𝜌] +
1

2
∬

𝜌(𝑟 𝑀1)𝜌(𝑟 𝑀2)

|𝑟 𝑀1−𝑟 𝑀2|
𝑑𝑟 𝑀1

𝑑𝑟 𝑀2
+ ∫𝜌(𝑟 𝑀)𝑉𝑒𝑥𝑡(𝑟 𝑀)𝑑𝑟 𝑀 + 𝐸𝑥𝑐[𝜌] .......... 2.22 



Chapter 2: Materials and Methods  Page|79 
 

 
 

 

Where Exc is the final exchange correlation term. For the interacting system with Ne electrons, 

the differentiation of the energy functional yields the final form of the KS potential (𝑣𝐾𝑆), also 

called effective potential. Thus, the Schrödinger equation for the set of non-interacting 

electrons moving under this external potential is given by: 

[T + 𝑣𝐾𝑆  ] 𝜙𝑖(r) = 𝜖i𝜙𝑖(r)      𝜖1 < 𝜖2 <. . . < 𝜖Ne ...........................  2.23 

where i runs to the number of electrons. This set of equations, known as Kohn-Sham 

equations, are one-particle equations and the solution to these is the Kohn-Sham orbitals. 

Each of these orbitals (𝜙𝑖) is associated with an energy value (Kohn-Sham energy, 𝜖𝑖) given 

from the ‘eigenvalue’.87   

The term Exc comprises of all the unknowns. It is the one that prevents DFT from being an 

exact method. It can therefore be determined using the equation 2.24, where it is defined as 

an integral of a function F that depends on the density, the functional Generalized Gradient 

Approximation (GGA)88, the functional meta-GGA89 and so on. 

 𝐸𝑥𝑐[𝜌] = ∫𝑑𝑟 𝐹(𝜌(𝑟 ), 𝛻𝜌(𝑟 ), 𝛻2𝜌(𝑟 ),… ) ............................   2.24 

Depending upon the system under investigation, we can change the quality of this 

approximation by truncating at different points. If this expression is used till its first term, this 

would lead to a Local density approximation (LDA). Though LDA works quite well in many cases 

(metals and semiconductors), in general underestimates the exchange energy and gives poor 

results for molecules. To improve this, both the density and its first derivative are included 

that gives a GGA and if the double derivative of density is also included, it results in a meta-

GGA. GGA, as e.g. the BP (Becke-Perdew)90,91 or the BLYP92 functional, is proved to give quite 

accurate results. Apart from these functionals, hybrid functionals (such as B3LYP93) that 

include part of the exact HF exchange, are also broadly used. 

2.5.1.7. Plane wave basis set 

In DFT, a basis set expansion is used to express the unknown Kohn-Sham (Molecular) Orbitals. 

Basis sets used in practical calculations are STO (exponential: Slater-type orbitals), GTO 

(Gaussian-type orbitals) and Plane waves. One of the most commonly used basis sets is the 

plane wave basis set.94 According to the Bloch's theorem, the wavefunction (𝛹𝑗) of an electron 
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in a band j can be written as a product of a cell-periodic part (𝑓𝑘(𝑟 )) and a wave like part 

(𝑒𝑥𝑝(𝑗𝑘⃗ 𝑟 )) as shown below:  

𝛹𝑗(𝑟 ) = 𝑒𝑥𝑝(𝑗𝑘⃗ 𝑟 )𝑓𝑘(𝑟 ) ................................................. 2.25 

 

Where 𝑘⃗  is the wave vector and 𝑟  is the position of the electron. Due to its periodicity, the 

function 𝑓𝑗 can be expanded using a discrete set of plane waves whose wave vectors are 

reciprocal lattice vectors 𝐺  of the crystal. The size of the basis set is determined by inserting a 

cut-off: 

𝐸𝑘𝑖𝑛 = (
ℎ

2𝜋
)2 1

2𝑚𝑒
𝐺2⃗⃗ ⃗⃗  ⩽ 𝐸𝑐𝑢𝑡 ........................................... 2.26 

that includes all plane waves whose kinetic energy (Ekin) is below a defined limit Ecut. 

Plane waves do not depend on nuclear positions so, unlike localized basis sets, correction 

terms are not needed for the calculation of forces. This type of basis set has some advantages 

over the Slater or Gaussian functions as it can be used for all atomic species and also at the 

end the convergence can be tested easily.95 It can also be applied to non-periodic systems 

such as isolated systems.  

In this work, for all the CPMD simulations, the plane wave basis set was used. 

 

2.5.1.8. Concept of Pseudopotential  

Dealing with large systems can induce a lot of complexities and be computationally very 

expensive. New methods were thus devised to minimize these problems wherever possible. 

One such method was the introduction of the concept of pseudopotential. Since plane waves 

are not good for localized systems, core electrons and the strong ionic Coulomb potential are 

replaced by a weaker pseudopotential that acts on a set of pseudo wavefunction. This 

approximation is valid as only the valence electrons participate in the orbital overlapping 

during bong making while the core electrons remain localized to the nucleus of their atom. 

This approach of pseudopotential theory was earlier used for solid-state physics and later 

applied elsewhere.82,75  It enables a reduction of the basis set's size that leads to effective 

speedup of calculation as it decreases the number of electrons taken into consideration, which 

in turn decreases the number of degrees of freedom. 
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2.5.1.9. Time-dependent Density functional theory  

DFT allows the study of the ground state properties of a system. However, predicting the 

excited state properties, like the energy loss of the system, photoionization, absorption etc., 

where the system evolves with time, is possible using Time Dependent Density Functional 

theory (TDDFT).  

We consider Ne electron systems that are governed by the nonrelativistic, time-dependent 

many-body Schrödinger equation: 

𝑖(
ℎ

2𝜋
)

𝑑𝜓(𝑟 ,𝑡)⟩

𝑑𝑡
= 𝐻̂𝑒𝑙(𝑡)𝜓(𝑟 , 𝑡)⟩ ....................................... 2.27 

where the electronic Hamiltonian  𝐻̂𝑒𝑙(𝑡) = 𝑇̂𝑒(𝑟 ) + 𝑉̂𝑒𝑒(𝑟 ) + 𝑉̂𝑒𝑥𝑡(𝑟 , 𝑡), includes a time-

dependent external potential 𝑉̂𝑒𝑥𝑡(𝑟 , 𝑡). 

TDDFT is based on the Runge-Gross theorem,96,97 which is an extension of Hohenberg and 

Kohn theorem. It establishes a one-to-one correspondence, between the external time-

dependent potentials and the time-dependent one-body densities, for a given initial many-

body state wavefunction:  

𝑉̂𝑒𝑥𝑡(𝑟 , 𝑡) ⇔ 𝜌(𝑟 , 𝑡) ............................................ 2.28 

The idea is then to solve the TDSE of a non-interacting system that produces the same density 

as the interacting system. Time-dependent Kohn-Sham equations are then derived featuring 

an effective single-particle potential, such that the non-interacting system reproduces the 

exact density. 

The TDDFT approach has proven to be very successful in the study of various chemical and 

physical processes, such as chemical reactions, photochemistry, and electronic structure of 

complex molecules.  

2.5.1.10. Ehrenfest-TDDFT  

Ehrenfest MD is a semi-classical MD that can be obtained from the time-dependent 

Schrodinger equation (equation 2.27). In mean-field Ehrenfest dynamics, the total 

wavefunction 𝛷(𝑟 , 𝑅⃗ , 𝑡) is the product of a time-dependent electronic wavefunction and a 
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time-dependent nuclear wavefunction (and a phase factor). This allows to obtain two time-

dependent differential equations, one for the electrons and the other nuclei. Each of them 

undergoes evolution influenced by time-dependent average potentials generated by each 

other. These average potentials provide a feedback interaction between the electronic and 

nuclear parts. 97  The classical limit is then taken for the nuclei motion. In Ehrenfest MD, the 

two time-dependent coupled differential equations for the electronic and nuclear dynamics 

are solve simultaneously. 

TDDFT-MD uses a TDDFT approach to solve the electron’s equation (see section 2.5.1.9). The 

time step required for TDDFT MD is two to three order of magnitude smaller than that in 

CPMD or BOMD. This is because of the electronic motion, which is faster than that of the 

nuclei.98 TDDFT is thus computationally expensive and it is difficult to perform such 

calculations for large systems or even longer simulations for small system.  It allows the 

electrons to evolve on arbitrary non-adiabatic states unlike BOMD or CPMD.99 

Ehrenfest-TDDFT provides an orthogonalization-free alternative to CP AIMD, in addition to 

allowing the simulation of the excited state.99,97 The Ehrenfest-TDDFT simulations performed 

in this work, use the code implemented in CPMD software and developed by Ivano 

Tavernelli.100 

2.5.2. Modelling the doubly ionized species 

2.5.2.1. The investigated systems and computational details 

The aim of the computational approach is to study doubly ionized species and provide a 

numerical counter-part to the thesis. Here, we list all the computational details and hypothesis 

used, from the building of the system of doubly ionized species to the analysis of the various 

reaction pathways in the aqueous medium.  

All calculations have been performed using the plane-wave Kohn–Sham-based DFT code 

CPMD,101,102 where the TDDFT scheme has been implemented.100 This work was performed 

using HPC resources from GENCI-CINES/IDRIS (Grants 2019-085014 to 2023-085014) and the 

MESU supercomputer from Sorbonne University.  
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Table 2.4: List of systems studied in this work along with the simulation box size and available 

valence electrons in the system. 

Systems studied Box size (Å) 
Number of valence 

electrons 

a) HO° + 63 H2O (target system) 12.43  511 

b)  64 H2O (control system) 12.43  512 

c) Glycylglycine + 123 H2O 15.77  1036 

d) Glycine + 43 H2O 11.31  374 

e) Formamide + 60 H2O 12.36  498 

 

The systems studied in this work are listed in see table 2.4. The local spin density 

approximation (LSD) was used for the system having an °OH, due to the presence of an 

unpaired electron.103 For pure water system (control system), both spin-restricted and spin-

unrestricted wavefunctions were used (to observe the difference, if any), whereas only spin-

restricted wavefunctions were used for the other systems. Self-interaction correction was not 

taken into account for our simulation, as the effect of the error due to self-interaction is 

prominent in small simulation box (for instance, a system of 31 H2O + °OH, where the oxygen 

atoms of °OH and neighboring water molecule can interact).103 This effect is minimized in 

simulations with the large box size like ours, as suggested by the authors.103,104 Core electrons 

were replaced by pseudopotentials of the Trouiller-Martins form.105 The Kleinman-Bylander106 

integration scheme is used for all types and the plane-wave basis set was truncated at an 

energy cut-off of 90 Ry. The exchange and correlation energy was calculated using the 

generalized gradient approximation (GGA) functional Becke–Lee–Yang–Parr (BLYP).107,108 The 

time step for TDDFT simulation was 0.005 au and the time step for CPMD simulations was 0.25 

au, and the fictitious mass was 6.25 au. 

2.5.2.2. Preparation of the system prior to double ionization 

The control system (64 H2O) was already equilibrated prior to my Master thesis, by running a 

2 ps CP MD, during which rescaling of velocities was applied. Because of a wave function 

optimization issue, the center of mass velocity increased during this part of the equilibration. 

The mean kinetic energy of the atoms in the center of mass frame was therefore 27 meV. The 
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equilibration was continued by a 1.45 ps BO MD, during which a rescaling of velocities was 

applied, and then a 0.12 ps BO MD, without rescaling of velocities. As will be discussed in 

chapter 4, the Coulomb explosion of H2O2+ in liquid water results in a very fast and high local 

Kinetic Energy increase (up to 5.8 eV) resulting in hot atom chemistry, due to collisions with 

the two emitted H/H+ atoms. As a consequence, we don't expect the equilibration 

temperature to have an impact on the conclusions drawn from Chapter 4. This will be checked 

in the future by running a few tests on a system by equilibrating it with controlled center of 

mass velocity. 

The equilibrated control system was then directly used for performing the analysis in pure 

water. This configuration was also used to prepare the target system (°OH + 63 H2O). A 

hydrogen atom was removed from one of the neutral water molecules resulting in a box 

containing 63 water molecules, and an OH radical (see figure 2.18). 

 

Figure 2.18: Preparation of starting geometries (I, II and III) of the target system, prior to 

double ionization. The first step corresponds to the removing of a hydrogen atom from a water 

molecule to have a hydroxyl radical in liquid water and it is followed by the equilibration step 

of 1 ps, using BO MD. 

The deaerated system (HO°+ 63 H2O) was equilibrated for one picosecond, by performing a 

BO MD of the neutral system with a 0.012 fs time step, allowing the HO° to relax in the 

simulation box.109,110,111 The average temperature was 300 ± 9 K. Three different geometries 

(atomic positions and velocities) were chosen along this equilibration, to serve as an input for 

performing the dissociation analysis in deaerated water: Geometry I (at 10 fs, the non-

equilibrated °OH), Geometry II (at 0.5 ps, the partially equilibrated °OH) and Geometry III (at 

1.0 ps, fully equilibrated °OH).103 
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For systems c = ‘Glycylglycine + 123 H2O’, d = ‘Glycine + 43 H2O’ and e = ‘Formamide + 60 H2O’, 

the pdb files of biomolecule (Gly-Gly, Glycine and formamide) were extracted from the protein 

data bank and ‘H’ atoms were added to the structure using an interactive program ‘Chimera’ 

(version 1.16, copyright 2000-2020 by Regents of the University of California) for visualizing 

and analyzing molecular structures. The file was saved in the ‘.mol2’ format and thanks to the 

server ‘swissparam’,112 the topology file was generated. The generated topology file was used 

as an input for the high-performance molecular dynamics package, Gromacs 2020.1.113 The 

biomolecule was centered in the box and the box size was defined by specifying its distance 

from the edge of the box. This distance was defined by keeping in mind that the biomolecule 

should not interact with its periodic image, i.e. this distance should be greater than the cut-

off radius used for the non-bonded interactions. In the next step, solvent water molecules 

were added using the three-point solvent model, spc216.gro.114 Further, the system was 

relaxed by the energy optimization step, ensuring that the starting geometry for the 

biomolecule and the surrounding water molecules was correct. The next step was to conduct 

the equilibration, which is usually a two-step process, NPT (Number of Particles, Volume and 

Temperature) and NVT (Number of Particles, Pressure and Temperature) to stabilize the 

temperature and pressure of the system, which was targeted to be 300 K and 1 bar, 

respectively.  

A 100 ns classical molecular dynamics simulation, with a time step of 1 fs, was then performed 

at the desired temperature and pressure, to ensure the preparation of the system is good. The 

output configuration of the system was in ‘gro’ format. Thanks to the python code (see 

appendix II.I.), it was converted into a readable format for the CPMD package. The average 

temperature was 318 K for systems 'c' and 'd', and 295 K for system 'e' after the equilibration 

in Gromacs. 

2.5.2.3. Modeling the prepared systems 

Two protocols were used to study the dynamics of a doubly ionized molecule embedded in 

liquid water. These protocols are detailed elsewhere (Protocol A115 and Protocol B111) for pure 

water. Here, we explain briefly these protocols for the target system (HO° + 63 H2O) and 

extend its use to other systems of interest listed in section 2.5.2.1.  

 



Chapter 2: Materials and Methods  Page|86 
 

 
 

 

Protocol A (TDDFT + CPMD) 

The first step of the protocol A was to create an initial non-stationary electronic state by 

removing two electrons from the Highest Occupied Molecular Orbital (HOMO), 1b1 molecular 

orbital (which is the most probable final state, 1b1-2),116 of a specific water molecule in the 

sample (W42, see figure 2.19) in proximity to the OH radical. All the other molecules were 

kept neutral, thanks to the use of effective Wannier MO associated with each water 

molecule.117 The contour of the Wannier MO centered on W42 are shown in table 2.5. 

Table 2.5: Effective Wannier MO centered on W42. The other water molecules in the 

simulation box are hidden for clear visuals. The Wannier MO contours are represented with 

an iso-value of (±0.06), where the orange color denotes positive value and the yellow color 

denotes a negative value. 

Wannier MO of 
W42 

Energy (eV) Contour 

1b1 -3.98 

 

3a1 -5.98 

 

1b2 -8.71 

 

2a1 -21.13 
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The time evolution of the system, OH + H2O2+ + 62 H2O, was then modelled for 30 fs using 

TDDFT MD. As a second step, different configurations along the TDDFT MD were chosen as an 

input configuration to switch to the ground-state CPMD. The time at which the switch was 

made from TDDFT to CPMD was the so-called switch time (see figure 2.19, protocol A). The 

geometry at the switch time was used as the starting geometry for the next step, i.e. the CPMD 

simulation for ~1 ps. 
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Figure 2.19: The scheme shows two protocols, A and B, used in our study to understand the 

dissociation of a doubly ionized water molecule in proximity of an OH radical in liquid water. 

The scheme presents the analysis of the target system. The water molecules selected in the 

first and the second hydration sphere of °OH, to perform dissociation studies, are labeled in 

purple. The two protocols are explained using one of the scenarios under investigation, i.e. 

W42 as the dissociating doubly ionized water molecule. The OH dissociation length, labelled 

in protocol A and B corresponds to that at 3.4 fs after the TDDFT trajectory.    
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Protocol B (CPMD) 

Since TDDFT MD are time expensive, it becomes impractical to perform many simulations 

using the protocol A. An alternate protocol,111 was therefore used to make an extensive study 

of the doubly ionized systems of interest. 

 

Figure 2.20: The parameters of the pre-dissociated water molecule, W42, selected for 

protocol B.  

The starting system, in protocol B, was a pre-dissociated water molecule located in proximity 

of the OH radical in liquid water (see figure 2.19). The parameters of the pre-dissociated water 

molecule (O-H lengths, HOH angle and the velocities of the three atoms) (see figure 2.20) were 

extracted from the configuration (atomic position and velocities) of the molecule W42 at 3.4 

fs switch time in protocol A.111 To perform the statistics, 5 different water molecules, present 

in the first and second hydration sphere (which have been shown to play a big role in dynamics 

and interactions118,119) of the OH segment, were substituted with the parameters of the pre-

dissociated water molecule. Two cases, where the dissociating water molecule was far from 

the hydroxyl radical were also studied. The evolution of the system was then followed entirely 

using CPMD for around 1 ps.  

2.5.2.4. Data analysis 

2.5.2.4.i. Bader charge analysis 

Bader charge analysis is based on the Quantum Theory of Atoms In Molecules (QTAIM), 

developed by Richard Bader,120 which provides a way to divide the molecules into atoms based 

on the electron density. The Bader analysis is based on the zero-flux surface, which is a 

boundary surface that separates regions of space around each atom where the electron 

density flows towards or away from the atom. It is a fast and robust way to analyze the charge, 
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by partitioning the electron density of a molecule into atomic contributions. It is very useful 

in understanding the chemical and mechanical properties.120 

To analyze the charge using this method, the first step is to analyze the density of the system, 

obtained from the ab-initio calculation. Using the Bader algorithm (algorithm bound by zero-

flux surface), the electron density is segregated. By integrating the electron density within 

each atomic basin (region where majority of the electron density associated with that atom is 

located), the charge on each atom can be identified. 

All the charge analysis reported in this work are performed using this method. 

In the case of polar bonds, for instance the O-H bond, owing to the electronegativity of the 

oxygen atom, the hydrogen atom attains a partial positive charge. Since the Bader charge 

analysis determines the boundaries around each atom and calculates the electron charge 

associated with each atomic region (Bader volume),121 the charge analysis of H can be difficult 

around the oxygen atom. The Bader analysis method, therefore, poses limitations in 

accurately determining the electrostatic potentials and the dipole moments, given that the 

higher multipole moments are not taken into account.121  

2.5.2.4.ii. Density of states calculation 

Density of States (DOS) provides information about the allowed energy levels available to 

electrons in the system and provides information about the occupancy of each of these energy 

levels. In this work, we perform the DOS calculations using the following equation.117 

𝐷(𝜀) = 〈𝛿(𝜀 − 𝐻̂𝑠)〉 ........................................................ 2.29 

Where 𝐷(𝜀) is the density of states as a function of energy, 𝜀, and 𝐻̂𝑠 is the self-consistent 

one-electron KS Hamiltonian. To determine DOS, the first step is to calculate the ground state 

electronic wavefunction for several configurations (25 configurations, at an interval of 720 fs 

until 18 ps) along a CPMD trajectory of the neutral system. The files are then used to 

determine KS eigenvalues (the energy levels of the KS orbitals, see section 2.5.1.6).  

For each energy interval (0.2 eV), the number of electronic states falling within that interval is 

counted. This count is then divided by the width of the energy interval to obtain the DOS. The 

resulting DOS is often presented as a graph or plot, with energy on the x-axis and the DOS on 
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the y-axis. To compare the DOS of system with different size, the DOS values are also divided 

by the number of electrons present in the system (see table 2.4). 

2.5.2.4.iii. Trajectory/Geometrical analysis 

All the trajectory analysis carried out in this work was visualized using the visualizing software 

VMD122 and all the figures for the simulation are prepared using this software. During a certain 

trajectory, dynamic bonds are used (one of the features of VMD) to follow the bond breaking 

and bon-making, with a defined bond length (rO-H) criterion (see equations 2.30 and 2.31).  

𝑂𝐻 𝑏𝑜𝑛𝑑 = {
𝑛𝑜𝑡 𝑏𝑟𝑜𝑘𝑒𝑛, 𝑟𝑂−𝐻 < 1.4

𝑏𝑟𝑜𝑘𝑒𝑛, 𝑟𝑂−𝐻 ≥ 1.4
................................................. 2.30 

𝑂𝑂 𝑏𝑜𝑛𝑑 = {
𝑛𝑜𝑡 𝑏𝑟𝑜𝑘𝑒𝑛, 𝑟𝑂−𝑂 < 1.8

𝑏𝑟𝑜𝑘𝑒𝑛, 𝑟𝑂−𝑂 ≥ 1.8
 ................................................. 2.31 

For the H-bond, the geometrical criteria used were: the O-O bond distance (rO-O) < 3 Å and 

the angle (β) < 20°. The angle β was the angle of the donated hydrogen from the line joining 

both oxygen atoms (from donating and withdrawing water molecule) (see figure 2.21). These 

criteria are the default values used in VMD. 

 

Figure 2.21: The criteria used for defining the H-bond in the present work: The bond distance 

(rO-O) between the oxygen atom of the accepting and donating water molecule is less than        

3 Å and the angle β is less than 20°.   

The information on the Bader charges (thanks to the density calculation) and Kinetic energy 

(thanks to the velocities of the atoms) of the atoms was extracted from the trajectory. 

2.5.2.5. Typical CPU time 

One of the key differences between the computational methods, TDDFT MD and CPMD or 

BOMD is the computational time. In terms of practical sense, it is one of the main limitation 
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factors and hence the choice has to be a compromise between the computational cost and 

the information required from the simulation. The comparison between their CPU time is 

indicated in the table 2.6. The reported computational times in table 2.6 are for the target 

system modelled using the CPMD code82 in its version v.3.17, run on Occigen (CINES), GENCI.  

Table 2.6: Comparison of CPU time for the target system (HO° + 63 H2O) using TDDFT MD (0.18 

fs) and CPMD (120 fs). 

Computational 

method 

Processors Time-step 

(au) 

Total steps Steps/min Total CPU 

time (hr) 

TDDFT MD 48 0.005   1500 1.3 19.7  

CP MD 48 0.25 20000 21.4 15.6 
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Chapter 3: Experimental approach for HO2° detection 

In this chapter, our primary focus is directed towards the detection and quantification of HO2°, 

produced as a result of K-shell ionization of water molecules when exposed to soft X-ray 

irradiation. The chapter is divided into three main components. The initial section addresses 

the choice of the chemical detection system followed by its optimization using the reference 

gamma source. The second section delves into the experimental developments wherein the 

modification introduced in the microfluidic set-up is detailed along with the development of 

an ‘in-line’ UV detection set-up, to facilitate the experiments with synchrotron soft X-rays. 

Finally, the key results of the quantification of HO2° produced during irradiation are presented. 

3.1. Optimizing the chemical detection system with reference γ source 

In section 1.3.2 of Chapter 1, we discussed the importance of superoxide radicals and the need 

for its quantification. Various methods have been devised to detect and quantify HO2°, 

including lucigenin and luminol assays, electron paramagnetic resonance, high performance 

liquid chromatography (HPLC) coupled with mass spectrometry (MS), and chemical probes for 

fluorescence and UV absorbance measurements.1,2,3,4,5 One widely employed technique for 

superoxide detection is the use of UV-vis probes that interact selectively with the superoxide 

radical and undergo reduction. The reduction of the probe results in a conjugated structure 

that produces a characteristic signal in the UV absorption spectrum. The reduced probe acts 

as an indicator for the presence of superoxide radical. Among the popular probes, Nitroblue 

Tetrazolium (NBT), Cytochrome C (Cyt C) and Water Soluble Tetrazole (WST) Salts have been 

extensively used.6,7,3 However, it has been reported that the NBT assay has limitations due to 

the insolubility of its reduced formazan product, while the Cyt C probe lacks sensitivity.6 During 

our previous experiments using Cyt C, we not only encountered a lack of sensitivity but also 

observed a contamination of the microfluidic channel due to Cyt C aggregation, leading to cell 

fouling. Unlike the other tetrazolium salts that have a low solubility of their formazan products 

(like NBT), WST salts are free from such limitation.8 Considering these factors, we opted for 

WST salts as a reliable choice for our experiments.  
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Figure 3.1: WST8 reducing to its formazan product. 

WST salts react selectively with superoxide species and undergo reduction, forming formazan 

products (see figure 3.1) with absorbance maxima in the range of 430 nm to 550 nm. Among 

the range of WST salts available (‘WST-1’, ‘WST-3’, ‘WST-4’, ‘WST-5’, ‘WST-8’ and ‘WST-9’),9,10 

WST-8 stands out due to its exceptional sensitivity and specificity.7  

It is important to note that the molar extinction coefficient (ε) of reduced WST-8 (𝜀460 =

30700𝑀−1𝑐𝑚−1) surpasses that of other WST salts and reduced Cyt C (𝜀550 =

27700𝑀−1𝑐𝑚−1), resulting in higher intensity and therefore higher sensitivity of detection. 

Therefore, all superoxide detection experiments were conducted using WST-8 as the chemical 

probe. 

3.1.1. Optimizing the conditions for the chemical detection system 

The production of superoxide can occur via various pathways as reported in section 1.3.2. of 

Chapter 1. In the present work, we focus on quantifying the production of superoxide by the 

indirect pathway (reaction 3.1), i.e. the reduction of molecular oxygen by aqueous electrons, 

as well as by the direct pathway (reaction 3.2 and 3.3) that refers to the production of 

superoxide as a result of the dissociation of H2O2+ and its intra track reactions. As mentioned 

in section 1.3.2. of Chapter 1, superoxide (pKa =4.8) can be present in its protonated form 

(HO2°) or in the anionic form (O2
-°), depending upon the pH of the solution. Since the pH of 

our prepared solution is 5, both forms of superoxide are in equilibrium.  

𝑒𝑎𝑞
- + 𝑂2 → 𝑂2

-° .................................................................. 3.1 

𝐻2𝑂
2+ + 2𝐻2𝑂 → 2𝐻3𝑂

+ + 𝑂 .................................................... 3.2 
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𝑂 + 𝐻𝑂° → 𝐻𝑂2
°  ................................................................ 3.3 

To determine the superoxide produced from the two pathways of interest, it was essential to 

be able to chemically supress (using scavengers) one of these two pathways. In addition, the 

probe, WST-8, selected as an indicator of superoxide production, can also be reduced by 

solvated electrons (see figure 3.2).  

 

Figure 3.2: Different pathways for the reduction of the chemical probe, WST-8, to the 

formazan product that gives a characteristic signal in UV at 460 nm. 

To identify unambiguously the contribution from the different reduction pathways of WST8, 

the experiments were conducted in different conditions (see table 3.1 and figures 3.3 and 3.4) 

to optimize the chemical detection system. Simultaneously, the concentrations of the 

different components within the chemical detection system were also optimized (see section 

3.1.2). Here, we first present the optimization of the experimental conditions. 
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Table 3.1: Different experimental conditions used to identify the contribution from different 

reaction pathways for the reduction of the chemical probe, WST8. Different chemicals that 

were used are Superoxide Dismutase (SOD), Catalase, NaCl and Ethanol. All these conditions 

were tested using the Cs137 gamma source.  

S. no. Condition Contribution to reduction of WST8 

1 Oxic Direct HO2° + Indirect HO2° + Solvated electrons 

2 Anoxic Direct HO2° + Solvated electrons 

3 Anoxic + SOD 
Solvated electrons + peroxidase activity11 due to 

SOD 

4 Anoxic + SOD + Catalase Solvated electrons 

5 Anoxic +NaCl 
Direct HO2° + Solvated electrons + negative 

contribution from OH, if any 

6 Anoxic + Ethanol 
Direct HO2° + Solvated electrons + negative 

contribution from OH, if any 

 

In the oxic condition (Condition 1, table 3.1), HO2
° is produced via all the pathways shown in 

the figure 3.2. The complete absorption spectra of WST-8 irradiated in oxic conditions (orange 

curve, figure 3.3) shows a considerable increase in the absorption around 460 nm. The 

absorption values at 460 nm were extracted from the absorption spectra to calculate the yield, 

as explained in section 2.4.4.3. of chapter 2, and is presented in the figure 3.4. 

However, in the anoxic condition (Condition 2), the contribution from the indirect pathway, 

shown in blue in figure 3.2, was eliminated. This can be seen by the reduction in its absorption 

band (green curve, figure 3.3). 

Upon addition of Superoxide Dismutase (SOD) in the anoxic condition (Condition 3), all the 

superoxide produced in the sample, upon irradiation, was eliminated from the system as SOD 

selectively removes superoxide from the solution by catalyzing its dismutation12, 2, 13, 14 into 
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molecular oxygen and hydrogen peroxide (Reaction 3.4). Hence, the formazan product was 

formed only due to solvated electrons, as shown in green in figure 3.2.  

2HO2  O2 + H2O2 .............................................................. 3.4 

SOD has a side activity as a peroxidase,11 which could possibly lead to side reactions in the 

presence of H2O2, as indicated by reaction 1.19 in section 1.3.2. of Chapter 1. Therefore, to 

eliminate the peroxidase activity,15,16,17 we introduced an enzyme that facilitates the removal 

of peroxidase, i.e. catalase, (Condition 4).18 Reaction (3.5) indicates the dismutation reaction 

of hydrogen peroxide, catalyzed by catalase. 

2H2O2  2H2O+O2 ............................................................. 3.5 

 

Figure 3.3: The absorption spectrum, from 400 nm to 600 nm, at different irradiation 

conditions. The concentration of WST-8 was 300 µM and the concentration of SOD and 

catalase was 0.62 µM. The samples were irradiated at 45 Gy using the gamma source with the 

dose rate of 5.5 Gy/min. The dose response curve for some of the condition is given in the 

appendix I.II. 

In condition 4, the contribution was therefore just from the solvated electrons. The difference 

between HO2° yields measured in condition 2 and in condition 4 therefore gave the 

contribution from the direct pathway, i.e. the HO2° yield resulting from the dissociation of 

doubly ionized water molecules, in which we are interested.   
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Some additional tests were done using NaCl (10 mM) and ethanol (10 mM) (which are 

effective scavenger for OH°), conditions 5 and 6, respectively, in order to investigate the role 

of OH radicals, if any. Reaction (3.6) shows the scavenging reaction of OH° by ethanol.17,19,20 

CH3CH2OH + HO ̇  CH3C ̇HOH + H2O ......................................... 3.6 

The yield with and without °OH scavengers was found to be the same, hence, we could safely 

consider that there was no/negligible contribution from °OH.  

Therefore, conditions that are important for further consideration to determine the HO2° 

produced via the direct and indirect pathways are conditions 1, 2 and 4.  

 

Figure 3.4: Validation of the chemical system, when irradiated at 45 Gy, with the gamma 

source (5.5 Gy/min) in different conditions. The yields were calculated from the absorbance 

values at 460 nm recorded using the conventional UV-vis spectrophotometer (see figure 3.3 

for complete absorption spectra). The yields reported in the figure are an average of 5 data 

points and their standard deviation is plotted as error bars. 

3.1.2. Optimizing concentration of the probe and enzymes  

The components of the chemical detection system are the chemical probe (WST8) and the 

SOD and catalase enzymes. The next step was to find their optimal concentrations. Since the 

samples were to be irradiated in a microfluidic cell for the soft X-rays experiments, the choice 

of the optimal concentration was based on the thumb rule of microfluidics: To use a 
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microfluidic system for as long as possible, the solutions should be as dilute as possible to 

minimize the contamination of the microfluidic channel that could eventually lead to flow 

impairment.  

 

 

Figure 3.5: Variation in absorbance of the probe, WST8, a) as a function of its concentration, 

ranging from 100 µM to 500 µM, irradiated at 100 Gy; b) as a function of SOD concentration 

(from 0 µM to 3.1 µM) with 300 µM WST8 concentration, irradiated at 45 Gy, when irradiated 

by a Cs-gamma source. The absorbance values plotted in the figure are an average of 5 data 

points and the error bars correspond to their standard deviation.  
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WST8 solutions were irradiated with a Cs137 gamma source under oxic conditions, varying the 

WST8 concentration between 0 and 500 µM. The dose was 100 Gy, which is the maximum 

value until which the absorbance was a linear function of the dose. A plateau was reached 

after 300 µM WST8 concentration suggesting it to be the minimum concentration to ensure 

the efficient capture of the superoxide species present in the irradiated sample. Hence, this 

concentration was chosen to be the optimum one (Figure 3.5 a). Such a low concentration 

also allowed to minimize the eventual interactions of WST8 with °OH.   

Further, 300 µM WST8 solutions were irradiated at a dose of 45 Gy under anoxic conditions. 

Absorbance measurements were performed by varying the enzyme (SOD) concentration (see 

figure 3.5 b). The choice of the SOD concentration was such that the concentration should be 

as low as possible and yet sufficient to dismutate HO2° and have a detectable absorbance 

signal. Therefore, it was chosen to be 0.62 µM, which is around 500 times lower than the WST8 

concentration and sufficient to capture the HO2°. For catalase as well, an equivalent 

concentration (0.62µM) was chosen, to ensure that the peroxidase activity due to SOD was 

eliminated. Hereafter, all the experiments were performed with these specific concentrations.  

3.1.3. Irradiation using reference gamma source 

In the oxic condition (condition 1), the production yield of WST-8 formazan was found to be 

0.21 (±0.01) µmol/J. As expected for a dilute scavenger like WST8, the measured yield was 

20% lower than the theoretical radiolytic primary yield (0.26 µmol/J).21 Therefore, the 

direct/indirect yield to be measured with soft X-rays as well, will be slightly underestimated. 

It must be noted at this point that the more classical cytochrome C (45 µM) reduction assay, 

in oxic conditions, gave an even lower yield of 0.17 (±0.01) µmol/J, upon gamma irradiation.22  

The experiments were also performed in anoxic condition, without SOD (condition 2), and the 

absorbance at 460 nm decreased considerably as compared to the oxic condition (see figures 

3.3 and 3.4). The formazan yield was found to be 0.043 (± 0.005) µmol/J. The difference 

between the yields in condition 1 and condition 2 was attributed as the indirect HO2° yield.  

As a next step, the formazan yield was measured in the anoxic condition, with SOD (condition 

3) and was found to be 0.012 (± 0.002) µmol/J. The difference between the formazan yields in 

these two conditions (3 and 2) would be equal to the yield of direct HO2° if the peroxidase 

activity of SOD is negligible. However, the difference between the two yields was around 0.03 
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µmol/J, in complete disagreement with the literature data that gave a direct superoxide yield 

value of about 0.002 µmol/J or less.23 Therefore, we could not neglect the peroxidase activity 

of SOD and we had to consider the side reaction of formazan with hydrogen peroxide resulting 

after the catalytic dismutation of superoxide by SOD, as indicated in section 3.1.1.15   

 

Figure 3.6: Average yield (of five data points per condition) of the reduced probe (300 µM) 

focusing on the two irradiation conditions which enable determining the direct HO2° yield 

(among the six displayed in figure 3.4). The solutions were irradiated at 45 Gy, with a gamma 

source (5.5 Gy/min). The concentration of SOD and catalase were 500 times lower (0.62 µM). 

The error bars are standard deviation of the five data points for each condition. 

The formazan yield was measured for the anoxic sample containing both SOD and catalase 

(Condition 4) to eliminate the effect of H2O2 side reaction (3.5) and it was found to be 0.043 

(± 0.005) µmol/J, which is the same as was observed in condition 2. This can also be observed 

in the absorption spectra in figure 3.3, where the absorbance at 460 nm is almost the same 

for these two conditions. It should be noted that the difference in the yields between 

anoxic/SOD and anoxic/SOD/catalase conditions (i.e. 0.03 µmol/J), can be attributed to H2O2 

reaction, with a yield that is one-third of the H2O2 primary yield under gamma irradiation.24  

The difference between the yield of formazan in anoxic (Condition 2) and anoxic/SOD/catalase 

(Condition 4) corresponded to the yield of direct superoxide. Considering the detection limit 

of the scavenging system used, we could only confirm that the direct superoxide production 

under gamma irradiation was below 0.005 µmol/J (See figure 3.6). For 200 MeV carbon ions 

(≤36 keV/µm)25 and protons (≤1 keV/µm)23 having LET similar to that of the gamma source 

(0.2 - 0.5 keV/µm),26 the reported production yield of direct HO2° (O + OH  HO2°) are around 

0.003 µmol/J.23, 25  
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3.2. Irradiation using soft X-rays 

3.2.1. Microfluidic cell: A solution for poor penetrating soft X-rays 

3.2.1.1. Modified cell design 

As stated earlier, soft X-rays have a poor penetration (or strong attenuation) in liquid media. 

In order to overcome this limitation and thereby ensure a homogeneous dose distribution, 

the solutions were irradiated through a 150 nm-thick silicon membrane (entrance 

membrane), while flowing through a 5.3 µm-thick microfluidic channel (see figure 3.7). The 

original microfluidic cell design is elaborated in section 2.4.2.1 of chapter 2 and was developed 

in collaboration with C. Chevallard during L. Huart thesis.27 Since both the beam and the 

entrance membrane are only 300 µm wide (along the X axis), it is crucial to ensure that they 

are properly aligned. The precise way to ensure this is to have a cell design that allows the 

transmission of a small fraction of the beam. Therefore, we introduced a modification in the 

original cell design.  

A second Si3N4 membrane (exit membrane) was thus added to the back silicon chip and this 

exit membrane was 200 nm thick and 1 mm x 300 µm large. It was rotated by 90 degrees with 

respect to the Si3N4 membrane of the front silicon chip (see figure 3.7).  
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b)  

Figure 3.7: a) Exploded view of the modified microfluidic cell design having two Si3N4 

membranes b) back view of the assembled microfluidic cell, with a transparent square 

corresponding to the observation window, allowing the transmission of the beam. 

Since both axis windows are perpendicular to each other, it forms a 300 µm x 300 µm square 

that is transparent to soft X-rays.28  This square is referred to as the ‘observation window’. In 

addition, a 0.5 mm-diameter hole was punched onto the PDMS gasket ① to allow the beam 

to exit the cell.  

3.2.2.1. Alignment of the modified microfluidic cell 

3.2.2.1.i. First version of the alignment protocol 

As stated above, the soft X-rays pass through the front window of 300 µm x 1 mm, to irradiate 

the sample. Owing to the small dimension along the X axis, the precise alignment of the cell 

with respect to the beam is essential for irradiation. This alignment procedure is detailed in 

this section.  
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Figure 3.8: Installation of microfluidic cell and the alignment devices on the translation table 

of the IRAD setup (allowing the motion along different axis (Ts, Tx and Tz)). The microfluidic 

cell is in the center with a scintillator (YAG:Ce) to its left and a photodiode with an aluminium 

mask to its right. Each device was also mounted on a one-direction manual translation device 

(along the TS-axis). 

The first alignment step was the installation of the microfluidic cell, a scintillator crystal 

(YAG:Ce) and a photodiode on a translation table (figure 3.8). The relative position of these 

device were first measured using an optical level (see figure 2.8, Chapter 2). The scintillator 

crystal (YAG:Ce) and a photodiode allowed the determination of the beam shape and position 

respectively.29,21 The photodiode was also used for the dosimetry (see section 3.2.3.1). 

Briefly, the 50 µm-thick Scintillator crystal (YAG:Ce) was installed in front of a CCD camera that 

helped to convert X-rays into visible light. The alignment was possible thanks to engravings 

etched on the YAG crystal (etching of 0.3 mm x 1 mm, similar to the front membrane 

dimensions), allowing to visualize the beam’s shape (see figure 3.9). By changing the 

monochromator vertical slit size, we could therefore control the centering of the beam and 

ensure that the beam was correctly aligned with respect to the diaphragms in the IRAD set-up 

(see section 2.4.1 of Chapter 2).  
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Figure 3.9: Beam shape visualized through the YAG crystal etched with the dimensions of the 

front silicon nitride membrane, captured using the CCD camera. The left and the right images 

was captured with the monochromator vertical slit size of 200 µm and 400 µm, respectively.  

Another device used for the alignment was a photodiode (for specifications see table 2.2 in 

chapter 2), having a very stable quantum efficiency.30 The photodiode was covered with an 

aluminium mask having two holes. Ghost Si3N4 membranes were affixed on each of these 

holes, one broken and the other intact. Thanks to the translation table, horizontal (Tx) and 

vertical (Tz) scans were performed in front of the beam (see figure 3.10) to center the beam 

on these windows. The photodiode was then used to determine the beam flux (in photons/s) 

at its sensitive surface by measuring the current (in nano-ampere, nA) through the broken 

membrane window.  
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Figure 3.10: a) Tx and b) Tz scans on the Ghost membranes. The broken (green curves) and 

the intact (red curves) membranes taped on aluminum mask of the photodiode, at 1620eV 

with 500 µm monochromator vertical slits and a Boron (0.4 µm) inline filter. The cell was 

translated horizontally (Tx), with a step of 0.05 mm and vertically (Tz) with a step of 0.1 mm, 

in front of the exit window of the IRAD set-up (in front of the synchrotron beam). The 

measurements are obtained with an air gap of 2 mm between the exit window of the IRAD 

setup and the aluminium mask of the photodiode. 
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The alignment scans provided the position of the ghost membranes centre. Knowing the 

relative positions of the center of microfluidic cell's front membrane and the center of the 

ghost membranes, allowed aligning the cell accurately. However, the uncertainty in the 

measurement of these distance were large (few µm). The alignment was also refined using 

the chemical measurements31 that took very long time (few hours).   

In addition, the two alignment devices (the YAG:Ce and photodiode) described above allowed 

verifying the alignment before and after each irradiation. During the irradiation, however, the 

drifts in the cell position because of mechanical relaxation (for example, the mechanical 

relaxation due to the translation table) were difficult to account via these methods. In 

addition, every time the cell was replaced (due to the breaking of the cell membrane or cell 

clogging), the relative position of the cell with respect to these devices was to be determined 

again and the alignment procedure had to be repeated. This requires tedious amount of work. 

Hence, these points of concern motivated the instalment of a new device for alignment. 

3.2.2.1.ii. Second version of alignment protocol 

Thanks to the modified cell design, explained earlier, we introduced another device for 

ensuring accurate alignment in real time, i.e. even during irradiation. This device is composed 

of a scintillator (YAG:Ce from Crytur) and a Silicon photomultiplier (SiPM)27 located behind the 

microfluidic cell.  The transmitted beam was converted into visible light by the YAG:Ce crystal 

and then detected by the SiPM. The entire assembly, the microfluidic cell, the SiPM and the 

scintillator, were placed in a PEEK support (support first developed by Lucie Huart and later 

refined by collaboration with Stephane Lefrancois (Synchrotron SOLEIL, SMIS beamline) (See 

figure 3.11)). 
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Figure 3.11: SiPM installed behind the cell, allowing the detection of transmitted beam, thanks 

to the scintillator that converts X-rays to visible light. a) Exploded view of the modified cell 

with the SiPM behind; Photograph of b) the cell support back (left) and front (right) made of 

PEEK, to support the YAG:Ce (not visible), the microfluidic cell and SiPM; c) the entire assembly 

(microfluidic cell with the SiPM in the support) placed at a distance of 1 mm from the exit 

window of the IRAD setup on the METROLOGIE beamline at synchrotron SOLEIL, for in-air 

irradiations experiments.  
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SiPM has high sensitivity, offering the possibility of single-photon detection (for specification, 

refer to table 2.2 of chapter 2). Experimentally, the saturation level of SiPM was found to be 

4 x 105 counts. Its introduction in the set-up allowed performing direct and fast alignment (via 

vertical and horizontal scans) of the microfluidic cell with respect to the SR beam, even in the 

presence of the sample. Therefore, it acted as a control of the cell position during the 

irradiation.  

 

Figure 3.12: Attenuation of the SR beam in water (5 µl/min flow rate) resulting in a reduction 

of the SiPM signal (blue curve) when compared to the SiPM signal when the cell is filled with 

air (red curve). Both the signals are normalized with respect to the SiPM signal in air. The cell 

was translated horizontally, with steps of 0.05 mm in front of the exit window of the IRAD set-

up (i.e. in front of the synchrotron beam). Both the curves were normalized with respect to 

the SiPM signal in air, so that the maximum of the red curve (channel filled with air) is 1. 

Firstly, vertical (Tz) and horizontal (Tx) scans were performed at a fixed monochromator slit 

size, to align the beam on the observation window. The figure 3.12 shows the evolution of the 

SiPM signal while translating the microfluidic cell along the horizontal (x) axis in front of the 

beam, when the cell is filled with air (red curve) or when water is flowing through the channel 

at a 5 µl/min flowrate (blue curve). The position at the maximum of the curve corresponds to 

a correct alignment of the cell with respect to the beam. It should be noted that the SiPM 
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response was not linear, so that this method does not allow to measure the transmission of 

the flowing solution. 

 

Figure 3.13: Variation in vertical width as a function of slit size of the beamline 

monochromator. 

As a next step, vertical scans were performed at different exit slit sizes of the beamline 

monochromator (see figure 3.13). A decrease in the beam’s vertical width upon decreasing 

the slit size was observed. The beam’s center was independent of the slit size of the beamline 

monochromator, indicating an efficient beam centering.  

The SiPM greatly facilitated the alignment (with and without the sample), resulting in a time 

efficient (within minutes) alignment as compared to that possible with the first version (few 

hours) of the alignment protocol. The SiPM signal variation as a function of flowrate of the 

sample was also measured (see appendix I.IV.). In addition, the first version did not allow the 

direct alignment of the cell and we had to rely on the distance measurements between the 

devices, as mentioned before. Using the SiPM removed the uncertainty arising due to these 

distance measurements and allowed to control the cell position, even during the irradiation 

experiments.   
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3.2.2. In-line UV analysis: A solution for low radical yield 

3.2.2.1. In-line UV detection cell  

The soft X-ray irradiation experiments using the above mentioned microfluidic cell address the 

limitation of poor penetration of the beam in a liquid medium. However, conducting such 

experiments poses another challenge due to significantly lower radical yields in the soft X-ray 

regime (compared to gamma rays).32,33 It is important to emphasize that even with gamma 

irradiation, the yield of direct HO2° was exceptionally low, falling below the detection limit of 

the chemical detection system, and therefore could not be recorded using a conventional UV 

spectrophotometer. 

Consequently, measuring the low radical yields (in our case, for HO2°) in soft X-ray experiments 

becomes extremely challenging when relying on collecting irradiated samples at the 

microfluidic channel's end and subsequently testing them using a UV spectrophotometer. This 

highlights the necessity for a highly sensitive analysis system capable of precisely measuring 

such subtle changes in yield. 

A solution we propose in this work is the use of an In-line UV analysis technique, using a UV 

detection cell (see figure 3.14). It is available in different materials (stainless steel, PEEK, 

ultem, plexiglas, and Teflon), and we chose to work with the PEEK (polyetheretherketone) 

material. PEEK is a high-performance thermoplastic that is expected to minimize the 

absorption of products of irradiation.  
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Figure 3.14: Schematic diagram of the UV detection cell having a Z-geometry. The cell has a 

PEEK outer body and provides the connections for optical fibers and the fluidics. The optical 

path of the cell is 2.5 mm. The image is taken from SMA-Z drawing of FIALab. 

As shown in the figure 3.14, the detection cell (for specification see table 2.2, Chapter 2) uses 

UV-grade, fused silica windows (wavelength range from 190 nm to 1100 nm) and it has a Z 

geometry with a 2.5 mm optical path (2 µl sample volume). The Z geometry minimizes the 

dead volume and also minimizes the formation of bubbles that can impair the 

measurements.34  

3.2.2.2. Coupling microfluidic set-up and in-line UV detection cell 

The previously described UV detection cell was integrated to the microfluidic setup 

(microfluidic setup detailed in section 2.4.2 of chapter 2). It was positioned downstream to 

the microfluidic cell, as can be seen in the figure 3.15. 
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Figure 3.15: Sensitive detection system: Coupled microfluidic setup with in-line UV detection 

cell. The cell is connected to the spectrometer (QE pro) and the light source using the optical 

fibres, allowing detection of extremely low radical yields. 

The two fluidic connections in the UV cell served as the inlet and outlet for the sample flowing 

in the microfluidic channel. It was possible to analyze the sample flowing in the UV cell thanks 

to the two optical fiber connections. One end of these fibers connected the UV cell to a 

Deuterium-Tungsten Halogen Source (wavelength range from 190 nm – 2500 nm, for 

reference, see table 2.2, Chapter 2), to illuminate the sample. This lamp was connected to an 

electrically filtered power supply to minimize intensity fluctuations. The other end was 

connected to the high-performance spectrophotometer, QE Pro (for reference, see table 2.2, 

Chapter 2). The QE Pro was chosen because it has a very efficient analog to digital converter 

(18 bit) that allows the measurement of a variation of 1/262144 in optical intensity (minimal 

measurable optical density of 2.10-5). In addition, thanks to the thermally cooled detector, it 

provides a very stable signal. Therefore, using this coupled setup, small changes in the 

absorbance values are detectable.  

As described in section 3.2.2.1., the microfluidic cell is precisely positioned in front of the 

beam, which is extracted in air using the IRAD setup. The sample is then introduced into the 

coupled setup (figure 3.15) and allowed to flow at a desired flow rate. To capture the 

absorption spectra for both irradiated and non-irradiated samples, the beam shutter is initially 

manually opened and closed at regular intervals. The non-irradiated spectra are recorded both 



 
Chapter 3: Experimental approach for HO2° detection Page|125 
 

before and after each irradiated spectrum in order to establish a real-time baseline. This 

approach allows for high sensitivity in detecting even small changes that occur upon 

irradiation.  

The spectra are recorded using the 'OceanView' software. The initial step involves selecting 

appropriate acquisition parameters for the absorption spectra, such as average scans and 

integration time. This ensures that the lamp spectra, particularly at the desired wavelength 

(460 nm for WST-8 formazan), are not saturated during the whole acquisition. Subsequently, 

the signal for the reference solution is recorded. The software can then be used to launch the 

record for an entire spectrum of the sample, from 190 nm to 800 nm, or a time series spectrum 

at a particular wavelength. 

3.2.2.3. Automating the in-line UV detection 

After the successful coupling of the microfluidic set-up with the in-line UV detection cell, the 

next step was to automate the acquisition process. As mentioned in the previous section, the 

beam shutter was manually opened and closed to measure the signal of the irradiated and 

non-irradiated samples, respectively. However, to automate this process of beam off and 

beam on, a program was created (by Emmanuel Robert, PLEIADES beamline of SOLEIL 

synchrotron, France) using IGOR pro software that allowed the communication with the 

translation table where the microfluidic cell is placed. Using this program, the microfluidic cell 

could be aligned to the beam (center position obtained from the SiPM scan) as well as 

misaligned (by translating 2 mm along Tx) to cut off the irradiation. This was synchronised with 

the time evolution of the absorption signal at 460 nm.  

The time of recording the signal for irradiated and non-irradiated signal, was 20-30 mins each. 

This time was calculated thanks to the hydrodynamic resistance measurement (see appendix 

I.III.) for the sample flowing through the microfluidic cell. The expected time for the sample to 

reach from the microfluidic cell to the UV detection cell was around 8 mins (depends on the 

length of the tubing between the two) at 5 µL/min. This time could be experimentally 

measured by detecting a change in the signal at 460 nm and it was around 10 mins. It should 

be noted that the experimentally measured time was greater than the expected time due to 

the dilution effect and the former was referred to as the wait time (for the sample to reach 

the detection cell). Further, we wanted to record the sample for at least 10 mins 
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(accumulation time). This resulted in the synchronization of beam ON and beam OFF, with a 

time interval of 20 mins (wait time + accumulation time). This time could be increased (but 

not decreased) if more data points were to be collected in each interval. The synchronization 

can be seen (with time interval of 30 mins), in the figure 3.16, by the steps in the recorded raw 

data.  

 

Figure 3.16: Experimental raw data obtained using the in-line detection set-up, recording the 

beam on (30 mins) and beam off (30 mins) absorbance signal. Depicted absorbance trace was 

monitored at the desired wavelength (460 nm) of the reduced product.  

The recorded raw data may drift (see figure 3.16) because of fluctuations in lamp intensity and 

mechanical relaxations, including factors such as optical fiber connections and trapped 

microbubbles in the UV cell. To address the issue of microbubbles, the UV cell was regularly 

cleaned using ethanol. Additionally, the motion of optical fibers was restricted by securing 

them to a rigid support. The UV cell itself was secured on a support structure utilizing 

mounting holes incorporated into its design. 

To take into account of such drift, a data treatment process was employed. This involved 

subtracting the absorbance signal at 460 nm with the absorbance signal at 800 nm, recorded 

as a function of time, to correct for variations in light intensity. By applying this correction, the 

drifts caused by lamp fluctuations and other mechanical factors were removed. Given that the 
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goal is to detect very small absorption changes, this correction step plays a vital role in 

ensuring accurate results. This data treatment was carried out using a custom Python code, 

enabling the analysis of thousands of spectra within few minutes, recorded during a single 

irradiation set. Following the data treatment, the absorbance variation as low as 10-4 could be 

measured, not far from the maximal performance allowed by the QE pro detection system. 

At this point, it should be noted that the absorption trace has a characteristic shape. The 

increase in the absorption is sharp, however, the decrease in the absorption trace is smooth 

and spread over a longer time. This is because of the dilution effect of the sample flowing 

through the cylindrical tubing. 

3.2.3. Dose calculation 

As described above, using the in-line UV analysis, we can accurately measure the absorbance 

values down to 10-4. An important step in calculating the yield of the radical produced (HO2°) 

from the recorded absorbance values, is the estimation of the dose delivered to the sample 

during irradiation. Dose can be simply defined as energy deposited in the system per unit 

mass. The absorbed dose D can be given by the equation 3.1.29  

𝐷 =
𝐸∆𝜑𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛

𝜌𝑄
  3.1 

where E is the photon energy, Δφsolution is the number of photons absorbed in the solution per 

unit of time, ρ is the volumetric mass density of the solution, and Q is the flowrate. To 

determine ρ for each sample, multiple measurements are conducted by weighing different 

volumes of the sample and dividing their masses by their respective volumes. The dose 

delivered to the sample depends on the flow rate of the solution passing through the 

microfluidic channel. Lower flow rates result in a higher dose being delivered to the sample 

because it is exposed to the beam for a longer duration. 

∆𝜑𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝑇𝑎𝑖𝑟𝑔𝑎𝑝. 𝑇𝑆𝑖3𝑁4. (1 − 𝑇𝑠𝑎𝑚𝑝𝑙𝑒). 𝜑𝑝ℎ𝑜𝑡𝑜𝑑𝑖𝑜𝑑𝑒  3.2 

Unlike the other terms in equation 3.1, determining the value for Δφsolution is not 

straightforward. It depends on various other factors, as can be seen in the equation 3.2, where 

Tair gap is the transmission of beam through an air gap, through the cell's front silicon nitride 

membrane (TSi3N4) as well as through the sample (Tsample). It must be noted that the air gap is 
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the distance between the sensitive surface of the photodiode and the air side of the Si3N4 

membrane of the microfluidic cell (along the beam axis direction). The transmission values 

through air and Si3N4, are available directly on the CXRO (Center for X-Ray Optics) website.35 

φphotodiode is the flux at the sensitive surface of the photodiode (used for alignment in section 

3.2.2.1). The measurement of each term is explained below. 

3.2.3.1. Photodiode flux (φphotodiode) 

By recording the current measured through the broken window with the photodiode (see 

figure 3.17) and taking into account the beam transmission through the different coatings of 

the photodiode [Carbon (0.05 µm), Silicon Dioxide (0.007 µm) and Titanium (0.19 µm)], the 

flux at the photodiode surface, φphotodiode, was calculated. The photodiode current was 

measured before and after each irradiation set, to account for changes in the flux, if any.  

 

Figure 3.17: Variation in the current of the photodiode by varying the photon energy, at 500 

µm slit size, with a B (0.4 µm) inline filter, 4.06 mm air gap between the exit window of the 

IRAD setup and the photodiode sensitive area, measured through the broken ghost 

membrane. 
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3.2.3.2. Transmission through front Silicon nitride (TSi3N4) membrane 

𝑇𝑆𝑖3𝑁4  could be measured experimentally thanks to the use of the ghost membranes (broken 

and intact Si3N4 membrane) fixed on the PD mask (explained in  section 3.2.2.1). The ratio of 

maximum photodiode current through intact and broken membrane gives the transmission 

through the Si3N4 membrane used (TSi3N4 = Iintact /Ibroken). The transmission values found were 

in comparable to those obtained from CXRO.35,28 

3.2.3.3. Transmission through sample (TSample)  

To calculate the value of 𝑇𝑠𝑎𝑚𝑝𝑙𝑒, the deformation (or the bulging) of the membrane has to be 

taken into account. The membrane can deform as pressure is applied to the microfluidic 

channel, for the sample to flow through it. This results in an increase in the sample volume 

inside the microfluidic cell that is being irradiated. The bulging of the membranes was 

measured through the interferometry measurements, performed at different flowrates, using 

an optical interferometer (see section 2.4.3). Linear fringes were observed when the solution 

was not flowing inside the cell, however, the fringes appeared curved when the solution was 

flowing through the cell. This can be seen in figure 3.18 a.   
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Figure 3.18: a) Pattern of the interference fringes when the sample is not flowing (left) and 

when it is flowing through the microfluidic cell (right) placed under the interferometer. b) 2D 

Image obtained from Interferometry representing the size of the membrane (1 mm x 0.3 mm) 

using a 10X objective by placing the microfluidic cell directly under the interferometer, for a 

flowrate of 5 µl/min. The color scale in the figure corresponds to the z axis of the 2D image.  

Subsequently, we measured the deformation of the membrane along the z-axis (figure 3.18 

b) to understand the effect of applying pressure on the membranes. We observed that the 

maximum deformation of the membranes was around 8 µm (see figure 3.19) per window. The 

deformation of both, the front and the back window increased linearly for low pressures and 

the variation in the deformation slowed down after 1100 mbar.  
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Figure 3.19: Deformation of the microfluidic cell's membranes, front and back, upon applying 

pressure for the sample to flow. Each reported values is an average of 3 data points, recorded 

at different times. 

Using these deformation values (d), Tsample was determined as follows. We calculated the 

transmission of the beam (using  equation 3.3)  assuming that the thickness of the solution (h) 

was the same everywhere, either equal to 5.3 µm (case of non-deformed membranes,                  

h = 5.3 µm) or equal to the maximum possible deformation (h = 5.3 µm + d) (at the given flow 

rate). The average of these two values was taken as Tsample, and their difference divided by two 

as the uncertainty. This method gives an upper-bound to the uncertainty on this 

measurement. 

𝑇 = exp⁡[−µ(𝐸)ℎ]     3.3 

With all these factors into consideration, the absorbed dose was determined at the different 

photon energies (between 350 eV and 1700 eV) used in this work. The irradiation at 350 eV, 

800 eV and 900 eV were performed at a single flowrate (5 µl/min) and the dose values were 

19.2 Gy, 82 Gy and 95 Gy, respectively. The dose delivered to the sample at photon energies 

above 1 keV were determined at three different experimental flowrates and are reported in 

table 3.2.  
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Table 3.2: Dose delivered (Gy) to the sample at different photon energies, as a function of 

flowrate 

Photon 

Energy 

(eV)/Flowrate 

(µl/min) 

1100 1200 1300 1400 1500 1600 1700 1800 

13.5 8.40 9.19 8.74 9.70 12.38 13.06 10.55 5.89 

10 11.33 12.39 11.78 13.05 16.62 17.50 14.11 7.86 

5 22.51 24.40 22.92 25.02 31.37 32.52 25.83 14.18 

 

The X-ray beam delivered by the diffraction grating contains unwanted higher-order radiation. 

The higher-order photon contributions were measured from air attenuation measurements 

and from the beam’s transmission through in-line calibrated foils. The higher-order light 

contribution was negligible for photon energies above 1.1 keV, as can be seen from the blue 

curve in figure 3.20, where the photodiode current at 1280 eV decrease linearly as the 

distance between the microfluidic cell window and the exit window of the IRAD setup 

increases, with the minimum distance of 1 mm between the two. Below 1 keV, the higher-

order light rejection devices (low pass filters) were not used in order to increase the dose.  As 

a result, in the energy range,     400 eV to 700 eV, higher-order contamination was too large 

for measurements. At 890 eV and 800 eV, the dose was estimated considering the second 

order contribution that was found to be 1.0 ± 0.2% and 15.3 ± 3.3%, respectively. The 

contribution from the higher-order light at 890 eV is shown in the figure 3.20, where the curve 

deviates from linearity. For 350 eV, the dose was estimated taking into account the higher-

order contributions, i.e. 2nd order contribution was 39 ± 14 %, 3rd order contribution was 17 

± 1 %, 4th order contribution was 4 ± 1 % and 5th order contribution was 0.08 ± 0.02 %.  
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Figure 3.20: The decrease in the counts (i.e. the photodiode current in A) when the distance 

between the microfluidic cell window and the exit window of the IRAD setup increases. The 

minimum possible distance between the two is 1 mm, to avoid the breaking of the windows. 

The linear trend represents the absence of higher-order light at 1280 eV (blue curve) and the 

non-linear trend shows the contribution from higher-order light at 890 eV (red curve). 

3.2.4. Uncertainty calculation 

The uncertainty in the dose values was calculated taking into consideration the different 

contributions listed in table 3.3.   
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Table 3.3: Uncertainty in dose calculation as a function of photon energy, as detailed in 

reference29. 

Photon 

energy (eV) /  

% 

Uncertainty 

350 800 900 1100 1200 1300 1400 1500 1600 1700 1800 

Photon flux  6.3 8.6 6.7 4.4 3.8 3.4 3.7 5.1 7.4 10.3 13.4 

Air gap 

transmission 

from the 

photodiode to 

the cell 

membrane 

6.5 15.4 11.4 6.7 5.3 4.2 3.5 2.9 2.4 2.0 1.7 

Beam 

centering 
5.6 5.6 5.6 5.6 5.6 5.6 5.6 5.6 5.6 5.6 5.6 

Transmission 

of the silicon 

nitride 

membrane 

8.1 2.2 1.6 0.9 0.7 0.6 0.5 0.4 0.3 0.3 0.2 

Flow rate 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 5.0 

Absorption of 

the solution* 
9.2 1.0 2.7 9.4 13.3 17.0 20.4 23.4 26.0 28.2 30.0 

Chemical 

dosimetry 
8.0 8.0 8.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 4.0 

Net 

uncertainty 
18.8 21.0 17.5 15.0 17.0 19.8 22.7 25.5 28.4 31.2 34.0 

 

As specified in the previous section, the photon flux was measured using the photodiode. The 

uncertainty in this parameter was calculated thanks to the repeated measurements of 

photodiode current before and after each irradiation as well as by the uncertainty on the 

photodiode’s coating (its thickness, quantum efficiency).31 For the uncertainty on the air gap 

transmission between the photodiode and the cell membrane, estimation was made using the 

error on distance measurements via an optical level (± 0.2 mm). The error in the positioning 

of the synchrotron beam with respect to the sample environment, accounted to be 5.6 %, was 
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assessed by calculating the effect of a 50 µm misalignment.29 The pressure and the flowrate 

were recorded during each irradiation experiment, allowing to estimate the upper and lower 

bound of the flowrate. The uncertainty in flowrate was therefore calculated to be 5 %, and 

was deduced from the standard deviation of the flowrate values, recorded as a function of 

time, during irradiation. 

The error on the transmission via the silicon nitride window was calculated using the 

uncertainty in the thickness (± 10 %) and density (2.68 to 3.10 g/cm3) of the membrane, as 

well as the composition of silicon nitride membrane (from Si3N4 to SiN), provided by the 

manufacturer. The uncertainty in the UV absorption measurements corresponds to the 

standard deviation of the absorption values, recorded at each photon energy. This value is 

doubled for the energies below 1 keV because the absorbance values at these energies were 

recorded only once and hence. The uncertainty values for the absorption of the solution are 

given for a flow rate of 5 µl/min. It should be noted that these uncertainty values increase 

with increasing flow rate (by increasing the pressure) due to the increase in the bulging of the 

membranes. 

The maximum contribution to the uncertainty was from the absorption of the beam in the 

solution, except at 800 and 890 eV, as most of the dose is already absorbed prior to exiting 

the solution (in the channel).   

3.2.5. Superoxide detection upon irradiation with soft X-rays 

The soft X-ray irradiation experiments were performed using the above described setup, i.e. 

the microfluidic cell coupled with in-line UV setup. In this section we describe the yield 

measurements of both, direct and indirect HO2° formation.  

3.2.5.1. Yields from direct pathway 

To measure the direct HO2
° production, all the irradiation experiments were performed at the 

photon energy of 1620 eV, where the maximum photon flux and higher spectral purity is 

reached on the soft X-ray branch of the METROLOGIE beamline (table 3.2, 1620 eV, 1.18 × 1010 

photons/s after the cell Si3N4 membrane). This choice was essential for the measurement of 

the extremely low production yield of superoxide coming from doubly ionized water 

molecules, to increase the signal of the reduced probe with respect to the background.  
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The effect of the irradiation on the sample was analyzed using the in-line UV detection 

scheme, described earlier. Figure 3.21 depicts the difference between the absorbance at the 

characteristic absorption wavelength of the probe, 460 nm, and the absorbance at 800 nm, 

recorded over time. It shows alternating sequences (every 20 mins) during which the flowing 

sample was not irradiated (background) and sequences during which it was irradiated. The 

sensitivity of the detection technique can be seen in the absorbance variations between the 

irradiated and non-irradiated solutions (or optical density), shown in figure 3.21, which are in 

the 10-4 range, facilitating low radical yield detection that previously required the use of 

fluorescence probes.36 

 

Figure 3.21: Experimental data obtained using the in-line detection set-up, after the data 

treatment (difference between the absorbance at 460 nm and that at 800 nm). The beam was 

periodically on and off. Absorbance were measured for a 300 µM WST8 solution in anoxic 

condition, without SOD and without catalase, at 5 µL/min corresponding to 32 Gy at 1620 eV 

A horizontal translation of 2 mm of the microfluidic cell, compared to its optimized position in 

front of the synchrotron beam (69.8 mm in figure 3.12), gives us the beam off position (non-

irradiated sample). This facilitated a real-time baseline correction (and the elimination of the 

baseline drift using the data treatment).  
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Figure 3.22: Yield of direct HO2
° production resulting from the difference of the yield of the 

reduced probe in anoxic (condition 2) and anoxic+SOD+catalase (condition 4), using 

synchrotron 1620 eV soft X-ray. 

Multiple absorbance values (~10 data points for each condition) were recorded using a                 

5 µl/min flow rate, for each condition, and the yield was calculated. An average of these yield 

values, for both the conditions used (anoxic and anoxic/SOD/catalase conditions), is shown in 

figure 3.22. The yield of the direct HO2
°, G(HO2

°), was found to be 5.330 × 10-9 (± 0.66 × 10-9) 

M/Gy, i.e. 0.0053 (±0.0007) µmol/J by subtracting the HO2° yield in the anoxic and 

anoxic/SOD/catalase conditions (see table 3.4).  

Interestingly, the difference between the yield of superoxide obtained in anoxic/SOD and 

anoxic/SOD/catalase conditions, was negligible in the case of soft X-rays, unlike in the case of 

gamma radiation. This suggested that the H2O2 production was negligible or not sufficient to 

reoxidize the formazan, during the soft X-ray irradiation. 

At 1620 eV, core ionization is the most probable (~95%)37, so that almost each absorbed 

photon at this energy results in one core-shell ionization. Moreover, Auger transition 

probabilities are nearly 100% for oxygen atoms,38 so that G(H2O2+) is about 0.006 µmol/J (one 

core ionization for 1620 eV deposited in the solution). This value is very near the G(HO2
°) of 

0.0053 µmol/J measured here. This indicates that with each double ionization we have one 
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superoxide production within experimental errors (conversion factor from H2O2+ to HO2
°: 

100% ± 30%). Therefore, we must envision that the reactions (3.2) and (3.3) are very efficient 

in our conditions, especially taking into account that some of the HO2
° can react with other 

radicals (like HO°) in the ionization tracks (see reaction 1.21, Chapter 1). But it could not be 

excluded that this reaction could also be even more efficient in the high LET ion tracks. This 

implies that nearly all doubly ionized water molecules dissociate to form an oxygen atom (as 

modeled using ab initio Molecular Dynamics39), and also, that the dense production of °OH 

radicals by the two secondary electrons close to the O atoms leads to a very efficient 

production of HO2
° (one per oxygen atom) via reaction (3.3). A similar conclusion (the very 

efficient production of HO2
° from O) was drawn from Monte Carlo simulations of heavy ions 

radiolysis, in which multiply ionized water molecules are formed at short impact parameter 

along the ion path, where the °OH radical density is large.23, 40  

There could be other processes leading to the water double ionization, in addition to that 

formed by soft X-rays via Auger decay. One such process is the double ionization by electron 

impact, which has been studied theoretically in liquid water.41 Calculated double over single 

ionization cross sections ratios allow a rough estimate of the electron impact double ionization 

contribution in the liquid phase.  

In the direct double ionization, two electrons are emitted either originating from the same or 

two different molecular orbitals (MO) of the water molecule. Oubaziz et al. calculated that the 

double vs single ionization cross-section ratio increases steeply from 50 to 200 eV, and tends 

to a constant value of about 1.9 % for increasing impact energy.42 

The W (mean energy to form an ion-electron pair) value of liquid water, was calculated as a 

function of incident electron energy (E) by dividing the given incident electron energy by the 

number of electrons produced during the slowing, including all secondary electrons.43 The 

asymptotic W value (for high incident energies, i.e. E > 1 keV) is 25.4 eV, and remains below 

30 eV for E > 100 eV. Assuming an H2O2+/H2O+ ratio of 0.019, we would then have [(Ephoto – 

50)+(EAuger - 50)] / W * 0.019 = one double ionizations per photon absorbed, due to electron 

impact only (taking W = 30 eV)]. 
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This results in a total of two double ionizations per 1620 eV photon absorbed (one through K-

shell photo-absorption and the other through electron impact). Taking this into account, we 

can deduce that the conversion factor of H2O2+ to HO2
° drops to 50% ± 15%.  

If we compare the superoxide production in our case with the one produced by particles of 

similar LET (e.g., 77 MeV A-1 36S with a LET of 250 keV/µm or 70 MeV A-1 40Ar  with a LET of  

290 keV/µm), we find very similar values of G(HO2) of 0.006 µmol/J.44,45 However, for these 

ions, the G(H2O2+)  (by ejection of two secondary electrons) is very significant, about             

0.052 µmol/J (about 1 double ionization for 200 eV deposited in solution).23 From these 

values, it can be estimated that for sulfur ions, the conversion factor from H2O2+ to HO2
°
 is only 

of 10%. Thus, in these conditions, the reaction (3.3) seems much less efficient at producing 

superoxide than in soft X-rays tracks (more than 50% efficiency). With soft X-ray irradiation, 

the fact that an Auger emission occurs (with a time delay between the photoelectron and 

Auger electron, corresponding to the lifetime of O-K vacancy being 4.1 fs in water46) may 

reinforce the efficiency of the reaction (3.3), with respect to simultaneous double ionization 

occurring in the case of ions (see also section 3.2.5.2). Moreover, non-local relaxation 

mechanisms, namely, Intermolecular Coulombic Decay (ICD)47 and Electron Transfer Mediated 

Decay (ETMD),48 can compete with the local Auger decay and thereby decrease the H2O2+ 

production. Due to their low contribution, at the moment that the Auger decay channel is 

open, these non-local decay pathways have not been considered until now.49   

Table 3.4: Gdirect(HO2°) production yield determined using WST-8 as a chemical probe, 

irradiated in different conditions. The measured production yield in the case of 137Cs gamma 

source and 1620 eV synchrotron soft X-rays is given in the table along with the literature 

values of the yield in the case of high energy S ions and C ions. The yields are given in µmol/J. 

Irradiation 

source 

137Cs 

(LET = 0.4 

keV/µm)26 

Synchrotron soft 

X-rays (1620eV, 

LET ~ 100 

keV/µm) 

S ions, (LET = 

200 keV/µm) 

 

C ions 

(LET ≤ 26 

keV/µm) 
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Gdirect(HO2°) 

(µmol/J) 

 

≤0.005 

(present work) 

0.0053 (±0.0007) 

(present work) 

0.00550,51 ≤0.00323,25 

 

3.2.5.2. Yields from indirect pathway 

In addition to the soft X-ray experiments performed in the anoxic conditions (with SOD and 

catalase), the irradiation was also performed in the oxic condition (without SOD and Catalase, 

condition 1), which provides information on indirect HO2
° formation. The indirect HO2

° 

formation yield (G(HO2°)indirect) was found to be ~10 times that of the direct HO2
° formation 

yield, around 1600 eV. This facilitated an investigation of the indirect HO2
° production at lower 

photon flux and for a wider photon energy range. Hence, the evolution of indirect HO2
° yield 

(an indication for solvated electrons yield, see reaction 3.1) was investigated as a function of 

photon energy (350 eV to 1700 eV). The 400 eV-700 eV energy range was not studied because 

of the strong beam absorption in air and in the silicon nitride window and a very large 

contribution in the dose from higher order light in the synchrotron beam.  

To determine the indirect HO2 yield between 1100 eV to 1800 eV, the absorbance values were 

measured for three different flow rates (5 µl/min, 10 µl/min, 13 µl/min) and thus different 

dose values. The variation in the concentration of the probe calculated from the absorbance 

values (using Lambert Beer law) is shown as a function of dose in figure 3.23. It was indeed 

observed that this variation exhibits a linear response to the dose passing through the origin, 

indicating an efficient background correction. For each photon energy, the yields were then 

calculated (see table 3.2) for the three flow rates and averaged. At energies below 1 keV, the 

yield was measured only at a 5 µl/min flow rate to maximize the dose. The reported yields 

below 1 keV, in figure 3.24, were measured only once. 
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Figure 3.23: Variation in the concentration of the reduced probe (WST8 formazan, oxic 

conditions) as a function of dose, with 500 µm monochromator slit size, at two different 

photon energies, namely, 1100 eV and 1700 eV. 

The experimental indirect HO2° yield as a function of energy is presented in figure 3.24, along 

with the Monte Carlo (MC) simulation (performed by Benoit Gervais) results for mono-

energetic electrons. The MC results were taken from a previous work,31 performed on a liquid 

water system containing 10 mM Benzoate. This work showed that the °OH yields had a 

minimum around 1 keV, owing to the increased ionization density in the nanometric tracks. 

The presence of benzoate (acting as a °OH scavenger) in the simulations can influence the 

indirect HO2
° yield, as °OH can react with it, (see reaction 1.21, Chapter 1), giving a higher 

indirect HO2
° yield compared to the experiments.  

The first observation is the strong dependence of the measured indirect HO2
° yield with 

photon energy. The minimum in the experimental yield was measured to be almost zero at 

approximately 800 eV. In addition, there is a very steep decrease in the experimental yield 

around 1280 eV as the photon energy decreases. 
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Figure 3.24: Evolution of the yield of indirect HO2
° (green symbols)  as a function of photon 

energy and the MC simulation (black curve) results for superoxide.31 The uncertainties on each 

energy are reported in the table 3.3. The yields below 1 keV were measured only once and 

those above 1 keV are an average of yield at 3 different flowrates (see text). 

It is the photon energy range, where the photoelectron and Auger electron have the same 

energy and where the electron tracks are very compact.52 Owing to the delayed emission of 

the Auger electron compared to the photoelectron, the probability that they interact directly 

with each other is quite low. However, there is a high probability that the Auger electron 

interacts with the highly ionized and compact tracks created by the photoelectron. This can 

result in an increase of the local ionization density and a decrease in radical yields. It would be 

interesting to adapt the Monte Carlo codes to test this hypothesis. 

At 350 eV (below the O1s threshold, 535 eV), even if these effects are not expected to occur, 

the discussion on the yield remains difficult because of the large contribution of higher order 

light (see section 3.2.3.). This reflects the difficulties in the measurements of the yields at 

lower energies, due to higher order contamination and the large absorption of the beam in 

the air. This suggests that the experiment for low photon energy should be performed under 

vacuum conditions, to increase the dose (no absorption in air or the silicon nitride window of 
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the IRAD setup). Investigating low photon energies would allow a better understanding of low 

energy electron tracks. 

3.3. Conclusion 

The current work focuses on the effect of inner shell ionization on the water molecules, when 

irradiated with soft X-rays. In water, this resulted in double ionized water molecules that could 

dissociate (leading to oxygen atom) and undergo reactions in the dense tracks (leading to 

superoxide radical by reaction with °OH in the dense tracks). We, thereby, emphasizes in this 

work that the production of superoxide radicals is as essential as the one of °OH radicals, in 

the dense ionization tracks. To measure the production yield of these superoxide radicals, a 

chemical detection system comprising a chemical probe (WST-8) and enzymes (catalase and 

SOD) was developed. The conditions of irradiation and concentrations, for the chemical 

system were optimized by rigorous experiments using the gamma source.  

In this chapter, we also present the solution to the major challenges occurring when irradiating 

in the soft X-ray regime, i.e. their poor penetration and low radical yields. These solutions 

include the use of a microfluidic cell coupled to an in-line UV detection technique, allowing to 

measure the absorbance values down to 10-4. It was also shown that microfluidic cell 

alignment played a very important role in performing such experiments, which was facilitated 

by the development of new alignment device (SiPM) that allowed a fast and accurate 

alignment. 

Thanks to the highly sensitive detection setup, the measurements of extremely low radical 

yields were possible. The yield of direct HO2° was found to be 0.0053 (±0.0007) µmol/J at   

1620 eV, using the synchrotron soft X-rays. It was found that the percentage of double 

ionization resulting in superoxide formation was much more pronounced for soft X-rays than 

for heavy ions. This suggested that a precise study on the mechanism underlying direct HO2
° 

production is required, for example using Ab-Initio Molecular Dynamics (AIMD) simulations. 

The yield of indirect HO2
° (0.072 µmol/J at 1600 eV), was found to be significantly larger than 

the yield of direct HO2
°, allowing its determination as a function of the photon energy. It 

showed an expected and strong dependence on the photon energy around 1280 eV that 

coincided with the maximum of the photo- and Auger electrons tracks overlap. Moreover, this 

study points out the necessity of performing the irradiations with the microfluidic cell under 
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vacuum for photon energies below 700 eV, to decrease absorption in air and in the extraction 

window of the IRAD set-up. 

Electron-ionization tracks interactions in radiation chemistry is an old subject.53,54 However it 

has gained a new attention due to the development of flash therapy, when track overlap is 

thought to be one possible origin of specific biological effect. Soft X-rays may also provide an 

interesting model of these effects.   
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Chapter 4: Dissociation of doubly ionized water 

In this chapter, we present the theoretical counterpart for the experiments reported in 

chapter 3. In chapter 3, our hypothesis that the HO2° produced via the interaction of an oxygen 

atom (a dissociation product of doubly ionized water molecules, H2O2+) with one of the OH 

radicals formed within nanometric distances in the photoelectron and Auger electron tracks, 

seems to be corroborated by our experimental findings. The aim of the theoretical study is to 

model this process (equation 4.1). The following color code is used: purple for the atoms 

constituting the dissociating doubly ionized water molecule, yellow for the OH radical and 

black for all the others atoms. 

°OH + O  [HO-O]°                  4.1 

We model the dissociation of a doubly ionized water molecule in proximity to an HO° in liquid 

water, from the femtosecond to the picosecond time scale (physicochemical stage). This is 

modeled using a protocol combining (Ehrenfest TDDFT MD followed by a switch to CPMD 

(protocol A) and pure CPMD simulation (protocol B), described in section 2.5.2.3 of chapter 2. 

Firstly, we present the systems of study, followed by their preparation and equilibration. We 

then discuss the results obtained using the two protocols, wherein we demonstrate the 

mechanism of formation of the end products in the dense ionization tracks. We also 

emphasize on the effect of the hydroxyl radical in determining the fate of the end product.  

4.1. System of interest 

The importance of investigating the effects of radiation on pure water has been pointed out 

in the previous sections. In this section, we focus on the choice of the simulation systems to 

understand the formation mechanism of superoxide radicals in soft X-rays tracks, using 

computational approaches. To mimic the experiment described in chapter 3, the group first 

tried to model the time evolution of a system containing two ionized water molecules, H2O2+ 

and H2O+, embedded in liquid water. Preliminary tests were thus performed using TDDFT MD 

to model the time evolution of such a system, but the total energy of the system was not 

conserved. 

The dissociation of singly ionized water molecules has been well studied and shown to 

produce OH radicals in ionization tracks.1,2,3 It was thus decided, to model the time evolution 
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of a doubly ionized water molecule and a neighboring OH radical, both surrounded by water 

molecules. In the simulation, the OH radical is therefore produced before the double 

ionization.  

The two systems studied in this chapter are listed here (see also figure 4.1): 

a) OH radical + 63 H2O   (Target system) 

b) 64 H2O    (Control system) 

These molecules are enclosed in a cubic box of size 12.43 Å, using periodic boundary 

conditions. Different water molecules are selected to create doubly ionized water molecule 

and study its dissociation. 

In the target system, given the cell’s dimensions, the doubly ionized water molecule and the 

OH radical will always be separated by less than approximately one nanometer. The 

dissociation mechanism is studied in detail by analyzing the trajectories of the TDDFT and CP 

or BO dynamics. As a control, to understand if OH radicals play a significant role in the 

formation of HO2°, a similar system but without an OH radical was studied (control system).  

a)   b)  

Figure 4.1: Systems of interest presented using a visualizing software, VMD.4 a) Target system 

with an OH radical in liquid water; b) Control system, with only water. For clarity, the 

surrounding water molecules are kept translucent. The dissociating molecule is presenting 

with purple annotations, the hydroxyl radical is presented with yellow annotations and for all 

other molecules black annotations are used. Oa and Ob are the oxygen atoms of the water 

molecules hydrogen bonded to Ha and Hb, respectively.  

The purple annotations used for the oxygen atom of the dissociating doubly ionized water 

molecule is O”, while its hydrogen atoms are denoted as Ha and Hb based on their respective 
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distances from the O” atom. Specifically, Ha is the furthest hydrogen atom, while Hb is the 

closest hydrogen atom. The oxygen atoms of the water molecules that were hydrogen bonded 

to Ha and Hb are labeled Oa and Ob, respectively. The atoms of the initially present hydroxyl 

radical are labeled in yellow, with the subscript ‘hydroxyl’. All other atoms in the simulation 

box are labeled in black.   

4.2. Double ionization and early state dynamics of H2O2+: protocol A (TDDFT + CPMD 

approach) 

In this section, we present the study of the target system (°OH + 63 H2O) using protocol A. 

Protocol A involved, in its first step, the use of TDDFT MD (as explained section 2.5.2.3 of 

chapter 2) that allowed to simulate the dissociation dynamics of a doubly ionized water 

molecule, H2O2+, for 30 fs. The second step of the protocol involved the switch to CPMD, to 

follow the time evolution of the doubly ionized system for a longer timescale (approximately 

1 ps).  

 

Figure 4.2: Water molecules selected (W28, W32 and W42) in the first hydration sphere of 

HO°, in Geometry I, to perform the dissociation studies. The figure shows the distance (in Å) 

between the oxygen atoms of the dissociating doubly ionized water molecule and the hydroxyl 

radical, in the simulation box of size 12.43 Å. 
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To begin with, we chose Geometry I, which corresponds to the non-equilibrated OH geometry. 

The choice of starting with the geometry I was based on the fact that as per the experiments, 

the °OH does not get enough time to relax in the ionization tracks. In this section, we will first 

analyze the three independent dynamics, that were initiated by removing two electrons from 

the 1b1 (outermost) MO of one of the water molecules present in the first hydration sphere 

of the HO°, namely, W28, W32 and W42 (see figure 4.2). We then discuss the effect of the 

switch time (from TDDFT to CPMD) on the final products.  

4.2.1. 30 fs Ehrenfest MD followed by CPMD 

4.2.1.1. Analysis of double ionization of W32 

Figure 4.3. a illustrates the species present in the first hydration sphere of W32 at the onset 

of the TDDFT trajectory (TTDDFT = 0 fs). As seen in the figure, W32 has two hydrogen bond 

acceptors, among which the OH radical, and two hydrogen bond donors. Over the course of 

the 30 fs TDDFT trajectory, the dissociation of W32 was tracked and the path traced by the 

hydrogen atoms around the O” is shown in Figure 4.3. b. 
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Figure 4.3: W322+ fragmentation dynamics: a) W32 and its first hydration sphere at the onset 

of TDDFT trajectory, which was initiated by removing two electrons from the 1b1 MO of W32; 

the donating groups are shown with symbol D and accepting groups are shown with symbol 

A. One of the accepting groups (A1) is the initial hydroxyl radical (°OH); b) the path (black and 

green lines) traced by the atoms (Ha, Hb, HD1, HD2) with considerable KE, during the 30 fs TDDFT 

trajectory, plotted with the initial geometry of oxygen (red spheres) and hydrogen (white 

spheres) atoms; c) Final species after 30 fs TDDFT analysis, involving two additional water 

molecules adjacent to the accepting groups. For clarity, the surrounding water molecules that 

do not interact during the analysis are not shown in the figure.  

The trace shows that Ha and Hb hop between O” and their respective hydrogen bond acceptors 

(A1 and A2) and HD1 and HD2 hop between O” and their respective hydrogen bond donors (D1 
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and D2). It should be noted that in this case, one of the acceptors (A1) is the initially present 

hydroxyl radical. This hoping is also evident in the bond length analysis. For instance, the Ha 

and Hb bonds with O” elongate, and break at approximately 3 fs, after which they collide on 

Oa and Ob, respectively (orange curve, figure 4.4). Points A, B and C, in the figure 4.4, 

correspond to the times when Ha and Hb are at the midpoint between the two oxygen atoms. 

At these points, the charge on Ha and Hb is 0.5 e. However, they attain a more positive charge 

(always less than e, around 0.87 e)9 when they are bonded with either of the oxygen atoms 

(green curves, figure 4.4). When in proximity to the oxygen atom, computing the Bader charge 

becomes complicated (see section 2.5.2.4, chapter 2). It has been shown recently10 that the 

process of delocalization of electrons in a liquid water, carries an excess energy and it take 

around 5 ps for the electrons to finally reach the ground state and localize.11 Nevertheless, it 

is not straightforward to define if Ha or Hb behaves like a proton or a hydrogen atom, as the 

positive charge rapidly delocalizes. Since the code used to perform the simulations uses 

pseudopotentials to define these atoms, there can be some limitations with the polar H bonds 

(see section 2.5.2.4, chapter 2).12,13 
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Figure 4.4: Analysis of W322+: Variation in the charge (in e) and KE (in eV) of a) Ha and b) Hb 

dissociating from their O” parent oxygen, and their respective distances with the neighboring 

oxygen atoms (in Angstrom). 

The blue curve in figure 4.4 shows that Ha and Hb have very high KE (around 5.8 eV at 4.8 fs), 

resulting in a number of collisions with their neighboring molecules. Both Ha and Hb lose part 

of their KE on collision with the Oa and Ob, respectively (see Appendix II.II.). Additionally, when 

the HD1 and HD2 leave their parent oxygen, they start to gain some KE and lose a part of it as 

they collide with the O” (see Appendix II.II.). Thereby the chemistry triggered around the 

ionized molecule is somewhat of a ‘hot atom’ chemistry. By the end of the TDDFT trajectory, 

at 30 fs, the final species present in the simulation box are, [O”HbHD2], [OD2HD2’], 

{[W44][A2][Ha]}+, {[W33][A1]} and [58 H2O]+. The square brackets represent a molecule and 

the curly brackets represent a complex. 

To shift from TDDFT to CPMD, we selected in this case the configuration at 30 fs of the TDDFT 

analysis, as an input for the CPMD simulations, which corresponds to the time of 0 fs in CPMD 

analysis.  

We observe the hopping of the H/H+ in the simulations box, with a +2 charge delocalized in 

the medium. The Ha starts to hops from 26 fs of CPMD trajectory and Hb starts the hopping a 

little later around 34 fs of CPMD trajectory. The H+ of D1 and D2 hop between their parent 
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oxygen and O”. Around 320 fs of the CPMD trajectory, the species present are [O”Hb], [HD1OD1] 

and °OH in a simulation box with a delocalized +2 charge (see equation 4.2). At 420 fs, the two 

OH groups combine and result in a neutral complex (see equation 4.3 and figure 4.5 a) that 

looks like an oxywater, which is indeed an isomer of hydrogen peroxide.14 

[O”HbHD2]+{[61H2O][2OH][H]}2+
[O”Hb] + [HD1OD1] +OH°+{[61H2O][2H]}+2                              4.2 

[O”Hb] + [HD1OD1] + OH° + {[61H2O][2H]}+2  {[HD1O”Hb]-OD1} + OH° + {[61 H2O][2 H]}+2      4.3 

{[HD1O”Hb]-OD1} + OH° + {[61 H2O][2 H]}+2  [HbO”-OD1]° + [HOHD1] + {[61 H2O][2 H]}+2      4.4 

At 645 fs, we observe the abstraction of H atom from the neutral complex, by OH°, resulting in the 

formation of HO2° (see equation 4.4 and figure 4.5) in the simulation box with a delocalized +2 

charge.  

 

Figure 4.5: CPMD analysis of W322+ after the switch from TDDFT: Formation of HO2° along the 

CPMD trajectory, evident from the variation in the bond lengths (in Angstrom). 

From the analysis of the dynamics performed using W32 as the dissociating doubly-ionized 

water molecule, we did observe the formation of HO2°. However, it was formed by the 

interaction of the OH from the dissociated water and one of the solvent water molecules (the 
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solvent water molecule acting as a H-bond donor, D1) and not via the pathway proposed 

earlier (see equation 4.1).  A simplified mechanism for this formation can be given by the 

equation 4.5. 

°OH + O {[HOH]-O}   [HO-O]°   4.5 

4.2.1.2. Analysis of double ionization at W28 

To gain more insights about this complex mechanism, involving fast moving H/H+ with very 

high kinetic energy, we performed another simulation, by choosing a different starting water 

molecule to see the fate of the trajectory.    

At the beginning of the TDDFT MD (t=0), the  first hydration shell of W28 comprised two H-

bond acceptors and only one water molecule that acted as H-bond donor (unlike the case of 

W32). Note that the hydroxyl radical (OH) is in the first hydration sphere, even though it is not 

fulfilling the criteria of H bond defined (see section 2.5.2.4, chapter 2).Throughout the TDDFT 

trajectory, Ha, Hb and HD1 hop around among the oxygen atoms of W28, A1, A2 and D1. Similar 

to the case of W32, it is observed that atoms Ha, Hb and HD1 are shortly neutral when they are 

not bound to the oxygen atoms, whereas, they carry a +1 charge when they enter the 

electronic cloud of the oxygen atom. This can be clearly seen from the figure 4.6, depicting 

the electron density and the trace of these hydrogen atoms, which were colored in green 

when they behave as protons (charge > 0.85e) and in pink when they behave as hydrogen 

atoms (charge < 0.45e). In either of the traces (pink or green trace) for charge, it was observed 

that the charge was never completely zero or 1.15 As mentioned before, calculating the 

accurate Bader charge around the oxygen atom can be complicated. In addition, as reported 

for the isolated molecules simulation, the unphysical fractional charge are observed when the 

DFT methods are used.12 Herein the +1 charge on hydrogen is not observed as such but is 

partial (> 0.83e).12 It should be noted that the HO° did not participate in the entire 30 fs TDDFT 

trajectory, unlike in the case of W32. By the end of the TDDFT trajectory, the species present 

in the simulation box were HO° and dissociated W28, with +2 charge delocalized in the 

simulation box. 
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Figure 4.6:  W282+ dynamics study of target system: The trajectory of Ha, Hb and HD1, hoping 

between different oxygen atoms. The hydroxyl radical (°OH) is present behind W28. For 

clarity, °OH and other solvent water molecules are not shown in the figure. The isovalue used 

for the density contour around the oxygen atoms is 0.5. The trace shows two regions, one 

where the atoms behave like protons (green trace), having a charge more than 0.85e in the 

vicinity of the oxygen atoms and the other where they behave like a hydrogen atom (pink 

trace), having a charge less than 0.45e.  

The CPMD was performed on the geometry at the end of the 30 fs TDDFT. The hopping of 

H/H+ was observed in the beginning of the CPMD trajectory, followed by the bonding of O” 

with Hb, resulting in a hydroxyl radical at 70 fs. At 125 fs, the O” created a bond with the 

oxygen (OD1) of the donor water molecule, which simultaneously lost its H atom in the 
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surrounding, resulting in the formation of H2O2.  The end products of the 1 ps CPMD trajectory 

are H2O2, HO° and two Zundel ion with a charge of around 0.75e in liquid water.  

During the one picosecond trajectory, we did not see the formation of HO2°. 

4.2.1.3. Analysis of double ionization at W42 

Similar to the case of W28, the starting geometry of W42, in TDDFT, comprised two H-bond 

acceptors (A1 and A2) and one H-bond donor (W50 was the second H-bond donor prior to 

abstracting its H to form the initial hydroxyl radical). The hopping of H/H+ takes place in the 

medium, with the Ha, Hb and HD1 having very high kinetic energy, which fluctuates due the 

collisions that the atoms undergo during the TDDFT trajectory (see figure 4.7). The hydroxyl 

radical remained unreacted during the 30 fs TDDFT analysis. The species present at the end of 

the trajectory are three hydroxyl radicals with an excess of vibration energy in a simulation 

box with delocalized charge of + 2.  

 

Figure 4.7: Variation in the KE of Ha and Hb along the 30 fs TDDFT trajectory, for W42. 

The geometry obtained after 30 fs TDDFT was used to switch to CPMD. It was observed that 

the H/H+ transfers took place very rapidly, resulting in the following final species: H2O2, a 

zundel ion, a hydronium ion and °OH, in liquid water. It should be noted at this point that H2O2 
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formation has also been reported in the case of pure water dissociation study13 and for the 

study of solvated deoxyribose (H2O2 formed in 8 out of 24 cases in its first hydration sphere).14 

In conclusion, in the case of the protocol A, the HO2° was formed only in one out of the three 

cases, when the W32 was doubly ionized and dissociated, for the target system. In this case, 

the hydroxyl radical participated in the reaction mechanism (as a H acceptor). However, in the 

case of W28 or W42, the hydroxyl radical did not participate in the reaction mechanism, be it 

in TDDFT or CPMD trajectory, behaving like pure water system (control system, shown in 

Appendix II.III.). This suggests that the orientation of the molecules with respect to the 

hydroxyl radical and the neighboring water molecules is an important factor in the deciding 

the fate of the final product at the picosecond timescale. 

4.2.2. Protocol B: full CPMD and choice of a suitable pre-dissociated water molecule 

geometry 

The analysis presented in the previous section highlighted the need for further analysis to gain 

a better understanding of the mechanism. However, conducting these simulations (30 fs 

TDDFT + 1 ps CPMD) required a significant amount of time, so that performing additional 

analysis using this approach would be impractical due to computational and time constraints. 

To address this, we chose to utilize a computationally efficient (time inexpensive) protocol 

(Protocol B: CPMD, explained in section 2.5.2.3 of chapter 2). By opting for this protocol, we 

aimed to reduce the time investment, allowing for a larger number of dynamics to be 

explored. 

However, performing the CPMD dynamics for a system where the double charge is initially 

localized on one water molecule is not feasible. Therefore, in order to utilize Protocol B, we 

employ the TDDFT approach from Protocol A to generate a pre-dissociated H2O2+. 

Subsequently, we can conduct multiple dynamics using protocol B, by replacing the 

parameters (OH bond length, HOH bond angle and velocities of the three atoms) of selected 

water molecules with those of the pre-dissociated water molecule. 
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4.2.2.1. Using the TDDFT dynamics of W422+ to generate a suitable pre-dissociated water 

molecule configuration 

Considering that the parameters obtained for the pre-dissociated water molecule will be used 

in all subsequent analyses performed using Protocol B, it is crucial to ensure that the pre-

dissociated water molecule is adequately dissociated and minimally affected by neighboring 

water molecules. Any influence from the neighboring water molecules can hinder the 

replacement of the parameters for the other water molecules to be tested with those of the 

pre-dissociated water molecule. 

Therefore, pre-dissociated geometries were specifically chosen at three times during the         

30 fs of one of the TDDFT dynamics carried out in the previous section, i.e. W422+. These 

geometries were chosen just before the collision of Ha and Hb with their respective first 

neighboring water molecules, i.e. prior to 4.5 fs (see figure 4.7), to minimize the influence 

from neighboring water molecules. The selected switch times were 3 fs, 3.4 fs, and 3.8 fs. 

CPMD simulations were performed for around one picosecond using these switch geometries 

as starting points, followed by a thorough analysis to determine the appropriate configuration 

of the pre-dissociated water molecule (see table 4.1).  
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Table 4.1: Performing CPMD analysis with switch geometries at, a) TTDDFT = 3 fs; b) TTDDFT =     

3.4 fs and c) TTDDFT = 3.8 fs along the 30 fs TDDFT trajectory. The initial parameters of the switch 

geometry are presented in the table, where the bond length of the dissociating molecule are 

shown in purple, the angle is shown in orange and the KE of Ha and Hb are shown in blue. The 

time of formation of superoxide is shown in red color. Some of the species present in the 

simulation box, at the end of the CPMD trajectory analysis is also shown. At the end of each 

case, the simulation box had localized +2 charge (H3O+ or H5O2
+, having partial positive charge 

of around 0.8e). 

Configuration at TCPMD = 0 ps Final configuration at TCPMD around 1 ps 
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As can be seen from the presented results, in table 4.1, the outcome of the simulation was 

influenced by the initial geometries. To gain insight into the reasons behind this dependence, 

the paths followed by the dissociating protons were traced during the CPMD trajectory for 

each starting geometry. Throughout the one picosecond analysis, these trajectories were 

found to be significantly different. The distinction between the trajectories could even be 

observed within the first few femtoseconds, as illustrated in Figure 4.8. This highlights the fact 

that slight changes in the orientation of the species relative to each other lead to variations in 

the final product. Additionally, when the switch is performed (from TDDFT to CPMD), a slight 

redistribution in the electronic cloud can occur when the optimization of the electronic 

structure is performed. However, the positions and the velocities of the atoms of solvent 

water molecules is unchanged. This suggests that at the different switch times, the atoms in 

the simulation box, especially the dissociating H/H+ (Ha and Hb) do not feel the same potential 

that can result in a large impact on the trajectory of H/H+.  

 

Figure 4.8: W422+ dynamics: Path traced by Ha and Hb during the CPMD trajectory. The atoms 

O'', Ha and Hb are represented as spheres and their positions correspond to the start of the 

CPMD trajectory. For simplicity, the trajectory is shown only for the first 24 fs and the 

neighboring water molecules are kept hidden. 

As shown in the table 4.1, when using the geometry at the switch time of 3 fs, one of the 

dissociating OH bonds reformed and remained intact throughout the one picosecond CPMD 
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analysis. The resulting species at the end of the analysis, using the 3 fs switch geometry were 

three hydroxyl radicals and two hydronium ion with a positive charge delocalized in the 

simulation box, which did not seem relevant for our problem. Additionally, to avoid any 

influence of the parent oxygen (O”) on the dissociating H/H+, we preferred to be farther from 

the parent oxygen. Therefore, the 3 fs switch geometry was considered to be an insufficiently 

dissociated one.  

When the geometries at switch times 3.4 fs and 3.8 fs were utilized, the final product was 

HO2°, along with two hydronium ions (not shown in the table for clarity). It is worth noting 

that in both cases, the formation of HO2° occurred through a one-step reaction between the 

oxygen atom of the dissociated water molecule and the hydroxyl radical, without any 

intermediate products. This corresponds to the expected pathway as shown in equation 4.1.  

In order to avoid any influence of the neighboring water molecule’s electronic cloud on the 

dissociating Ha and Hb, the geometry at 3.8 fs was not chosen for further analysis. The switch 

geometry at TTDDFT = 3.4 fs was therefore found to be suitable (the exact parameter of the 

switch geometry are, O”Ha = 1.52 Å and O”Hb = 1.50 Å and the bond angle, HaO”Hb = 103.9°, 

see figure 2.20 of chapter 2). Herein, the OH bond lengths are proven to have an irreversible 

dissociation in the liquid phase, ensuring that the water molecule is properly dissociated.15  

4.3. Dynamics of pre-dissociated H2O2+: protocol B (CPMD approach) 

To begin with, we elaborate the dynamics of W32, to compare the results obtained with both 

the protocols.   

In the non-equilibrated OH geometry (geometry I, figure 2.18 of Chapter 2), the parameters 

of the water molecule, W32, were replaced by that of the pre-dissociated W42 (from the 

switch geometry at TTDDFT = 3.4 fs). The double charge localized on the pre-dissociated water 

molecule in the ground state during the wavefunction optimization. This served as the starting 

point for the CPMD simulation (pre-dissociated doubly ionized water molecule in proximity to 

hydroxyl radical in liquid water), as shown in figure 4.9. The simulation was performed for one 

picosecond.  
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Figure 4.9: Protocol B applied to W32 in the non-equilibrated OH geometry: Initial geometry 

(❶), intermediate product (❷), H2O2, and the final product (❸), HO2. The time of formation 

of the species is indicated on the bottom left corner, in green, and is labeled in the graph of 

bond lengths (Å) variation as a function of time (ps) during the 1 ps trajectory. All the atoms 

apart from the dissociating water molecule and the °OH are assigned the subscript ‘s’ to 

denote that they belong to the solvent water molecules.  

The mechanism of HO2° formation is explained in equations 4.6 to 4.9. At the start of the 

simulation, O” instantly accepts one of its hydrogen atoms (Ha), at 8fs, resulting in hydroxyl 

radical (Ha-O”°) (see equation 4.6). The hydroxyl radical acts as a H-bond acceptor, forming a 

bond with Hb, resulting in a positively charged water molecule. Another positive charge is 

delocalized in the medium. One of the positively charged solvent water molecules abstracts a 

hydrogen atom from a neutral solvent water molecule, giving another hydroxyl radical (Hs-

Os°), see equation 4.7. The two hydroxyl radicals react to give the intermediate product, H2O2, 
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by the formation of Os-O” bond at 750 fs (red curve, figure 4.9 and equation 4.8). The H2O2 

lasts for a few femtoseconds, until at 880 fs one of the OH bond breaks (black curve,             

figure 4.9) as the Hs is abstracted by one of the positively charged water molecule, resulting 

in a HO2° species (see equation 4.9). 

O” + OH° + {[62 H2O][Ha][Hb]}+2   °O”Ha + {[62 H2O][ HbOH°]}+2    4.6 

°O”Ha + {[63 H2O]}+2  °O”Ha + HsOs° + {[62 H2O][H]}+2     4.7 

°O”Ha + HsOs° + {[62 H2O][Hs]}+2  [HsOs-O”Ha] + {[62 H2O][H]}+2    4.8 

[HsOs-O”Ha] + {[62 H2O][Hs2]}+2   °[Os-O”Ha] + {[62 H2O][2H]}+2    4.9 

The simplified representation of the species involved in HO2° formation is given in equation 

4.10. 

°OH + O  [HO-OH]   [HO-O]°      4.10 

It should be noted at this point that in both the protocol (A and B) for W32, the ‘OH’ of HO2° 

comes from the pre-dissociated water molecules (equation 4.5 and 4.10). The ‘O’ atom of HO2° 

comes from a solvent water molecule, see equation 4.10 (although different solvent water 

molecules). Additionally, the formation of HO2° in both the protocols occur via an intermediate 

formation (H2O2 or its isomer, oxywater).  

This difference can arise because of the fact that in protocol B, only the parameters of the 

W32 were replaced with those of the pre-dissociated water molecule and all other water 

molecules in the non-equilibrated OH geometry remain unchanged. However, in protocol A, 

the entire geometry evolves during the 3.4 fs TDDFT, which is not take into account in protocol 

B. This changes the orientation of the molecules with respect to each other and hence, the 

collisions of H/H+ differ, resulting in different end products. This can be seen by the 

comparison of the trajectories of Ha and Hb, in both the protocols (figure 4.10). 
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Figure 4.10: W422+ CPMD trajectory on the non-equilibrated OH geometry (geometry I) during 

the first 48 fs: Path traced by the Ha and Hb of the dissociating doubly ionized water molecule 

(W42) in the simulation box, using the protocol A and B. The bond lengths, O”Ha = 1.52 Å and 

O”Hb = 1.50 Å, labelled in the figure corresponds to the start of the CPMD trajectory. The white 

spheres represent Ha and Hb and red sphere represent the O”, at the start of the CPMD 

trajectory. For clarity, surrounding water molecules, present in the simulation box, are hidden.  

These observations further imply that instead of discussing individual cases, a statistical 

analysis is more relevant to determining the interaction mechanism of the dissociation 

products of H2O2+ with its surrounding hydroxyl radical and water molecules. 

Therefore, we conducted a study using the protocol B, and replacing 7 different water 

molecules (labelled in figure 4.11) (one at a time) with the parameters of pre-dissociated W42 

from geometry at TTDDFT = 3.4 fs. This replacement was done on different starting geometries, 

non-equilibrated (GEOMETRY I), partially equilibrated (GEOMETRY II) and equilibrated 

(GEOMETRY III) °OH geometries (see figure 2.18 of Chapter 2), resulting in a total of 21 

simulations. As mentioned in the computational method section, in 5 cases (W28, W32, W33, 

W35 and W42), the selected water molecules were in the first or second hydration sphere of 

the hydroxyl radical for all starting geometries. In two other cases (W0 and W4), the water 

molecule was further from the hydroxyl radical (see table 4.2), in order to understand the 

effect of hydroxyl radical in the mechanism, if any. The initial configurations for each of these 

dynamics, using protocol B, thus consisted in a pre-dissociated doubly ionized water molecule 

and an °OH radical in liquid water.  
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Figure 4.11: The seven water molecules, labeled in purple, selected to study the interaction 

of a pre-dissociated water molecule with its surrounding water molecules and a hydroxyl 

radical, labeled in yellow. Five of these water molecules are present in the first hydration 

sphere of the hydroxyl radical and the other two are far from the hydroxyl radical.  

When the pre-dissociated water molecule was located at the two positions far from the 

hydroxyl radical (W0 and W4, as described in the two first rows table 4.2), HO2° formation was 

observed only in one of them. The other cases of W0 and W4, however, either resulted in the 

formation of a hydroxyl radical and a hydronium ion, with a charge delocalized (hot hole) in 

the simulation box, or hydrogen peroxide and two hydronium ions, in addition to the already 

existing OH. This is shown in table 4.3. This suggested that the distance between the pre-

dissociating water molecule and the hydroxyl radical was one of the factors contributing in 

deciding the fate of the dynamics. If this distance was more than 4 Å, the hydroxyl radical 

could not participate in the mechanism. Similar end products were observed when the 

simulations were performed on the control system (explained in section 4.1), which has no 

hydroxyl radical at the onset of the simulations (see appendix II.III.). This further confirmed 

that a proximal °OH plays an important role as a mediator to form HO2° in the picosecond time 

scale.  

However, there are other cases where HO2° was not formed even if the initial O-O'' distance 

was below 4 Å (see table 4.2), indicating that this distance is not the only factor impacting the 

superoxide formation mechanism. 
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Table 4.2: Distance between the oxygen atoms of the pre-dissociated water molecule and 

°OH, at the start of the CPMD analysis. For each case studied, it is indicated whether the 

superoxide radical was formed or not and the time of its formation is also indicated in 

femtoseconds. 

 

The 15 dynamics (W28, W32, W33, W35 and W42, for Geometry I, II and III), where the pre-

dissociated water molecule was in the first or the second hydration sphere of the OH°, resulted 

in the formation of HO2° in 9 out of 15 cases. Amongst these cases, different mechanisms of 

HO2° formation were observed, like that shown in the case of protocol A in section 4.2. Some 

of these mechanisms involve a one-step process of HO2° formation (see equation 4.1), 

whereas in the other cases it’s a two-step process. This two-step process involves H2O2 or its 

isomer (oxywater) as an intermediate product (see equation 4.5 and 4.10).  The other 

mechanisms are a direct one step reaction of a hydroxyl radical with an oxygen atom.  

In the remaining 6 dynamics, even though the hydroxyl radical was initially close to the pre-

dissociated molecule, its orientation with respect to the surrounding water molecules was 

different and hence, it could not participate in the reaction mechanism. In three cases out of 

6, the oxygen atom formed after dissociation remained unreacted while its two protons 

hopped in the medium during the one picosecond trajectory. The three remaining cases, on 

the other hand, resulted in H2O2 formation and a hydroxyl radical with the double charge 

delocalized in the simulation box (see table 4.3). These 6 dynamics belong to either non-

equilibrated (two cases) or fully equilibrated °OH geometry (four cases). In the case when the 

OH° is partially equilibrated, all the dynamics having the dissociating water molecule in the 

first or second hydration sphere (W28, W32, W33, W35 and W42) resulted in the formation 

of HO2°. This could be probably because of the limited number of dynamics.  
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Statistically speaking, HO2° was a dominant product (9 out of 15 cases, 60%) in the dense 

ionization tracks upon the dissociation of H2O2+.  The end products in all the dynamics are 

presented in table 4.3. 

Table 4.3: The final species present at the end of one picosecond CPMD. H3O+ in the table 

corresponds to the localized +1 charge (either hydronium ion or H5O2
+) and H+ corresponds to 

the delocalized +1 charge. The color code (purple for pre-dissociated water molecules, yellow 

for the initial hydroxyl radical and black for solvent molecules) shows the atoms origin in the 

end products.  

 

It can also be noted from the table 4.2 and 4.3 (column of geometry I and II) that when the 

dynamics is performed using Geometry I (non-equilibrated °OH geometry) or Geometry II 

(partially-equilibrated °OH geometry) as the start geometry, the probability of HO2° formation 

is higher during the 1ps trajectory investigated. However, when the start geometry is 

Geometry III (fully-equilibrated °OH geometry), statistically, there is no HO2° formation. These 

observations suggest that the probability of HO2° formation is higher when the °OH doesn’t 

get time to equilibrate in its surrounding. 

The formation time of HO2° ranges from 30 fs to 1 ps (see table 4.2). The observed trend in 

the investigated dynamics, within the specified time frame of 1 ps, suggests that the dynamics 

involving the formation of HO2° through an intermediate product (H2O2 or its isomer, 

oxywater) takes longer than the dynamics, where HO2° formation occurs without an 

intermediate product formation.  

It can be seen from these fast changing dynamics of the system that the mechanism of HO2° 

formation is not straightforward and that it is due to the immediate reorganization of protons 

(as they are very energetic) and of positives charges (holes). These charge delocalize very 
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quickly, forming the hole equivalent of pre-solvated electron,16 and can localize at different 

positions in the simulation box to form hydroxyl radicals. The delocalization of charge has 

shown to be favorable in the literature17 for the system with +2 charge due to the strong 

Coulomb repulsions or due to the defects of DFT in approximations of the exchange terms.17 

As a result, the HO2° can be formed by many different combinations. Indeed, in addition to 

the expected pathway in chapter 3 (also shown in equation 4.1), where the ‘OH’ part of HO2° 

comes from the hydroxyl radical and the ‘O’ part of HO2° comes from dissociating H2O2+, the 

source of ‘OH’ and ‘O’ can be also traced to initially neutral solvent water molecules. A 

summary of the different species involved in the HO2° formation, in the 10 CPMD dynamics, is 

given the table 4.4. 

Table 4.4: A summary of the species involved in the formation of superoxide radical, as an end 

product after 1 ps trajectories, using the protocol B. 

 

4.4. Conclusion 

The simulations revealed that the formation of superoxide species is dominant during the 

irradiation of water with soft X-rays, as indicated by the statistical results. This occurs through 

the well-known proton hopping mechanism. The hydroxyl radical plays a crucial role in the 

formation of HO2°, as it serves as a mediator, acting as a hydrogen bond donor or acceptor in 

all the mechanisms. In fact, the simulations conducted by the control system (without the 

hydroxyl radical) did not result in the formation of superoxide. Interestingly, it was observed 

that when the initial distance between the oxygen atom of the hydroxyl and dissociating H2O2+ 

is greater than 4 Å, HO2° formation is not observed in the sub-picosecond time range. The 

formation of this species can occur through various mechanisms, where the hydroxyl radical, 

solvent, or the dissociating H2O2+ can serve as sources for the OH and oxygen atom in HO2°. 

Thus, besides the source discussed in our previous experimental work,18 it is now evident that 
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the hydroxyl radical and dissociating H2O2+ are not the only sources for OH and oxygen in HO2°. 

Additionally, the results suggest that the formation of HO2° can occur through a one-step or 

two-step mechanism. Mechanisms involving solvent water molecules take longer for HO2° 

formation probably to the reorganization time of the protons in the solvent. 
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Chapter 5: Spectroscopic studies of biomolecules in aqueous 

environment 

The previous chapters dealt with the interest of understanding the effects of synchrotron soft 

X-rays in causing inner shell ionization in liquid water that lead to the creation of a doubly 

ionized water molecule and two secondary electrons (a photoelectron and a Auger electron). 

It has been shown that the dissociation product of the doubly ionized water molecule can 

result in the formation of superoxide radicals as a result of interactions with its surrounding.  

In this chapter, our objective is to explore the influence of the solvation on the electrons 

produced after ionization of aqueous biomolecules. To accomplish this, we adopt a 

multidisciplinary approach that combines various experimental and theoretical techniques. 

The first technique employed is X-ray photoelectron spectroscopy (XPS), performed using the 

liquid microjet set-up available at PLEIADES beamline, synchrotron SOLEIL. We began with 

investigating the core-electron XPS, which provided an understanding of the elemental 

composition, chemical environment, etc. Subsequently, we performed valence electron 

spectroscopy. Valence band studies provide information about the bonding orbitals and 

chemical reactivity, as these electrons are involved in the bond formations, and finally about 

the Highest Occupied Molecular Orbital (HOMO). Partial electron yields recorded around the 

C and N K-edges provide information about possible presence of electronic excitation 

resonances, between the core level and the Lowest Unoccupied Molecular Orbital (LUMO), 

below the ionization threshold. Then, we also present resonant studies that allowed to 

identify the involved molecular orbital (MO) of biomolecules in an aqueous environment in 

this core-excitation regime. The interpretations obtained using the resonant studies are 

supported by Density of States (DOS) calculations using AIMD simulations. Additionally, we 

employ UV-vis spectroscopy, both in solid and liquid phases, to elucidate the electronic 

structure of the biomolecules. 

5.1. Choice of the aqueous biomolecules 

Biomolecules are organic molecules that play a critical role in various biological processes such 

as metabolism, DNA replication, and cellular signaling.1 They are embedded and perform their 

functions in an aqueous environment in living organisms. Therefore, studying their behavior 
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in their aqueous form becomes crucial to understand their physiological functions, 

interactions with other biomolecules, and responses to external stimuli.2 For this purpose, we 

choose to investigate two biomolecules in an aqueous environment, Glycylglycine (Gly-Gly, 

the simplest peptide), and Glycine (Gly, the simplest amino acid) (structures shown in figure 

5.1). Owing to their small size, both Gly and Gly-Gly serve as model systems to study amino 

acids and peptide bonds, respectively. Both the solutions had a pH of 7 and were used at a 

concentration of 1 M, with 50 mM salt (KCl), to avoid the charging of the jet.3 

a)   b)    

Figure 5.1: Chemical structure of a) Glycine and b) Glycylglycine, in their zwitterion forms. The 

nitrogen atoms are numbered in blue, starting from the N terminal and the carbon atoms are 

numbered in red, starting from the C terminal. 

Gly and Gly-Gly exist in their neutral form in the gas phase whereas, they are present in their 

zwitterion form in the solid and aqueous phases.4,5 They have been extensively studied in the 

gas phase, solid phase6,7 (as mentioned in the section 1.4, Chapter 1)  and in the liquid phase using 

highly penetrating radiations8, but liquid phase studies using soft X-rays are scarce.9,10,11,12 In 

addition, owing to their small size, they are computationally less expensive, which allowed us 

to perform AIMD simulations. 

We conducted an extensive photoemission spectroscopic analysis, to investigate the response 

of Gly and Gly-Gly aqueous solutions to soft X-rays (0.2-2 keV). Our aim was to understand the 

specific properties of peptide bonds. It is the most critical type of bond in biochemistry, and it 

is responsible for the protein's structural integrity and function.13 We aimed to comprehend 

the impact of hydration on the peptide bond through comparative spectroscopic analyses of 

Gly and Gly-Gly, in both solid and aqueous phases. 
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5.2. Understanding the effect of core ionizations 

We present here the results of liquid phase XPS of 1 M Gly and 1 M Gly-Gly solutions, 

measured using a liquid microjet. The carbon, nitrogen and oxygen core-level XPS spectra, for 

Gly and Gly-Gly, were recorded and their binding energies were calibrated as described in the 

section 2.4.5.4 of chapter 2. The C 1s and N 1s spectra, recorded in the liquid phase (at pH =7) 

and solid phase, are shown in the figures 5.2 and 5.3, respectively. The liquid phase XPS 

spectra are presented in ionization energy referenced with respect to the vacuum level of the 

analyzer, whereas the solid-state spectra are presented in binding energies referenced with 

respect to the gold Fermi level.  
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Figure 5.2: C1s XPS spectra recorded at 400 eV: Liquid-state XPS spectra of a) Gly (brown 

curve) and b) Gly-Gly (green curve) compared with their solid-state XPS spectra (black curves). 

The liquid-state (pass energy 50 eV) and solid-state XPS spectra (pass energy 20 eV) were 

recorded with a resolution of 0.32 eV and 0.35 eV, respectively. The peaks were fit using the 

line shape SGL(30) and the contribution from each spectral peak is shown (red, bottom scale) 

for the liquid-state spectra, with Tougaard background. The MC peak fit model simulation, a 

feature that is inbuilt in the CasaXPS, was used to check the quality of the fit. The peak fit 

model had negligible standard deviation for peak positions. 

The fitting of the spectra was done with SGL line shape (see chapter 2, for conditions) with 

constrains on the area (as the chemical formula is known) and peak width for all the main 

peaks. These parameters were set to be equivalent for all the main peaks while the absolute 

value was flexible to adjust.  For solvated Gly (brown curve, figure 5.2 a), the carbon 1s spectra 

had two major peaks, one peak originating from the carbon of hydrocarbon (labelled ‘2c’ in 

figure 5.1 a) at 291.7 eV and the other from the terminal carboxylate carbon at 293.8 eV 

(labelled ‘1c’ in figure 5.1 a). The peaks positions were compared with the data available in 

the literature for Gly (see table 5.1).11 For solvated Gly-Gly, the two peaks in the carbon 1s 

spectra (green curve, figure 5.2 b) had a contribution from 4 carbons. Two hydrocarbon 
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carbons, labelled ‘2c’ and ‘4c’ in figure 5.1 b, contributed to the peak at lower ionization 

energy, with peaks position at 291.3 eV and 292 eV, respectively. The peak at high ionization 

energy was attributed to the carbon of the peptide bond (labelled ‘3c’ in figure 5.1 b, at 293.5 

eV) as well as the carbon of the carboxylate group (labelled ‘1c’ in figure 5.1 b, at 293.8 eV). 

This attribution was based on the fact that the binding energy increases when the carbon atom 

is bonded to a more electronegative group. Also, similar peaks are reported for solid state Gly-

Gly in the literature.6 The solvated C 1s spectra for both the solutions showed an additional 

low intensity peaks around 298.5 eV, referred to as the satellite peak. These observed satellite 

peaks originated from what are known as shake-up processes (described in section 1.4.1.1 of 

chapter 1). The occurrence of such peaks is a common phenomenon in high-resolution core-

electron spectra.14 Since the shake-up process originates when an electronic transition occurs 

from an occupied to an unoccupied MO, the relative energy of the shake-up peak is either 

equivalent or higher than band gap (energy difference between the HOMO and LUMO).14 We 

estimated it here, by the difference between the positions of the satellite peak and that of the 

main peak with the lowest experimental ionization energy. This difference was found to be 

6.8 eV and 7.2 eV for Gly and Gly-Gly, respectively. This gave an upper bound for their band 

gaps in the aqueous state. Exact values (5.5 ± 0.1 eV for Gly and 5.2 ± 0.1 eV for Gly-Gly) of the 

band gap were, however, calculated using the Tauc Plot in section 5.6. The intensity of the 

satellites was higher for Gly than for Gly-Gly.  

The solid state C 1s spectra of both Gly and Gly-Gly displayed two prominent peaks each, 

similar to the peaks observed in their respective liquid state spectra (black curves, figure 5.2). 

However, in the solid state, a shoulder emerged on the peak centered at 291.6 eV, at a lower 

binding energy, resulting in a broadening of this peak. This corresponds probably to the 

adventitious carbon peak that came from handling of the powder sample.15, 21 The solid state 

spectra of both Gly and Gly-Gly were found to be comparable to the reported data in the 

literature (see table 5.1).6 The appearance of the adventitious carbon peak was prevented in 

liquid XPS spectra conducted under vacuum conditions, as the sample signal remained 

unaffected by atmospheric carbon species interference. Another striking feature present in 

the C1s spectra of the liquid and not of the solid phases was the satellite peak (described in 

section 1.4.1.1 of chapter 1).  



Chapter 5: Spectroscopic studies of biomolecules in aqueous environment Page|184 
 

 

 

Figure 5.3: N1s XPS spectra recorded at 600 eV: Liquid-state XPS spectra of a) Gly (brown 

curve) and b) Gly-Gly (green curve) compared with their solid-state XPS spectra (black curve). 

The liquid-state (pass energy 50 eV) and solid-state XPS spectra (pass energy 20 eV) were 

recorded with a resolution of 0.32 eV and 0.35 eV, respectively. The peaks were fit using the 

line shape SGL(30) and the contribution from each spectral peak is shown (red, bottom scale) 

for the liquid-state spectra, with a linear background. The MC peak fit model simulation, a 

feature that is inbuilt in the CasaXPS, was used to check the quality of the fit. The peak fit 

model had negligible standard deviation for peak positions. 
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We propose that, since the kinetic energy of the photoelectrons in solid XPS was high (as we 

work with a 1486.6 eV X-ray source), it could possibly decrease the cross section of interaction 

between the photoelectron and the valence electron.16  

For glycine, the separation in the positions of the two peaks was similar for the solid and liquid 

XPS C 1s spectra (2.1 eV in liquid and 2.2 eV in solid). This was also the case for Gly-Gly C 1s 

spectra (1.9 eV in liquid and in the solid is 2.0 eV). 

The liquid phase N 1s spectra (at pH =7) for Gly and Gly-Gly are shown in figure 5.3. Solvated 

Gly had one peak located at 407.2 eV, that is attributed to the terminal nitrogen (labelled as 

‘1n’ in figure 5.1 a). The position of this peak is similar to the value reported earlier by Ottosson 

et al. (406.8 eV at pH 7), see table 5.1.11 For solvated Gly-Gly, two main peaks were observed, 

which were set to have an identical width for the fit. The peak at higher ionization energy, 

407.2 eV, was attributed to the terminal nitrogen, NH3
+, (labelled ‘1n’ in figure 5.1 b) and the 

other peak at 405.4 eV was attributed to the nitrogen participating in the peptide bond 

formation, CONH, (labelled ‘2n’ in figure 5.1 b). Unlike the liquid phase C1s spectra, no shake-

up peak was observed in the N1s spectra of Gly or Gly-Gly. This was probably due to the 

decrease in the cross section of the interaction (between the photoelectron and valence 

electrons) around the nitrogen edge.  

In the solid phase N 1s spectra as well, Gly exhibited one peak, while Gly-Gly exhibited two 

peaks. However, the two peaks in solid state N1s spectra of Gly-Gly were not very well 

resolved. A similar spectrum is also reported in the literature,6 even if the claim of the authors 

on the identical intensity of the two peaks seems over conclusive.6 To obtain the best fit of 

the experimental spectrum, the width of the contribution at higher binding energy (NH3
+, 

labelled ‘1n’ in figure 5.1 b) should be higher than the other contribution (see appendix III.I). 

This could indicate that more than two components are present in the spectrum. It must be 

noted at this point that the difference between the position of the two nitrogen peaks, is not 

the same in the liquid (1.8 eV difference) and in the solid (1.4 eV difference) phase spectra, 

unlike that for the two carbon peaks. Also it seems that the solvation of the Gly-Gly has more 

effect on the core energy levels of nitrogen than the carbon ones (figure 5.2 b). A recent 

publication17 shows indeed that the nitrogen core level seems to be more affected by the 

solvation. 
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The difference between the respective peak positions in liquid and solid phases provides an 

indirect method to estimate the work function of the solution (Φindirect,Gly, Φindirect,Gly-Gly) (see 

table 5.1).18, 19 The average value of Φindirect,Gly  and Φindirect,Gly-Gly was 5.5 ± 0.1 eV and 5.4 ± 0.1 

eV, respectively.  

 

 

Figure 5.4: Secondary electron cut off spectra for a) 1 M Glycine (brown symbols) and b) 1 M 

Gly-Gly solutions (green symbols), at pH 7. The value of the work function obtained from the 

fitting function (red line) is shown in the figure.  The value obtained is found to be comparable 

to that obtained using the peak differences between the solid and liquid (see text). The 

reported spectra were recorded at the bias of -50 V (subtracted on each figures). 
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The secondary electron cut off spectra (SECO) provided an alternative way to directly and 

precisely measure the work function of the solution (Φdirect,Gly, Φdirect,Gly-Gly).  The SECO spectra 

for the reference 50 mM KCl solution (see section 2.4.5.4 of chapter 2) was used to calibrate 

the SECO spectra of aqueous Gly (see figure 5.4 a) and Gly-Gly (figure 5.4 b). The work function 

was determined using ‘erf’ fitting functions,20 and was found to be 4.8 ± 0.1 eV and 4.9 ± 0.1 

eV for Gly and Gly-Gly, respectively. These values are reported in the table 5.1. 

In the case of the SECO measurement, the work function of the analyzer is considered via the 

calibration with KCl solution. However, in the case of indirect measurements small additional 

energy shifts could be introduced by surface potential effects at the analyzers level or even by 

some streaming potential linked to the jet flow through a glass capillary. The work function 

values obtained using the SECO spectra were used hereafter in this work.  
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Table 5.1:  Summary of the peak positions in their solid and liquid XPS spectra (C 1s and N 1s 

spectra), for Gly and Gly-Gly. The literature values for the peaks position in the solid and liquid 

states are also presented. The difference in the respective peak position in solid and liquid 

phase spectra are reported as the work function (Φindirect). The work function obtained from 

the SECO spectra (Φdirect,Gly, Φdirect,Gly-Gly) is also reported. 

System under 
investigation 

Solid phase XPS Liquid phase XPS 

Φindirect 
(eV) 

Exp 
(Ref 6) 
(eV) 

Exp (Ref 
21) (eV) 

Exp 
(Current 

work) 
(eV) 

Peak 
width 

(current 
work) 

Exp 
(Ref11 ) 

(eV) 

Exp 
(Current 

work) (eV) 

Peak 
width 

(current 
work) 

Glycine Φdirect,Gly  calculated from SECO spectra = 4.8 eV 

C 1s (>CH2) 287.1 286.8 286.2 1.3 291.4 291.7 1.1 5.5 

C 1s (−COO-) 289.3 288.7 288.4 1.3 293.6 293.8 1.1 5.4 

Satellite peak - - - - - 298.5 0.9 - 

Adventitious 
carbon 

286.0 285.0 285.0 1.3 - - - - 

N 1s (-NH3
+) 402.2 402.0 401.4 1.6 406.8 407.3 1.6 5.9 

Glycylglycine Φdirect,Gly-Gly calculated from SECO spectra = 4.9 eV 

C 1s (>CH2) 287.0 286.6 285.9 1.0 - 291.3 1.0 5.4 

C 1s (>CH2) 287.3 286.6 286.6 1.0 - 292.0 1.0 5.4 

C 1s (−CONH -) 289 288.4 288.0 1.0 - 293.5 1.0 5.5 

C 1s (−COO-) 289.3 288.4 288.6 1.0 - 293.8 1.0 5.2 

Satellite peak - - - - - 298.5 1.0 - 

Adventitious 
carbon 

286.0 285.0 285.0 1.3 - - - - 

N 1s (-CONH-) 400.7 400.4 399.9 1.3 - 405.5 1.3 5.6 

N 1s (-NH3
+) 402.2  401.4 1.7 - 407.3 1.3 5.9 
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5.3. Valence band characterization 

The lower band of the valence spectra of 1 M Gly and 1 M Gly-Gly were analyzed in comparison 

with the reference 50 mM KCl solution, see figure 5.5 a.  

 

  

Figure 5.5: Liquid phase valence band spectra measured at 91.2 eV photon energy with a         

10 eV pass energy for a) 50 mM KCl (blue), 1 M Gly (brown) and 1 M Gly-Gly (green), with the 

y-axis in logarithmic scale. The graph represents the intensity variation as a function of 

experimental ionization energy (eV) on the X-axis. The extrapolation of the slope of band ‘B’, 

b) for 1 M Gly and c) 1 M Gly-Gly, is represented with solid yellow line with 99% confidence 

bands shown in dotted yellow lines. The background of the curve is represented by solid red 

lines with 99% confidence bands shown in dotted red lines. 
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The figure 5.5 a clearly shows two bands, A and B, for aqueous Gly (brown curve) and Gly-Gly 

(green curve), whereas, only a single band (band A) is present in the valence spectra of KCl 

solution (blue curve). This indicates that the band B is specific to valence bands of Gly and Gly-

Gly solutions. In addition, the band A centered at 11.63 eV can be attributed as the 1b1 liquid 

water molecular band by comparison with the literature value for 1b1 pure water (ranging 

from 11.16 eV to 11.67 eV).22,22 The band A was observed at the same position (11.63 eV ± 

0.10 eV) in all three curves, indicating that no chemical shift occurred in the 1b1 band for 

either of the samples despite the high solutes concentration.  

Figure 5.5 b and c allow determining the photon-ionization threshold of Gly (8.6 ± 0.2 eV) 

(comparable to the threshold value of 8.8 eV, in the vapor phase)23,24 and Gly-Gly (8.2 ± 0.2 

eV) in water, respectively. These values were obtained from the intersection point of the 

extrapolation of the slope (solid yellow line) and the background (solid red line). The energy 

of the highest occupied molecular orbital (HOMO) is given by the negative of the obtained 

ionization threshold values. This suggests that the HOMO of aqueous Glycine and Gly-Gly are 

-8.6 eV and -8.2 eV below the vacuum level, respectively.  

5.4. Identifying the involved orbitals: DOS calculations using AIMD 

As demonstrated in the previous section, the XPS valence bands of the glycine and 

glycylglycine solutions overlap with those of liquid water above 9.5 eV. To have a better sight 

of them, it is important to calculate these solutions electronic density of states (DOS). This was 

done using AIMD simulations, as described in sections 2.4 and 2.5 of chapter 2. 

A comparative study on the DOS, which provided insights into the occupancy of (valence) 

Kohn-Sham orbitals, was carried out. The DOS for pure water (dotted blue curve), aqueous Gly 

(solid brown curve) and aqueous Gly-Gly (solid green curve) are shown in figure 5.6 (top). It 

should be noted that the DOS was computed using the BLYP functional, which is known to 

result in shifts in the energy scale compared to the actual one-electron states energies.25,26 

The annotation for the different bands in the pure liquid water DOS curve (1b1water, 3a1water, 

1b2water and 2a1water) and their respective energy shifts were determined by comparing to the 

experimental data reported in the literature (see appendix III.II).27,28 It resulted in energy shifts 

of -8 eV (around the 1b1 and 3a1), -8.4 eV (around 1b2) and 10 eV (around 2a1), partially due 

to the work function of the aqueous sample. This factor had to be taken into account when 
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comparing the experimental RAS spectra (displayed in section 5.5) with the computed DOS 

curves.  

 

 

Figure 5.6: Density of states calculation for a system of pure water (dotted blue curve), Gly-

Gly in water (solid green curve) and Glycine in water (solid brown curve). The peaks of pure 

water system are labelled by comparison with the data present in the literature.27 The 

computed DOS is normalized with respect to the number of electrons present in each system 

to have a reasonable comparison. The magnified image of the DOS (bottom figure) shows low 

intensity peaks belonging to the MO of Gly and Gly-Gly. 
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From a first glance, the comparison of DOS curves for all the solutions indicates that the effect 

of adding the solute, Gly or Gly-Gly, appears to be fairly small. The shape and position of the 

four main bands remain almost the same, and are thereafter labelled 1b1water, 3a1water, 

1b2water and 2a1water for all solutions. Since there is only one solute molecule in the simulation 

box that is surrounded by several water molecules (1 Gly in 43 H2O or 1 Gly-Gly in 123 H2O), 

the fraction of the KS orbitals solely belonging to the solute is low. These orbitals can be 

observed in the magnified DOS curves, see figure 5.6 (bottom).   

The regions of interest (labelled X, ①, ②, ③ and ④ in the figure 5.6 (bottom)), are 

presented in figures 5.7 and 5.8. These regions were looked at closely, as some characteristic 

differences were observed among the three DOS curves. The choice of these regions was 

supported by the solid-state valence spectra of Gly and Gly-Gly that covered all of these 

regions (after taking into account the work function) with significant peaks in the solid state 

valence spectra (see figure 5.7).  

 

Figure 5.7: Solid state valence spectra of powdered Gly (brown curve) and powdered Gly-Gly 

(green curve). The spectra was recorded at the pass energy of 20 eV with a resolution of 0.35 

eV. The binding energy is calibrated with respect to the gold Fermi level.  

Region ‘X’ (just before the 1b1water band) shows some differences in the three DOS curves, 

indicating additional states. For aqueous Gly, these states had a contribution from the KS 

orbitals centered on the terminal carboxylic group of Gly along with some electron density 

distributed across the water molecules. However, for aqueous Gly-Gly, the electron density 

was concentrated on the Gly-Gly carboxylic group as sigma lone pair and some of it was 
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delocalized on the peptide bond (see figure 5.8 a).  Region ① (around the 3a1water band) was 

chosen as a reference domain and indeed it had contributions from orbitals localized majorly 

on the solvent water molecules (figure not shown). Region ② (between the 3a1water and 

1b2water bands) had contributions from orbitals belonging majorly to the solute along with 

some of the water molecules that form H-bonds with the solute (see figure5.8 b). In region 

③ (between the 1b2water and 2a1water bands), the KS orbitals were plotted at three different 

points (labelled ③a, ③b and ③c). At point ③a, the electron density was delocalized over 

Gly-Gly. At ③c, the contribution to the orbitals was majorly from the peptide bond in Gly-

Gly. At point ③b, the orbitals were delocalized all over Gly or Gly-Gly. There were no orbitals 

originating from water molecules in region ③. This can be seen in the figure 5.8 c. The analysis 

of the orbitals in region ④ (immediately after the 2a1water band), for solvated Gly, showed 

that the orbitals belonged to the carboxylic group of Gly. On the other hand, for solvated Gly-

Gly, the electron density was spread over the peptide bond (see figure 5.8 d). 
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Figure 5.8: Kohn-Sham orbitals, computed at the regions of interest for a solute, Gly (left 

panel) and Gly-Gly (right panel), surrounded by water molecules in a simulation box (contour 

value: 0.05). For clarity, only a few water molecules around the solute are presented, only 

when they share a contribution in the electron density. The KS orbitals for the region ① are 

not shown as they majorly belonged to water.  

It could be concluded that some KS orbitals present a pure solute origin (as in region ③ and 

④) whereas others present a mixture of the solute and its first solvation sphere (as in region 

X, ① and ②). 

The computed energies of the KS orbitals in these regions were compared with the literature 

MO energies of isolated zwitterionic Gly and zwitterionic Gly-Gly, obtained using Ab initio SCF 

calculations.29 We identified the MO having contributions from the bonding and non-bonding 

pi-orbital of the peptide bond, delocalized sigma orbitals and the lone-pair orbital on the 

oxygen atom involved in the peptide bond, in the energies range of the marked regions (see 
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table 5.2). This comparison confirmed that the electron density in the aqueous samples (Gly 

and Gly-Gly) is more delocalized than in the isolated case.  

Table 5.2: Summary of the distinct features observed in the DOS of aqueous zwitterionic Gly 

and Gly-Gly. Here, n denotes lone pair, σ denotes significantly delocalized sigma orbitals, πn 

denotes pi non-bonding orbital and πb denotes pi bonding orbital. The attribution to these 

regions is given by comparing the theoretical values with the literature SCF calculations for 

zwitterionic isolated Gly and Gly-Gly. The theoretical energy value (Theor. value) is the one 

computed from the AIMD simulation and these values can be compared to the experimental 

energy values by considering the respective energy shift factor (see text).  

Region 
Theor. 
value 
(eV) 

Theor. 
value 
with 

energy 
shift  
(eV) 

Assigned orbitals 

Current work 
Reference (Ab initio SCF 

calculations) 29 

Aq. Gly Aq. Gly-Gly Isolated Gly 
Isolated 
Gly-Gly 

X 2.0 10.0 
Carboxyl 
lone pair 

Carboxyl 
lone pair + 
delocalized 
on peptide 

bond 

n (Carbonyl 
oxygen) 

n 
(Carbonyl 
oxygen) 

① 5.4 13.4 
Delocalized 

across 
Water box 

Delocalized 
across Water 

box 
- - 

② 7.2 15.2 

Delocalized  
across 

solvation 
water and  

Gly 

Delocalized 
across 

solvation 
water and 

Gly-Gly 

πn 

n 
(Carbonyl 
oxygen) 

③ 

③a 10.8 19.2 - 
Delocalized 
across Gly-

Gly 
- 

πn,b 
(peptide) 

and πb 
(COO-), 

n (C=O of 
peptide) 

③b 14.0 22.4 
Delocalized 
across Gly 

Delocalized 
across Gly-

Gly 
πb 

③c 18.4 28.4 - Peptide bond - 

④ 22.2 32.2 σ (COO-) 
σ (Peptide 

bond) 
n (Carbonyl 
oxygen), σ 

σ 
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5.5. Enhancing specific electronic transitions: Resonant Auger study  

In the previous section, various new electronic states were identified in aqueous Gly and Gly-

Gly. To study these states, we performed Resonant Auger study. It allows, after a core-

excitation, the selective probing of specific electronic states in a material.  

The photon energy was tuned around the absorption edge of the atom (carbon or nitrogen) 

of interest, allowing a refined understanding of the influence of the environment on electronic 

structures.30 As expected in such experiments, electron emission was enhanced at specific 

photon energies, because of the population of certain levels (molecular orbitals). Thus, it is 

also a method to follow the different de-excitations paths possible (see chapter 1 section 

1.2.1.) following a core-excitation below the ionization threshold. In the following section, we 

present the 2D resonant Auger maps and the high-resolution Resonant Auger Spectra (RAS), 

only in liquid phase, to understand the element specific contribution to specific molecular 

orbitals.31  

5.5.1. Enhancement at the Carbon edge 

The 2D resonant maps shows the intensity of electron spectra recorded at different photon 

energies (286 eV to 295 eV with a step of 0.2 eV) as a function of electron kinetic energy       

(230 eV to 290 eV with step a 0.2 eV). The partial electron yield near the carbon edge (grey 

curve superimposed on the right side of the 2D map in figure 5.9 a, upper panel) was extracted 

from the map by summing over the kinetic energy window32 and at each photon energy the 

total number of electrons detected. A broad peak around 288.8 eV was observed for solvated 

Gly (labelled as ‘A’ in figure 5.9 a, upper panel) due to resonance enhancement. This peak can 

be attributed to the C 1s-1π*(COO) transition, as reported in the literature for the solid state 

C K-edge spectra for Gly and the DFT calculation spectra of zwitterionic form of Gly absorbed 

onto substrates (see table 5.3).7,33,34 Another distinct feature reported in these studies was a 

broad peak (with low intensity) spread from 290 eV to 291 eV, which is related to a C 1s-1σ*(C-

NH3
+, i.e. atom ‘2c’ in figure 5.1a) transition, see table 5.3. This feature is also observed in our 

case, for solvated Gly, however, it is shifted a little towards higher photon energy, 291.0 eV 

(labelled as ‘B’ in figure 5.9 a, upper panel). This could probably be an effect of solvation, 

resulting in electronic transitions changes, or due to the difficulty to normalize by the photon 

flux (see below). 
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For solvated Gly-Gly, a similar 2D resonant map was recorded (see figure 5.9 b, upper panel). 

The partial electron yield near the carbon edge was extracted from the map (as explained for 

Gly) and is shown by a grey curve on the map (figure 5.9 b, upper panel), where a significant 

peak, at 288.3 eV, was observed due to the resonance enhancement. Upon comparison with 

the reported data for solid state Gly-Gly, this peak can be attributed to the carbon atom 

involved in the peptide bond (labelled ‘3c’ in figure 5.1 b), with a C 1s-1π*(CONH) transition 

(see table 5.3). 33,34 This peak is also reported in the solid state C K-edge spectra of other amino 

acids with an amide group, like glutamine, indicating a signature of the peptide bond.33 

It is important to note that the intensities of the partial electron yield spectra must be taken 

with caution. In this region of photon energies, due to carbon contamination of the different 

beamline optics and photodiodes, the measurement of an accurate photon flux is complex. 

Our methodology is detailed in section 2.4.5.4. of chapter 2.  

Table 5.3: Summary of characteristic features observed in the partial electron yield NEXAFS-

like spectrum, for 1 M Gly and 1 M Gly-Gly aqueous solutions, at the carbon K-edge. Reference 

data reported in the table is for Gly and Gly-Gly in solid state or using DFT calculations for their 

zwitterionic form.  

 Carbon K-edge 

Current work (solvated) Reference: solid state experiments and 

zwitterionic DFT calculations 

1M Gly 288.8 eV C1s-1π* (COO) 288.6 eV33 

288.7 eV34 

288.8 eV7 

π* (COO)/(COOH) 

π* (COO) 

Glycine zwitterion carbonyl 

291.0 eV C1s-1σ*(C-NH3
+) 290.3 eV to 

291 eV33 

290.17 

σ*(C-NH3
+) 

 

Glycine zwitterions 

1M Gly-Gly 288.3 eV C1s-1π* (-CONH-) 288.3 eV33,34 π* (-CONH-) 
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Figure 5.9: The resonant studies for a) Gly and b) Gly-Gly, at the carbon edge. For both a and 

b, the upper panel shows the 2D resonant absorption map along with partial electron yield 

NEXAFS-like spectrum, near the carbon edge. The middle panel shows the RAS spectra at the 

resonance and off-resonance (black curves). The lower panel shows the comparison between 

the solid-state valence spectrum (yellow curve) and the resonance spectra. The brown and 

green curves correspond to Gly and Gly-Gly, respectively. The maps were recorded at a bias 

of -50 V and the RAS spectra were recorded at a bias of -100 V, to eliminate the contribution 

from the gas phase around the cylindrical liquid jet. The vertical blue bars in the RAS spectra 

of Gly-Gly indicate photoelectrons generated by the higher order light. The red dotted bars 

correspond in maps and in spectra to specific regions detailed in the text. The binding energy 

values in solid-state spectra are referenced with respect to the Fermi level of gold. The energy 

scaling (x axis) factor in solid and liquid spectra corresponds to the work function of the sample 

(4.8 eV for Gly and 4.9 eV for Gly-Gly). 

As a next step, to identify the specific molecular orbitals populated during de-excitation, a 

high-resolution RAS spectrum was recorded at the top of the resonance (288.8 eV for Gly and 

288.3 eV for Gly-Gly) and at an energy significantly below the resonant peak, called off-

resonance spectrum, at 280 eV (see figures 5.9 a and b, middle panel). In the RAS spectra, 

various regions are labelled according to the discussion in the previous section for DOS curves 

(X, ①, ②, ③ and ④). 

For solvate Gly-Gly, a significant increase in the spectral peaks was observed along with the 

emergence of new features (see figure 5.9 b, middle panel). The lowest resonant band 

(labelled ‘X’) corresponds to the HOMO of the Gly-Gly, as in this region, only small overlap 

with the 1b1 of water exists, it is mainly the ground electronic state of the Gly-Gly that is 

populated via participator Auger process. This feature corresponds to that discussed in the 

previous sections (see band B in figure 5.5 a and region X in figure 5.6). For the solvated Gly 

the same C1s-1 π* excitation does not give rise to an enhancement of the region ‘X’. Either the 

geometry of the excited electronic state and the final state are different or it could also be 

due to same symmetry character of MOs between those two states (both π) that will decrease 

the transition probability. However, this doesn’t seem to be the case for either of the solutions 

(Gly and Gly-Gly) as the X state has more sigma type symmetry (see appendix III.III). 
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The 1b1 state of water is almost insensitive to the resonant processes at this energy photon 

energy. Around the 3a1 state of water, region ①, the intensity increases, along with a 

difference in the shape.  An increase in the intensity of the 1b2 state of water (region ②) is 

also observed. Since electronic states of Gly-Gly and water are overlapping in region ②, the 

interpretation is less trivial than at region X. As a 1s electron from carbon atom is excited, we 

could preferentially think of the involvement of Gly-Gly final electronic states in the 

modifications of region ① (as can be seen in figure 5.9, lower panel). However, it is not 

impossible at this stage to rule out completely an effect of two-center resonant 

photoionization,35,36 i.e. resonant ICD, between the Gly-Gly and the water molecules. Even so, 

the DOS calculation seems to favour resonant ICD, as mainly in this region, a very low 

contribution of pure Gly-Gly is involved. Nevertheless, Gly-Gly still has some electronic states 

in this region as can be seen by its comparison with the solid state valence spectra (see figure 

5.9 b, lower panel). This forbids us to conclude the de-excitation mechanism leading to this 

intensity enhancement.  

The regions ① and ② for Gly have a different behaviour. Contrary to Gly-Gly, each electronic 

states of water (1b1, 3a1 and 1b2) seem to have an equivalent increase in intensity, perhaps 

with a slight distortion between the 1b1 and the 3a1 bands (less marked than for Gly-Gly). 

Either all the final states are equally populated via the resonant process, or it could be an 

artefact due to the photon flux normalization. However, like in the RAS spectra of Gly-Gly, the 

intensity dip between the water bands, 1b1 and 3a1, could be due to the presence of the 

electronic states of Gly that could resonate. This can be seen by comparing the resonance 

liquid state spectra with the solid state valence spectra of Gly (see figure 5.9 a, lower panel). 

The normalization with respect to the 1b1 band further confirmed that there exists a 

difference in the shape between the resonant and off-resonant spectra (see figure 5.10).  
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Figure 5.10: The RAS spectra of 1 M Gly at the resonance and off-resonance normalized with 

respect to the 1b1 state of water, to visualize the difference in the shape of the spectrum due 

to the resonance enhancement. The spectra were recorded at a bias of -100 V, to eliminate 

the contribution from the gas phase around the cylindrical liquid jet. 

Region ③ (around 25 eV) and region ④ (at 32 eV) were also enhanced at the resonant 

energy for both Gly and Gly-Gly. On comparison with the DOS curve and the electron density 

distribution (see figure 5.6 and figure 5.8), these regions have a contribution from the MOs of 

the solute. 

For solvated Gly-Gly, as it can be seen on the 2D map (figure 5.9 b, upper panel), a continuous 

horizontal thick line around 288.3 eV is suggesting an overall increase in intensity of 

photoelectron spectra, which was not very evident in solvated Gly. It is probably due to an 

increase of secondary electrons production due to the resonance processes involved in 

regions ‘X’ and above. Over this background, probably contributions of resonating spectators’ 

states of the Gly-Gly are also present.  
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5.5.2. Enhancement at the Nitrogen edge 

For solvated Gly and Gly-Gly, the 2D resonant absorption maps were also recorded, around 

the nitrogen edge, between 399 eV and 406 eV (steps of 0.2 eV), as a function of electron 

kinetic energy from 335 eV to 395 eV (steps of 0.2 eV). The partial electron yield NEXAFS-like 

spectrum had no resonant enhancement for Gly (grey curve in figure 5.11 a, upper panel), 

whereas weak resonant peaks centred at 399.6 eV (labelled ‘A’ in figure 5.11 b, upper panel) 

and 401.4 eV (labelled ‘B’ in figure 5.11 b, upper panel) for Gly-Gly are present. The peak A 

and B can be attributed to the chemical group imine (N 1s-1π* H-N-CH2) and peptide (O=C-N-

H), respectively, upon comparison with the reported DFT calculations7 (see table 5.4). These 

peaks appear due to the changes in the electronic structures around the nitrogen involved in 

the peptide bond, which explains their absence in Gly. The appearance of peak B is also 

reported using N K edge X-ray absorption spectra studies for solid state Gly-Gly and liquid state 

Gly-Gly (using the resonant inelastic scattering), where it was attributed to a N 1s-1π*peptide 

transition (see table 5.4).7,9,12  
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Figure 5.11: The resonant studies for a) Gly and b) Gly-Gly, at the nitrogen edge. For both a 

and b, the upper panel shows the 2D resonant absorption map along with partial electron 

yield NEXAFS-like spectrum, near the nitrogen edge. The lower panel shows the RAS spectra 

at the resonance energy and off-resonance (black curves). The Gly RAS spectra were recorded 

at the same resonance energy as Gly-Gly, as no resonance is observed in the 2D map of Gly. 

The brown and green curves correspond to Gly and Gly-Gly, respectively. The maps were 

recorded at a bias of -50 V and the RAS spectra were recorded at a bias of -100 V, to eliminate 

the contribution from the gas phase around the cylindrical liquid jet. It should be noted that 

the quality of normalization by the photon flux was much better than in the case of carbon, as 

the flux determination is more precise at the N edge. 
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Similar to the carbon edge study, high-resolution RAS spectrum were recorded at the top of 

the resonance (401.4 eV) as well as off resonance (395 eV) to identify the specific molecular 

orbitals populated during the resonant enhancement. The 2D maps did not show any 

resonance for Gly, however, in order to confirm this, the RAS map of solvated Gly (see figure 

5.11 a, lower panel) was recorded at the energy where the Gly-Gly resonates and the energy 

below the resonance. The difference between the two spectra was negligible. The slight 

distortion of the signal between the two spectra, however, is due to the small remaining gas 

phase around the liquid jet. For solvated Gly-Gly (see figure 5.11 b, lower panel), an increase 

in the intensity of the 1b2 peak of water is visible, whereas the intensities of the lower energy 

states remain unchanged via the resonant process, excepted for a weak enhancement of the 

HOMO state. This could confirm the peptide character of the MO in the region X. Concerning 

the region ②, as the orbitals are delocalised between the waters molecules and the Gly-Gly, 

deciphering the causes of intensity increase is not trivial. Spectator Auger decays for the 

regions ③ and ④ could occur as probable de-excitation pathways in solvated Gly-Gly (see 

figure 5.11 b, lower panel). However, as these electronics states intensities are also affected 

by the increase of secondary background (see the faint horizontal line around 401.4 eV in the 

figure 5.11 b, upper panel) it is also difficult to conclude.  

Table 5.4: Summary of characteristic features observed in the partial electron yield NEXAFS-

like spectrum, for aqueous solutions of 1 M Gly-Gly, at the nitrogen K-edge. Reference data 

reported in the table is for Gly-Gly in solid state or using DFT calculations for its zwitterionic 

form. There is no characteristic feature observed for Gly. 

 Nitrogen K-edge 

Current work (solvated) Reference: solid state experiments and 

zwitterionic DFT calculations 

1M Gly-Gly 399.6 eV C1s-1π* (H-N-CH2) 399.5 eV7 π* transition [imine (NHCH2)] 

401.4 eV N1s-1 π* (CONH-) 401.3 eV7 

401.3 eV12,9 

peptide (O=C-N-H) 

π*CONH 

 

To summarize, resonant effects are more pronounced in the case of carbon excitation. In the 

case of carbon, the resonant Auger spectra display some enhancement in the intensity for the 

different valence water bands, in addition to some enhancements specific to the solute. 
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However, for region ①, the DOS seems to favor the resonant ICD de-excitation pathway, as 

the molecular orbitals are delocalized only on water. 

The DOS calculation in region ② indicates the involvement of the molecular orbital from both 

water and the solute (Gly and Gly-Gly) for some electronic states. It suggests that in these 

cases the solute is not present as a “separate” entity but is strongly influenced by the 

surrounding water molecules, and it can therefore be considered as a supermolecule, where 

the electronic cloud around the solute rearranges itself as an effect of its surrounding. This 

effect can be further studied by measuring the band gap of the solute, with and without the 

solvent water molecules.  

Additionally, for region ③ and ④, the de-excitation process favors the conventional 

participator Auger decay. However, in these regions, the effect of the presence of the 

secondary electron contribution complicates the interpretation. 

5.6. Electronic structures of Gly and Gly-Gly 

Here, we present the energy diagram for both the samples (Gly and Gly-Gly) in the solid and 

liquid phase (figure 5.12 a and 5.12 b), highlighting their energy states and their fundamental 

properties.  

The band gap (energy difference between HOMO and LUMO) of the sample depends on its 

atomic and electronic properties and is known to be affected by solvation.37  The greater the 

interaction between the solvent and the solute, the greater is the effect on the band gap.  
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Figure 5.12: Schematic band structure of liquid phase (left) and solid phase (right) a) Gly and 

b) Gly-Gly. Both Gly and Gly-Gly behave as n type semiconductors, having electrons close to 

the LUMO (conduction band) and hence can be easily excited to LUMO. 

The band gaps were measured using the Tauc plot, as explained in section 2.4.4.3 of chapter 

2. For both Gly and Gly-Gly in the solid state, the band gap was found to be 3.1 ± 0.1 eV (see 

figure 5.13 a and b). The samples are considered as semiconductors in their crystalline form. 

Literature studies indicate that the band gap of Gly crystal can vary to a large extent, 

depending upon the pressure and temperature conditions.38,39   
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Figure 5.13: Band gap determination for Gly and Gly-Gly in solid state (powder) (a and b) and 

in liquid state (c and d), using tauc plot. Gly is represented with brown curves and Gly-Gly is 

represented with green curves. The band gap is determined by the extrapolation of the slope, 

(solid black line) with 99% confidence bands (dotted black lines). The background of the curve 

(horizontal solid black lines) is shown with 99% confidence bands (horizontal dotted black 

lines). The plotted graphs are an average of three measurements each.  

Upon hydration of the powdered sample, the band gap increased. The resulting band gaps of 

aqueous Gly and Gly-Gly were 5.5 ± 0.1 eV and 5.2 ± 0.1 eV, respectively (see figure 5.13 c and 

d). Since the measured band gap is above 4 eV,40 the sample properties changed to an 

insulator.37 This is an intermediate value when compared to water (7.0 eV)41 and our solid 

state samples (Gly and Gly-Gly). The change in the band gap upon hydration suggests a mixing 

of the orbitals. This interpretation is consistent with the previous results of RAS studies.  

We must also mention that our observation can be of interest in the radiation chemistry field. 

Indeed, it should also be pointed out that if the decay via resonant ICD is plausible, (as was 

seen in our DOS calculations where the molecular orbitals was delocalized on the water 

molecules only), then in this case, the energy absorption by a solute (direct effect) can result 
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in solvent ionization (indirect effect). This pathway, however, is not evident in the resonance 

studies of the solutions.  

5.7. Conclusion 

The work presented an extensive spectroscopic study of the simplest amino acid (Gly) and the 

simplest dipeptide (Gly-Gly) using experimental as well as theoretical techniques. 

Experimentally, the liquid XPS spectra of Gly and Gly-Gly were recorded in liquid jet 

configuration. The solvation of the Gly-Gly seems to have more effect on the core energy levels 

of nitrogen than the carbon ones. The spectral peaks were shifted in energy, in comparison to 

the solid XPS spectra, for both samples. This shift was attributed to the work function of the 

aqueous sample, which was also measured using the SECO spectra. The work function was 

found to be (4.8 ± 0.1 eV) and (4.9 ± 0.2 eV) for Gly and Gly-Gly, respectively. The valence band 

spectra allowed to measure the photoionization threshold of solvated Gy (8.6 ± 0.2 eV) and 

solvated Gly-Gly (8.2 ± 0.2 eV). Using UV-vis spectroscopy, the band gaps of Gly and Gly-Gly 

were measured, in the liquid state as well as solid state. The Fermi level for the sample was 

close to the LUMO, behaving as n-type semiconductor. The band gap increased upon 

hydration, which tends to drift the electronic properties away from the semiconductor 

towards an insulator, for both solvated Gly and solvated Gly-Gly. This increase can be 

attributed to orbital mixing between the solvent water molecules and the solute (solid state 

sample). This interpretation was also supported by the results obtained using the resonance 

studies at the carbon and nitrogen K-edges. It was observed that the resonant variation at the 

carbon K-edge was more prominent than at the nitrogen K-edge.  

Theoretically, the interpretation about the orbital mixing was supported by the DOS 

calculations using the AIMD simulation, where some of the Kohn-Sham orbitals of aqueous 

Gly and aqueous Gly-Gly had electron density contributions from both water and the solute. 

For the others, the electron density was either centered only around the solute (conventional 

participator/spectator Auger decays) or the solvent molecules (resonant ICD). Owing to the 

difference in the concentration of the solutes in the simulations and experiments 

(concentration is lower in simulations), it could underestimate the contribution of the DOS of 

the solutes, making difficult to segregate the different de-excitation pathways (resonant ICD 

involving water or conventional participator Auger decay) and thus the interpretation of the 

Auger spectra in general. 



Chapter 5: Spectroscopic studies of biomolecules in aqueous environment Page|211 
 

References 

(1) Baltoumas, F. A.; Zafeiropoulou, S.; Karatzas, E.; Koutrouli, M.; Thanati, F.; Voutsadaki, 
K.; Gkonta, M.; Hotova, J.; Kasionis, I.; Hatzis, P.; Pavlopoulos, G. A. Biomolecule and 
Bioentity Interaction Databases in Systems Biology: A Comprehensive Review. 
Biomolecules 2021, 11 (8), 1245. https://doi.org/10.3390/biom11081245. 

(2) Reisz, J. A.; Bansal, N.; Qian, J.; Zhao, W.; Furdui, C. M. Effects of Ionizing Radiation on 
Biological Molecules—Mechanisms of Damage and Emerging Methods of Detection. 
Antioxid Redox Signal 2014, 21 (2), 260–292. https://doi.org/10.1089/ars.2013.5489. 

(3) Siegbahn, H. Electron Spectroscopy for Chemical Analysis of Liquids and Solutions. J. 
Phys. Chem. 1985, 89 (6), 897–909. https://doi.org/10.1021/j100252a005. 

(4) Schwartz, C. P.; Saykally, R. J.; Prendergast, D. An Analysis of the NEXAFS Spectra of a 
Molecular Crystal: α-Glycine. The Journal of Chemical Physics 2010, 133 (4), 044507. 
https://doi.org/10.1063/1.3462243. 

(5) Plekan, O.; Feyer, V.; Richter, R.; Coreno, M.; de Simone, M.; Prince, K. C.; Carravetta, V. 
Investigation of the Amino Acids Glycine, Proline, and Methionine by Photoemission 
Spectroscopy. J. Phys. Chem. A 2007, 111 (43), 10998–11005. 
https://doi.org/10.1021/jp075384v. 

(6) Chatterjee, A.; Zhao, L.; Zhang, L.; Pradhan, D.; Zhou, X.; Leung, K. T. Core-Level 
Electronic Structure of Solid-Phase Glycine, Glycyl-Glycine, Diglycyl-Glycine, and 
Polyglycine: X-Ray Photoemission Analysis and Hartree–Fock Calculations of Their 
Zwitterions. J. Chem. Phys. 2008, 129 (10), 105104. https://doi.org/10.1063/1.2976151. 

(7) Wilks, R. G.; MacNaughton, J. B.; Kraatz, H.-B.; Regier, T.; Blyth, R. I. R.; Moewes, A. 
Comparative Theoretical and Experimental Study of the Radiation-Induced 
Decomposition of Glycine. J. Phys. Chem. A 2009, 113 (18), 5360–5366. 
https://doi.org/10.1021/jp900794v. 

(8) Bolch, W. E.; Turner, J. E.; Yoshida, H.; Jacobson, K. B.; Hamm, R. N.; Crawford, O. H. 
Product Yields from Irradiated Glycylglycine in Oxygen-Free Solutions: Monte Carlo 
Simulations and Comparison with Experiments. Radiat Environ Biophys 1998, 37 (3), 
157–166. https://doi.org/10.1007/s004110050111. 

(9) Reinert, D. F.; Geurts, D. J. Eingereicht am: 18.08.2016 bei der Fakultät für Physik und 
Astronomie. 

(10) Gråsjö, J.; Andersson, E.; Forsberg, J.; Duda, L.; Henke, E.; Pokapanich, W.; Björneholm, 
O.; Andersson, J.; Pietzsch, A.; Hennies, F.; Rubensson, J.-E. Local Electronic Structure of 
Functional Groups in Glycine As Anion, Zwitterion, and Cation in Aqueous Solution. J. 
Phys. Chem. B 2009, 113 (49), 16002–16006. https://doi.org/10.1021/jp905998x. 

(11) Ottosson, N.; Børve, K. J.; Spångberg, D.; Bergersen, H.; Sæthre, L. J.; Faubel, M.; 
Pokapanich, W.; Öhrwall, G.; Björneholm, O.; Winter, B. On the Origins of 
Core−Electron Chemical Shifts of Small Biomolecules in Aqueous Solution: Insights from 
Photoemission and Ab Initio Calculations of Glycineaq. J. Am. Chem. Soc. 2011, 133 (9), 
3120–3130. https://doi.org/10.1021/ja110321q. 

(12) Messer, B. M.; Cappa, C. D.; Smith, J. D.; Drisdell, W. S.; Schwartz, C. P.; Cohen, R. C.; 
Saykally, R. J. Local Hydration Environments of Amino Acids and Dipeptides Studied by 
X-Ray Spectroscopy of Liquid Microjets. J. Phys. Chem. B 2005, 109 (46), 21640–21646. 
https://doi.org/10.1021/jp053802v. 



Chapter 5: Spectroscopic studies of biomolecules in aqueous environment Page|212 
 

(13) Scoppola, E.; Sodo, A.; McLain, S. E.; Ricci, M. A.; Bruni, F. Water-Peptide Site-Specific 
Interactions: A Structural Study on the Hydration of Glutathione. Biophys J 2014, 106 
(8), 1701–1709. https://doi.org/10.1016/j.bpj.2014.01.046. 

(14) Capitán, M. J.; Álvarez, J.; Navio, C. Study of the Electronic Structure of Electron 
Accepting Cyano-Films: TCNQ versus TCNE. Phys. Chem. Chem. Phys. 2018, 20 (15), 
10450–10459. https://doi.org/10.1039/C7CP07963J. 

(15) Greczynski, G.; Hultman, L. X-Ray Photoelectron Spectroscopy: Towards Reliable 
Binding Energy Referencing. Progress in Materials Science 2020, 107, 100591. 
https://doi.org/10.1016/j.pmatsci.2019.100591. 

(16) Greczynski, G.; Hultman, L. A Step-by-Step Guide to Perform x-Ray Photoelectron 
Spectroscopy. Journal of Applied Physics 2022, 132 (1), 011101. 
https://doi.org/10.1063/5.0086359. 

(17) Ponzi, A.; Rosa, M.; Kladnik, G.; Unger, I.; Ciavardini, A.; Di Nardi, L.; Viola, E.; Nicolas, 
C.; Došlić, N.; Goldoni, A.; Lanzilotto, V. Inequivalent Solvation Effects on the N 1s Levels 
of Self-Associated Melamine Molecules in Aqueous Solution. J Phys Chem B 2023, 127 
(13), 3016–3025. https://doi.org/10.1021/acs.jpcb.3c00327. 

(18) Olivieri, G.; Goel, A.; Kleibert, A.; Cvetko, D.; Brown, M. A. Quantitative Ionization 
Energies and Work Functions of Aqueous Solutions. Phys. Chem. Chem. Phys. 2016, 18 
(42), 29506–29515. https://doi.org/10.1039/C6CP05682B. 

(19) Renault, J.-P.; Huart, L.; Milosavljević, A. R.; Bozek, J. D.; Palaudoux, J.; Guigner, J.-M.; 
Marichal, L.; Leroy, J.; Wien, F.; Hervé Du Penhoat, M.-A.; Nicolas, C. Electronic 
Structure and Solvation Effects from Core and Valence Photoelectron Spectroscopy of 
Serum Albumin. IJMS 2022, 23 (15), 8227. https://doi.org/10.3390/ijms23158227. 

(20) Pérez Ramírez, L.; Boucly, A.; Saudrais, F.; Bournel, F.; Gallet, J.-J.; Maisonhaute, E.; 
Milosavljević, A. R.; Nicolas, C.; Rochet, F. The Fermi Level as an Energy Reference in 
Liquid Jet X-Ray Photoelectron Spectroscopy Studies of Aqueous Solutions. Phys. Chem. 
Chem. Phys. 2021, 23 (30), 16224–16233. https://doi.org/10.1039/D1CP01511G. 

(21) Clark, D. T.; Peeling, J.; Colling, L. An Experimental and Theoretical Investigation of the 
Core Level Spectra of a Series of Amino Acids, Dipeptides and Polypeptides. Biochimica 
et Biophysica Acta (BBA) - Protein Structure 1976, 453 (2), 533–545. 
https://doi.org/10.1016/0005-2795(76)90149-5. 

(22) Thürmer, S.; Malerz, S.; Trinter, F.; Hergenhahn, U.; Lee, C.; Neumark, D. M.; Meijer, G.; 
Winter, B.; Wilkinson, I. Accurate Vertical Ionization Energy and Work Function 
Determinations of Liquid Water and Aqueous Solutions. Chem. Sci. 2021, 12 (31), 
10558–10582. https://doi.org/10.1039/D1SC01908B. 

(23) Cannington, P. H.; Ham, N. S. He(I) and He(II) Photoelectron Spectra of Glycine and 
Related Molecules. Journal of Electron Spectroscopy and Related Phenomena 1983, 32 
(2), 139–151. https://doi.org/10.1016/0368-2048(83)85092-0. 

(24) Debies, T. P.; Rabalais, J. W. Electronic Structure of Amino Acids and Ureas. Journal of 
Electron Spectroscopy and Related Phenomena 1974, 3 (4), 315–322. 
https://doi.org/10.1016/0368-2048(74)80083-6. 

(25) Ge, L.; Bernasconi, L.; Hunt, P. Linking Electronic and Molecular Structure: Insight into 
Aqueous Chloride Solvation. Phys. Chem. Chem. Phys. 2013, 15 (31), 13169–13183. 
https://doi.org/10.1039/C3CP50652E. 

(26) Vyalikh, D. V.; Maslyuk, V. V.; Blüher, A.; Kade, A.; Kummer, K.; Dedkov, Yu. S.; Bredow, 
T.; Mertig, I.; Mertig, M.; Molodtsov, S. L. Charge Transport in Proteins Probed by 



Chapter 5: Spectroscopic studies of biomolecules in aqueous environment Page|213 
 

Resonant Photoemission. Phys. Rev. Lett. 2009, 102 (9), 098101. 
https://doi.org/10.1103/PhysRevLett.102.098101. 

(27) Yang, Y. Structural and Dynamical Properties of Water Adsorption on PtO 2 (001). RSC 
Advances 2018, 8, 15078–15086. https://doi.org/10.1039/C8RA00952J. 

(28) Winter, B.; Weber, R.; Widdra, W.; Dittmar, M.; Faubel, M.; Hertel, I. V. Full Valence 
Band Photoemission from Liquid Water Using EUV Synchrotron Radiation. J. Phys. 
Chem. A 2004, 108 (14), 2625–2632. https://doi.org/10.1021/jp030263q. 

(29) Ryan, J. A.; Whitten, J. L. Self-Consistent Field Studies of Glycine and Glycylglycine. 
Simplest Example of a Peptide Bond. J. Am. Chem. Soc. 1972, 94 (7), 2396–2400. 
https://doi.org/10.1021/ja00762a033. 

(30) Miteva, T.; Kryzhevoi, N. V.; Sisourat, N.; Nicolas, C.; Pokapanich, W.; Saisopa, T.; 
Songsiriritthigul, P.; Rattanachai, Y.; Dreuw, A.; Wenzel, J.; Palaudoux, J.; Öhrwall, G.; 
Püttner, R.; Cederbaum, L. S.; Rueff, J.-P.; Céolin, D. The All-Seeing Eye of Resonant 
Auger Electron Spectroscopy: A Study on Aqueous Solution Using Tender X-Rays. J. 
Phys. Chem. Lett. 2018, 9 (15), 4457–4462. 
https://doi.org/10.1021/acs.jpclett.8b01783. 

(31) Fogarty, R. M.; Palgrave, R. G.; Bourne, R. A.; Handrup, K.; Villar-Garcia, I. J.; Payne, D. 
J.; Hunt, P. A.; Lovelock, K. R. J. Electron Spectroscopy of Ionic Liquids: Experimental 
Identification of Atomic Orbital Contributions to Valence Electronic Structure. Phys. 
Chem. Chem. Phys. 2019, 21 (35), 18893–18910. https://doi.org/10.1039/C9CP02200G. 

(32) Silly, M. G.; Charra, F.; Lux, F.; Lemercier, G.; Sirotti, F. The Electronic Properties of 
Mixed Valence Hydrated Europium Chloride Thin Film. Phys. Chem. Chem. Phys. 2015, 
17 (28), 18403–18412. https://doi.org/10.1039/C5CP01256B. 

(33) Zubavichus, Y.; Shaporenko, A.; Grunze, M.; Zharnikov, M. Innershell Absorption 
Spectroscopy of Amino Acids at All Relevant Absorption Edges. J. Phys. Chem. A 2005, 
109 (32), 6998–7000. https://doi.org/10.1021/jp0535846. 

(34) Zubavichus, Y.; Zharnikov, M.; Schaporenko, A.; Grunze, M. NEXAFS Study of Glycine 
and Glycine-Based Oligopeptides. Journal of Electron Spectroscopy and Related 
Phenomena 2004, 134 (1), 25–33. https://doi.org/10.1016/j.elspec.2003.09.006. 

(35) Trinter, F.; Williams, J. B.; Weller, M.; Waitz, M.; Pitzer, M.; Voigtsberger, J.; Schober, C.; 
Kastirke, G.; Müller, C.; Goihl, C.; Burzynski, P.; Wiegandt, F.; Wallauer, R.; Kalinin, A.; 
Schmidt, L. Ph. H.; Schöffler, M. S.; Chiang, Y.-C.; Gokhberg, K.; Jahnke, T.; Dörner, R. 
Vibrationally Resolved Decay Width of Interatomic Coulombic Decay in HeNe. Phys. 
Rev. Lett. 2013, 111 (23), 233004. https://doi.org/10.1103/PhysRevLett.111.233004. 

(36) Hans, A.; Schmidt, P.; Ozga, C.; Richter, C.; Otto, H.; Holzapfel, X.; Hartmann, G.; 
Ehresmann, A.; Hergenhahn, U.; Knie, A. Efficient Fluorescence Quenching by Distant 
Production of a Free Electron. J. Phys. Chem. Lett. 2019, 10 (5), 1078–1082. 
https://doi.org/10.1021/acs.jpclett.9b00124. 

(37) Ain, Q. T.; Al-Modlej, A.; Alshammari, A.; Anjum, M. N. Effect of Solvents on Optical 
Band Gap of Silicon-Doped Graphene Oxide. Mater. Res. Express 2018, 5 (3), 035017. 
https://doi.org/10.1088/2053-1591/aab239. 

(38) N, Nithya; R, Mahalakshmi; S, Sagadevan, Growth, Optical, Thermal and Electrical 
Properties of Nonlinear Optical -Glycine Single Crystal. Sci. Res. Essays 2015, 10 (13), 
421–429. https://doi.org/10.5897/SRE2015.6267. 

(39) Mei, A.; Luo, X. The Structural, Electronic and Optical Properties of γ-Glycine under 
Pressure: A First Principles Study. RSC Adv. 2019, 9 (7), 3877–3883. 
https://doi.org/10.1039/C8RA08547A. 



Chapter 5: Spectroscopic studies of biomolecules in aqueous environment Page|214 
 

(40) Paschotta, D. R. band gap. https://www.rp-photonics.com/band_gap.html (accessed 
2023-06-09). 

(41) Grand, D.; Bernas, A.; Amouyal, E. Photoionization of Aqueous Indole: Conduction Band 
Edge and Energy Gap in Liquid Water. Chemical Physics 1979, 44 (1), 73–79. 
https://doi.org/10.1016/0301-0104(79)80064-6. 

 



Page|215 
 

 



CONTENTS CHAPTER 6 

Chapter 6: Conclusion and perspective ......................................................... 216 

6.1. Conclusion ................................................................................................... 217 

6.2. Perspective  ................................................................................................. 220 

References .......................................................................................................... 231 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 6 : Conclusion and perspective  Page|217 
 

Chapter 6: Conclusion and perspective 

6.1. Conclusion 

The interaction of light and matter has been studied widely over the years; however, a lot is 

still unknown, especially regarding the poorly penetrating densely ionizing radiations. Soft X-

rays belong to this category, and because of their poor penetration, their studies have 

remained limited. Therefore, my PhD research aimed to partially bridge this gap in the existing 

knowledge of light-matter interaction. The research project was particularly focused on 

studying the interaction of soft X-rays with, one, pure water and two, solvated biomolecules. 

This study was performed using, both, experimental and theoretical studies. The experimental 

studies were conducted using synchrotron soft X-rays (SOLEIL synchrotron, France) and the 

theoretical studies were performed using ab-initio molecular dynamics simulations. 

1. The first objective of the thesis was to study the interaction of soft X-rays with water along 

with the following questions: 

 

 What is the effect of inner-shell ionization on water molecules upon soft X-ray irradiation? 

The effect of inner-shell ionization on water molecules was investigated by irradiating aqueous 

solutions with synchrotron soft X-rays at the METROLOGIE Beamline (SOLEIL synchrotron). 

The beam was extracted in air using the IRAD setup.1 Our observations were focused on the 

formation of superoxide as a putative product of doubly ionized water molecule (H2O2+). Our 

results were in agreement with the proposition Jay Gérin and Ferradini, of the superoxide 

radical (HO2°/O2
-°) as a dominant product of the dissociation of H2O2+. We suggested also that 

the percentage of the doubly ionized water molecules giving superoxide radicals is much 

higher for soft X-rays (that behave like high LET2 ionization radiation) than in the case of 

heavy ions, an effect that we tried to understand using AIMD simulations.3 

 

 How to measure the extremely low production yield of superoxide radicals in the soft X-ray 

ionization tracks? 

 

To measure the yield of superoxide radicals (pKa = 4.8), a chemical detection system 

comprising a chemical probe (300 µM WST8) and enzymes (0.62 µM SOD and 0.62 µM 
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Catalase) was developed and optimized through rigorous experiments, using a reference 

gamma source. Thanks to the development of an automated highly sensitive in-line detection 

technique, i.e. a microfluidic cell coupled to an in-line UV detection cell, we were successful 

in addressing the challenges posed by the poor penetration of soft X-rays and low radical yields 

of soft X-rays. In addition to overcoming the poor penetration, the microfluidic cell allowed 

an accurate real-time alignment of the cell thanks to the installation of a SiPM behind the 

cell. The in-line UV cell, on the other hand, allowed us to measure absorbance values down 

to 10-4, thanks to a real-time base line correction. Thereby, we were able to detect and 

quantify the extremely low yields of superoxide species produced via the direct pathway (O + 

°OH  HO2°) and indirect pathway (O2 + eaq
-  O2

-°) in the soft X-ray ionization tracks. The 

results also revealed that the yield of superoxide via the direct pathway                                   

(0.0053 ± 0.0007 µmol/J) was significantly lower (8 times) than that via the indirect pathway 

(0.07 ± 0.02 µmol/J), at 1620 eV. However, owing to the low photon flux, direct yield 

measurements were performed only at the photon energy (1620 eV) corresponding to the 

maximum flux. It would be very interesting to measure the direct yield of superoxide before 

and after the O-K edge. The perspective part, hereafter proposes strategies to this purpose. 

Taking advantage of the higher indirect superoxide yields (compared to direct superoxide 

yields), measurements were performed as a function of photon energy. Below 700 eV, the 

beam had contribution from higher order light (because the beamline’s higher order rejection 

devices were not used in order to maximize the dose), which led to large uncertainties. The 

indirect superoxide yields exhibited a strong dependence on the photon energy, particularly 

around 1280 eV, where the photo- and Auger electrons tracks overlap the most. 

 

 What are the reaction pathways of doubly ionized water in soft X-ray tracks? 

 

AIMD simulations (shown in chapter 4) were performed to monitor the early stage dissociation 

of H2O2+ in the proximity of °OH and thereby to follow the reaction of the dissociation products 

with its surrounding for one picosecond. The results provided valuable insights on the 

formation of superoxide. It suggested that the formation of HO2° was indeed quite complex 

as it occurred through a fast process, with hot atoms/ions involved. This formation was seen 

to occur via a one-step process or a two-step process with the formation of intermediates 

(H2O2 or its isomer, oxywater). It was also pointed out that °OH (and possibly its degree of 
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equilibration) played a crucial role in HO2° formation, reflecting that the equilibration state 

of °OH and its distribution in dense soft X-ray tracks controls the formation mechanism of 

HO2°. It may explain the difference in superoxide production efficiency between soft X-ray and 

heavy ion irradiation.  

It was shown also that °OH and O in the direct reaction pathway (O + °OH  HO2°) could 

originate from multiple sources (hydroxyl radical, solvent, and dissociating H2O2+). Owing to 

the different extent of the protons scrambling in the solvent, the formation time of HO2° was 

seen to vary from 30 fs to 1 ps (the time at which the dynamics were stopped). The perspective 

part, hereafter proposes the use of time resolved experiments that could provide further 

information on the formation time of HO2° and its potential intermediates. 

 

2. The second objective of the thesis was to understand the interaction of soft X-rays with 

solvated biomolecules along with the following questions: 

 

 What is the interaction of soft X-rays with solvated biomolecules? 

The monitoring of these ultrafast processes, i.e. the direct interaction of the solutes with the 

soft X-ray photons, was possible using state-of-the-art liquid microjet X-ray photoelectron 

spectroscopy (XPS), at the PLEIADES beamline (SOLEIL synchrotron), along with 

complementary analysis using AIMD simulations. The biomolecule studied was a dipeptide, 

Glycylglycine (Gly-Gly), which is a model system to investigate the peptide bond that is present 

in all proteins. The amino acid, Glycine (Gly), was used as a reference system. The thesis 

focused on revealing the effects of solvation around the K-edge of nitrogen and carbon. These 

effects were observed by comparing the differences between the core-level spectra of the 

sample in the solid and the solvated phases. It was concluded that the solvation of the Gly-

Gly had more pronounced effects on the core energy levels of nitrogen than on those of 

carbon. The valence spectra of solvated Gly-Gly and Gly had two bands in lower ionization 

energy range (7 eV to 12 eV), one of which overlapped with the 1b1 water band, at 11.63 eV, 

indicating that no chemical shift occurred in the 1b1 water band for either of the samples 

despite the high solutes concentration. The photon-ionization threshold of solvated Gly-Gly 

and Gly was found to be 8.2 ± 0.2 eV and 8.6 ± 0.2 eV, respectively. Further understanding on 

events occurring after the X-ray absorption, and the eventual fragmentation, were not 
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addressed using the liquid microjet XPS study. However, in the perspective part, we highlight 

the preliminary results of various experimental techniques and theoretical AIMD simulations 

performed to study the radiation-induced fragmentation. 

 How is the large amount of energy given to the biomolecules dissipated? 

Thanks to DOS calculations (using AIMD simulations) and resonance studies (RAS and NEXAFS), 

we were able to identify three different regions. In the first region, the electronic states were 

localized on the solute (conventional participator/spectator Auger decays). In the second 

region, the occupied states had contribution from both the solute and the solvent. In the third 

region, the electronic states were localized only on water (with a probability to lead to 

resonant ICD). These results suggested that the solute was not present as a separate entity 

but was affected by its surrounding water molecules. Nevertheless, it should be noted that 

the interpretation of the resonance effects in some regions could be difficult due to the 

secondary electron contribution and the overlapping electronic states from the water and the 

solute. The results of the resonance studies further indicated that the resonant variation at 

the carbon K-edge was more prominent than at the nitrogen K-edge. The band gap 

measurements (calculated using the Tauc plot) provided further indication of orbital mixing 

of the solute and solvent as the band gap value of the solvated Gly-Gly was found to be 

intermediate of pure water and the solid phase Gly-Gly. However, these analyses did not give 

a lot of information on the ultrafast structural re-organization. We propose the use of 

theoretical calculations, in the perspective part, to access this information. 

Overall, the work presented in this PhD research demonstrated the significance of 

interdisciplinary approaches in addressing complex scientific questions. It emphasized on the 

importance of using advanced experimental and computational methods to gain a 

comprehensive understanding of chemical processes initiated by soft X-rays. The findings 

presented here contribute in expanding the existing knowledge in the field of radiation 

chemistry and hold the potential to impact diverse applications in medicine, biology, and 

materials science. 
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6.2. Perspective  

1. Our study of the interaction of soft X-rays with water raised new questions that we 

propose to address by the following strategies:  

 

 Under vacuum experiments: how to measure yields at lower photon flux? 

The in-air soft X-ray irradiation experiments to measure the yield of direct HO2° were possible 

using the high sensitive in-line detection system. However, this yield was found to be very low 

and therefore, it hindered us from performing experiments at photon energies corresponding 

to lower photon flux. We thereby propose to perform the measurements of such low yields 

by carrying out the soft X-ray irradiation experiments under vacuum, using the microfluidic 

cell, as its compatibility for under vacuum irradiations has already been tested.2 The 

advantage would be two-fold. First, the air gap between the exit window of the IRAD setup 

and the microfluidic cell window would be eliminated. Secondly, working under vacuum will 

eliminate the need of the exit window of the IRAD set-up. This would allow increasing the dose 

in the energy ranges, where the absorption of the X-ray beam in the air gap and the exit 

window is large. 

 XFEL time-resolved experiments: how to get information on the formation time scale 

of HO2°? 

The ultrafast dissociation of H2O2+ and its further recombination reactions was shown by AIMD 

to result in the formation of HO2°. We propose experiments at the XFEL facility to directly 

look at these fast processes, and thereby obtain the structural evolution snapshots of HO2° 

formation with time. In order to access these fast processes and to be confident that the yield 

of the target product is detectable, a source with high brilliance and ultrashort pulses is 

required. 

A proposal to perform the experiment using the soft X-ray branch at the European XFEL, was 

submitted and crossed the first selection panel. Specifically, we proposed two types of 

experiments at the XFEL. 

o Two color X-ray photoelectron spectroscopy: 

The first strategy was to perform two color X-ray photoelectron spectroscopy (XPS) studies at 

the SQS instrument, provided a liquid jet could be adapted on the line (figure 6.1). 
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The first soft X-ray pulse will be used as the pump, to create the core ionization of water 

molecules. The second soft X-ray pulse will be used as a probe, with a delay of a few tens of 

fs. Its energy will be higher than the initial pump by a few tens of eV, then apparition of new 

electronic bands will be monitored according to the delay between the two light pulses.  

Ideally, based upon the electronegativity of the species, the XPS peak for HO2
°, H2O2 or 

oxywater may appear both in the valence band and in the O K signal. 

 

Figure 6.1: Time resolved detection of the product formation (figure adapted from Ph. Wernet 

et al. 2015.) 

o Pump X-ray, probe UV-vis spectroscopy: 

 

Figure 6.2: Core-ionization resulting in the superoxide formation and solvated electron tracks. 

For longer time scale (up to nanoseconds), the spectroscopic studies can be performed at the 

SCS instrument, SASE3 branch. Here, we propose to utilize the XFEL soft X-rays as the pump, 

to create the core ionization of water molecules, and a synchronized time-delayed UV probe 

(266 nm, in the absorption band of superoxide), to monitor the process of recombination 

through a change in light transmission (see figure 6.2 and 6.3). Using the knowledge gained 

from our synchrotron measurements, we predict the optical density of superoxide to be 
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around 0.15 (Molar absorption coefficient of 1940 M-1cm-1 @260 nm) for 30 µJ pulse focused 

at 20 µm, on the liquid jet of 20 µm. 

   

Figure 6.3: Monitoring the superoxide production as a function of time. 

The expected observation window ranges from tens of fs (optical delay) to hundreds of ns 

(electronic delay) (figure 6.3). In order to detect this signal a fast photodiode (available at the 

beamline) will be used. In addition, we propose to also tune the optical probe at 800 nm (the 

laser fundamental) to probe the creation and dynamics of the solvated electron 

independently, in the ionization tracks (see figure 6.2), to obtain a complete picture of the 

system. This will enable us to understand the secondary electron track behavior4, 5, 8 providing 

complementary information to understand the reaction following the X-ray irradiation.  

 

2. Our study of the interaction of soft X-rays with solvated biomolecules raised questions 

about the analysis of the radiation induced fragments and re-organization. We propose 

to address them by the following strategies:  

 

 Near Ambient Pressure X-ray Photoelectron Spectroscopy (NAP-XPS): 

To further expand our study on the direct effects of soft X-ray irradiation and study the 

damage caused by radiation, we successfully performed some preliminary tests using the near 

ambient pressure XPS (NAP-XPS) technique. In these experiments, XPS spectra are recorded 

while the liquid sample is irradiated. From the first glance, the spectra, differ from those 

obtained using a liquid microjet. Moreover, the irradiation resulted in visible damage to the 

sample, as depicted in Figure 6.4 a and b. We could thus perform the radiation damage 

studies using the NAP-XPS technique and attain information on damage caused to the 

solvated biomolecules by systematically recording the spectra over time and by developing 

a robust protocol for carrying out the experiments and recovering the sample after it. 
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Figure 6.4: a) Comparison of the raw data of core-XPS of solvated Gly-Gly, recorded using NAP-

XPS (obtained at TEMPO beamline, SOLEIL) (with the darkest color representing first 

acquisition, then the lightest ones representing the two next consecutive acquisitions. Each 

acquisition takes ~40 s) and liquid microjet XPS (obtained at PLIEADES beamline, SOLEIL). For 

liquid microjet, the sample was irradiated in a fine jet that renewed the sample and avoided 

damage. For NAP-XPS, the sample was irradiated in droplet form. b) The different stages of 

the Gly-Gly droplet formation during NAP-XPS analysis. The powder was first placed in a 

sample holder (initial state). A droplet formed at a temperature of 284 K and a pressure of 6 

mbar (intermediate state), and XPS spectra were recorded. Finally, the droplet froze when the 

temperature went up and the sample could be recovered (final state) by stopping the vacuum. 
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 Coupling the microfluidic cell with in-line detection of radiation products: 

Capitalizing on the advantages of the microfluidic setup and its capability to be coupled with 

an in-line detection system, which was developed during the thesis, we conducted additional 

experiments using promising additional in-line detection techniques listed below.  

o Coupling with Electrospray ionization mass spectrometry-MS: 

We were successful in coupling the microfluidic cell with both the in-line UV cell and an in-line 

mass spectrometer (see figure 6.5). Thanks to this coupling, it was possible to record the 

characteristic structural changes for the WST 8 probe after reaction with superoxide (see 

chapter 3) and in addition to get the information on the different irradiation products 

(fragments) formed by reaction with other radiolytic species. For Gly-Gly, various irradiation 

products6 (succinic acid, aspartic acid and so on) have been reported in the literature that may 

be analyzed using the mass spectrometer used here.  
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Figure 6.5: a) shows the schematic and b) shows the experimental image of the successful 

coupling of the microfluidic setup with the in-line UV cell and in-line mass spectrometer at the 

Metrologie beamline XUV branch, SOLEIL synchrotron, by extracting the beam in air, using the 

IRAD setup; c) shows the raw data obtained via the in-line mass analysis for 10 mM Gly-Gly. 

The entire mass spectra was recorded during the analysis and for each mass (black curve), it 

was possible to follow the evolution of different masses with time (red, green and blue 

curves). 
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o Coupling with Gas permeable tubing: 

The irradiation of solvated Gly-Gly was shown to result in some gaseous irradiation products 

including free ammonia and carbon dioxide.7,8 This led to the development of an original in-

line gas analysis scheme. It consists of the introduction of a gas permeable Teflon tube9 (see 

figure 6.6 a) after the microfluidic cell, irradiated in vacuum,  along with a residual gas analyzer 

to measure the gases released upon irradiation. The preliminary tests performed at PLEIADES 

beamline show its successful coupling with the microfluidic cell (see figure 6.6 b). 
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Figure 6.6: a) The schematic of the commercially available gas permeable Teflon tube, 

permeable to certain gases; b) The coupling of the microfluidic cell with the Teflon tube. The 

upper panel shows the schematic and the lower panel shows the experimental image of the 

coupled setup; c) Raw data, variation in the intensity of a particular mass as a function of time, 

obtained from in-line RGA analysis. The time at which the beam was turned off (no irradiation) 

and on (irradiation) is indicated by green and red vertical lines, respectively.  

 TDDFT of solvated biomolecules: first steps towards modeling the dissociation of molecules 

after C-K shell ionizations: 

We present the first steps (femtosecond time scale) to understand the dissociation of Gly-Gly, 

when the ionization occurs at the carbon edge (removal of two electrons from the molecular 

orbital localized on the C=O bond of the peptide). The carbon edge was preferred to the 

nitrogen edge owing the importance of the RAS phenomena observed in chapter 5. The 14.4 

fs TDDFT dynamics of solvated doubly ionized Gly-Gly is presented in the figure 6.7.  
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Figure 6.7: 14.4 fs TDDFT trajectory analysis of solvated Gly-Gly: Two electrons are removed 

from the molecular orbital localized on the C=O of the peptide bond at t = 0. a) The variation 

in the bond angle (centered on the carbon of the peptide bond); b) the variation in the C=O 

bond length involved in the peptide bond and c) the variation in the distance of the H atom 

involved in the peptide bond with its parent N and the oxygen atom of the neighboring water 

molecule. The configuration of the molecule is shown at the start of TDDFT, i.e. at TTDDFT = 0 

fs, at TTDDFT = 6.4 fs and at TTDDFT = 14.4 fs. The water molecules that were hydrogen bonded at 

the start of the TDDFT analysis are shown, whereas all other solvent molecules are 

represented as dots; d) The time evolution of the kinetic energy of the oxygen and hydrogen 

atoms, involved in the peptide bond. 

The structure of Gly-Gly cis distorted during the TDDFT trajectory as the carbon atom involved 

in the peptide bond comes in the plane of the nitrogen atom of the peptide bond (see figure 

6.7 a), where all the three atoms (C-C-N) make an angle of almost 180° at 12 fs. The oxygen 

atom of the peptide bond leaves the molecule completely within few femtoseconds (see 

figure 6.7 b), with a charge of -0.4 e and with a kinetic energy of 4.6 eV by the end of 14.4 fs 

TDDFT trajectory. The high kinetic energy of the oxygen atom shows evidence of hot 

chemistry, similar to that observed in case of the water + °OH simulations. The H of the peptide 

bond starts to also leave its parent nitrogen with a kinetic energy of 1.2 eV, but bounces back, 

after interaction with a neighboring solvent water molecule, (see figure 6.7 c). The H is still 

partially bonded to the neighboring water and possesses a kinetic energy of 0.7 eV at 14.4 fs.  

We will switch from the TDDFT simulation to CPMD to see if the oxygen can be an additional 

source of ROS, and study this dynamics for approximately 1 ps. However, it would be 

interesting to probe the effects of electron removal from other molecular orbitals but the 

TDDFT simulations are very demanding as it took around 6 months to perform the 14.4 fs 

trajectory shown in figure 6.7. 

Therefore, simulations are currently under way on a smaller system, formamide, to 

understand specifically the effect of removing the electrons from different molecular orbitals 

around the O=C-N-H bond (see in appendix IV). 

These three developments (in line analysis and TDDFT) will be pursued after the end of this 

thesis. 
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Appendix I: Experimental approach for HO2° detection 

I.I. Code for treatment of data obtained via in-line UV analysis   

#Loading required pacakges 

import os 

from os import listdir 

from os.path import isfile, join 

import matplotlib.pyplot as plt 

import numpy as np 

import pandas as pd 

#loading data from folder 'Data path' 

#making a copy of raw data in folder 'Format path' 

#Writing the output file after treatment in the folder 'Write path' 

DATA_PATH=r".\Data path\OD2" 

FORMAT_PATH=r".\Format path\OD2" 

WRITE_PATH=r".\Write path\OD2" 

pathfname = DATA_PATH 

pathformat = FORMAT_PATH 

fnamelist = [r"...._"] 

#list of the files present 

fnamelist = [f for f in listdir(pathfname) if isfile(join(pathfname,f))] 

for fname in fnamelist : 

    with open(os.path.join(pathfname,fname)) as fin, open(os.path.join(pathformat,fname), 'w') as 

fout: 

#In each file, the comma is replaced by a dot 

        for line in fin: 

            fout.write(line.replace(',', '.')) 

    print(fname) 

#While recording, each file is saved with a similar format to read them easily 

fname_format = r"WST8_oxic_OD2_QEP033341__{one:01}__{two:05}.txt" 

#the three parameter, 'a', 'b' and 'c', vary depending on the files present in the folder 

a=0 

b=524 

#c is the last numbers of the first file minus 'a'  
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c=(400-a) 

fnamelist = [fname_format.format(un = i,deux = i+c) for i in range(a,b)] 

#Creating empty list  

evolution=[] 

time=[] 

i=0 

#skipping first 14 rows, which is the header of Oceanoptics file 

for fname in fnamelist : 

    i=i+1 

    data = np.loadtxt(os.path.join(pathformat,fname), skiprows = 14) 

    data = data[data[:,0].argsort()] 

#evolution list can be changed depending on the data treatment required   

#Here the evolution list has the relative intensity 

    y=data[362,1]/data[815,1] 

    evolution.append(y) 

    time.append(i*20) 

#Plotting the evolution as a function of time 

plt.plot(time,evolution, label='evolution at 460nm') 

plt.xlabel(r"time (s)") 

plt.ylabel(r"Delta intensity 460nm/800nm") 

plt.legend() 

plt.tight_layout() 

plt.figure() 

plt.show() 

txt_to_write = [time, evolution] 

#writing the file in text format   

outfname = r"OD1_all.txt" 

print(len(evolution)) 

print(len(time)) 

with open(os.path.join(WRITE_PATH,outfname), 'w') as fout: 

    for i, j in zip(np.arange(0, 1028), np.arange(0, 1028)) :   

        fout.write(str(time[i]) + "\t" + str(evolution[j]) + "\n") 
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I.II. Dose-response curves  

The dose response curves for three different conditions of the chemical detection system are shown 

in the figure A.1. These curves correspond to the irradiation using the gamma source with the dose 

rate of 5.5 Gy/min. The figure depicts that absorbance increases linearly as a function of dose 

delivered to the sample, indicating large amount of WST8 probe is reduced to its formazan 

product. Additionally, the absorbance is higher when the irradiation is carried out in oxic 

condition, when compared to the anoxic WST8 irradiation or anoxic irradiation with 

superoxide dismutase (SOD). These differences are discussed in detail in chapter 3. 

 

Figure A.1: The three dose response curves corresponding to oxic WST8 (orange curve), anoxic 

WST8 (blue curve) and anoxic WST8 with SOD (yellow curve). The concentration of WST8 and 

SOD is 300 µM and 0.62 µM, respectively. 

I.III. Hydrodynamic resistance 

The modified cell design was used in the microfluidic set-up (explained in chapter 2). Along 

with the microfluidic cell, the different components present in this setup offer a resistance (or 

friction) to the flowing sample, referred to as the hydrodynamic resistance. It is therefore 

crucial to quantify this resistance to determine the flowrate of the sample. This is because the 

flowrate determines the time that the sample will remain exposed to the beam. If the flowrate 

is slow, the solution will spend more time in front of the beam and therefore the dose will 

increase. The resistance of the microfluidic channel can be calculated using equations A.1 and 

A.2, for cylindrical Teflon or PEEK tubing and for a rectangular channel in the microfluidic cell.1 
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𝑅ℎ =
8µ𝐿

𝜋𝑟4
       A.1 

𝑅ℎ =
12µ𝐿

[1−0.63(ℎ 𝑤⁄ )]𝑤ℎ3
      A.2 

Here, Rh is the hydrodynamic resistance experienced by the fluid of viscosity µ, in the 

cylindrical tubing in the microfluidic channel with length L and radius r.  w and h correspond 

to the depth and the length of the microfluidic cell. For each sample that was used during the 

irradiation experiment, the viscosity was determined using the Ostwald viscometer. These 

values were then used to determine the Rh for the different samples. 

Thereafter, using the resistance measurements, the Poiseuille equation (equation A.3) was 

used to determine the flowrate of a given sample at different pressure. The calculated 

flowrate as a function of pressure is given by the black curve in figure A.2, for a 300 µm WST8 

solution flowing through the microfluidic channel.  

∆𝑃 = 𝑅ℎ𝑄      A.3 

We also recorded the flowrate of 300 µM WST8 solution, using the flowmeter placed at the 

exit of the microfluidic cell, as a function of changing the inlet pressure (see blue curve in 

figure A.2). It was also observed that the resistance to the flowing sample increased over time. 

This increase in resistance is attributed to a contamination in the microfluidic channel, caused 

by the flowing sample. Consequently, after an exhaustive usage of the microfluidic cell, a 

higher pressure is now required to maintain the same flow rate (see figure A.2). 

The bypass in the microfluidic set-up offers a low hydrodynamic resistance. This path is used 

for periodic cleaning of the microfluidic channel, after each sample irradiation.  
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Figure A.2: The calculated and the measured flowrate of a 300 µm WST-8 solution flowing 

through the cell in the microfluidic channel, as a function of the applied pressure. The 

measured flowrate decreases, at a given pressure, as the time of use of the cell increases. 

It is important to emphasize that the issue of contamination is more pronounced in the case 

of cytochrome C due to its tendency to aggregate. This aggregation poses a challenge for using 

the microfluidic setup for extended periods, and therefore, the use of Cyt C as a potential 

probe for superoxide was disregarded.  

As the hydrodynamic resistance changes for each sample (depending upon its viscosity and 

density of the sample), the flow units were calibrated for the sample, to have an accurate 

flowrate measurement. To do so, at a given pressure, the flowrates recorded by the flow units 

were compared with the flowrates calculated by the estimated the time (min) required for a 

given volume of sample (µL) to travel through the microfluidic channel. The ratio between the 

two flowrates, referred to as the feedback coefficient, is entered in the configuration panel of 

the A.i.O software, for each sample to correct for the discrepancy in the measured flowrates. 
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I.IV. Variation in SiPM signal as a function of flowrate 

Measuring the SiPM signal as a function of flowrate (Q) can indirectly provide evidence for the 

bulging of the membranes, although it did not allow quantitative measurements because the 

response of the SIPM was not linear.  

 

Figure A.3: Variation in the % SiPM signal as a function of the flowrate of the sample. The SiPM 

signal is normalized with respect to the SiPM signal of a static sample inside the microfluidic 

cell. 

It is observed that as the flowrate increases (by increasing pressure), the SiPM signal decreases 

because the volume of the sample in front of the beam increases as a result of bulging of the 

membrane (see figure A.3), reaching its limit of detection. 

 

 

 



Appendices  Page|240 
 

Appendix II: Modeling of H2O2+ using Ab-initio approach 

II.I. Python code to convert ‘gro’ files of Gromacs to readable format for CPMD 

package 

Code A.1: ‘gro’ to geometry file with distance and velocity in atomic units. 

#Loading the required packages 

import os 

import numpy 

import pandas as pd 

#This makes a list of all files with extension .gro  

#in the same directory as the python programm. Now we have the specific .gro file we want 

#This program can be run on multiple files simultaneosly 

a=213  

files = [f for f in os.listdir() if os.path.isfile(f)] 

print(files) 

files_all = [] 

for f in files: 

    temp = f.split('.')  

    if(temp[1] == 'gro'): 

        files_all.append(f) 

for i in range(len(files_all)): 

    df = pd.DataFrame(columns = ['Col_1', 'Col_2', 'Col_3', 'Col_4', 'Col_5', 'Col_6', 'Col_7', 'Col_8', 

'Col_9']) 

#column_2 is the element name here 

    F = open(files_all[i], 'r')  

#opens files in order 

    filename = files_all[i].split(".") 

    count = -1 

    flag = 0 

    with open(files_all[i]) as F: 

        Distance_conv=18.89726132885643067222711130708 # conversion from nm to au  

        Velocity_conv= 4.5710289243323441597334125394034e-4 #conversion from nm/ps to au 

        Box_size = 29.795878855047799933820653211213 # Box size from Angstrom to au 
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        for line in F: 

            count = count + 1 

            if(count == 0): 

                line1 = line 

            if(count == 1): 

                line2 = line 

            if(count >= 2): 

                temp = line.split() 

                 if(len(temp) == 9 and flag == 0): 

'Col_5': temp[4], 'Col_6': temp[5]}, ignore_index = True) 

                    df = df.append({'Col_1': temp[0], 'Col_2': temp[1], 'Col_3': temp[2], 'Col_4': 

float(temp[3])*Distance_conv, 'Col_5': float(temp[4])*Distance_conv, 'Col_6': 

float(temp[5])*Distance_conv, 'Col_7': float(temp[6])*Velocity_conv, 'Col_8': 

float(temp[7])*Velocity_conv, 'Col_9': float(temp[8])*Velocity_conv}, ignore_index = True) 

                elif(len(temp) == 3 and flag == 0): 

                    flag = 1 

    df = df.reset_index() 

    df.drop(columns = ['index'], inplace = True) 

    df.drop(columns = ['Col_1'], inplace = True) 

    #removes the column index, as inplace is true 

    #move all atoms 

    for i in range(a): 

        df['Col_4'][i]=df['Col_4'][i]+(0.5*Box_size) 

        df['Col_5'][i]=df['Col_5'][i]-(0.5*Box_size) 

        df['Col_6'][i]=df['Col_6'][i]+(0.5*Box_size) 

    #move water molecule 

    for i in range(a): 

        if df['Col_2'][i]=='OW': 

            if df['Col_4'][i]<0: 

                for j in range(3): df['Col_4'][i+j]=df['Col_4'][i+j]+Box_size 

            elif df['Col_4'][i]>Box_size: 

                for j in range(3): df['Col_4'][i+j]=df['Col_4'][i+j]-Box_size 

            if df['Col_5'][i]<0: 

                for j in range(3): df['Col_5'][i+j]=df['Col_5'][i+j]+Box_size 

            elif df['Col_5'][i]>Box_size: 
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                for j in range(3): df['Col_5'][i+j]=df['Col_5'][i+j]-Box_size 

            if df['Col_6'][i]<0: 

                for j in range(3): df['Col_6'][i+j]=df['Col_6'][i+j]+Box_size 

            elif df['Col_6'][i]>Box_size: 

                for j in range(3): df['Col_6'][i+j]=df['Col_6'][i+j]-Box_size 

#write in text file, in a way readable by CPMD package 

    with open(filename[0] + '_geometryfile.txt', 'w') as file: 

        for i in range(a): 

            if df['Col_2'][i]=='C'or df['Col_2'][i]=='CA': 

                                  file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} 

{df['Col_7'][i]: 27.12f} {df['Col_8'][i]: 20.12f} {df['Col_9'][i]: 20.12f} \n") 

        for i in range(a): 

            if df['Col_2'][i]=='N': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} {df['Col_7'][i]: 

27.12f} {df['Col_8'][i]: 20.12f} {df['Col_9'][i]: 20.12f} \n")        

        for i in range(a): 

            if df['Col_2'][i]=='O1'or df['Col_2'][i]=='O2' or df['Col_2'][i]=='O': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} {df['Col_7'][i]: 

27.12f} {df['Col_8'][i]: 20.12f} {df['Col_9'][i]: 20.12f} \n") 

        for i in range(a): 

            if df['Col_2'][i]=='OW': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} {df['Col_7'][i]: 

27.12f} {df['Col_8'][i]: 20.12f} {df['Col_9'][i]: 20.12f} \n") 

        for i in range(a): 

            if df['Col_2'][i]=='H1'or df['Col_2'][i]=='H2' or df['Col_2'][i]=='H3' or df['Col_2'][i]=='HA1' or 

df['Col_2'][i]=='HA2' or df['Col_2'][i]=='H': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} {df['Col_7'][i]: 

27.12f} {df['Col_8'][i]: 20.12f} {df['Col_9'][i]: 20.12f} \n")                  

        for i in range(a): 

            if df['Col_2'][i]=='HW1' or df['Col_2'][i]=='HW2': 

                 file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} {df['Col_7'][i]: 

27.12f} {df['Col_8'][i]: 20.12f} {df['Col_9'][i]: 20.12f} \n") 

#close the file after writing 

    file.close() 

    print('File created: {}'.format(filename[0] + '_geometryfile.txt')) 
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Code A.2: ‘gro’ to input file with distance and velocity in atomic units. 

#Load required packages 

import os 

import numpy 

import pandas as pd 

 

#This makes a list of all files with extension .gro  

#in the same directory as the python programm. Now we have the specific .gro file we want 

#This program can be run on multiple files simultaneosly 

files = [f for f in os.listdir() if os.path.isfile(f)] 

files_all = [] 

for f in files: 

    temp = f.split('.')  

    if(temp[1] == 'gro'): 

        files_all.append(f) 

for i in range(len(files_all)): 

     

    df = pd.DataFrame(columns = ['Col_1', 'Col_2', 'Col_3', 'Col_4', 'Col_5', 'Col_6', 'Col_7', 'Col_8', 

'Col_9']) 

#opens files in order 

    F = open(files_all[i], 'r')  

    filename = files_all[i].split(".") 

    count = -1 

    flag = 0 

    with open(files_all[i]) as F: 

        Distance_conv=10 # Conversion nm to Angstrom   

        Box_size = 15.7673 #Box size in Angstrom 

        for line in F: 

            count = count + 1 

            if(count == 0): 

                line1 = line 

            if(count == 1): 

                line2 = line 
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            if(count >= 2): 

                temp = line.split() 

                if(len(temp) == 9 and flag == 0): 

                    df = df.append({'Col_1': temp[0], 'Col_2': temp[1], 'Col_3': temp[2], 'Col_4': 

float(temp[3])*10, 'Col_5': float(temp[4])*10, 'Col_6': float(temp[5])*10, 'Col_7': temp[6], 'Col_8': 

temp[7], 'Col_9': temp[8]}, ignore_index = True) 

                elif(len(temp) == 3 and flag == 0): 

                    flag = 1 

#removes the column index, as inplace is true 

    df = df.reset_index() 

    df.drop(columns = ['index'], inplace = True) 

    df.drop(columns = ['Col_1'], inplace = True) 

    #df.drop(columns = ['Col_2'], inplace = True) 

    df.drop(columns = ['Col_3'], inplace = True) 

    df.drop(columns = ['Col_7'], inplace = True) 

    df.drop(columns = ['Col_8'], inplace = True) 

    df.drop(columns = ['Col_9'], inplace = True) 

 #move all atoms 

    for i in range(386): 

        df['Col_4'][i]=df['Col_4'][i]+(0.5*Box_size) 

        df['Col_5'][i]=df['Col_5'][i]-(0.5*Box_size) 

        df['Col_6'][i]=df['Col_6'][i]+(0.5*Box_size) 

#move water molecule 

    for i in range(386): 

        if df['Col_2'][i]=='OW': 

            if df['Col_4'][i]<0: 

                for j in range(3): df['Col_4'][i+j]=df['Col_4'][i+j]+Box_size 

            elif df['Col_4'][i]>Box_size: 

                for j in range(3): df['Col_4'][i+j]=df['Col_4'][i+j]-Box_size 

            if df['Col_5'][i]<0: 

                for j in range(3): df['Col_5'][i+j]=df['Col_5'][i+j]+Box_size 

            elif df['Col_5'][i]>Box_size: 

                for j in range(3): df['Col_5'][i+j]=df['Col_5'][i+j]-Box_size 

            if df['Col_6'][i]<0: 

                for j in range(3): df['Col_6'][i+j]=df['Col_6'][i+j]+Box_size 
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            elif df['Col_6'][i]>Box_size: 

                for j in range(3): df['Col_6'][i+j]=df['Col_6'][i+j]-Box_size 

# write the input file, add specific keywords            

    with open(filename[0] + '_inpfile.inp', 'w') as file: 

        file.write("*C_MT_BLYP  KLEINMAN-BYLANDER") 

        file.write("\n"+"   LMAX=P"+"\n") 

        file.write("   4" + "\n") 

        for i in range(386): 

            if df['Col_2'][i]=='C'or df['Col_2'][i]=='CA': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} \n") 

        file.write("*N_MT_BLYP  KLEINMAN-BYLANDER") 

        file.write("\n"+"   LMAX=P"+"\n") 

        file.write("   2" + "\n") 

        for i in range(386): 

            if df['Col_2'][i]=='N': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} \n")  

        file.write("*O_MT_BLYP  KLEINMAN-BYLANDER") 

        file.write("\n"+"   LMAX=P"+"\n") 

        file.write("   126" + "\n")                  

        for i in range(386): 

            if df['Col_2'][i]=='O1'or df['Col_2'][i]=='O2' or df['Col_2'][i]=='O': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} \n") 

        for i in range(386): 

            if df['Col_2'][i]=='OW': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} \n") 

        file.write("*H_MT_BLYP") 

        file.write("\n"+"   LMAX=S"+"\n") 

        file.write("   254" + "\n")         

        for i in range(386): 

            if df['Col_2'][i]=='H1'or df['Col_2'][i]=='H2' or df['Col_2'][i]=='H3' or df['Col_2'][i]=='HA1' or 

df['Col_2'][i]=='HA2' or df['Col_2'][i]=='H': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} \n")                  

        for i in range(386): 

            if df['Col_2'][i]=='HW1' or df['Col_2'][i]=='HW2': 

                file.write(f"{df['Col_4'][i]: 20.12f} {df['Col_5'][i]: 20.12f} {df['Col_6'][i]: 20.12f} \n") 
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#to_string() function is used to render a DataFrame to a console-friendly tabular output 

#Converting data frame to string 

# close the file after writing 

        file.write('&END') 

    file.close() 

    print('File created: {}'.format(filename[0] + '_inpfile' + '.inp')) 

 

II.II. Analysis of W322+ during 30 fs TDDFT dynamics 

The Kinetic Energy (KE) analysis of the H/H+, Ha and Hb, of the dissociating water molecule, 

W322+, is shown in the figure A.4. They lose part of their KE on collision with the oxygen atoms 

of their neighboring water molecules that accept a H bond, Oa and Ob, respectively at 6 fs. 

(The initial and the final geometry during the W322+ TDDFT dynamics is shown in chapter 4). 

 

Figure A.4: The oxygen atoms (Oa and Ob) gain KE after their collision with the Ha and Hb, at 

6 fs, during 30 fs TDDFT dynamics of W322+. 

The H/H+ of the H-bond donating water molecules around W322+, HD1 and HD2, leave their 

parent oxygen atom, OD1 and OD2, respectively. In this process, they acquire some KE and then 

a part of it is lost, as they collide with the O”, see figure A.5. This represents the hot atoms 

chemistry, triggered around the ionized molecule.  
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Figure A.5: Analysis of W322+: Variation in the charge and KE of HD1 (upper panel) and HD2 

(lower panel) dissociating from their parent oxygen and O”. 
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II.III. Analysis of the control system (64 H2O) 

The control system used in this work was a simulation box having 64 H2O. The Box size effect 

is very small for 32 water molecules box and can be neglected for 64 water molecules. The 

former is commonly used for studying liquid water using first principle study.2 The analysis of 

the control system, 64 H2O, was performed on the starting Geometry I (non-equilibrated °OH 

geometry), using both, LSD and no-LSD. The analysis resulted in the formation of H2O2 in most 

of the cases, as suggested in the literature3 or in the formation of OH radicals in liquid water, 

during the 1ps trajectory analysis.  
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II.IV. Additional tests for target system (°OH + 63 H2O) using protocol A  

As shown in section 4.2 of chapter 4, the protocol A with the shorter switch was tested for 

W422+, and the switch geometry with the dissociation bond length of around 1.5 Å was chosen 

as a suitable pre-dissociated switch geometry. This test was done for two additional dynamics, 

W282+ and W322+. The W282+ CPMD resulted in the formation of H2O2 with a hydroxyl radical 

(O”Hb) in its proximity, a Zundel ion and a hydronium ion in liquid water. W322+, on the other 

hand, resulted in the formation of HO2°, but by a three-step process. 

 

 

 

 Figure A.6: CPMD analysis of W322+: Protocol A applied to W32 in the non-equilibrated OH 

geometry, switched at shorter TDDFT switch time (3.3 fs): Complex (❶), H2O2 (❷) and the 

final product, HO2° (❸), formed along the 1 ps trajectory. The time of formation of the species 

is labeled in the graph of bond lengths (Å) variation as a function of time (ps) during the 1 ps 

trajectory. 
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The switch from TDDFT to CPMD corresponded to the (3.3fs) configuration, where O”Ha and 

O”Hb bonds were 1.53 Å and 1.43 Å respectively. At the start of the CPMD analysis, the Ha and 

Hb carry +1 charge, each, and bond to A1 and A2 (HO°), resulting in two positively charged 

species and simultaneously, one of the H-bond donor donates its H D1 to the O” resulting in an 

hydroxyl radical formation O”HD1. The +2 charge is delocalized in the simulation box having 

solvent water, HO° and O”HD1. HO° reacts with one of the solvent water molecules at 105 fs, 

when an O-O bond forms between them (see step 1 in the equations as well as in the figure 

A.6). One of the H from this complex hops to the adjacent water molecule, resulting in the 

formation of H2O2 (step 2 in the equations as well as in figure A.6). It is followed by the 

abstraction of a hydrogen atom from H2O2, by a hydroxyl radical (O”HD1) in the simulation box 

(step 3 in the equations as well as in figure A.6), resulting in a superoxide radical.   

°OH+[O”HD1]+{[62 H2O][H]}+2 
 {[HS1HS2OS-OH]}+[O”HD1]+{[61 H2O][H]}2+                  step 1 

{[HS1HS2OS-OH]}+[O”HD1]+{[61 H2O][H]}2+
 [HS1OS-OH]+[O”HD1]+{[61 H2O][2H]}+2            step 2 

[HS1OS-OH] + [O”HD1] + {[61 H2O][2H]}+2 
 [HS1OS-O] + {[62 H2O][2H]}+2                                step 3 

The species present by the end of 1 ps of the CPMD simulation are the HO2°, a zundel ion (H+ 

shared between two water molecules) and a hydronium ion in liquid water. 
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Appendix III: Spectroscopic studies of biomolecules in aqueous 

III.I. Nitrogen 1s XPS spectra 

The solid state N1s spectra of Gly-Gly has two peaks that are not very well resolved (see 

chapter 5). The best fit, shown in figure A.7, of the experimental spectrum was obtained when 

the width of the contribution at higher binding energy (Nitrogen of the terminal group, NH3
+) 

was larger than the other contribution. This could indicate that more than two components 

are present in the spectrum. 

 

Figure A.7: The N 1s spectra of powder sample of Gly-Gly, recorded using laboratory XPS. 

The fit is performed on CasaXPS.   

III.II. Expected energy shifts in the theoretical DOS values  

The theoretically obtained energy values via DOS calculations, for pure liquid water are shown 

in the table A.2. The different band of the pure liquid water, 1b1water, 3a1water, 1b2water and 

2a1water, are also shown in the first column of the table. These values are compared with the 

experimental values of pure water, reported in the literature.4,5 The difference between the 

theoretical and the experimental values is reported as the expected energy shift, in the last 

column of the table.  
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Table A.2: The expected shift of the theoretical values obtained from the comparison of the 

theoretical energy values from DOS calculations and the energy values from experimental 

water band present in the literature. 

MOs of water 

Theoretical value 

from DOS 

calculation 

Experimental B.E. 

for liquid phase5 

Expected energy 

shift 

1b1 3.2 11.2 8.0 

3a1 5.5 13.5 8.0 

1b2 8.9 17.3 8.4 

2a1 20.9 30.9 10.0 

 

III.III. Symmetry of molecular orbitals of Gly and Gly-Gly 

The sigma type symmetry, i.e. the orbitals lying in the plane of the molecule,6 at Region ‘X’ 

(just before the 1b1water band), for both the solutes (Gly and Gly-Gly), are shown in the figure 

A.8.  

 

Figure A.8: The symmetry of MOs on Gly and Gly-Gly. The contour value used to plot the 

orbitals is 0.2. For clarity, the water molecules around the solutes are not shown in the 

figure. 
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Appendix IV: TDDFT of solvated formamide 

The first steps towards modeling the dissociation of solvated formamide are presented in the 

table below. Since formamide is a smaller system, when compared to Gly-Gly, large number 

of starting geometries (with electrons removed from different molecular orbitals, MOs) can 

be investigated. The first column of the table A.3 depicts the energy of the Wannier orbital 

from which the two electrons are removed. The second column depicts the Wannier orbital 

localized on different sites on the formamide molecule, with the contour value of 0.2. The last 

column shows the final geometry by the end of TDDFT dynamics (time up to which the TDDFT 

is performed, so far, is written in the table with red). For clarity, only a few water molecules 

around the solute are presented, when they are involved in the dissociation. All other solvent 

water molecules are presented as crosses. The TDDFT dynamics that show the bond breaking, 

among the ones presented in the table below, are being continued. At a certain point, the 

dynamics will be switched to CPMD, for analyzing the picosecond timescale.  

Table A.3: TDDFT analysis of formamide by removing two electrons for a specific Wannier MO: 

The start geometry of formamide, at TTDDFT = 0 fs and the geometry after few femtoseconds of 

TDDFT trajectory (marked with red in the table). The MOs are plotted with the contour value 

of 0.2. The bond lengths are denoted in black in Å and the formation time of the species is 

denoted in red in femtosecond. 

Wannier 
MO (eV) 

Start Geometry End Geometry 

-2.62 

 
 

24 fs 
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-2.95 

 
 

15.6 fs 

-6.07 

 
 

24 fs 

-6.43 

  

15.8 fs 
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-7.87 

  

15.8 fs 

-9.95 

 

 

16.2 fs 
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-11.55 

  

15.7 fs 

-19.01 

 
 

24 fs 
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-21.70 

 

 

24 fs 
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anions, resulting from core-shell ionization upon exposure to soft X-rays, International 
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 Rajpal, A.; Huart, L.; Nicolas, C.; Chevallard, C.; Dasilva, P.; Mercere, P.; Politis M.F.; 

Guigner, J.-M.; Hervé du Penhoat, M.-A.; Renault, J.-P., Detecting superoxide radical 

anions, resulting from core-shell ionization upon exposure to soft X-rays, Miller Online 

Workshop on Radiation Chemistry organized by Miller Trust for Radiation Chemistry, 

Online, February 2022. 

 Rajpal, A.; Huart, L.; Nicolas, C.; Chevallard, C.; Dasilva, P.; Mercere, P.; Politis M.F.; 

Guigner, J.-M.; Hervé du Penhoat, M.-A.; Renault, J.-P., Detecting superoxide radical 

anions, resulting from core-shell ionization upon exposure to soft X-rays, 3rd 
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 Rajpal, A.; Huart, L.; Nicolas, C.; Chevallard, C.; Dasilva, P.; Mercere, P.; Politis M.F.; 

Guigner, J.-M.; Hervé du Penhoat, M.-A.; Renault, J.-P., Detecting superoxide radical 

anions, resulting from core-shell ionization upon exposure to soft X-rays, 2es 
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It should be noted that the distances shown in the figure are not with the sensitive surface of the 
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direction. 

 

Figure 2.9: a) Exploded view and b) assembled front view of the original microfluidic cell design with 
one Si3N4 membrane on the front silicon chip. The two silicon chips are packed between two PDMS 
gaskets that prevent leakage of the flowing sample. 

59 

Figure 2.10: Microfluidic set-up comprising of various microfluidic devices that allow to control the 
flow of sample through the microfluidic cell. The figure shows the two paths that the liquid can flow 
through, the microfluidic cell and the bypass. 

60 

Figure 2.11: Experimental setup to measure interference patterns on the bulging membrane of the 
microfluidic cell using an optical interferometer (smartWLI, Germany) with a 20X objective. b) Pattern 
of the fringes when the sample is not flowing (left) and when it is flowing through the microfluidic cell 
(right). 

62 

Figure 2.12: Schematic representation of integrating sphere (image on the right) and the diffuse 
reflectance measurements (measurement light is irradiated at 0°, on the sample), on the left, used for 
measurement of the UV-vis spectra in reflectance. Images are taken from Shimadzu’s website.29 

64 

Figure 2.13: Schematic of XPS setup with a hemispherical electron analyzer35 66 

Figure 2.14: a) NAP-XPS end station; b) Sample holder; c) Sample analysis using NAP lens of 0.3 mm 
aperture set-up at TEMPO beamline, SOLEIL synchrotron. 

69 

Figure 2.15: Schematic diagram (left) and experimental image (right) of the liquid jet XPS set-up at 
PLEIADES beamline to perform high-resolution spectroscopy of liquid samples 

70 

Figure 2.16: Secondary electron cut off spectra for 50 mM KCl solution before calibration (blue curve) 
and after calibration (black curve). The value of the work function obtained (before calibration = x and 
after calibration = y) from the fitting function is shown in by red curve. The reported spectra were 
recorded at the bias of -50 V (subtracted on figure). 

72 

Figure 2.17: The plot of potential energy (E) vs the interatomic distance (R) between two covalently 
bonded atoms. The harmonic potential (red curve) is a good approximation for the exact potential 
between two covalently bonded atoms (blue curve) around its minimum, in the vicinity of the 
equilibrium inter-atomic distance.75 It however does not allow the study of bond-breaking and bond-
forming. 

75 

Figure 2.18: Preparation of starting geometries (I, II and III) of the target system, prior to double 
ionization. The first step corresponds to the removing of a hydrogen atom from a water molecule to 
have a hydroxyl radical in liquid water and it is followed by the equilibration step of 1 ps, using BO 
MD. 

85 

Figure 2.19: The scheme shows two protocols, A and B, used in our study to understand the 
dissociation of a doubly ionized water molecule in proximity of an OH radical in liquid water. The 
scheme presents the analysis of the target system. The water molecules selected in the first and the 
second hydration sphere of °OH, to perform dissociation studies, are labeled in purple. The two 
protocols are explained using one of the scenarios under investigation, i.e. W42 as the dissociating 
doubly ionized water molecule. The OH dissociation length, labelled in protocol A and B corresponds 
to that at 3.4 fs after the TDDFT trajectory. 

89 

Figure 2.20: The parameters of the pre-dissociated water molecule, W42, selected for protocol B. 89 
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spectra). The yields reported in the figure are an average of 5 data points and their standard deviation 
is plotted as error bars. 
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Figure 3.6: Average yield (of five data points per condition) of the reduced probe (300 µM) focusing 
on the two irradiation conditions which enable determining the direct HO2° yield (among the six 
displayed in figure 3.3). The solutions were irradiated at 45 Gy, with a gamma source (5.5 Gy/min). 
The concentration of SOD and catalase were 500 times lower (0.62 µM). The error bars are standard 
deviation of the five data points for each condition. 

112 
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Figure 3.11: SiPM installed behind the cell, allowing the detection of transmitted beam, thanks to the 
scintillator that converts X-rays to visible light. a) Exploded view of the modified cell with the SiPM 
behind; Photograph of b) the cell support back (left) and front (right) made of PEEK, to support the 
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Figure 3.12: Attenuation of the SR beam in water (5 µl/min flow rate) resulting in a reduction of the 
SiPM signal (blue curve) when compared to the SiPM signal when the cell is filled with air (red curve). 
Both the signals are normalized with respect to the SiPM signal in air. The cell was translated 
horizontally, with steps of 0.05 mm in front of the exit window of the IRAD set-up (i.e. in front of the 
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the maximum of the red curve (channel filled with air) is 1. 

121 
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Figure 3.14: Schematic diagram of the UV detection cell having a Z-geometry. The cell has a PEEK 
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Figure 3.18: a) Pattern of the interference fringes when the sample is not flowing (left) and when it is 
flowing through the microfluidic cell (right) placed under the interferometer. b) 2D Image obtained 
from Interferometry representing the size of the membrane (1 mm x 0.3 mm) using a 10X objective 

131 



Page|266 
 

by placing the microfluidic cell directly under the interferometer, for a pressure applied of XX mbar. 
The color scale in the figure corresponds to the z axis of the 2D image. 

Figure 3.19: Deformation of the microfluidic cell's membranes, front and back, upon applying 
pressure for the sample to flow. Each reported values is an average of 3 data points, recorded at 
different times. 
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Figure 3.20: The decrease in the intensity of the beam when the distance between the microfluidic 
cell window and the exit window of the IRAD setup is increases. The minimum possible distance 
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(difference between the absorbance at 460 nm and that at 800 nm). The beam was periodically on 
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Figure 3.22: Yield of direct HO2° production resulting from the difference of the yield of the reduced 
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X-ray. 
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Figure 3.24: Evolution of the yield of indirect HO2° (green symbols)  as a function of photon energy 
and the MC simulation (black curve) results for superoxide.31 The uncertainties on each energy are 
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Figure 4.1: Systems of interest presented using a visualizing software, VMD.4 a) Target system with 
an OH radical in liquid water; b) Control system, with only water. For clarity, the surrounding water 
molecules are kept translucent. The dissociating molecule is presenting with purple annotations, the 
hydroxyl radical is presented with yellow annotations and for all other molecules black annotations 
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respectively. 
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Figure 4.2: Water molecules selected (W28, W32 and W42) in the first hydration sphere of HO°, in 
Geometry I, to perform the dissociation studies. The figure shows the distance (in Å) between the 
oxygen atoms of the dissociating doubly ionized water molecule and the hydroxyl radical, in the 
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Figure 4.3: W322+ fragmentation dynamics: a) W32 and its first hydration sphere at the onset of 
TDDFT trajectory, which was initiated by removing two electrons from the 1b1 MO of W32 and; the 
donating groups are shown with symbol D and accepting groups are shown with symbol A. One of 
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by the atoms (Ha, Hb, HD1, HD2) with considerable KE, during the 30 fs TDDFT trajectory, plotted 
with the initial geometry of oxygen (red spheres) and hydrogen (white spheres) atoms; c) Final species 
after 30 fs TDDFT analysis, involving two additional water molecules adjacent to the accepting groups. 
For clarity, the surrounding water molecules that do not interact during the analysis are not shown 
in the figure. 
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Figure 4.4: Analysis of W322+: Variation in the charge (in e) and KE (in eV) of a) Ha and b) Hb 
dissociating from their O” parent oxygen, and their respective distances with the neighboring oxygen 
atoms (in Angstrom). 
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Figure 4.5: CPMD analysis of W322+ after the switch from TDDFT: Formation of HO2° along the CPMD 
trajectory, evident from the variation in the bond lengths (in Angstrom). 
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Figure 4.6:  W282+ dynamics study of target system: The trajectory of Ha, Hb and HD1, hoping 
between different oxygen atoms. The hydroxyl radical (°OH) is present behind W28. For clarity, °OH 
and other solvent water molecules are not shown in the figure. The isovalue used for the density 
contour around the oxygen atoms is 0.5. The trace shows two regions, one where the atoms behave 
like protons (green trace), having a charge more than 0.85e in the vicinity of the oxygen atoms and 
the other where they behave like a hydrogen atom (pink trace), having a charge less than 0.45e. 

161 

Figure 4.7: Variation in the KE of Ha and Hb along the 30 fs TDDFT trajectory, for W42. 162 

Figure 4.8: W422+ dynamics: Path traced by Ha and Hb during the CPMD trajectory. The atoms O'', 166 
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Ha and Hb are represented as spheres and their positions correspond to the start of the CPMD 
trajectory. For simplicity, the trajectory is shown only for the first 24 fs and the neighboring water 
molecules are kept hidden. 

Figure 4.9: Protocol B applied to W32 in the non-equilibrated OH geometry: Initial geometry (❶), 
intermediate product (❷), H2O2, and the final product (❸), HO2. The time of formation of the 
species is indicated on the bottom left corner, in green, and is labeled in the graph of bond lengths 
(Å) variation as a function of time (ps) during the 1 ps trajectory. All the atoms apart from the 
dissociating water molecule and the °OH are assigned the subscript ‘s’ to denote that they belong to 
the solvent water molecules. 

168 

Figure 4.10: W422+ CPMD trajectory on the non-equilibrated OH geometry (geometry I) during the 
first 48 fs: Path traced by the Ha and Hb of the dissociating doubly ionized water molecule (W42) in 
the simulation box, using the protocol A and B. The bond lengths, O”Ha = 1.52 Å and O”Hb = 1.50 Å, 
labelled in the figure corresponds to the start of the CPMD trajectory. The white spheres represent 
Ha and Hb and red sphere represent the O”, at the start of the CPMD trajectory. For clarity, 
surrounding water molecules, present in the simulation box, are hidden. 
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Figure 4.11: The seven water molecules, labeled in purple, selected to study the interaction of a pre-
dissociated water molecule with its surrounding water molecules and a hydroxyl radical, labeled in 
yellow. Five of these water molecules are present in the first hydration sphere of the hydroxyl radical 
and the other two are far from the hydroxyl radical. 

171 

Figure 5.1: Chemical structure of a) Glycine and b) Glycylglycine, in their zwitterion forms. The 
nitrogen atoms are numbered in blue, starting from the N terminal and the carbon atoms are 
numbered in red, starting from the C terminal. 

180 

Figure 5.2: C1s XPS spectra recorded at 400 eV: Liquid-state XPS spectra of a) Gly (brown curve) and 
b) Gly-Gly (green curve) compared with their solid-state XPS spectra (black curves). The liquid-state 
(pass energy 50 eV) and solid-state XPS spectra (pass energy 20 eV) were recorded with a resolution 
of 0.32 eV and 0.35 eV, respectively. The peaks were fit using the line shape SGL(30) and the 
contribution from each spectral peak is shown (red, bottom scale) for the liquid-state spectra, with 
Tougaard background. The MC peak fit model simulation, a feature that is inbuilt in the CasaXPS, was 
used to check the quality of the fit. The peak fit model had negligible standard deviation for peak 
positions. 

182 

Figure 5.3: N1s XPS spectra recorded at 600 eV: Liquid-state XPS spectra of a) Gly (brown curve) and 
b) Gly-Gly (green curve) compared with their solid-state XPS spectra (black curve). The liquid-state 
(pass energy 50 eV) and solid-state XPS spectra (pass energy 20 eV) were recorded with a resolution 
of 0.32 eV and 0.35 eV, respectively. The peaks were fit using the line shape SGL(30) and the 
contribution from each spectral peak is shown (red, bottom scale) for the liquid-state spectra, with a 
linear background. The MC peak fit model simulation, a feature that is inbuilt in the CasaXPS, was 
used to check the quality of the fit. The peak fit model had negligible standard deviation for peak 
positions. 
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Figure 5.4: Secondary electron cut off spectra for a) 1 M Glycine (brown symbols) and b) 1 M Gly-Gly 
solutions (green symbols), at pH 7. The value of the work function obtained from the fitting function 
(red line) is shown in the figure.  The value obtained is found to be comparable to that obtained using 
the peak differences between the solid and liquid (see text). The reported spectra were recorded at 
the bias of -50 V (subtracted on each figures). 
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Figure 5.5: Liquid phase valence band spectra measured at 91.2 eV photon energy with a 10 eV pass 
energy for a) 50 mM KCl (blue), 1 M Gly (brown) and 1 M Gly-Gly (green), with the y-axis in logarithmic 
scale. The graph represents the intensity variation as a function of experimental ionization energy 
(eV) on the X-axis. The extrapolation of the slope of band ‘B’, b) for 1 M Gly and c) 1 M Gly-Gly, is 
represented with solid yellow line with 99% confidence bands shown in dotted yellow lines. The 
background of the curve is represented by solid red lines with 99% confidence bands shown in dotted 
red lines. 
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Figure 5.6: Density of states calculation for a system of pure water (dotted blue curve), Gly-Gly in 
water (solid green curve) and Glycine in water (solid brown curve). The peaks of pure water system 
are labelled by comparison with the data present in the literature.30 The computed DOS is 
normalized with respect to the number of electrons present in each system to have a reasonable 
comparison. The magnified image of the DOS (bottom figure) shows low intensity peaks belonging to 
the MO of Gly and Gly-Gly. 
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Figure 5.7: Solid state valence spectra of powdered Gly (brown curve) and powdered Gly-Gly (green 
curve). The spectra was recorded at the pass energy of 20 eV with a resolution of 0.35 eV. The binding 
energy is calibrated with respect to the gold Fermi level. 

192 

Figure 5.8: Kohn-Sham orbitals, computed at the regions of interest for a solute, Gly (left panel) and 
Gly-Gly (right panel), surrounded by water molecules in a simulation box (contour value: 0.05). For 
clarity, only a few water molecules around the solute are presented, only when they share a 
contribution in the electron density. The KS orbitals for the region ① are not shown as they majorly 
belonged to water. 

194 

Figure 5.9: The resonant studies for a) Gly and b) Gly-Gly, at the carbon edge. For both a and b, the 
upper panel shows the 2D resonant absorption map along with partial electron yield NEXAFS-like 
spectrum, near the carbon edge. The middle panel shows the RAS spectra at the resonance and off-
resonance (black curves). The lower panel shows the comparison between the solid-state valence 
spectrum (yellow curve) and the resonance spectra. The brown and green curves correspond to Gly 
and Gly-Gly, respectively. The maps were recorded at a bias of -50 V and the RAS spectra were 
recorded at a bias of -100 V, to eliminate the contribution from the gas phase around the cylindrical 
liquid jet. The vertical blue bars in the RAS spectra of Gly-Gly indicate photoelectrons generated by 
the higher order light. The red dotted bars correspond in maps and in spectra to specific regions 
detailed in the text. The binding energy values in solid-state spectra are referenced with respect to 
the Fermi level of gold. The energy scaling (x axis) factor in solid and liquid spectra corresponds to the 
work function of the sample (4.8 eV for Gly and 4.9 eV for Gly-Gly). 
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Figure 5.10: The RAS spectra of 1 M Gly at the resonance and off-resonance normalized with respect 
to the 1b1 state of water, to visualize the difference in the shape of the spectrum due to the 
resonance enhancement. The spectra were recorded at a bias of -100 V, to eliminate the contribution 
from the gas phase around the cylindrical liquid jet. 
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Figure 5.11: The resonant studies for a) Gly and b) Gly-Gly, at the nitrogen edge. For both a and b, the 
upper panel shows the 2D resonant absorption map along with partial electron yield NEXAFS-like 
spectrum, near the nitrogen edge. The lower panel shows the RAS spectra at the resonance energy 
and off-resonance (black curves). The Gly RAS spectra were recorded at the same resonance energy 
as Gly-Gly, as no resonance is observed in the 2D map of Gly. The brown and green curves correspond 
to Gly and Gly-Gly, respectively. The maps were recorded at a bias of -50 V and the RAS spectra were 
recorded at a bias of -100 V, to eliminate the contribution from the gas phase around the cylindrical 
liquid jet. It should be noted that the quality of normalization by the photon flux was much better 
than in the case of carbon, as the flux determination is more precise at the N edge. 

206 

Figure 5.12: Schematic band structure of liquid phase (left) and solid phase (right) a) Gly and b) Gly-
Gly. Both Gly and Gly-Gly behave as n type semiconductors, having electrons close to the LUMO 
(conduction band) and hence can be easily excited to LUMO. 

209 

Figure 5.13: Band gap determination for Gly and Gly-Gly in solid state (powder) (a and b) and in liquid 
state (c and d), using tauc plot. Gly is represented with brown curves and Gly-Gly is represented with 
green curves. The band gap is determined by the extrapolation of the slope, represented in solid black 
line, with 99% confidence bands shown in dotted black lines. The background of the curve, 
represented by horizontal solid black lines, with 99% confidence bands shown in horizontal dotted 
black lines. The plotted graphs are an average of three measurements each. 
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Figure 6.1: Time resolved detection of the product formation (figure adapted from Ph. Wernet et al. 
2015.) 

222 

Figure 6.2: Core-ionization resulting in the superoxide formation and solvated electron tracks. 222 

Figure 6.3: Monitoring the superoxide production as a function of time. 223 

Figure 6.4: a) Comparison of the raw data of core-XPS of solvated Gly-Gly, recorded using NAP-XPS 
(obtained at TEMPO beamline, SOLEIL) (with the darkest color representing first acquisition, then the 
lightest ones representing the two next consecutive acquisitions. Each acquisition takes ~40 s) and 
liquid microjet XPS (obtained at PLIEADES beamline, SOLEIL). For liquid microjet, the sample was 
irradiated in a fine jet that renewed the sample and avoided damage. For NAP-XPS, the sample was 
irradiated in droplet form. b) The different stages of the Gly-Gly droplet formation during NAP-XPS 
analysis. The powder was first placed in a sample holder (initial state). A droplet formed at a 
temperature of 284 K and a pressure of 6 mbar (intermediate state), and XPS spectra were recorded. 
Finally, the droplet froze when the temperature went up and the sample could be recovered (final 
state) by stopping the vacuum. 

224 
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Figure 6.5: a) shows the schematic and b) shows the experimental image of the successful coupling 
of the microfluidic setup with the in-line UV cell and in-line mass spectrometer at the Metrologie 
beamline XUV branch, SOLEIL synchrotron, by extracting the beam in air, using the IRAD setup; c) 
shows the raw data obtained via the in-line mass analysis for 10 mM Gly-Gly. The entire mass spectra 
was recorded during the analysis and for each mass (black curve), it was possible to follow the 
evolution with time (red, green and blue curves). 
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Figure 6.6: a) The schematic of the commercially available gas permeable Teflon tube, permeable to 
certain gases; b) The coupling of the microfluidic cell with the Teflon tube. The upper panel shows 
the schematic and the lower panel shows the experimental image of the coupled setup; c) Raw data, 
variation in the intensity of a particular mass as a function of time, obtained from in-line RGA analysis. 
The time at which the beam was turned off (no irradiation) and on (irradiation) is by green and red 
vertical lines, respectively. 
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Figure 6.7: 14.4 fs TDDFT trajectory analysis of solvated Gly-Gly: Two electrons are removed from the 
molecular orbital localized on the C=O of the peptide bond at t = 0. a) The variation in the bond angle 
(centered on the carbon of the peptide bond); b) the variation in the C=O bond length involved in the 
peptide bond and c) the variation in the N-H bond length involved in the peptide bond and O-H bond 
length involving the oxygen atom of the neighboring water molecule. The configuration of the 
molecule is shown at the start of TDDFT, i.e. at TTDDFT = 0 fs, at TTDDFT = 6.4 fs and at TTDDFT = 14.4 
fs. The water molecules that were hydrogen bonded at the start of the TDDFT analysis are shown, 
whereas all other solvent molecules are represented as dots; d) The time evolution of the kinetic 
energy of the oxygen and hydrogen atoms, involved in the peptide bond. 
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Résumé étendu en français 

Au cours du siècle dernier, les scientifiques ont essayé de comprendre l'interaction des 

photons avec la matière. Cela a conduit à une bonne connaissance des différentes gammes 

d'énergie des photons, y compris la lumière ultraviolette (UV), qui entraîne principalement 

des événements d'excitation, et les radiations électromagnétiques très pénétrantes (rayons X 

durs ou rayons gamma) qui produisent des traces d'ionisation éparses.  

Cependant, beaucoup de choses demeurent inconnues, en particulier en ce qui concerne les 

radiations peu pénétrantes et densément ionisantes, comme les rayons X mous (0,2 keV -          

2 keV, entre les UV et les rayons X durs). Mes travaux de recherche doctorale visent à combler 

partiellement cette lacune dans les connaissances actuelles sur l'interaction lumière-matière. 

Mon projet de recherche est particulièrement axé sur l'étude de l'interaction des rayons X 

mous avec, d'une part, de l'eau pure et, d'autre part, des dipeptides solvatés. Cette étude est 

réalisée à l'aide de méthodes expérimentales et théoriques. 

Les études expérimentales ont été menées à l'aide du rayonnement synchrotron X mou 

(synchrotron SOLEIL, France)sur trois lignes de lumière différentes, à savoir METROLOGIE, 

PLEIADES et TEMPO. Sur la ligne de faisceau METROLOGIE, des expériences d'irradiation 

d'échantillons d'eau liquide (à l'aide d'une cellule microfluidique) ont été réalisées ; tandis 

que, sur les lignes de faisceau PLEIADES et TEMPO, des études spectroscopiques 

( spectroscopie de photoélectrons X soit sur un micro-jet liquide, soit sur une goutte ) ont 

permis d'étudier l'interaction des rayons X mous avec le dipeptide solvaté.  

Des calculs théoriques sont effectués à l'aide de simulations de dynamique moléculaire ab-

initio, sur les supercalculateur Occigen (CINES), Jean-Zay (IDRIS) et MeSU (Sorbonne 

Université) en France. 

Les résultats de ma thèse de doctorat sont les suivants : 

1. Le premier objectif était d'étudier les effets indirects des rayons X mous, c'est-à-dire leur 

interaction avec l'eau pure, car l'eau joue un rôle crucial en radiobiologie. L'accent a été mis 

sur l'étude de la formation d'une espèce radicale (HO2°), qui proviendrait de la réaction du 

produit de dissociation d'une molécule d'eau doublement ionisée (produite après effet Auger, 
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à l'échelle de temps de la femtoseconde) avec son environnement, dans les traces d'ionisation 

denses. Outre la faible pénétration des rayons X mous, les rendements radicalaires dans cette 

gamme d'énergie sont extrêmement faibles. Pour surmonter ces limitations, une technique de 

détection de pointe ultra-sensible a été développé, et consiste en une cellule microfluidique 

couplée à une cellule de détection UV en ligne. Ces expériences ont été réalisées sur la ligne 

de faisceau de métrologie du synchrotron SOLEIL. Le rendement de HO2°, produit via la 

réaction O + OH → HO2° (voie directe), est égale à 0,0053 ± 0.0007 µmol/J à 1620 eV, proche 

de celui des ions lourds de haut TEL (200 keV/µm). Le rendement de HO2° par la voie indirecte 

(essentiellement par réaction des électrons aqueux avec l'oxygène moléculaire dissout) 

présente un minimum vers 800 eV et une augmentation abrupte vers 1300 eV. Des simulations 

AIMD sont également présentées pour comprendre le mécanisme de formation de HO2° au 

sein des traces d'ionisation denses générées par les X mous. Pour cela, l'évolution dynamique 

du système (H2O2+ proche d'un radical hydroxyle, immergés dans l'eau liquide), de l'échelle de 

temps de la femto à picoseconde, est modélisée en utilisant de simulations dedynamique 

moléculaire TD-DFT (Time-Dependent Density Functional Theory), suivie par des simulations 

de type Car-Parrinello ou Born-Oppenheimer, à l'aide du code CPMD. 

2. Le deuxième objectif de la thèse était de comprendre les effets directs des rayons X mous, 

c'est-à-dire leur interaction initiale avec les biomolécules solvatées. L'échelle de temps des 

effets directs est différente de celle des effets indirects, les premiers étant plus rapides. Pour 

étudier ces effets ultrarapides, des expériences ont été réalisées sur des biomolécules 

solvatées, à savoir un l'acide aminé (Glycine) et un dipeptide (Glycylglycine), afin d'étudier la 

liaison peptidique, en utilisant des techniques de spectroscopie de rayons X mous (XPS et XAS). 

Ces expériences sont possibles grâce à l'installation d'un micro-jet liquide sous vide sur la ligne 

PLEIADES du synchrotron SOLEIL. Les propriétés électroniques des biomolécules et la manière 

dont ces propriétés sont affectées par la solvatation ont été étudiées. Les résultats suggèrent 

que le soluté ne peut pas être considéré comme une entité distincte, mais que ses propriétés 

électroniques sont affectées par les molécules d'eau environnantes. L'effet de la solvatation 

de la glycylglycine est plus prononcé sur les niveaux de cœur de l'azote, que du carbone. Une 

contrepartie théorique, c'est-à-dire des simulations AIMD pour déterminer les différents états 

électroniques (Kohn-Sham) d'une biomolécule (glycine et glycylglycine) immergée dans l'eau 

liquide, permet d'interpréter les études de résonance des biomolécules solvatées.  



 


