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Résumé

L’informatique graphique est un domaine en pleine expansion, qui vise principalement à
produire du contenu visuel sur des supports numériques, pour des applications telles que les
effets visuels, les jeux vidéo ou la conception assistée par ordinateur. Un des objectifs de
la recherche en informatique graphique est d’améliorer le photoréalisme des objets et des
matériaux virtuels, ou d’animer des personnages et des phénomènes naturels de la manière la
plus réaliste possible. Néanmoins, malgré les améliorations considérables des performances
du matériel graphique ainsi que des avancées algorithmiques majeures au cours du temps,
certains phénomènes naturels restent extrêmement coûteux à simuler. Par exemple, capturer la
dynamique et les comportements complexes d’un fluide nécessite une quantité importante de
mémoire et de calculs. Cependant, les ressources sont limitées et la consommation d’énergie
est donc coûteuse en termes d’argent et, surtout, a un impact important sur l’environnement et
les vies humaines. Pour ces différentes raisons, de nombreuses recherches se sont concentrées
sur l’optimisation de ces simulations.

Plusieurs pistes ont été proposées et explorées pour améliorer les performances des sim-
ulations de fluides, qui sont animées par la résolution d’équations différentielles partielles
(EDP). Ces équations peuvent être extrêmement coûteuses à résoudre, en particulier dans le
cas des fluides où les EDP en question sont les équations de Navier-Stokes, fortement non
linéaires. Par conséquent, il reste particulièrement difficile de produire des écoulements de
fluides en temps réel à des résolutions élevées. Un sujet important, qui s’est développé à un
rythme sans précédent dans les années 2000, est l’utilisation de réseaux de neurones profonds
en conjonction avec des solveurs basés sur la physique afin de réduire le temps de calcul
pour la résolution de ces EDP. Cette approche basée sur les données s’est avérée efficace
pour imiter de tels solveurs (ou des parties de ceux-ci), par exemple pour recréer de très
petits détails tels que des gouttelettes. Dans cette thèse, nous explorons d’abord l’utilisation
de l’apprentissage profond pour créer un espace réduit dans lequel un solveur peut opérer à
moindre coût, tout en produisant des solutions de haute qualité. En effet, la plupart des travaux
antérieurs axés sur la réduction de dimension utilisent un échantillonnage linéaire traditionnel
pour réduire les degrés de liberté d’une simulation, et nous proposons d’autres espaces plus
pertinents, sans contrainte prédéfinie. Nous proposons ainsi un modèle qui permet de simuler
des écoulements turbulents à une résolution quatre fois supérieure à celle de l’entrée dans
chaque dimension, avec des performances d’exécution améliorées par rapport à un solveur
haute résolution. Ce modèle est présenté pour divers scénarios physiques et comparé à des
techniques traditionnelles.

En plus d’utiliser des modèles d’apprentissage profond pour réduire les degrés de liberté
d’une simulation, nous proposons de relier les communautés de la simulation basée sur la
physique et du traitement de la géométrie, afin d’améliorer les performances de l’animation
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de fluides. En géométrie, il est de plus en plus courant d’utiliser des opérateurs intrinsèques –
qui ne nécessitent pas de représentation 3D de la surface – car ils peuvent être plus robustes
que les opérateurs extrinsèques. D’autre part, un défi récurrent dans la simulation de fluides
est la gestion des interactions fluide-solide. En particulier, certains scénarios d’application
nécessitent de résoudre les équations de Navier-Stokes principalement sur la surface, alors que
certains modèles simulent l’ensemble du domaine 3D, ce qui est extrêmement coûteux. Partant
de ces observations, nous souhaitons utiliser les contributions récentes sur les opérateurs
intrinsèques pour simuler des fluides sur des surfaces 3D avec des coûts réduits. Nous nous
concentrons sur le modèle “smoothed-particle hydrodynamics” (SPH) qui est simple à mettre
en œuvre et dont les équations peuvent être étendues pour prendre en compte de nombreux
effets physiques, tels que les écoulements multiphases ou les interactions avec des objets
rigides. Pour adapter la formulation SPH aux surfaces 3D, nous proposons de rassembler
les voisinages des particules grâce aux géodésiques du plus court chemin, et de déplacer ces
particules de manière intrinsèque sur la surface. Tout cela est facile à mettre en œuvre sur
le GPU, ce qui permet de simuler des dizaines de milliers de particules sur divers maillages
triangulaires à une vitesse interactive. Nous présentons les effets typiques du SPH et nos
résultats sur de nombreux maillages, qui peuvent être non orientables ainsi qu’auto-intersectés,
pour des fluides aux propriétés physiques variées.

En résumé, dans cette thèse nous présentons plusieurs façons de réduire les coûts des sim-
ulations de fluides par l’utilisation de la réduction de dimension. Notre première contribution
utilise des modèles d’apprentissage profond, tandis que la seconde tire profit des recherches
récentes en matière de modélisation de la géométrie intrinsèque.



Abstract

Computer graphics is an ever growing field, which mostly aims at producing visual content on
digital media, for applications such as visual effects, video games or computer assisted design.
Part of the goal of research in computer graphics is to improve the photorealism of objects
and materials, or to animate characters and natural phenomena as realistically as possible.
Nevertheless, despite tremendous improvements in graphics hardware performance as well as
key algorithmic advancements over time, some natural phenomena remain extremely costly to
simulate. For example, capturing the complex dynamics and behaviors of a fluid requires a
significant amount of memory and computational resources. However, resources are available
in finite amounts, thus consuming energy is expensive in terms of money, and most of all has
an important impact on the environment and on human lives. For these various reasons, a lot
of research has been focusing on optimizing such simulations.

Several tracks have been proposed and explored over the years to improve the performance
of fluid simulations, that are typically animated by solving partial differential equations (PDE).
Such equations can be extremely costly to resolve, especially in the case of fluids where
the relevant PDEs are the highly non-linear Navier-Stokes equations. Therefore, it remains
particularly difficult to produce real-time fluid flows at high resolutions. An important subject,
that has been growing at an unprecedented pace since the beginning of the years 2000, is the
use of deep neural networks in conjunction with physics-based solvers in order to reduce the
computing time for solving PDEs. This data-driven approach has proven to be efficient in
mimicking such solvers (or parts of them) for example to recreate very small details such as
droplets. In this thesis, we first explore the use of deep learning to create a reduced space
in which a solver can operate with lower costs, while still outputting high-quality solutions.
Indeed, most previous works focusing on dimension reduction use a traditional bilinear down-
sampling operation to reduce the degrees of freedom of a simulation, and we propose other,
more relevant spaces, with no pre-defined constraint. We thus propose a model that enables
the simulation of turbulent flows at a resolution four times higher than that of the given input
in each dimension, with improved runtime performance compared to a high-resolution solver.
This is showcased for various physical scenarios, with comparisons to traditional techniques.

In addition to using deep learning models to reduce the degrees of freedom of a simulation,
we propose to create a bridge between the physics-based simulation and geometry processing
communities, in order to improve the performance of fluid animation. In geometry processing,
it is becoming more and more common to use intrinsic operators – that do not require a 3D
embedding of the surface – as they can provide more robustness than extrinsic ones. On the
other hand, one recurring challenge in fluid simulation is the handling of fluid-solid interac-
tions. In particular, some application scenarios require solving the Navier-Stokes equations
mostly on the surface, while some frameworks still simulate the whole 3D domain, which
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is extremely costly. Starting from these observations, we use the important contributions on
intrinsic operators for simulating fluids on 3D surfaces with reduced costs. We focus on the
smoothed-particle hydrodynamics (SPH) model, which is simple to implement and whose
equations can be extended to account for numerous physical effects, such as multi-phase flows
or interactions with rigid bodies. To adapt the SPH formulation to 3D surfaces, we propose to
gather the particles’ neighborhoods thanks to shortest-path geodesics, and to displace such
particles in an intrinsic manner on the surface. All of this is straightforward to implement on
the GPU, enabling the simulation of tens of thousands of particles on various triangle meshes
at interactive speed. We present typical SPH effects and showcase our results on numerous
meshes, that can be non-orientable as well as self-intersecting, for fluids with diverse physical
properties.

In summary, in this thesis we present several ways of reducing the costs of fluid simulations
by the use of dimension reduction. Our first contribution uses deep learning models to do so,
while the second one takes benefit from the discoveries in intrinsic geometry modeling.
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Chapter 1

Introduction

Figure 1.1: The simulation of natural phenomena is often used for entertainement purposes, for example
in movies. Here, a poster of the movie Elemental by Pixar representing the four natural elements is
shown.

11
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1.1 Context and challenges
Computer graphics is a rich and diverse field standing at the junction of Art and Science. Its
applications range from computer-aided design to biomedical imaging by way of animated
movies, visual effects (VFX) and video games. While it is easy to understand the usefulness
of Computer Science research in a field like biomedical imaging for example, one can wonder
how research can benefit artistic domains, such as animation or VFX. Nowadays, most artistic
projects are rendered on digital media or created, at least drafted, via digital tools. Creators
thus need to elaborate digital environments, such as a virtual scene with objects, characters,
lighting, etc. Therefore, computer graphics research can provide them with relevant tools,
which are usually designed in collaboration with them. Such tools can be created to answer
specific needs of artists, or to enhance their creativity by widening the range of possibilities
they are presented with. For that reason, part of the role of researchers in computer graphics
comes down to providing artists with responsive tools that are as lightweight and intuitive as
possible.

While there are probably as many artistic universes as content creators, most artistic
projects are based on a certain reality common to all. Moreover, if one wants people to identify
with their piece of art or story, to understand the intentions that they put in it, it needs to have
at least a few common features with reality. To that end, a lot of research projects focus on
reproducing real-world scenarios as accurately as possible, in environments that remain virtual.
The rendering community works on objects’ or people’s appearance, whereas the animation
community focuses on their movements or interactions. The latter is particularly important, as
an unusual physical behavior can quickly take the viewer out of immersion, especially if it
comes from a character that is supposed to mimic humans or animals.

Figure 1.2: Two scenes from the movie Frozen 2 by Disney show: (left) human, animal and imaginary
characters standing in a natural environment made of water, rocks and trees, and (right) a realistic
simulation of a dam burst.

Realistic animation consitutes a whole branch of computer graphics, comprising character
animation as well as physics-based simulation (Figure 1.1, Figure 1.2). The latter covers
an extensive range of phenomena, like rigid and deformable body dynamics, fluid motion,
or interactions between them. Physics-based simulations require solving partial differential
equations (PDE), which is done thanks to numerical methods that usually demand a lot of com-
puting power. Despite the exceptional advances in computing hardware since the beginning
of the 21st century, simulating natural phenomena at interactive speed with limited memory
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Figure 1.3: A typical 3D mesh is the Stanford bunny. Here, three different tesselations are used, from
the most (left) to the least (right) refined.

remains a challenging task. The ever increasing urge for high resolution details in applications
such as VFX and animation leads to computationally intensive simulations with high memory
footprints. For instance, Figure 1.2 - right shows a scene from Frozen 2 representing a dam
burst, releasing huge amounts of water that are colliding with the remaining structure of the
dam. This creates splashes and droplets that require a lot of resources to be animated at the
desired high resolution.

In this thesis, we specifically focus on the domain of fluid simulation, which is particularly
demanding in terms of computation because of the non-linearity of the Navier-Stokes equa-
tions. Indeed, modeling fluids, whether in liquid or gas form, entails solving these equations
numerically for structures than can be arbitrarily complex and challenging to resolve. To
tackle performance and resolution issues that arise from this complexity, one solution is to
reduce the dimensionality of the problem. To do so, lots of works have focused on data-driven
methods. Such methods can help circumvent the heaviest parts of the simulation, by either
replacing numerical solvers or parts of them by deep neural networks (DNN). For instance,
some works simulate the least costly parts of a liquid with a typical solver, while resolving the
high-frequency details (such as droplets) with a DNN, in order to make performance gains on
these very numerous and small details. Others on the contrary prefer to make approximations
on the low frequency areas of the simulation, and concentrate their computing power on
small-scale details to enable high-resolution realistic animation. It is also possible to replace
an entire solver by a DNN, or to train models that learn the super-resolution of fluids in order
to retrieve the details of a simulation made in a lower-resolution space.

In addition to fluids being extremely demanding in terms of computing resources, the
interactions between fluids and solids can be quite complicated to model in an accurate and
stable way. However, some problems involving such interactions do not require solving the
equations on the whole domain. Indeed, the region of interest can be at the surface of the
object, for instance when modeling viscous liquids such as paint or honey pouring or dripping
down a surface, or when simulating water flowing on a window. In this case, simulating the
whole 3D domain is not necessary, and restricting the computations to a surface can lead
to significant performance gains. In computer graphics, the most common representation
for objects is a triangle mesh (Figure 1.3) where the surface is represented as a set of 3D
triangles, made of vertices interconnected by edges. A surface can be described using either
an extrinsic or intrinsic approach. In the former there exists a 3D embedding of the surface,
where the vertices have world-space positions and the distances between them are calculated
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in the Euclidean space. The intrinsic description of a manifold 1 however does not require
a global coordinate system, as quantities can be measured exclusively on the surface. For
instance, distances between vertices in an intrinsic approach can be measured using geodesics,
which are lines following the surface and its curves. Geodesic distances are thus equivalent to
unfolding the mesh in a planar representation and applying Euclidean measurements there.
One simple analogy to the intrinsic approach is the use of cardinal directions in order to find
our way on Earth. These directions are defined in a 2D plane, making it easier to find our way
than using a 3D curved domain. We can easily guide ourselves in this local tangential plane,
in the same way as particles of a fluid can be displaced intrinsically on a surface.

1.2 Objectives and outline
In this thesis, we aim at using dimension reduction to make fluid simulation computationally
lighter than with traditional numerical solvers. In Chapter 2, we present technical notions
on fluid simulation, deep learning and geometry processing that we deem necessary to fully
understand the content of this thesis. We then detail in Chapter 3 the main contributions
introduced by these three communities over the years. In doing so, we wish to give more
context and perspective on our contributions.

Thanks to the breakthrough in deep learning technologies, numerous works have been
using deep learning with fluids, either for mimicking physics-based solvers that intend to solve
the Navier-Stokes equations, for transforming a simulation (e.g. using super-resolution), or for
simulating a specific part or feature of a fluid (e.g. droplets). Some works also focused on
using deep neural networks to simulate a reduced version of a fluid, or to correct the numerical
errors induced by such a reduced representation. In Chapter 4, we introduce a data-driven
model that aims at outputting a high-resolution fluid simulation from a unique low-resolution
frame, with minimal costs. To do so, we propose a deep neural network model that, when
applied together with a low-resolution differentiable solver, outputs frames in a dimension
four times larger than the input.

Our complete network, named ATO, is composed of three models that are trained together
and optimized for a joint goal. We first transform the initial frame in an unknown and physi-
cally unconstrained latent space, using an encoder network. A step of the solver is performed
on this latent state, and the next frame is adjusted to match the latent representation induced
by the encoder network. This process involving the solver and the adjustment network is
repeated multiple times to get a reduced solution. These reduced states are finally processed
by a state-of-the-art super-resolution model that is trained in conjunction with the encoder and
adjustment networks, in order to maximize the resemblance of the final approximated solution
to a high-resolution ground truth. We demonstrate the performance of our model in complex
physical scenarios, representing turbulent flows with various physical properties. We compare
our model to a high-resolution ground truth, as well as to state-of-the-art works that either
replace the reduced solver by a neural network, or correct the numerical errors brought on by
the low-resolution at which the solver is applied.

In Chapter 5, we wish to explore the intrinsic simulation of liquids on surfaces. The
smoothed-particle hydrodynamics (SPH) method has become a standard in the fluid simulation
community thanks to its flexibility and simplicity. On the other hand, intrinsic modeling has

1A manifold of dimension 1 is a curve, and a surface is a manifold of dimension 2. This notion generalizes to
dimension n.
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been getting more and more appreciated in geometry processing for the robustness that it
provides. Nonetheless, to the best of our knowledge no work has intended to link both yet. In
this chapter, we aim at building a bridge between these two communities by using the SPH
method on surfaces, thus restricting the simulation to a 2D domain in 3D space.

In SPH-based simulations, particles are equipped with scalar and vector quantities (e.g.,
density, pressure or velocity) averaged in local neighborhoods to compute the influence of
each particle on its neighbors. The particles’ motion is governed by Newton’s laws, and each
one of them can be treated in parallel, which makes it particularly interesting for real-time
simulation. Our model conceptually assumes that each particle sees its neighborhood through
a local logarithmic map on the surface and interacts with neighboring particles along shortest-
path geodesics, resulting in intrinsic SPH simulations on 3D surfaces. We optimize the two
canonical operators needed for this goal – neighborhood’s averaging and intrinsic particle
displacement – to obtain efficient parallel computations that cope with challenging inputs such
as self-intersecting and non-orientable surfaces with arbitrary boundaries. We demonstrate
the versatility of our approach by porting standard SPH-based effects, such as surface tension,
droplets or mixing fluids with different viscosities or masses. This leads to the simulation of
tens of thousands of particles at interactive speeds on high quality meshes.

We finally conclude this manuscript in Chapter 6 where we summarize our contributions
on dimension reduction for fluid simulation and animation. We also develop perspectives
opened by this thesis that we consider as interesting future works.
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Chapter 2

Technical background

In this chapter, we introduce some key technical elements in order to make the comprehension
of this thesis easier. We first focus on fluid simulation, detailing its governing equations and
the data structures and simulation frameworks that are typically used. We then introduce
important deep learning notions in order to correctly apprehend Chapter 4. Finally, we present
the geometry processing elements that we deem essential to fully comprehend Chapter 5. The
corresponding literature overview is given in the next chapter.

2.1 Fluid simulation

In this section, we first detail the fluid models and equations known as the Navier-Stokes
equations, and then present the numerical methods that have been introduced to solve them,
in particular the ones popularly used in computer graphics. In this thesis, we are particularly
interested in Newtonian fluid flows, i.e. fluids whose viscosity is not affected by shear rate;
water and air can be assumed of this type. In computational fluid dynamics, two different
specifications are commonly employed to model Newtonian fluids. In the Eulerian framework,
measures are made at fixed locations through which the flow is passing, whereas in the
Lagrangian one, measures are taken on moving physical parcels. In the following, we explain
how to animate fluids in both representations, which are illustrated in Figure 2.1.

Eulerian Lagrangian

Figure 2.1: Illustration of the Eulerian (left) and Lagrangian (right) specifications for fluids. The physical
quantities are measured on the blue dots.

17
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2.1.1 Definitions

Fluid flows are described by a set of physical quantities. These can vary depending on the
use-case scenario, but the following properties are most commonly used:

• The density ρ is defined as the ratio of the mass of fluid and its volume. It is expressed
in kg.m−3.

• The pressure p is the amount of force applied perpendicularly to the surface of an
element per unit area. It is expressed in kg.m−1.s−2.

• The viscosity µ of a fluid describes its resistance to deformation. It is expressed in
kg.m−1.s−1. The kinematic viscosity ν is sometimes used, with ν = µ

ρ
.

• Finally, the flow velocity or velocity field v is a vector field that represents the flow
direction and speed of an element of fluid at a certain position and time. It is expressed
in m.s−1.

Operators The following differential operators are commonly used for fluid simulation:

• The gradient of a scalar differentiable function f : Rn → R gives a vector field and is
written as ∇ f : Rn → Rn. It represents the direction and rate of fastest change of f , and
is expressed as:

∇ f =


∂ f
∂x1
...

∂ f
∂xn

 (2.1)

• The divergence of a vector field f , written as ∇ · f : Rn → R, represents the outgoing
flux of the vector field around the point where it is evaluated. It is expressed as:

∇ · f = ∑
i

∂ f
∂xi

. (2.2)

• The Laplacian of a twice differentiable scalar function f , written as ∇2 f : R→ Rn, is
given by the divergence of the gradient of this function. It is expressed as:

∇
2 f = ∑

i

∂ 2 f
∂x2

i
. (2.3)

• Finally, the material derivative of a vector field f (x, t) depending on both time and
position, in a flow that has a velocity v, is defined as

D f
Dt

≡ ∂ f
∂ t

+v ·∇ f

where ∇ f is the covariant derivative of f .
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2.1.2 Navier-Stokes equations
Fluid flows are modeled by partial differential equations (PDE) that describe their trajectories
and behaviors, and that ensure fundamental physical principles, i.e., the conservation of mass
and momentum, which are essential for their realistic simulation. Mass conservation means
that the difference between the mass entering and leaving the considered volume must be null,
as follows:

Dρ

Dt
+ρ(∇ ·v) = 0. (2.4)

In fluid mechanics the property of compressibility describes how much a considered
volume can see its density being modified under the action of pressure. For example, gaseous
fluids are easily compressible, whereas liquids are much harder to compress. In our case,
incompressible fluid flows are simulated. Their density being constant, Equation 2.4 can be
simplified as:

∇ ·v = 0. (2.5)

Newton’s second law of motion states that “The change of motion of an object is propor-
tional to the force impressed”. We describe this change of motion with the momentum of the
object, representing the product of its mass and velocity. We thus get the following equation
for fluids:

ρ
Dv
Dt

= f (2.6)

with f representing the forces applied to the fluid. f comprises pressure and viscous forces,
and typically includes external forces such as the gravity g. It can be written as:

f =−∇p+µ∇
2v+ρg

where p represents the pressure of the fluid and µ its dynamic viscosity.

In conclusion, joining the previous equations with Equation 2.5, the movements of fluids
can be described by the incompressible Navier-Stokes equations as follows: ρ( ∂v

∂ t +(v ·∇)v) =−∇p+µ∇2v+ρg

∇ ·v = 0
(2.7)

2.1.3 Eulerian fluid dynamics
In the Eulerian framework, physical properties such as density, pressure or velocity are
measured on grids, that can be collocated or staggered grids [49] (as illustrated in Figure 2.2).
In the former, the velocity vectors are stored at the cells’ centers, whereas they are stored on
the cells’ faces in the latter, making the computation of the divergence of a cell easier. In both
cases, the scalar variables are defined at the centers of the cells. These grids are given to a
numerical solver that aims at predicting the values of each physical field at the next time-step.
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Figure 2.2: Example of a grid in an Eulerian framework, showing that the velociy values can be stored
either at the cells’ centers (left) or on their faces (right).

Solving method Many numerical solvers have been created to try and resolve Equation 2.7
in an Eulerian framework. Among them, we use one popular algorithm which uses Chorin’s
projection method with an operator splitting scheme [29]. In this method, the velocity field
is first predicted by ignoring the pressure term −∇p of Equation 2.7, which is then used to
correct the predicted velocity in order to ensure divergence-free (Equation 2.5). First, the
physical quantities are initialized at grid points depending on the desired initial scenario. Then,
the following steps are usually executed, as described in the seminal work of J. Stam [140]:

1. Physical quantities are advected along the velocity field of the fluid,

2. External forces are applied,

3. Diffusion is applied to take viscosity effects into account,

4. The divergence-free condition is enforced.

The second step is straight-forward, but the three others have been at the heart of multiple
research works. The advection step (1) consists in transporting the physical quantities along
the velocity field of the fluid, including the velocity itself. This step is usually unstable if
solved using a naive approximation of the finite difference method, leading to the use of small
time-steps. Thus, the semi-Lagrangian method is popularly used for the advection, thanks to
its unconditionally stable algorithm. Let us consider a physical quantity A at a grid point xi at
time-step t. We first imagine that we have a particle p at this location, and compute the position
x where it would have been at the previous timestep t −∆t in a Lagrangian representation. We
know the values of A at grid points at this time-step, because they have been set at the previous
simulation step. We can thus retrieve A(x, t −∆t) by a simple interpolation of these values.
Since we consider that p was advected from x to xi without changing its physical properties,
we get that A(xi, t) = A(x, t −∆t).

Then, the diffusion step (3) consists in solving the viscosity term µ∇2v of the PDE. It
is possible to discretize the diffusion operator and use an explicit time-stepping scheme, as
follows:

vt+1 = vt +ν∆t∇2vt,

but it can suffer from numerical instabilities if the viscosity coefficient or time-step size is too
large or if the density is too small. This can be addressed by using an implicit scheme, which
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leads to a sparse linear system that can be solved using an iterative linear system solver:

(I −ν∆t∇2)vt+1 = vt.

Finally, the most expensive step in fluid solvers is the projection step (4), which consists in
ensuring that the fluid is divergence-free, as the previous steps may have created undesirable
behaviors. Indeed, the velocity obtained after the diffusion step is usually not divergence-free,
and needs to be projected into a divergence-free field, by using a pressure field that is retrieved
from the Poisson equation thanks to an iterative linear system solver:

vt+1 = v∗t − ∆t
ρ

∇pt+1

∇2 pt+1 = ρ

∆t ∇ ·v∗t

where v∗ represents the intermediate velocity field that was predicted without accounting for
the pressure forces.

Boundary conditions The steps that are described above are performed in a simulation
domain; thus, it is essential to define boundary conditions. Mainly two types are considered:
Dirichlet and Neumann boundary conditions. The choice of the boundary conditions depends
on the use case. For instance, we might want a flow to evolve in a box that is opened at one
side but closed on the others. Accordingly, we may apply a Dirichlet boundary condition for
the velocity, setting the velocity values at the closed sides to zero such that no flux through
the boundary is allowed. On the other hand, we may apply a Neumann boundary condition
for the pressure in the Poisson equation, setting the pressure gradient at the boundary to zero
such that no pressure difference is allowed. Additionally, a periodic boundary condition can
be considered such that the one side of the domain is connected to the other side.

2.1.4 Lagrangian fluid dynamics
In the Lagrangian specification for fluids, physical quantities are measured on individual
parcels. In this framework, the Navier-Stokes equations (Equation 2.7) can be considerably
simplified. Indeed, since we measure physical properties on the fluid parcels that we follow,
the material derivative of the velocity is equivalent to the simple time derivative:

Dv
Dt

≡ dv
dt

.

Therefore, if we regroup the pressure, viscosity and external forces in a single term

f := fpressure + fviscosity + fexternal , (2.8)

Equation 2.6 gives for the update of the velocity field:

dv
dt

=
f
ρ
.

In this thesis, we focus on a specific method to simulate Lagrangian fluids, namely
smoothed-particle hydrodynamics (SPH) [98]. This technique relies on a set of equations
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that enable the interpolation of physical quantities anywhere in space. In the following, we
describe the most basic SPH method for 2D domains. We note that this SPH formulation does
not allow for the simulation of incompressible fluids and can lead to a poor approximation and
unstable simulations. Therefore we refer the reader to Chapter 3, Section 3.1 for a presentation
of more recent and better approximations.

Let A denote a scalar quantity that we wish to measure, such as density. The value of A is
stored for each particle, and it can be evaluated at any given position x by taking a weighted
average of its value at neighboring particles in a radius h, with a weighting kernel Wh. These
particles contribute depending on their position x j, their mass m j and their density ρ j, as
follows:

A(x) := ∑
j

m j

ρ j
A(x j)Wh(x− x j). (2.9)

If a quantity A has to be differentiated with respect to space, as it is the case for example to
compute some forces, only Wh in Equation 2.9 is differentiated, as follows:

∇A(x) := ∑
j

m j

ρ j
A(x j)∇Wh(x− x j)

or
∇

2A(x) := ∑
j

m j

ρ j
A(x j)∇

2Wh(x− x j).

With these equations, we can compute the different components of the force term described
in Equation 2.8, making sure that the particles have a symmetrical influence on each other as
described by Netwon’s third law. Firstly, if we used this equation in a straightforward manner
to define the pressure force −∇p applied to a particle i by its neighborhood, we would get

fpressure
i := ∑

j
m j

p j

ρ j
∇Wh(xi − x j)

which would not give the desired symmetrical behavior. Thus, it is made symmetrical by using
the average of the particles’ pressure, and it can be expressed as:

fpressure
i := ∑

j
m j

p j + pi

2ρ j
∇Wh(xi − x j). (2.10)

Similarly, the viscosity force µ∇2v applied to a particle i is expressed as:

fviscosity
i := µ ∑

j
m j

vj −vi

ρ j
∇

2Wh(xi − x j). (2.11)

Finally, the surface tension can be estimated as an additional force. It models how liquids
occupy the minimal area possible when interacting with air for example. First, the surface
normal is estimated as:

n := ∑
j

m j

ρ j
∇Wh(xi − x j)
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Figure 2.3: The three kernels W de f ault , W pressure and W viscosity (thick lines) that are typically used for
SPH simulations are shown along their gradients (thin lines) and Laplacians (dashed lines).

and its divergence represents the curvature of the surface. The surface tension is thus described
by the following equation in the SPH framework:

fsur f ace
i :=−σ

n
|n| ∑j

m j

ρ j
∇

2Wh(xi − x j) (2.12)

with σ a tension parameter.

Smoothing kernels Specific smoothing kernel functions can be used depending on the
desired quality, stability or performance. In this manuscript, we use the kernels from [101]
(shown in Figure 2.3) adapted for 2D as follows:

• The default kernel is:

W de f ault
h (r) :=

315
64πh8

{
(h2 − r2)3 0 ≤ r ≤ h
0 otherwise

• For pressure forces we use:

∇W pressure
h (r) :=

−45
πh5

x
∥x∥

{
(h− r)2 0 < r ≤ h
0 otherwise

where x is the vector pointing to the evaluation point from the center of the kernel, thus
∥x∥= r.

• For viscosity forces we use:

∇
2W viscosity

h (r) :=
45

πh5

{
h− r 0 ≤ r ≤ h
0 otherwise
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ALGORITHM 1: A typical step of the smoothed-particle hydrodynamics algorithm.

for each particle i do
compute neighborhood

end
for each particle i do

ρi = ∑ j m jWh(xi − x j)
pi = k(ρi −ρ0) with k the stiffness parameter

end
for each particle i do

Compute fi = fpressure
i + fviscosity

i + fsur f ace
i + fexternal

i
vi,t+1 = vi,t +

∆t
ρi
× fi

xi,t+1 = xi,t +∆t ×vi,t
end

Solving method In Algorithm 1 we describe one typical step of the most basic SPH method,
as proposed by Müller and colleagues in [101]. First, at each time-step the neighborhood of
the particles must be set. The neighborhood of a particle i at position xi is defined as all the
particles lying inside a circle of radius h (the kernel smoothing radius) and center xi. To find
the particles’ neighbors, hash tables are typically used to prevent going over n2 particles at
each step (with n the total number of particles). Particles are usually sorted spatially, and only
the ones inside a restricted bounding volume are checked. In Chapter 5, we detail the specific
neighborhood structures that we employ for our intrinsic SPH implementation.

After the neighborhoods of the particles are set, we can compute the density and pressure
values of each particle thanks to Equation 2.9. We can then compute the forces acting on them
thanks to Equation 2.10, Equation 2.11, and Equation 2.12. Finally, the position and velocity
of each particle can be updated using a numerical integration scheme such as the Euler method.
The time step used for the numerical integration must obey to the Courant–Friedrichs–Lewy
condition as follows, to ensure convergence:

∆t ≤C× d
∥vmax∥

where C is called the CFL number (often set to 0.4 for SPH), d is the diameter of a particle
and vmax the maximum velocity of the flow.

Boundary conditions Finally, boundaries in SPH are in general handled using several layers
of frozen particles placed at the borders that are taken into account in the forces calculation,
but stay static during the simulation. This can cause some fluid particles to go through the
boundary, which has been tackled for example by Ihmsen and colleagues in [59] by using a
prediction-correction scheme.
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2.2 Deep learning
In Chapter 4, we present a hybrid method that interleaves deep learning with a physics solver.
In this section, we thus wish to introduce deep neural networks and how they work. We
first present the seminal multilayer perceptron model, and then introduce the widely used
convolutional neural networks. A more thorough review of the literature in deep learning
methods is presented in Chapter 3.

2.2.1 Multilayer perceptron
Deep learning is a branch of machine learning, itself being a subdomain of artificial intelligence.
The goal of machine learning algorithms is to make decisons in an autonomous fashion, aiming
at the achievement of a specific task, which can be for example classification, segmentation or
content generation. A subclass of these algorithms are neural networks, which are composed
of layers of neurons that are stacked together. Each neuron can be activated under certain
conditions, which will influence the output of the algorithm. The particularity of such networks
is that they are capable of distinguishing data that is not linearly separable. These neural
networks operate by first learning features from very large amounts of data in a training phase,
in order to then extrapolate from other inputs at inference time.

The first neural network model was introduced in 1958 by Rosenblatt [121], and was
composed of three layers of neurons: one input, one output and one intermediate hidden layer.
Later, other works proposed to use more than one hidden layer, giving birth to the multilayer
perceptron (MLP), of which an example architecture is shown in Figure 2.4. A neural network
is said to be a deep neural network (DNN) if composed of more than three layers.

Let us denote as x ∈ Rn the input signal received by a neuron, we can write its output as:

fθ ,b(x) = σ(θ T x+b) (2.13)

where θ ∈ Rn is the weight vector of the neuron, b ∈ R is its bias and σ is a non-linear
function called the activation function. The combination of neurons outputs a value that is

Figure 2.4: Example architecture of a multilayer perceptron with two hidden layers from [2]. The circles
represent the neurons.
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Figure 2.5: Example of convolutional layer. The kernel is applied to a small patch of the input image,
resulting in an output that has the same size as the input before padding was applied.

compared to a reference, thanks to a loss function. The parameters (weight and bias) of the
neurons are optimized during training, with the goal to minimize the average error between
the model prediction and the ground truth, over the training dataset. To run this optimization, a
backpropagation is performed over the network’s neurons. To that end, the stochastic gradient
descent (SGD), introduced in 1951 [118, 70] is generally used. This algorithm runs a gradient
descent iteratively to update the weights of the neurons, starting from a random initialization
of the parameters. This method, by introducing noise in the gradients’ estimation, prevents
getting stuck in local minima. Later, the now extensively used ADAM optimizer [75] has been
proposed, introducing momentum as well as a decaying learning rate to the SGD optimization
method, thus accelerating its convergence rate.

Finally, the activation functions play an important role in the network optimization. The
rectified linear unit (ReLU), defined as σ(x) = max(0,x), has been used extensively. However,
its null derivative for negative inputs led to “dying neurons” – i.e. neurons that are never
activated for a wide range of input values – during the backpropagation process. To that end,
the Leaky ReLU function has been introduced, defined as σ(x) = max(εx,x), with ε ∈]0,1[. It
presents the advantage of having a strictly positive derivative when its input is strictly negative.

2.2.2 Convolutional neural networks

In image processing, other types of DNNs are generally used, namely convolutional neural
networks (CNN). Indeed, although MLPs proved their efficiency in many fields, they are not
very well suited for large data such as images, for which they are unnecessarily heavy. For
that reason, Le Cun and colleagues introduced CNNs in 1989 [83]. These models rely on
convolutional kernels (of which an example is shown on Figure 2.5), which can be seen as
filters that are applied all over the input image, leading to the creation of feature maps. These
operations being fully differentiable, the typical training and optimization process described
above can be implemented. Since convolutions have the particularity of being translation-
invariant, these models are frequently used for their capabilities in detecting patterns and
redundancies in an image.

In order to account for the boundary of the input image, a padding is typically applied
before each convolution. The padded values can be zero, or they can be a repetition of the
boundary values. In some cases where periodicity or self-similarity need to be enforced, a
periodic padding can be implemented. Additionally from convolutions, pooling layers are
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Figure 2.6: Architecture of the U-Net model proposed by Ronneberger and colleagues in [120]. This
model is composed of an encoder, a decoder, and skip-connections concatenating feature maps from the
encoder to maps from the decoder. This figure was taken from [1].

commonly applied in CNN architectures in order to reduce the dimension of intermediate
feature maps. The most frequently used pooling layers are max-pooling and average pooling
layers, respectively keeping the maximum or average value in a given window. These are
particularly used when the network is expected to output a single value, for example for
classification algorithms.

In Chapter 4, the deep learning model that we propose is entirely composed of CNNs,
partly in the form of encoder and decoder networks. Such models, which can be seen as
a series of convolutional and pooling layers, are usually linked by a latent space. A latent
space, or latent feature space, is an embedding where elements are placed depending on their
resemblances. It is usually of lower dimensionality than the original input feature space. A first
typical example of encoder-decoder architecture is the autoencoder. An autoencoder comprises
an encoder that transforms the input data into a lower dimensional latent space, and a decoder
that aims at recreating the input from this latent representation. Such models are widely used
for text processing, as well as for image compression, denoising or generation applications.
Another famous encoder-decoder architecture is the U-Net model, first introduced for image
segmentation in biomedical imaging. In this model (of which an architecture is shown on
Figure 2.6), the dimension of the input is first reduced thanks to the encoder network, and the
encoded representation is then transformed back to the original input dimension, with the help
of intermediate skip-connections. These skip-connections concatenate intermediate feature
maps from the encoding phase to maps from the decoding phase, enabling the recovery of
compressed information.

Finally, encoder-decoder CNNs have been used extensively in the context of image
synthesis. Three architectures particularly stand out in this field, namely generative adversarial
networks (GAN), variational autoencoders (VAE) and diffusion probabilistic models Firstly,
GANs (first row of Figure 2.7) are composed of two neural networks: a generator, that learns
to synthesise high-quality outputs from a latent vector sampled from a normal distribution,
and a discriminator, that learns to distinguish between real and synthetic data. The loss of a
GAN is said to be adversarial because both elements are competing against each other. Such
models can be particularly difficult to train, because their goal is not to simply minimize
one loss. However, in cases where this adversarial training is a success, GAN architectures
allow for the generation of diverse, high-quality images. Secondly, variational autoencoders
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Figure 2.7: Coarse architectures of the GAN, VAE and diffusion models. This figure was taken
from [36].

(second row of Figure 2.7) have a typical autoencoder architecture, with the difference that
their latent space can be seen as a probabilistic distribution. Therefore, instead of mapping
the input data to a single point, the encoder of a VAE outputs the normal distribution of the
latent variable. This method is easy to train and leads to very diverse generation samples, but
often gives blurry outputs. Lastly, diffusion models (third row of Figure 2.7) are operating
in two phases. First, a forward pass is performed during which Gaussian noise is gradually
added to the input data, until it becomes white noise. Then, a neural network learns to remove
this noise in order to recover the original input, with the same number of steps as the forward
pass. Diffusion models are easy to train and allow for the synthesis of diverse and high-quality
samples. However, they are much slower to train than GANs or VAEs.
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Figure 2.8: Three manifold meshes are shown: (left) an orientable mesh of a sphere, (middle) a non-
orientable Moebius strip and (right) a non-orientable and self-intersecting Klein bottle.

2.3 Intrinsic geometry processing

In this section we introduce the technical tools that are necessary to correctly approach
Chapter 5, in which we apply geometry processing methods to fluid simulation. We first
describe how a mesh is typically represented, detailing the mathematical formalism that we
use in Chapter 5, and then present the algorithm that we base our work on to compute geodesic
distances.

2.3.1 Mesh representations

In computer graphics, surfaces are often represented by triangle meshes, which are composed
of triangles interconnected by their edges and/or vertices. If the neighborhood of every point
of a mesh is homeomorphic to a disk (or half a disk for boundary points), it is said to be
2-manifold. In this case, every edge is shared by at most two faces. To define if a mesh is also
orientable, we must:

1. define an order to enumerate the triangles’ vertices,

2. check that for each pair of triangles sharing an edge (i, j), i and j appear in opposite
order.

Such orientable meshes (see Figure 2.8 - left) represent real-life objects since they have a
clearly defined interior and exterior. However, in geometry processing, non-orientable meshes
also present interesting mathematical properties. In our case, interesting non-orientable
geometry would for example be the famous Moebius strip and Klein bottle, which is also
self-intersecting, showed in Figure 2.8 - middle and right.

In this manuscript we focus on meshes whose triangles are connected through the edges
only, and not through the vertices. We introduce the mathematical notations and geometrical
formalism that enable us to manipulate points and vectors on such surfaces, as needed for our
contribution on intrinsic fluid simulation.
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Figure 2.9: Triangle t = (t0, t1, t2), with eu := t1−t0 and ev := t2−t0

Canonical barycentric coordinates for positions and vectors We identify a 3D point p
on a surface S using the index t of the triangle on which p lies, along with its barycentric
coordinates (u,v) inside t = (t0, t1, t2) (see Figure 2.9):

p = t0 +u(t1−t0)︸ ︷︷ ︸
=:eu

+v(t2−t0)︸ ︷︷ ︸
=:ev

= (1−u−v)︸ ︷︷ ︸
=:α0

t0 + u︸︷︷︸
=:α1

t1 + v︸︷︷︸
=:α2

t2.

We define the 3D normal of an input triangle t as

nt =
Nt

∥Nt∥
, with Nt := eu × ev.

Given a 3D vector δδδ , we extract its tangential projection δδδ t on t by removing its normal
component:

δδδ t := (I −ntnT
t )δδδ .

Like for 3D positions, we associate tangent vectors with (δu,δv) coordinates inside t as(
δu
δv

)
=(ET

t Et)
−1ET

t δδδ t =: Ptδδδ t ,

with Et :=(eu|ev) ∈ R3×2

where Pt ∈ R2×3 allows expressing any 3D tangent vector in t as a combination of t’s edges:
δδδ t = δueu +δvev.

One can compute the (u,v) coordinates of a point p ∈ t as(
u
v

)
=: ct(p) = Pt(p− t0).

Using this simple formalism, translating a point p inside t can equivalently be performed in
3D or in (u,v) coordinates, as

ct(p+λδδδ t) = ct(p)+λPtδδδ t

as long as p+λδδδ t remains inside t – or equivalently:
0 ≤ u′ ≤ 1
0 ≤ v′ ≤ 1
0 ≤ 1−u′− v′ ≤ 1

, with (u′,v′) = (u,v)+λ (δu,δv).
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e

'

Figure 2.10: Transport of a vector δt1 from a triangle t1 to another triangle t2 thanks to Tt1t2 .

Trivial connections between adjacent triangles Given two adjacent triangles t1 and t2 shar-
ing an edge e (see Figure 2.10), we define f (t1; t2) = f (t2; t1) ∈ {−1;+1} indicating whether
they are oriented consistently or not (e.g., f ((a,b,c);(a,b,d)) =−1, f ((a,b,c);(b,a,d)) =
+1). Following previous work on trivial connections [116, 31], we define a rotation matrix
Tt1t2 mapping tangent vectors in t1 to tangent vectors in t2.

Tt1t2 :=B2BT
1 , with

B1 :=(e|nt1 |e×nt1) ∈ R3×3

B2 :=
(
e|n′

t2 |e×n′
t2

)
∈ R3×3

n′
t2 := f (t1; t2)nt2 .

This transport operation can be seen as (see Figure 2.10):

1. Rotating t2 along the shared edge e to align n′
t2 onto nt1 ;

2. Transporting δδδ t1 into the aligned t2;

3. Rotating t2 back to its original position, with the transported tangent vector.

Note that Tt2t1Tt1t2 = I as transporting vectors from t1 to t2, and immediately back to t1,
preserves them.

Using those notations, one can transport a vector from t1 to t2 in (δu,δv) coordinates using
the following 2D map:

Tt1t2 := Pt2Tt1t2Et1 ∈ R2×2

This map remains invertible as long as the two triangles are not degenerate (i.e., Rank(Et1) =
Rank(Et2) = 2), but it is no longer a rotation matrix in general.

2.3.2 Geodesic distances

A geodesic is a curve representing the shortest path between two points on a surface, and it is
often described as the generalization of a straight line on a manifold. Geodesics are used in
diverse fields – like physics, geography or computer graphics – for example to compute the
shortest path between the vertices of a triangle mesh. In this thesis, we choose the algorithm
proposed by Mitchell, Mount, and Papadimitriou (MMP) in [95] to compute geodesic distances
(i.e. finding the distance between points by following geodesics) on triangle meshes. An
example of geodesic paths and corresponding isolines from the paper of Surazhsky and
colleagues [143] using this algorithm is shown in Figure 2.11.
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Figure 2.11: Geodesic paths from a source point (orange) and corresponding isolines from [143].

Geodesic windows In order to find the geodesic distance between a source point p and any
other point of the mesh, the MMP algorithm starts by propagating geodesic windows from
p all over the mesh. To create these windows, we start from the triangle containing p and
unfold the geometry so that it becomes planar. In such a planar unfolding, the geodesic and
euclidean distances become equivalent. The geodesic window associated to a point p and an
edge e is described by a sextuplet (b0,b1,d0,d1,τ,σ) where b0 and b1 are the window’s start
and end positions along e, d0 and d1 are the geodesic distances from p to b0 and b1 and τ is
the direction perpendicular to e pointing away from p. σ is the geodesic distance between p
and a potential initial source, which we will clarify in the following. The geodesic window
associated to p and e represents the portion of e for which the accumulation of geodesics
giving the smallest total distance from p comes from the same planar unfolding (Figure 2.12).

The window propagation goes as follows:

• Given a window on an edge e and t the neighbor triangle towards which τ is pointing,
one can compute the propagation of this window on the two other edges of t. As shown
in Figure 2.13 this can be done using line-segment intersection operators. If the window
touches both facing edges then it generates two windows, one on each edge, as the
planar unfolding is different for the two neighboring triangles. This creates a possibility
to have as many as n2 windows for a single source point (with n the total number of
triangles). However, since windows not holding the smallest accumulated distance on
an edge are not propagated, the real number of handled windows is much smaller (see
[143]).

• This propagation mechanism admits a special case around saddle points q. Indeed, if
we sum the angles between the edges intersecting at q, the total can be more than 2π .
This creates a shadowing effect from the source, as described in Figure 2.13 - (d), since
no planar unfolding containing the source and q exist. Handling this case requires to
restart a propagation process from q, acting as an auxiliary source, inside the shadow. In
practice, this means that if a window has a saddle point q as an extremity, we propagate
extra windows in its shadow with q as a new source and σ increased by the distance
from the previous source to q.
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• When inserting a new window w on an edge, we compare it against accumulated
windows {w̃} and keep only parts of w and {w̃} that have the smallest distance to the
source.

• Implementing this method with floating point arithmetics leads to well-documented
numerical precision issues. We refer to [89] for a robust implementation.

The MMP algorithm starts from windows covering the three edges of the source triangle
and propagates in a breadth-first manner until convergence. In our implementation, we adopt a
conservative saddle point detection strategy, as false positives only degrade runtime or memory
performance, whereas false negatives result in wrong outputs. Once we have the geodesic
windows from a source point, we can compute the geodesic distance from the source to any
point covered by these windows, thanks to the given planar unfolding and the knowledge of d0
and d1.

σ

p

d0

d1

b1

b0

e
τ

Figure 2.12: A geodesic window [b0,b1] is associated with a common planar unfolding: the straight
dotted lines connecting (b0,b1) to the vertex p delimit an area (red) containing no other vertex. A
potential initial source can be present at a geodesic distance σ of p.

b0 b1 b0 b1 p

q

b1

(a) (b) (c) (d)

p

p

q

Figure 2.13: Vanilla window propagation cases (a) and (b) create one or two windows depending on
whether the opposing vertex is inside or outside the window. When a window touches a saddle point q
(c) two extra windows (orange) are created with the saddle point as source and σ ′ = d0 or σ ′ = d1. (d)
In this case, planar unfoldings (blue and orange triangles) around the saddle q lead to different realigned
positions of the primary source p, generating windows that do not reach each other. The hashed area is
the shadow of the saddle point.

We introduced some basic notions on fluid simulation, deep learning models and geometry
processing. In this thesis, we will first use deep learning models in conjunction with a fluid
solver in order to explore physical latent spaces for turbulent flow restoration. Then, we
will compute geodesic paths and distances on triangle meshes, to apply smoothed particle
hydrodynamics in order to simulate fluid flows on 3D surfaces.
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Chapter 3

Related work

In this thesis, we focus on the numerical simulation of fluids, which has been at the heart of
numerous research projects in the fields of computational fluid dynamics (CFD) and computer
graphics since the middle of the 20th century. A lot of different techniques have been proposed
since then, and we propose to present the most important and most used ones in this chapter.
Since our first contribution is a hybrid method using both fluid simulation and deep learning,
and the second one is using geometry processing, we introduce the necessary state-of-the-art
methods in these fields too.

3.1 Fluid simulation and animation
Fluid animation is a vast field, comprising many important methods that aim at reproducing
the behavior of fluids as accurately and with the least computations as possible. These methods
can be divided in three categories: Eulerian, Lagrangian and hybrid methods. In the following,
we present the main techniques proposed in these three categories. The technical details on
how to solve the fluid equations in each representation have been given in Chapter 2.

3.1.1 Eulerian specification

In the Eulerian specification, the physical quantities that describe the fluid flow are stored
on a grid. Harlow and Welch introduced the staggered grid as a data structure used for
their marker-and-cell (MAC) method [49], which proves to be very useful when solving for
incompressibility as it makes central differences more accurate. However, such grids have the
drawback of being static and not well suited for a flow that would not be equally distributed
over space, thus showing poor memory usage and performance. Sparse blocked grids have
been proposed to tackle this issue [23, 84, 104].

The solving algorithm associated to Eulerian frameworks comprises several steps (detailed
in Chapter 2) that evolved as new research propositions arose. Firstly, to circumvent the
unstability issues created by explicit advection schemes, Stam introduced the semi-Lagrangian
method to computer graphics in 1999 [140]. Since then, many works have been published to
improve the accuracy of this advection step. Kim and colleagues first proposed to apply the
“back and forth error compensation and correction” method (BFECC) to fluid advection in [71].
Selle and colleagues then presented an unconditionally stable Mac Cormack advection method
in [127]. Their method reduces the cost of BFECC while enabling second order accuracy and

35
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Figure 3.1: Results from “An Advection-Reflection Solver for Detail-Preserving Fluid Simulation” [164].
The top row was made using their advection-reflection step, whereas the bottom row used a typical Mac
Cormack advection-projection step [127]. The two vortices stay separated despite moving through each
other in the top simulation, contrary to the bottom one.

unconditional stability. Finally, Zehnder and colleagues introduced an advection-reflection
method in [164] (Figure 3.1). They proposed to replace the usual projection step, that tends to
uncorrectly dissipate energy at the end of each simulation step, by a reflection step applied at
mid-time, that preserves energy.

Secondly, the main challenge with solving the Navier-Stokes equations numerically is to
perform the incompressibility step in a reasonable amount of time. This is often equivalent
to solving a Poisson equation, that leads to a sparse, symmetric and positive-definite linear
system, which many optimization methods – such as the Jacobi or Gauss-Seidel methods
– can solve. However, these are usually not well-suited for real-time applications or tend
to show poor convergence, and are generally computationally intensive. Mac Adams and
colleagues proposed to use multigrids on irregular voxelized domains with a mix of Dirichlet
and Neumann boundary conditions in [94], in order to accelerate this projection step. On
the other hand, Setaluri and colleagues leveraged in [128] the acceleration structures of
graphics hardware to propose a novel data structure for cartesian grids along with adaptive
discretizations and solvers.

Eulerian schemes have several drawbacks, in particular when it comes to rendering the fluid
after its simulation. Such frameworks also suffer from sampling and conservation artifacts,
that can be addressed with adaptive sampling techniques [90] but remain complex and costly to
implement. Eulerian frameworks are also not well suited for dynamic boundary cases because
of their lack of adaptivity. To tackle these issues, some prefer the Lagrangian specification,
that relies on particles to represent the fluid flow.

3.1.2 Lagrangian specification

In Lagrangian representations of a fluid flow, the physical quantities that are measured and that
are advected by the flow velocity are stored on individual parcels. To simulate their movement
and interactions, the smoothed-particle hydrodynamics (SPH) method was proposed. It was
first introduced to the field of astrophysics [98], and then applied to the simulation of highly
deformable bodies by Desbrun and Cani [35]. It was finally extended to the animation of fluids
with free surfaces by Müller and colleagues [101].

Since then, various contributions have been made to enhance the SPH method. One
challenge when simulating a fluid with SPH is to ensure its incompressibility. Many global
pressure solvers – such as PCISPH [137], IISPH [60] and DFSPH [14] (Figure 3.2) – have
been proposed to improve the results from the original work of Müller, which struggled to
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Figure 3.2: State-of-the-art incompressible SPH simulations from “Divergence-Free SPH for Incom-
pressible and Viscous Fluids” (DFSPH) by Bender and Koschier [14].

reproduce incompressible flows. All of these solvers rely on a prediction-correction scheme,
where a temporary velocity field is predicted without accounting for the pressure forces. Then,
this velocity is corrected by enforcing its divergence-free and a constant density.

Secondly, many works have introduced different boundary handling methods. The most
popular one consists in creating additional particles that model the boundaries of the fluid
domain [59, 12, 11]. Some works employ a single layer of boundary particles while others use
multiple layers, and the sampling of the boundary can be uniform or non-uniform [3]. This
method presents the advantage of being very simple and direct to implement. However, it
can significantly decrease the runtime performance of SPH if too many additional particles
need to be sampled, and approximating the geometry of the boundaries with particles can
also introduce artifacts. To tackle these issues, implicit boundary approaches have been
proposed [15]. They do not model the boundary explicitly like previously but implicitly, using
signed distance fields [47] or regular grids [79]. Nevertheless, they require a pre-processing
step that can be very time consuming in the case of high-resolution grids.

Since SPH methods enable the simulation of many materials, the animation of multi-phase
fluids is quite straightforward in this framework. However, some precautions must be taken
when handling the interface between different types of materials. For example, if some
physical properties, such as rest density, are too different between the phases, it can create
undesirable behaviors and discontinuities. Several works have proposed to tackle this issue,
mainly by introducing a new density calculation [56, 136]. In this formulation, the density of
a particle is calculated as if all of its neighbors had the same physical properties as it has, so
that only the geometrical information is taken into account. This novel density can then be
used in the forces calculation, and it prevents the discontinuities that were observed otherwise.

Finally, Macklin and Müller [92] proposed to adapt the position-based dynamics method
(PBD) – initially presented for solid body simulation by Müller and colleagues [102] – to fluid
animation. In PBD methods, the constraints are applied directly to the positions, avoiding the
more typical manipulation of velocities, thereby making the results more controllable. This
position-based fluids technique allows for a more stable simulation of incompressible flows
than some traditional SPH solvers, enabling real-time applications with larger time steps.

For more details on important advances in SPH-based techniques, we refer the reader to
the state-of-the-art reports of Ihmsen and colleagues [61] and Koschier and colleagues [80].
They detail contributions on data structures, boundary handling, pressure solve, viscous forces
and many other points.
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3.1.3 Hybrid methods
Finally, some hybrid methods have been proposed, using either an Eulerian or a Lagrangian
representation during the different stages of the solving. The first hybrid solver was introduced
in 1962 by Harlow [48] as the particle-in-cell method (PIC). In this paper, he proposed to store
the quantities on particles that are distributed all over the fluid domain. The steps that are not
related to advection are then processed on a grid, first requiring the transfer of the necessary
quantities to the grid. Once these steps are performed on the grid, as they would be with any
typical Eulerian solver, the physical quantities are transferred back to the particles thanks to a
simple interpolation, and the advection step is performed within the Lagrangian specification.
One major drawback of this method is that the consecutive interpolations needed to go from
one representation to the other tend to smooth out the results.

Twenty-five years later, Brackbill and Ruppel introduced the fluid implicit-particle method
(FLIP) [20, 21]. This paper was based on the PIC method, but instead of interpolating the
entire set of physical quantities from the grid back to the particles, they only interpolated the
change that had been computed on the grid. This proved to significantly reduce the numerical
diffusion that could be observed within the PIC method. Since these two methods were used
for compressible flows, Zhu and Bridson proposed in 2005 to adapt FLIP for incompressible
flows [166]. Moreover, Raveendran and colleagues proposed in [115] to solve for a divergence-
free velocity on a coarse grid and then transfer the pressure values on particles. The typical
SPH steps were then performed on the particles, including the density correction from previous
work.

Finally, the material point method (MPM) has also been used as a hybrid technique to
animate fluids as well as materials that have fluid-like behaviors (such as sand or snow), or to
simulate the interactions between both [142, 144]. It relies on a Lagrangian representation,
combined with a background mesh or grid, yet it is considered as a “meshless” technique.
Indeed, contrary to PIC and FLIP, the material points in MPM are equipped with strain and
stress on top of mass, position, velocity, etc.

3.2 Deep learning
Artificial intelligence (AI) is a very active field, with new topics arising at a pace rarely seen
in computer science research. This field relies on the knowledge of a given set of data, which
is used to extract information in order to fulfill a given objective. Machine learning [19, 103]
is a sub-field of AI in which algorithms learn to find correlations and patterns in the features
of the data they are presented with. From these patterns, the systems can make predictions and
extrapolate to unseen data. Finally, deep learning is a branch of machine learning that shares
the same goals but uses different tools – described in Chapter 2 – to achieve them. In the
following sections, we present the most important and game-changing contributions that were
made with deep learning since the years 1950, and then detail the advances in the hybrid field
of physics-based deep learning, which is the focus of our first contribution. For a complete
survey and detailed technical explanation of deep learning techniques, we recommend reading
the book of Goodfellow and colleagues [45].

3.2.1 Deep learning methods
Deep learning is based on the training of neural network models, which are composed of
stacked layers containing nodes that are called neurons. These models are trained on large
amounts of data in order to learn a specific task, such as classification, segmentation, or other
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Figure 3.3: Results from (left) the first StyleGAN model [65] and from (right) “Denoising Diffusion
Probabilistic Models” [53], showing images entirely generated by deep neural networks.

types of predictions. Neural networks were first introduced by Rosenblatt in 1958 [121], who
found inspiration in the human brain for their design. These first networks only got three
layers, but they were the first to enable the classification of data that was not linearly separable.
Most of the models that were proposed after that contained more than three layers of neurons,
and were thus called deep neural networks (DNN). Stochastic gradient descent was introduced
for the first time in 1967 [4] as a technique to optimize these DNNs. Later, in 2014, the ADAM
optimizer was proposed by Kingma and Ba [75] and has been used extensively ever since.

Deep neural networks have been introduced to various fields since the years 2000, such
as natural language processing (NLP), image or video restoration, and image generation.
For instance, the multi-layer perceptron (MLP) of Bengio and colleagues overpeformed the
state-of-the-art model in NLP in 2003 [16], and many others have improved the processing of
language since then [44]. Moreover, convolutional neural networks (CNN) were introduced
for image processing in 1989 by Le Cun and colleagues [83], being lighter and better suited
for large data than MLPs. Some very famous deep CNNs were inspired by this work and
presented between 2012 and 2018, showing outstanding performance for image recognition,
such as AlexNet [81], ResNet [51], VGG [134] and DenseNet [58].

Image segmentation has also been developing with the rise of deep neural networks, aiming
at finding the boundary of the objects present in an image. Segmentation is commonly used
in biomedical imaging, for example for tumor detection. The well-known U-Net architec-
ture [120], introducing skip-connections in encoder-decoder models, was first proposed for
brain tumor detection in 2015 and was then widely used for other applications.

Furthermore, the now famous attention mechanism was first introduced in natural language
processing. It started from the observation that, in NLP, one has to consider more than just
the direct neighbors of a word, and that every word does not have the same importance for
the meaning of a sentence. In 2017, Vaswani and colleagues presented their transformer
architecture [155] for language processing tasks, that was leveraging this attention mechanism.
Transformers were then successfully adapted to computer vision in 2021 [39].

Content synthesis has been at the heart of deep learning research since 2014, experiencing
a significant acceleration in 2020 with the rise of diffusion models. Goodfellow and colleagues
introduced the generative adversarial network (GAN) architecture in 2014 [46]. A GAN is a
model composed of a generative and a discriminative network, which are competing against
each other. The former is trying to create content that is as realistic as possible in order to fool
the latter, whose goal is to find whether this content has been artificially generated or not. Many
contributions have been made in image synthesis since the first GAN was proposed, such as
the CycleGAN model [165] or the very popular StyleGAN architecture [65, 67, 66] (Figure 3.3
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- left). Variational autoencoders (VAE) have also shown excellent performance [76], allowing
for control over their latent space probabilistic distribution. Nevertheless, the quality of
the generation is usually poorer than with GANs, although synthesizing a better diversity
of samples. Moreover, diffusion models have been introduced for image synthesis in 2020
by Ho and colleagues [53]. Their work (Figure 3.3 - right), that was inspired by diffusion
probabilistic models for thermodynamics, gave high quality results in terms of fidelity and
diversity, with improved controllability compared to GANs. However, such models are much
heavier and slower to train than GANs or VAEs. Rombach and colleagues tackled this issue
in [119], where they let diffusion models operate in the latent space of pre-trained autoencoders
instead of applying them in pixel-space directly. Finally, text-to-image models have known
unprecedented advances in 2022, with the successive publications of DALL-E 2 by OpenAI
and Imagen by Google Research [114, 122]. The former was based on the CLIP algorithm [113,
108] from the NLP field, whereas the latter used transformer networks. The public quickly
gained access to simplified user interfaces implementing these algorithms, making them a very
popular subject of discussion and debate. During the same year, OpenAI released ChatGPT
– a chatbot that has become extremely popular – that was based on generative pre-trained
transformers (GPT), which are a type of large language models.

3.2.2 Physics-based deep learning
In this thesis, we focus on deep learning algorithms used in conjunction with physics-based
modeling, in particular for the animation of fluid flows. Lots of research topics combining
machine learning and numerical solvers have arisen with the very fast development of the
former [33, 69, 24], and we propose to introduce the most important ones in this section. For a
more thorough overview of physics-based deep learning, we recommend the book published
by Thuerey and colleagues in 2021 [146], as well as the review published by Karniadikis and
colleagues during the same year [64].

Machine learning algorithms highly depend on the data they are trained on, and collecting
correct and meaningful data is a crucial step to ensure the quality of the models. Fluid solvers
can thus be used to produce data that will be processed by deep learning models, in order to
predict accurate fluid simulations. Indeed, if a deep learning model is trained with physically
realistic data output by a trusted numerical solver, then this model has more chance to be
able to predict physically realistic solutions. Therefore, a conventional direction when using
machine learning for PDEs has been to aim for the replacement of entire PDE solvers by
neural network models that can efficiently approximate the solutions [91, 72, 157, 18]. In
this context, Fourier Neural Operator [86] and Neural Message Passing [22] models have also
been introduced for learning PDEs, aiming at a better representation of full solvers with neural
network models. Furthermore, for smoke simulations in particular, some works focused on
super-resolution models proposing efficient deep neural network approaches that synthesized
high-resolution results from low-resolution versions [30, 161, 41, 10], or that converted low
frame rate results into high frame rate versions [107].

Moreover, numerical solvers and deep learning frameworks can be used in an interleaved
manner, each influencing the other in the learning and solving processes. In such hybrid
methods, the data is produced by a solver, it is used to train a deep neural network model for a
specific task, and the data inferred by this model can in turn be used by the solver. For example,
a learned model can replace the most expensive part of an iterative PDE solver for fluids [147,
160] or supplement inexpensive yet under-resolved simulations [150, 135] (Figure 3.4). In
such methods, the numerical solver needs to be differentiable, in order to be integrated into
the training pipeline of deep learning models. Since the years 2010, differentiable components
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Figure 3.4: Results from the “Liquid Splash Modeling with Neural Networks” [150]. The small-scale
splashes are generated using a neural network model.

for machine learning have been studied extensively, particularly when training neural network
models in recurrent setups for spatio-temporal problems [5, 8, 148, 28, 125, 87, 158, 151,
78, 167]. Consequently, a variety of differentiable programming frameworks have been
developed for different domains [126, 57, 62, 54]. These differentiable frameworks allow
neural networks to closely interact with PDE solvers, which provides the model with important
feedback about the temporal evolution of the target problem.

Finally, particle-based simulations have been at the heart of numerous research works
combining deep learning with physical modeling. Ladicky and colleagues first proposed
to use regression forests as a means to predict the states of liquid simulations [82], which
showed the advantage of handling incompressibility as well as the addition of external forces
at inference time only. Tumanov and colleagues proposed in [149] to use a 3D convolutional
neural network that aimed at replacing the incompressibility solver from the “Position-based
fluids” paper [92], by first translating the particle and obstacle data into a grid structure to
give as input to the network. Both methods allowed for the simulation of millions of particles
in real-time. On the other hand, Ummenhofer and colleagues applied CNNs directly to the
particle data, enabling an improved accuracy over the particles’ trajectories [152]. Several
works also relied on graph neural networks to simulate particle-based fluids [123, 124, 85],
considering each particle as a node and simulating their interactions through the graph edges.

3.3 Intrinsic geometry processing
In this section, we do not aim at reviewing the entire geometry processing literature, since this
vast field comprises many branches that are not directly related to our contributions. Instead,
we focus on the works tackling the computation of geodesics and parallel transport of vectors,
which are the main focus of this thesis in terms of geometry processing techniques.

In Chapter 1, we defined the difference between intrinsic and extrinsic mesh representa-
tions. The former proved particularly well-suited when it came to building robust algorithms,
the latter often leading to results of poor quality with real-world, low-quality meshes. Indeed,
extrinsic algorithms are generally designed on artificial, ideally constructed meshes, whereas
in reality most of them have unperfect triangulations. Moreover, intrinsic representations
facilitate working with non-orientable meshes. Therefore, several works focused on proposing
intrinsic representations or computations for more robustness. For instance, Sharp and col-
leagues as well as Gillespie and colleagues proposed methods to create intrinsic triangulations
for poor-quality meshes without changing their geometry, making the application of algorithms
that require high-quality meshes possible [130, 43] (see Figure 3.5). In this context, it is
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Figure 3.5: Intrinsic triangulation from “Navigating Intrinsic Triangulations” [130], in color. The
original, low-quality triangulation is shown in grey.

important to be able to compute geodesic paths and distances on polyhedral meshes, which
usually replace the Euclidean metric in intrinsic approaches.

In Chapter 2, we introduced the algorithm of Mitchell, Mount and Papadimitriou (MMP) [95]
to compute exact geodesics by propagating windows on polyhedral meshes. This algorithm as
well as the one proposed by Chen and Han three years later in 1990 [27] were computationally
intensive and thus needed the introduction of acceleration structures to be applied [143]. Crane
and colleagues introduced the heat method for geodesic computation in 2013, enabling the
computation of geodesics on regular grids, meshes as well as point clouds by solving sparse
linear systems [32]. Nonetheless, their method resulted in approximations that could be very
different from exact geodesics. Sharp and Crane proposed a simple and efficient method to
find geodesic curves on polyhedral meshes, by flipping edges of the mesh iteratively [129].
Their work however was not meant to compute geodesic distances. For a complete survey of
methods that enabled the computation of geodesic paths and distances, we recommend the
work of Crane and colleagues [68].

Once geodesic paths are defined, one can use parallel transport to transport vectors along
them, by ensuring that the vectors stay parallel to the curve in the manifold. We focus on
discrete parallel transport, considering that a smooth surface can be discretized into locally
tangent planes. In order to use parallel transport on such a surface, it needs to be equipped
with connections that describe the mapping between these tangent planes. In 2010, Crane
and colleagues proposed a method to build connections on discrete surfaces [31], which
proved to be efficient and straighforward since it was only using standard operators. Sharp
and colleagues proposed in 2019 “The vector heat method” [131], building on the works of
Polthier and Schmies [110] and Knöppel and colleagues [77]. With this method, they allowed
for the computation of parallel transport of general vector-valued data on a curved manifold.
To do so, they did not build typical geodesic paths, but instead solved linear systems thanks to
discrete Laplacians and to the “vector heat equation”, simulating a diffusion process over the
manifold.



Chapter 4

Exploring physical latent spaces

We introduced the necessary technical notions and state-of-the-art works in the domains of
fluid simulation, deep learning and geometry processing. We now present our first contribution,
which aims at exploring physical latent spaces of deep neural networks for the simulation of
turbulent fluids. This dimension reduction enables the acceleration of typical solvers while
improving the results from previous works.

This work has been presented as Exploring Physical Latent Spaces for High-Resolution
Flow Restoration, Chloé Paliard, Nils Thuerey and Kiwon Um, in the proceedings of the 28th
International Symposium on Vision, Modeling, and Visualization (VMV), September 27-29,
2023, Braunschweig, Germany.
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Figure 4.1: We propose a model composed of neural components and a physics solver, that autonomously
discovers the reduced representation (a) that best fulfills the goal of restoring a fine reference simulation
(b, c) from a unique coarse frame. This leads to relative improvements with respect to the baseline of
91% on average for the Karman vortex street case, 74% for the forced turbulence case and 35% for the
smoke plume case.
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4.1 Introduction

In this chapter, we present a data-driven simulation technique for PDE problems with a novel
training method that explores using physical states as latent space for deep learning. In contrast
to many previous studies [100, 72, 97, 138], our latent space is not composed of the output
or intermediate states of a neural network, but is rather made of the physical states of a PDE
solver, such as velocity fields. We train a deep neural network (DNN) to exploit the content of
a reduced PDE solver and shape it in a way that best satisfies the given learning objective, i.e.,
achieving solutions that are as accurate as possible at our target high resolution space. This
shaping of the physical latent space gives the neural network a chance to discover modified
dynamics and allows our model to better restore accurate high resolution solutions from them.
Examples of the reduced and restored solutions are shown in Fig 4.1.

Our training method consists of an encoder model transforming a coarse physical state
using the degrees of freedom of a learnable latent space, a physics solver corresponding to
a given PDE followed by an adjustment DNN, both operating in the reduced space, and a
decoder turning the reduced state into the target high resolution space. To train our models
with a physics solver, we adopt a differentiable simulator approach [57, 54, 146]. We let
the encoder model learn the latent space representation without any other constraint than the
restoration of the target solution. Therefore, an end-to-end training of this pipeline gives the
encoder the complete autonomy to shape the reduced representation.

We demonstrate that the autonomy of our training method leads to a better performance
than previous work, especially in terms of generalization. We apply our method to various
complex, non-linear PDE problems, based on the Navier-Stokes equations, which are essential
in the context of modeling fluid flows. For all the scenarios, our model produces more
accurate high-resolution results in a longer temporal horizon than conventional and more
tightly constrained models.

4.2 Related work

The important research works related to physics-based deep learning and differentiable solvers
have been reviewed in Chapter 3, Section 3.2.2. In the following, we focus on previous works
that specifically tackle latent space representations and reduced physical solutions.

Effectively utilizing latent spaces lies at the heart of many ML-based approaches for solving
PDEs. A central role of the latent space is to embed important (often non-linear) information
for the given training task into a set of reduced degrees of freedom. For example, with an
autoencoder network architecture, the latent space can be used for discovering interpretable,
low-dimensional dynamical models and their associated coordinates from high-dimensional
data [26]. Moreover, thanks to their effectiveness in terms of embedding information and
reducing the degrees of freedom, latent space solvers have been proposed for different problems
such as advection-dominated systems [93] and fluid flows [159, 42]. While those studies
typically focus on training equation-free evolution models, we focus on latent states that result
from the interaction with a PDE solver. Neural network models have also been studied for
the integration of a dynamical system with an ordinary differential equation (ODE) solver in
the latent space [28]. This approach targets general neural network approximations with a
simple physical model in the form of an ODE, whereas we focus on learning tasks for complex
non-linear PDE systems.

The ability to learn underlying PDEs has allowed neural networks to improve reduced,
approximate solutions. Residual correction models are trained to address numerical errors
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of PDE solvers [151]. Details at sub-grid scales are improved via learning discretizations
of PDEs [13] and learning solvers [78, 138] from high-resolution solutions. Moreover,
multi-scale models with downsampled skip-connections have been used for super-resolution
tasks of turbulent flows [41]. These methods, however, typically employ a constrained
solution manifold for the reduced representation. Indeed, the reduced solutions are produced
using coarse-grained simulations with standard numerical methods, while our work shows
the advantages of autonomously exploring the latent space representation through our joint
training methodology.

4.3 Exploring physical latent spaces
For a given learning objective, our training method explores how neural network models can
leverage the physical states of a PDE as latent space. Let f ∈ Rd f and r ∈ Rdr denote two
discretized solutions of a PDE, a fine and a coarse version respectively, with dr≪d f . We focus
on the numerical integration of this target PDE problem and indicate the temporal evolution
of each state as a subscript. A reference solution trajectory integrated from a given initial
state ft0 at time t0 for n steps is represented by the finite set of states {ft0 , ft1 , · · · , ftn}. Each
reference state is integrated over time with a fixed time-step size using a numerical solver P f ,
i.e., ft+1 = P f (ft). Similarly, we integrate a reduced state rt over time using a corresponding
numerical solver Pr at the reduced space, which we will call reduced solver henceforth, i.e.,
rt+1 = Pr(rt). In this chapter, we focus on cases where the solver P is the same for both
reduced and fine discretizations.

Our model takes the bilinear down-sampling of ft0 , i.e., st0 = lerp(ft0), as input, and
transforms it with the help of an encoder function E (s|θE) : Rdr → Rdr , thus E (st0 |θE) = ŝt0 .
Then, we can obtain the next reduced state rt1 =P(ŝt0). Moreover, in order to keep the reduced
solution consistent with the encoded representation over time, the output of the reduced solver
is transformed by an adjustment function, A (rt1 |θA) = r̂t1 . Thus, each reduced state r̂ti is
obtained by i recurrent evaluations of the reduced solver and the adjustment function. Finally,
a decoder function D(r|θD) : Rdr → Rd f restores a fine solution trajectory {f̂t0 , f̂t1 , · · · , f̂tn}
from the reduced trajectory {r̂t0 , r̂t1 , · · · , r̂tn}, thus f̂ti = D(r̂ti |θD). We model the encoder,
adjustment, and decoder functions as DNNs in which trainable weights are denoted by θE , θA,
and θD, respectively.

The joint learning objective of the three DNNs is to minimize the error between the
approximate solutions and their corresponding reference solutions, i.e., ||f̂t − ft ||2. To guide
the adjustment model, we additionally minimize ∥r̂t −E (st |θE)∥2. Thus, the final loss of our
model is as follows:

L =
N

∑
i=1

λhires ×||f̂ti − fti ||2 +λlatent ×||r̂ti −E (sti |θE)||2 (4.1)

where N denotes the number of integrated time-steps for training. Hence, at each training iter-
ation, the gradients through all N steps are computed for back-propagation and, consequently,
all the models get jointly updated.

Fig 4.2 shows the architecture of our approach. As the encoder does not receive any
explicit constraint and has the complete freedom to autonomously explore the reduced space
to arrive at a suitable representation, we denote this approach by ATO.

Comparisons and baselines To illustrate the capabilities of our physical latent space, we
compare ATO to two state-of-the-art models that operate in coarse space [138, 151]. The
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Figure 4.2: Architecture of our autonomous training approach for N integrated solver steps. The initial
state is encoded into the latent space, the solver and adjustment models are applied N times, and the
adjusted states are decoded into the fine space.

former, denoted by Dil-ResNet in the following, represents a neural network model that aims
at directly predicting solution states in the reduced space at each time-step. Hence, it does
not make use of the reduced physics solver P . On the other hand, the work from [151],
denoted by SOL, consists of a differentiable physics solver and a trainable corrector model that
addresses numerical errors of the solution states. In both cases, unlike ATO, the models are
trained to make reduced solutions by targeting the bilinear down-sampling of the reference.

We note that these state-of-the-art models output solutions that stay in the coarse space. As
our ATO model aims at restoring high-resolution solutions using a decoder, a super-resolution
model can transform these models’ reduced solutions into high-resolution ones. To this end,
we give the reduced states produced by the Dil-ResNet and SOL models to a super-resolution
network specialized for spatio-temporal turbulence problems [41], resulting in high-resolution
states. Henceforth, these models will be denoted as Dil-ResNet + SR and SOL + SR.

4.4 Experiments
In order to acquire a training data-set for each scenario, we generate a set of solution sequences
of the given PDE problem. The PDEs from our experiments work with a continuous velocity
field v in the two-dimensional space, i.e., v = [vx,vy]

T . Considering reference simulations on
regularly discretized grids, we focus on exploring latent spaces (i.e., reduced representations)
that are four times coarser than the reference.

4.4.1 Karman vortex street
This first example targets a complex PDE problem within a constrained setup, where the
velocity field evolves over time while being constrained to be divergence free. We evaluate the
incompressible Navier-Stokes equations for Newtonian fluids:

∂v
∂ t

=−(v ·∇)v− ∇p
ρ

+ν∇
2v subject to ∇ ·v = 0 (4.2)

where p is the pressure, ρ is the density, and ν is the kinematic viscosity coefficient. The
reference simulation domain is discretized with 128×256 cells and a cell spacing of one using
a staggered grid scheme. We use closed boundary conditions for the sides and open boundary
conditions for the top of the domain; at the bottom, we set a constant inflow velocity. The
continuous inflow collides with a fixed circular obstacle, which creates an unsteady wake flow
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Figure 4.3: Two examples from the training data-set of the Karman vortex street scenario: Re = 90 (top)
and Re = 1190 (bottom). The vorticity fields are shown.

that evolves differently depending on the Reynolds number. For the temporal discretization, a
time step size of one is used.
We generate 20 simulations of 200 steps each, with the following Reynolds numbers: {90,
120, 140, 150, 160, 170, 180, 190, 200, 220, 290, 340, 390, 490, 540, 590, 690, 740, 790,
1190}. We first let the simulation run for 2000 time-steps, in order to let the flow stabilize. We
randomly choose 5% of the generated frames for the validation set and the remaining 95% for
the training set. Both the least and most turbulent simulations of the training set are shown in
Fig 4.3.

In order to make our training more stable, we pre-train our networks with eight integrated
steps as warm starts for our final models. Each training uses 100 epochs with a batch size
of ten. The learning rate starts from 4×10−4 and exponentially decays with a decaying rate
of 0.9 every ten epochs. If divergence happens while training, we restart our training with a
smaller learning rate. In this example, we compare all the models trained with 16 integrated
steps. The encoder and adjustment models of ATO, the corrector of SOL, and the solver of
Dil-ResNet take the Reynolds number as additional input.

4.4.2 Decaying turbulence

This example tackles the same incompressible Navier-Stokes equations, but with vortices
intialized all over the physical space that slowly decay over time. In this scenario, the viscosity
stays constant (equal to 0.1) within the training and test data-sets. The reference simulation
domain is discretized with 1282 cells and a cell spacing of one. Both the discrete velocity
and pressure values are stored at the center of each cell, and periodic boundary conditions are
applied. For the temporal discretization, a time step size of 1.0 is used. The training data-set
consists of 20 simulations of 200 steps each, which evolve from different initial velocity fields.
We randomly select 5% of the frames for the validation set and the remaining 95% for the
training set. An example sequence of the data is shown in Fig 4.4. As in the Karman vortex
street case, we first train our models with eight integrated steps as warm starts for the final
models. We compare all the models trained with 16 integrated steps.
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Figure 4.4: Example frames from one simulation of the training data-set of the decaying turbulence
scenario. The vorticity fields are shown.

4.4.3 Forced turbulence
This case has the same experimental setup as the previous one, but with an external force
sequence g(x, t) that is added to Eq. (4.2). This force sequence yields complex, chaotic
evolutions of vortices over time. We use a different force sequence for each simulation
trajectory, composed of 20 overlapping sine functions as follows:

gx(x, t) =
20

∑
i=1

ai sin(kiαi ·x+wit +φi)

gy(x, t) =
20

∑
i=1

ai sin(kiαi ·x+wit +φi)

(4.3)

where ai is the amplitude, ki is the wave number, αi is the wave direction, wi is the frequency,
and φi is the phase shift. These values are randomly sampled from uniform distributions as
follows: ai ∈ [−0.1,0.1], ki ∈ {6,8,10,12}, wi ∈ [−0.2,0.2], and φi ∈ [0,π]. αi is a random
angle (∈ [0,2π]). The composed sine functions are, then, evaluated over the domain mapped
into [0,2π] for each dimension.

For the temporal discretization, a time step size of 0.2 is used. The training data-set
consists of 20 simulations of 200 steps each, which evolve from different initial velocity fields
with different force sequences. We randomly select 5% of the frames for the validation set and
the remaining 95% for the training set. An example sequence of the data is shown in Fig 4.5.
We use the models trained on the previous decaying turbulence case as warm starts for our
final models, trained for 100 epochs. We compare all the models trained with 16 integrated
steps.

In this set-up, a reduced force field needs to be applied at each time-step to the reduced
velocity field by the solver. Thus, the encoder of ATO shares its weights for velocity and force
in order to learn a unified operation for both reduced representations. At each time-step t, the
linearly down-sampled version of the force field lerp(g(x, t)) is passed to the encoder model,
and the output is used for the reduced solver step. The adapted architecture for this set-up with
external forces is shown in Fig 4.6.

1.0

-1.0

0

Figure 4.5: Example frames from one simulation of the training data-set of the forced turbulence
scenario. The vorticity fields are shown.

4.4.4 Smoke plume
This last scenario serves as a proof-of-concept of our method for more complex, practical
graphics applications. Aiming for complex flow behavior driven by hot smoke plumes, we
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Figure 4.6: Architecture of our autonomous training approach for N integrated solver steps in the case
where external forces gt are used.
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Figure 4.7: Example frames from one simulation of the training data-set of the smoke plume scenario.
The marker fields are shown.

set up an initial smoke volume as a marker field with an arbitrary density distribution in a
circular shape. The marker field is then passively advected by the velocity field and, at the
same time, induces a buoyancy force via the Boussinesq approximation, that is influencing
the velocity evolution. Therefore, the marker and velocity fields are tightly coupled. This
scenario considers a more challenging problem of the Navier-Stokes equations than before,
naturally making the fluid flow more interesting and providing a harder task for our model.
The simulation domain is discretized with 1282 cells adopting a centered layout for the marker
field, a staggered layout for the velocity field, and open boundary conditions. The passive
marker field is given as an input to our encoder and adjustment models, but it is only used as
additional information. Thus, the linearly down-sampled version of this marker field is used
in the reduced solver. Then, only the velocity field is up-sampled, and the high-resolution
reference marker field is advected by the predicted velocity.

The training and test data-sets are composed of smoke volumes initialized with random
noise, with a fixed position and radius (of 0.12). We use randomly selected 5% for the
validation set and the remaining 95% for the training set. An example sequence of the data is
shown in Fig 4.7. For this case, we use more integrated solver steps than the others. We first
train our model with four, eight, and 16 integrated steps as warm starts for the final model.
Finally, we apply our ATO model trained with 32 steps, for 100 epochs.

4.4.5 Network architecture and training procedure

In this section, we detail the network architectures that compose our ATO model (Fig 4.8),
along with the state-of-the-art networks that we compare it to.

The encoder of the ATO setup consists of two convolutional layers with 32 and 16 features
each with a kernel size of five. Each convolutional layer is followed by the Leaky ReLU
activation function. A last layer with two features and the same kernel size but without the
activation infers the final encoded output. This model has approximately 15k trainable weights.

The adjustment of the ATO setup and the corrector of SOL ( [151]) employ an identical
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Figure 4.8: Architecture of the encoder (top) and adjustment (bottom) networks of our ATO model.

network model. This model consists of a first convolutional layer with 32 features and a kernel
size of five, followed by five blocks of two convolutional layers with 32 features each and a
kernel size of five. Each layer is followed by the Leaky ReLU activation function, and each
block is connected to the next with a skip-connection. A last layer with two features follows
with the same kernel size yet without the activation. This architecture has approximately 260k
trainable weights.

The decoder used for the ATO setup and the super-resolution model from Dil-ResNet + SR
and SOL + SR are adapted from the multi-scale architecture of [41], such that the total number
of trainable weights is close to 97k.

The Dil-ResNet model is adapted from the architecture of the state-of-the-art network
model proposed for turbulent flow problems [138]. This model has a first convolutional layer
with 32 features with a kernel size of three and no activation. It is followed by four identical
blocks of seven convolutional layers with 32 features each with a kernel size of three and
varying dilation rates from one to eight (respectively: 1, 2, 4, 8, 4, 2, 1). Each layer is followed
by the ReLU activation function, and each block is linked to the next via a skip-connection.
A last layer with two features follows with the same kernel size yet without the activation.
This model has a similar number of trainable weights as the adjustment model’s (i.e., 260k).
We note that a larger model did not improve the performance. Contrary to the other models,
Dil-ResNet is trained for only one step at a time and uses a MSE loss.

For the Karman vortex street and smoke plume cases, we adopt zero-padding, and for
the forced and decaying turbulence cases, which use periodic boundary conditions, we use
periodic padding for all models. At each training iteration, for a given batch size, we randomly
sample the initial states from the reference solution trajectories and integrate the approximate
solution trajectories for N steps. All our trainings use an Adam optimizer [75] and a decaying
learning rate scheduling.

Training hyper-parameters Firstly, the code of the SOL model from [151] was released
publicly, which enabled an easy reproduction of their experiments. Secondly, the learning
setup of the Dil-ResNet model from [138] was precisely described in the article. We extensively
tested the various hyper-parameters and chose the Dil-ResNet model over Con-Dil-ResNet (i.e.,
without the additional loss constraint) because it performed better in our physical scenarios.
For training, we chose a Gaussian noise with σ = 0.01 for all scenarios.
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Lastly, for our ATO setup, we chose the depth of the models by making a compromise
between performance and runtime/resources. For the learning rate and batch size, since
the physics solver made the models harder to train, we chose the values that best stabilized
our training. Our loss being divided in two terms of different orders of magnitude (a high-
resolution term and a low-resolution one), we set λhires to 1 for all scenarios and λlatent = 1
for the Karman vortex street case, λlatent = 1 for the decaying turbulence, λlatent = 100 for the
forced turbulence and λlatent = 10 for the smoke plume.

4.5 Results
We evaluate the trained models based on relative improvements over a baseline simulation. To
build the baseline solutions, we simply apply the solver to the linearly down-sampled frames,
and up-sample the reduced states into the reference space with a bilinear interpolation. Errors
of the different restored solutions f̂t are computed with respect to the reference solutions ft ,
and the improvement over the baseline is calculated as follows:

improvement =
∥baselinet − ft∥−∥f̂t − ft∥

∥baselinet − ft∥ (4.4)

hence an improvement of 100% would mean that the restored solutions are identical to the
reference. We evaluate each model using the mean absolute error (MAE) and mean squared
error (MSE) metrics, which we measure in both velocity and vorticity. We present the results
of the models trained with the highest number of integrated steps for each scenario, as they
show better performance in general.

4.5.1 Reduced representations
The images of Fig 4.9 show visual examples of the reduced representations for the Karman
vortex street and forced turbulence scenarios, for different time-steps. The graphs of Fig 4.10
show the quantified differences between the reduced states produced by the different trained
models and the conventionally down-sampled reference states. We observe that our training
procedure leads the latent representation to have vortex structures that are very similar to
conventional down-sampling, while being considerably different quantitatively. For example,
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Figure 4.9: Reduced frames for the Karman vortex street case (left), and the forced turbulence case
(right). The latent vorticity fields of ATO (top) and the linearly down-sampled reference (bottom) are
shown.
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Figure 4.10: Distance between each model’s reduced space and the down-sampled reference. The error
bars indicate the standard deviation over the test runs.

one can notice on Fig 4.9 (right) that the vortex structures in the forced turbulence case are very
similar but the colors are inverted and much lighter for our reduced latent space, which means
that the velocity values are much lower in our case. We believe that the reduced representation
of the ATO model stays physically meaningful for the numerical solver yet changes the content
of the frames for accurately decoding high resolution states. We note that different training
initializations of the same scenario produce latent representations that stay close to each other,
which indicates that there exists a manifold of latent solutions that our ATO model converges
to in order to get the best performance.

4.5.2 Karman vortex street
This example considers different vortex shedding behaviors depending on the Reynolds
number of each simulation. We evaluate the models trained with 16 integrated steps on six
test simulations with Reynolds numbers in {450, 650, 850, 1050, 1200, 1400}, consisting of
2000 time-steps each. In this scenario, we test the extrapolation ability of the models both
physically and temporally, with higher Reynolds number thus more turbulent simulations than
for training, and ten times longer sequences.

Table 4.1, along with Fig 4.11, which shows the velocity and vorticity error improvements
of each model over the baseline, shows that ATO outperforms the other models, with an
average relative improvement of 91% (and 88%) in terms of velocity MAE (respectively
vorticity), while SOL + SR improves the baseline by 84% (and 83%) on average. On the
other hand, the Dil-ResNet + SR model fails to retrieve the target simulation for more than
200 time-steps, and thus seems incapable of generalization in this scenario. The temporal
metrics shown in Fig 4.12 demonstrate the capability of ATO to correctly restore a solution
for longer time ranges than the other models. More specifically, the distance between the
reduced states and lerp (ref) show that the ATO model is the only one to have a consistent
latent representation over time, which proves its better temporal extrapolation capabilities.
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Figure 4.11: Velocity (left) and vorticity (right) error improvements (the higher the better) for six
different Reynolds numbers between 450 and 1400. The highest Reynolds number used for training is
1190. The ATO model generalizes better than the others.
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Figure 4.12: MAEs of recovered velocities (the lower the better) (left) and distances of the reduced
spaces to the down-sampled reference (right) over time for the Karman vortex street scenario.

4.5.3 Decaying turbulence

In this example, we consider initially chaotic turbulent flows that slowly decay over time. We
evaluate the models trained with 16 integrated steps, on five random initializations, lasting 200
steps each.

Table. 4.1 and Fig 4.13 show that the ATO model yields greatly improved results with a
relative improvement of 83% (and 80%) in terms of velocity MAE (resp. vorticity) on average.
However, in this more simple case, the SOL + SR model also improves the baseline significantly
with 82% (and 78%) of average relative improvement. Dil-ResNet + SR, however, only yields
53% (and 6%) of improvement. As shown in Fig 4.14, ATO’s latent space representation is
more distant from the linearly down-sampled representation than the other models’, yet it
shows similar or better performance.
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Figure 4.13: Velocity (left) and vorticity (right) error improvements (the higher the better) for the
decaying turbulence scenario. The ATO model improves the baseline the most for every test case.
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Figure 4.14: MAEs of recovered velocities (the lower the better) (left) and distances of the reduced
spaces to the down-sampled reference (right) over time for the decaying turbulence scenario.

4.5.4 Forced turbulence
This complex fluid flow scenario considers the same experimental setup as in the previous
case but with external forces, which leads to highly chaotic turbulent flows. We evaluate the
models trained with 16 integrated steps, on five random initializations both in velocity and
forcing, for 200 steps.

Table 4.1 and Fig 4.15 show that the ATO model significantly improves the baseline with a
relative improvement of 74% (and 69%) on average in terms of velocity MAE (resp. vorticity).
In comparison, SOL + SR improves by only 49% (and 43%) on average and Dil-ResNet + SR
by 46% (and 38%). Therefore, in this complex case with external forcing and more turbulent
flows, the ATO model particularly stands out, while its latent space representation (Fig 4.16) is
once again more distant from the linearly down-sampled representation than the other models’.
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Figure 4.15: Velocity (left) and vorticity (right) error improvements (the higher the better) for the forced
turbulence scenario. The ATO model improves the baseline the most for every test case.
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Figure 4.16: MAEs of recovered velocities (the lower the better) (left) and distances of the reduced
spaces to the down-sampled reference (right) over time for the forced turbulence scenario.

Karman vortex street Decaying turbulence Forced turbulence
(128×256) (128×128) (128×128)

MAE MSE runtime MAE MSE runtime MAE MSE runtime

Reference N/A N/A 28.2 N/A N/A 14.1 N/A N/A 17.9

Baseline 0.214 0.096 11.1 0.069 0.024 7.7 0.504 0.426 9.6

Dil-ResNet+SR 3580 1407 9.2 0.033 0.023 3.8 0.272 0.167 5.3

SOL+SR 0.035 0.005 20.0 0.013 0.005 12.8 0.256 0.137 14.2

ATO (ours) 0.020 0.002 20.4 0.012 0.005 11.5 0.133 0.040 12.4

Table 4.1: Summary of the MAE and MSE metrics, along with the runtime for one simulation of 100
frames (averaged over ten runs, in seconds).
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4.5.5 Ablation study
In order to see the effects of each of its components, we evaluate our ATO model with
differently ablated training setups for the forced turbulence scenario. Our ablation study
includes the following models:

• No latent loss: we remove the second term of the loss in Eq. 4.1; consequently, our
training does not constrain the adjusted states to match the encoder-induced latent space.

• No encoder: we omit the encoder such that the latent representation is constrained to be
conventional bilinear down-sampling.

• No encoder & no latent loss: since the previous model’s reduced space is constrained to
bilinear down-sampling, we test the same setup without the encoder and with no latent
constraint.

• No solver: we replace the solver + adjustment part of our ATO model with the Dil-
ResNet NN-solver in order to study the effect of a non-physical latent space.

• No adjustment: we evaluate a setup where the reduced simulation evolves without being
adjusted.

• lerp (forces): we input a simple bilinear down-sampling of the force fields to the reduced
solver, instead of their encoded representation.

Table 4.2 and Fig 4.17 show that the encoder, physics solver, and adjustment components of
our ATO model are essential for its good performance. Firstly, the no encoder and no encoder
& no latent loss experiments confirm that, with lerp (ref) as initial reduced representation and
without our encoder, the adjustment network was not able to find a latent representation that
would lead to an optimal performance. Furthermore, the no latent loss ablation shows that the
latent loss guiding the adjustment model via the encoder results in a better performance. Note
that the performance of ATO significantly decreased when the encoder was absent, whereas
the performance drop due to omitting the latent loss was relatively less significant. Secondly,
the no solver and no adjustment experiments show that using a reduced physics solver in
conjunction with an adjustment model is crucial for the good performance of our ATO model.
Finally, the lerp (forces) experiment indicates that our encoder model failed to find a latent
representation for the velocity that was compatible with an external factor conditioned to lerp.

All of the models tested in this ablation study gave comparable standard deviation values
within the test set; thus, we did not include them in the table.

4.5.6 Runtime performance
For each scenario, we compare the runtime performance of the trained models with the
reference’s, measuring timing for one simulation of 100 frames, averaged over ten different
runs. For ATO, the computations start with the initial velocity inference by the encoder model
and stop when all 100 frames are output by the decoder. All timings were computed using a
single GeForce RTX 2080 Ti with 11GiB of VRAM.

Table 4.1 shows the summary of computational timings for the reference, baseline (reduced
solver without any DNN model), and trained models. For all four cases, our ATO model yields
improvement in runtime compared to the reference. For the Karman vortex street scenario,
our ATO model speeds up the computations by 28%, against 29% for SOL+SR. Yet, as shown
in Sec 4.5.2, ATO shows an improvement of the baseline MAE that is 7% better than SOL+SR.
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Velocity Vorticity Latent space

MAE MSE MAE MSE MAE lerp (ref)

ATO (ours) 0.133 0.040 0.084 0.015 0.743

no latent loss 0.156 0.057 0.097 0.020 0.488

no encoder 0.259 0.146 0.156 0.48 0.253

no enc. & no lat. loss 0.284 0.174 0.167 0.055 0.322

no solver 0.737 1.073 0.578 0.651 0.713

no adjustment 0.409 0.339 0.212 0.085 0.568

lerp (forces) 0.944 1.725 0.429 0.325 0.682

Table 4.2: Results of the ablation study: we present the MAE and MSE in velocity and vorticity for each
model, along with the distance between its reduced space and the down-sampled reference.
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Figure 4.17: Results of the ablation study for one example of the forced turbulence scenario. The
absolute error of the velocity field relative to the reference field is shown.

Similarly, for the forced turbulence case, the ATO model speeds up the computations by 18%,
against 9% for SOL+SR, and improves the baseline MAE of 25% more than SOL+SR. For the
smoke plume scenario, our ATO model speeds up the reference by 20% compared to 28% for
the baseline, while improving the baseline MAE by 35%. We note that the Dil-ResNet + SR
model often has the best runtime performance because it does not contain any numerical solver,
but it has errors at least 50% higher than ATO and shows very poor temporal extrapolation
capabilities.

Training our ATO model takes between one and three days depending on the physical
scenario, on a Tesla V100 with 16GiB of VRAM.

4.5.7 Additional visual results

Example sequences of the test data and the inference results of different models for the Karman
vortex street scenario are shown in Fig 4.18, for Re = 850, along with the spatial distribution
of the velocity error in Fig 4.19. Although the visual quality of the different results seems
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equivalent at first sight, one can notice that the position of the vortices is more accurate in
ATO’s outputs than SOL+SR’s. Fig 4.20 shows the inference results of the different models
for one example of the decaying turbulence case, and Fig 4.21 shows the spatial distribution
of the error for the same example. Fig 4.22 and Fig 4.23 show similar results for the forced
turbulence scenario.

In our last example, we consider complex flow behaviors created by hot smoke plumes that
evolve from random circular densities. We evaluate our model trained with 32 integrated steps
on five test simulations with different initial marker fields from which we perform a "warm-up"
of 50 time-steps, in order to get interesting plume shapes. Fig 4.24 shows that, despite the
increased difficulty of this challenging scenario, our ATO model succeeds at reconstructing a
complex high-resolution plume of good quality. Indeed, our method presents an improvement
of 35% on average over the baseline for 100 steps.

4.6 Limitations and future work

These results show that our training method using the states of physics simulations as latent
space of DNNs can facilitate the learning task for complex simulations. This provides a starting
point for the exploration of physical latent spaces in many different problems. However, we
note that our ATO model is not particularly standing out in a simple scenario like the decaying
turbulence. Therefore, we can presume that the benefits of its unconventional reduced space
are truly visible only when the PDE system is complex enough. In addition to the distance
metric, more thorough analysis of latent space contents via, e.g., perceptual metrics, also
remains as future work.

Moreover, our method has proven its capabilities in scenarios where force fields were
inferred by our networks besides the velocity fields. In the forced turbulence case, the forces
are external factors that are independent from the velocity data, thus our ATO model has no
difficulty finding a latent representation that leads to a superior performance. In Sec. 4.5.7, we
showed that our model gives promising results in a scenario where the forces were internal,
i.e. created by a marker field that is dependent of the latent velocity. These results are limited
however, since our approximation severely diverges from the reference solution after about a
hundred time-steps. To tackle this issue, we briefly experimented inferring both the marker
and velocity fields together in our networks, but these were not conclusive. That case opens
interesting future work, such as finding the best reduced representations for the coupled marker
and velocity fields.

Although we evaluated our model on various scenarios, its generalization for broader ap-
plications still remains a challenge. For example, our ATO architecture does not perform much
better than the others on simulations of the Karman vortex street case with Reynolds numbers
superior to 1600. We believe that this might come from limitations of the differentiable solver
that we used in our experiments, thus training our models with different solvers is also an
interesting path for future work.

As our model allows for the production of high-resolution simulations with a reduced
solver, it is potentially attractive for editing physics simulations within the learned reduced
space in real-time. Indeed, once a coarse initial frame is transformed into ATO’s latent space,
it is easy to tweak the physical properties of the reduced solver (e.g., viscosity) or to add
external factors, such that it can produce high-resolution simulations in a more interactive way.
However, the current runtime performance of our model does not allow for such applications.
We have not particularly focused on optimizing our code, which leaves room for improvement
in terms of performance. But even with such improvements, we did not target very high
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resolutions, for the training time was beyond acceptable for resolutions above 2562. We also
made some experiments with 3D data, which led to training times above a month with our
current set-ups. Adapting our model for higher resolutions and 3D would thus require a deep
revision of our neural networks’ architecture.

4.7 Conclusion
In this chapter, we have presented ATO, a model that leverages interactions between neural
networks and a differentiable physics solver to autonomously explore reduced representations
for high-resolution fluid restoration purposes. Our results show that deep neural networks can
learn to develop new dynamics for specific learning objectives by using the simulated degrees
of freedom as latent space. Our approach opens the path to the exploration of physical latent
spaces for other PDEs, as well as different learning tasks than the restoration of details of fluid
simulations.
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Figure 4.18: Restored frames of different models for the Karman vortex street scenario with Re = 850.
The vorticity fields are shown.
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Figure 4.19: Absolute error in velocity for the different models, for the Karman vortex street scenario
with Re = 850.
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Figure 4.20: Example frames of a test case for different models for the decaying turbulence scenario.
The vorticity fields are shown.
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Figure 4.21: Absolute error in velocity for the different models, for the decaying turbulence scenario.
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Figure 4.22: Example frames of a test case for different models for the forced turbulence scenario. The
vorticity fields are shown.
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Figure 4.23: Absolute error in velocity for the different models, for the forced turbulence scenario.
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Figure 4.24: Example frames from our ATO model for two test cases of the smoke plume scenario. The
marker fields are shown.
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Chapter 5

Intrinsic SPH simulation on 3D
surfaces

We presented our first contribution, which enables the acceleration of Eulerian solvers while
showing a better quality performance than previous works. In this Chapter, we will tackle the
problem of simulating fluids on surfaces, with a similar goal of using dimension reduction to
improve the runtime performance of state-of-the-art SPH techniques on surfaces.

This work is currently under review.

45.74ms/step
#P= 137k

7.63ms/step
#P = 32k

DropletsSurface 
tension

6.26ms/step
#P = 26k

9.26ms/step
#P = 37k

Figure 5.1: We present intrinsic SPH simulation on 3D triangle meshes. Thanks to the versatility offered
by standard SPH models, we can simulate surface tension effects as well as droplets formation. Our
technique copes with challenging inputs, such as the non-orientable and self-intersecting Klein bottle.
Here, particles following trajectories that cross at self-intersections (as shown on the right), do not
interfere. Our basic operators allow to simulate scenes with 137k particles at 20 fps, including basic
rendering, on a modern laptop (right).
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5.1 Introduction
Smoothed-particle hydrodynamics (SPH) have been used successfully for simulating fluids in
computer graphics, and in particular in the special effects and animation industries. Simulating
fluids and their interaction with deformable objects with high physical fidelity is extremely
complex, as it requires solving for the notoriously chaotic Navier-Stokes equations. For that
reason, we focus on SPH, which offer a tradeoff between accuracy and efficiency that we
believe not to be matched by other simulation frameworks.

The SPH method amounts to representing the fluid using a set of point particles (equipped
with physical quantities such as mass, density, pressure and velocity) that interact together
through the spatial splatting of their carried properties. A basic simulation loop can be
summarized as this two-step procedure, repeated over time:

1. For each particle pi: gather the neighboring particles {p j} in the sphere of influence
centered in pi, and evaluate physical quantities to establish the forces exerted by {p j}
onto pi using the weighted sum derived from the SPH formulae;

2. For each particle pi: update its velocity and position using a time integration scheme
respecting Newton’s laws of motion.

These two operations are embarrassingly parallel, and fit perfectly to modern graphics hard-
ware. They merely require simple geometric structures for point-to-point and point-to-object
proximity queries (for both influence computation and collision detection), which makes
integration into rich code bases simple and easy to maintain.

Physical properties A(x) at point x ∈ RN can be computed by blending the corresponding
quantities {A j} equipped on {p j}, of mass m j and density ρ j, using a smoothing kernel Wh
with local support:

A(x) := ∑
j

m j

ρ j
A(x j)Wh(x− x j). (5.1)

Together with the point-representation of the particles, this property makes adding new effects
generally straightforward. For example, simulating the interaction between fluids of different
viscosity or simulating surface tension amounts to adding corresponding forces accordingly,
while simulating dripping amounts to simply releasing a tension force onto a particle.

While it is important that the performed simulation remains physically-plausible, explicit
control and predictability are often required. In this context, SPH appear as a gold standard, as
controlling the fluid amounts to specifying space-time trajectories for points to follow, which
is made straightforward by the very point-based nature of the fluid particles. Their simplicity,
flexibility, and compatibility with industrial standards have motivated many research works,
and many rich and complex simulation effects can be implemented within the SPH framework.

As a disclaimer, our goal is not to make new contributions on fluid simulation, but rather
to offer the possibility to port existing popular SPH simulation techniques from Euclidean
domains to curved domains with intricate topology, allowing for novel rich on-surface sim-
ulations. In this chapter, we present a computational framework allowing for robust and
efficient SPH simulations on triangle meshes – the de-facto standard surface representation in
computer graphics – that copes with common deficiencies in modeled surfaces (non-orientable,
self-intersecting, with arbitrary boundaries). We illustrate the effectiveness of our approach
by integrating a few common effects in our framework (multi-viscosity simulation, surface
tension, droplets) and demonstrate its robustness on challenging inputs (see Figure 5.1), paving
the way for flexible intrinsic fluid simulations.
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5.1.1 Related work
Fluids in the Euclidean space Fluid simulation in Euclidean spaces (2D and 3D) has been
studied for many decades in computer graphics, and many different physics frameworks have
been developed to this intent, each coming with ways to balance realism with speed and
editability or user control. A detailed review of those different formalisms is done in Chapter 3,
and we refer the reader to the Introduction in [88], explaining them in the context of smoothed-
particle hydrodynamics (SPH), which have been used extensively in computer animation
for their simplicity and flexibility [61, 80]. SPH is a mesh-free Lagrangian particle method,
ideal for free surface and interfacial flow problems. It is easy to implement and customize,
supporting three-dimensional numerical models naturally. SPH is very GPU-friendly, with
real-time solutions for free surfaces and object interactions [101, 92].

Fluids on 3D surfaces Shi and Yu pioneered the simulation of inviscid and incompressible
surface flows in [133], adapting previous solvers for the Navier-Stokes (NS) equations from
regular 3D grids to arbitrary 3D triangle meshes. In a similar spirit, Fan and colleagues
extended the 2D unstructured Lattice-Botzmann method (LBM) to 3D triangle meshes of
arbitrary topology [40]. Neill and colleagues then solved the NS equations on dynamic
deformable 3D triangle meshes for the first time [105]. Moreover, Auer and colleagues
used the Closest Point Method (CPM) to solve the NS equations over triangle surfaces in
real-time [7]. However, no specific fluid behaviors are demonstrated and CPM tends to
smooth out high frequency details. This approach was later extended to deformable surfaces,
although not in real-time [6, 99]. Closer to our use of SPH-based simulations on arbitrary
surfaces is the subfield of bubble simulations, including the rich dynamics taking place on
their surfaces. Wang and colleagues presented a meshless simulation framework where SPH
models the volumes, the surfaces, and surface flows [156]. Deng and colleagues used implicit
incompressible SPH from [60] for solving the projection term within their Moving Eulerian-
Lagrangian Particle (MELP) framework [34]. Independently from their performance, these
works are limited to surface flows that do not consider fluid accumulation nor detachment
following the geometry of the surface and properties of the fluid.

Closer to our work, Azencot and colleagues [9] as well as Vantzos and colleagues [154]
simulated thin viscous films over 3D triangle meshes using the gradient flow model. Their
method worked over static meshes, with a strong dependence on consistent vertex normals.
Droplet formation was supported, but not their detachment from and reattachment to the
surface. The method did not run in real-time neither. Ren and colleagues derived an integration
of the Shallow Water Equation (SWE) with 3D SPH for a stable real-time solution over
oriented triangle meshes [117]. Furthermore, Vantzos and colleagues simulated viscous thin
films over planar domains, using local-stencils to solve a gradient flow approach [153], and
Yang and colleagues solved the NS equation on spherical surfaces [162], both demonstrating
real-time performance. Bharadwaj and colleagues proposed the Discrete Droplet Method
(DDM) [17], with derivatives approximated using a SPH-like approach, but performance was
not real-time. Compared to ours, none of these methods allow for a physically valid interaction
between fluid and geometry with real-time user input, over non-orientable meshes.

Intrinsic geometry processing Many works have studied intrinsic operators on 3D surfaces,
either to cope with the finite discrete nature of triangle meshes – to go beyond piecewise
linear functions, or for robustness reasons – to avoid remeshing while benefitting from well-
behaved Delaunay triangulations, that avoid badly-shaped elements under point insertion. In
the following, we focus on a few concepts that are highly related to the work presented in
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this chapter, in particular geodesics and discrete connections for parallel transport on triangle
surfaces. More details are given in Chapter 2 and Chapter 3.

Geodesics are the fundamental tool to describe "how far are two points on a curved
domain", and are locally-shortest paths connecting points. We are interested in a particular
case: the shortest-path connecting two points on a surface (which can be ill-defined: consider
connecting opposite poles on a sphere). We refer the reader to [68] for a complete survey.
Dijkstra pioneered the search for geodesics by proposing a N log(N) algorithm to compute
shortest paths in graphs [37], and has inspired many subsequent works. While it allowed
computing distances restricted to the graph edges, it did not provide geodesics connecting
vertices across triangles. However this algorithm has been the basis for many works that
proposed exact discrete geodesics, such as the MMP [95] algorithm, which we use in our
work. This work analyzes the computation of point-to-point geodesics crossing edges only
(and avoiding vertices), which is the definition we use for our geodesics. As detailed in [68],
geodesics are indeed formally well defined across edges only. This is because one can unfold
trivially adjacent triangles in a common plane, where geodesics then become straight lines,
whereas this operation becomes ill-defined when crossing vertices (as there are infinite ways
to keep walking inside neighboring triangles after leaving the vertex). Incidentally, even in
works based on Discrete Exterior Calculus (DEC) or Finite Elements Methods (FEM), this
corresponds to the notion of discrete connection that is mostly used [116, 31] in order to
parallel transport vectors across adjacent triangles. In order to define a consistent geometry
processing framework for gathering and averaging transported tangential quantities, we borrow
those definitions of discrete geodesics and trivial connections, which result in consistent
discretizations even on ill-defined surfaces. As a result, we are able to implicitly unfold non-
orientable, and/or self-intersecting triangle meshes with arbitrary boundaries, and compute
logarithmic maps on them (which is prevented by previous methods requiring global solves on
triangle meshes [131, 141]).

5.1.2 Contributions
We introduce a simple and sound computational framework, consisting of two canonical
operators:

• Geodesic neighborhood’s gathering and averaging of scalar/tangential quantities, see
Section 5.2.2;

• Intrinsic walk on a 3D mesh (see Section 5.2.4).

We specialize these operators for the case of intrinsic SPH simulation robust to pathological
inputs, that require fast and parallel computations on small neighborhoods. Our framework
offers the following advantages:

• it is optimization-free and scalable;

• it complies with low-quality triangle meshes;

• it makes little assumptions on the connectivity: we merely require that no more than
two triangles share a given edge.

We demonstrate the robustness of our technique on complex examples, featuring variable
geometric detail as well as self-intersecting and/or non-orientable structures with arbitrary
boundaries (e.g. the Moebius strip or the Klein bottle).
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5.2 Method
Our technique takes as input a triangle mesh S , with the only connectivity constraint that each
edge should be connected to at most two triangles, as our intrinsic operators require to walk
from triangle to triangle on the mesh across shared edges only. In Chapter 2, we presented
the formalism for the restricted class of geodesics that we consider, and we first add a few
necessary operators in Section 5.2.1. We then introduce our neighborhood gathering and
averaging operators in Section 5.2.2, and finally our walking operator in Section 5.2.4. We
present our application to SPH simulation on 3D surfaces in Section 5.3.

5.2.1 Mathematical notations
In this section, we do not extensively remind the connectivity structure that we equip our
triangle meshes with, but complete the notions presented in Chapter 2. To comply with a large
variety of input surfaces, we consider triangle-triangle adjacency through shared edges only,
and merely require that no more than two triangles share a given edge. Our triangle structure,
detailed in Listing 5.1, requires storing little information of fixed size, which makes GPU
storage and traversal straightforward.

Listing 5.1: Our triangle structure.

s t r u c t T r i a n g l e {
i n t c o r n e r s [ 3 ] ; / / Ve r t e x i n d i c e s
i n t n e i g h b o r s [ 3 ] ; / / −1 i f boundary edge
i n t n e i g h b o r s _ f l i p [ 3 ] ; / / Are n g b r i n g t r i . o r i e n t e d c o n s i s t e n t l y
mat2x2 T [ 3 ] ;
mat2x3 P ;

} ;

Given two triangles t1 and t2 (an example triangle is shown in Figure 5.2), we define a
rotation matrix Tt1t2 mapping tangent vectors in t1 to tangent vectors in t2 in the 3D space.
One can thus transport a vector from t1 to t2 in (δu,δv) coordinates using the following 2D
map

Tt1t2 := Pt2Tt1t2Et1 ∈ R2×2 (5.2)

with

Et :=(eeeu|eeev)

Pt :=(ET
t Et)

−1ET
t

This map is stored as T in Listing 5.1.

Figure 5.2: Triangle t = (ttt0, ttt1, ttt2), with eeeu =: ttt1−ttt0 and eeev =: ttt2−ttt0
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Boundary reflections Boundary conditions for fluids can be set in various manners. A
common practice in SPH simulations is to create virtual particles along boundaries (or
colliding objects) to repulse the fluid’s particles. In our case, we implement a bouncing
boundary condition, by transforming an incident tangent vector δδδ t as

δδδ
′
t =

(
I −2

(nnnt × eee)(nnnt × eee)T

∥eee∥2

)
δδδ t =: Bt

eeeδδδ t (5.3)

for particles bouncing on a boundary edge eee, with nnnt the 3D normal of the triangle. Like for
discrete connections, we can express this as a 2D map transforming a tangent vector’s (δu,δv)
coordinates in t using

Bt
eee = PtB

t
eeeEt ∈ R2×2 (5.4)

For compactness, we store this information in T as well in Listing 5.1, for boundary edges.

5.2.2 Neighborhoods computations
Using the computational framework just introduced, we present our construction of geodesic
neighborhoods, that we target for on-demand computation of geodesic length and combined
geodesic parallel transport within a specific geodesic radius h (given by the local influence
radius of the SPH kernel, see [101]).

Our method is based on the MMP algorithm [95], that uses the so-called window prop-
agation mechanism. This algorithm is highly compatible with our setup in practice, as we
consider discrete geodesics along shared edges only, which is the way windows are propagated
in the MMP algorithm.

In a preprocess, we compute the geodesic windows from the center of each triangle, at
a conservative distance: considering a triangle t with center ccc and circumcenter rt (distance
from ccc to t’s corners), and given a SPH kernel radius h, we compute geodesics from ccc inside
the geodesic disk of radius h+ rt . We reviewed the basics of the MMP algorithm in Chapter 2,
and now present our extensions.

MMP extension We extend the MMP algorithm in several ways:

1. While propagating/splitting windows across an edge e shared by adjacent triangles t1
and t2 (conceptually marching from t1 inside t2), we record the transformation Tt1t2
(Eq. (5.2)), and concatenate it with the series of rigid transformations from the source
triangle t, in order to align t2 with respect to t. This captures the direction d⃗cccqqq from the
center of t, ccc, to a point qqq, i.e., the normalized tangent of the geodesic at ccc.

2. During propagation, the first time a saddle point is encountered, we keep the direction
of the geodesic from the source to the point to serve as direction of the geodesics at the
source.

Geodesic distances can therefore be computed easily from the position of a point and the
associated window information. For our particle simulation we also need geodesic directions
that can be computed either using accumulated rigid transformations or by fetching the
direction if a saddle point was encountered. This also makes the application of parallel
transport of vectors straightforward, as needed in Section 5.2.3, since we simply need to apply
the accumulated transformation matrices along the geodesic path between the vectors.

During this pre-computation step, we register for each triangle the geodesic windows
starting from its center, in a radius h+ rt . This enables us to get the neighborhood of each
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c

p

q

Figure 5.3: To get the distance between arbitrary points ppp and qqq from different triangles, we use the
geodesic window from the center of ppp’s triangle, ccc, to qqq. We triangulate the location of ppp with respect to
qqq realigned in ppp’s triangle.

triangle, i.e. the triangles that these windows are going through. We store the corresponding
data in buffers on the GPU (the neighborhoods of all triangles being of variable size, we build
a compact indexed structure to access it).

Our structure allows capturing geodesics from the center of a triangle t to any point on S
in constant time. However, we cannot capture directly the geodesics from arbitrary points in t
to arbitrary points on S . We make an approximation to compute those, using the quantities
we derived. Given an arbitrary source point ppp ∈ t and a target point qqq inside a given window
(see Figure 5.3), we consider ppp, ccc (the center of t), gcccqqq (the geodesic window from ccc to qqq)
and d⃗cccqqq (the geodesic direction) to triangulate the location of ppp with respect to the point qqq
realigned inside t. Doing so, we make the assumption that the discrete geodesic from ppp to qqq
passes through the window corresponding to the geodesic from ccc to qqq.

This obviously results in approximate geodesics and transported directions only, but we
note that this approximation becomes accurate for small distances. The SPH kernel decreasing
with the distance, the approximation that is made is in practice harmless for our applications.
We analyze this claim in Section 5.4.

Thanks to the previously defined neighborhood of each triangle, of radius h, we are able to
find the neighbors of every particle by querying the geodesic distance to the particles lying in
these neighboring triangles.

5.2.3 Velocity and forces update
In the previous section, we described how the neighborhood of each particle can be found.
Thanks to our geodesic distance computation, we can then evaluate the necessary physical
quantities and proceed to the next steps of the SPH algorithm (see Chapter 2 for more details).

The density and pressure computations are straightforward, since the only difference
with traditional SPH is that geodesic distances are queried in the kernel function instead of
Euclidean ones. These physical properties are then used to compute the internal and external
forces applied to the particles. These forces rely not only on the distance between particles, but
also on the direction from one to the other. For instance, when we calculate the influence of
particle p j on particle pi, we need to transport the velocity v j from p j to pi along the surface.
This is once again straightforward in our case since the algorithm described in the previous
section provides us with the geodesic path and accumulated transformation matrices that we
need to parallelly transport such vectors.

Therefore, we are able to correctly accumulate the influence of all neighboring particles of
pi by making all our computations in its tangential plane. Finally, we project external forces
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Figure 5.4: If a particle needs to leave its current triangle, its position is snapped on the closest positive
intersection of its trajectory with the triangle edges. The velocity is transformed in the adjacent triangle
and the walk continues.

that are not in the triangle plane, like gravity, thanks to Equation 2.3.1, to get the acceleration
of the particle.

That way, we can apply Newton’s second law of motion and update pi’s velocity field.
To do so, we transport the velocity at the previous time-step in pi’s current triangle, since it
might have moved from one triangle to another. We can do so by registering the necessary
transformations from one triangle to the other during the walk of the particle at the previous
time-step. Then, we can update the velocity with the acceleration since they lie in the same
plane. We use a leap-frog scheme, thus this new velocity is used for the walk algorithm
described in the following section.

5.2.4 Walk
In this section, we detail our on-surface walk algorithm. We let a particle have two possible
states: it can be strictly inside a triangle or on an edge. Since we define the connectivity
of our surface by edge adjacency, we never let a particle be on a triangle corner. Before
starting its walk on the surface, a particle carries multiple information: a triangle index triIdx,
a topological flag (ei,e j) indicating which edge it lies on ((−1,−1) if strictly inside a triangle),
barycentric coordinates (u,v), and a 2D velocity (δu,δv). Our walk algorithm (detailed in
Algo 2) starts by an update of the barycentric coordinates applying Newton’s laws of motion.
Then, four situations can arise:

1. If the particle goes in a new triangle, we compute the intersection of its trajectory
with the triangle edges and snap the particle’s position on the closest positive one (see
Figure 5.4), denoted as λ .

2. If the intersection λ is inside a corner zone, we snap the particle’s position on the
intersected edge at a distance ε of the corner, on the border of the corner zone, as shown
in Figure 5.5.

3. If the particle’s updated position stays inside the same triangle as at the previous step,
the walk is finished. We update the particle’s barycentric coordinates and perform the
next step of SPH.

4. If the particle’s updated position stays inside the same triangle, but goes in the corner
zone of this triangle, we proceed as in (2). We then update the particle’s barycentric
coordinates and perform the next step of the SPH.

In cases (1) and (2), we update the topological flag of pppi, indicating that the particle now
lies on an edge, we update its triIdx to the adjacent triangle index, and finally transform the
velocity (δu,δv) with the corresponding T matrix. If the particle did not walk its full distance,
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(a) (b) (c)

Figure 5.5: (a) If the particle trajectory crosses a corner zone (red), pi is snapped at a distance ε of the
corner and the walk continues (b) until it goes out of the corner zone (c).

the walk continues with ∆t = ∆t −λ . When ∆t = 0, the walk ends and the next SPH step can
be performed.

With this algorithm, an intersection is always found when a particle needs to leave its
current triangle, and a particle never gets stuck on a triangle vertex. Therefore, we ensure that
our walking algorithm always finishes.

5.3 Results

5.3.1 Implementation details
We implemented our intrinsic operators on the GPU in compute shaders, leading to an
interactive SPH simulation with hundreds of thousands of particles (see Table 5.1 for statistics).
We pre-compute the connectivity information of the mesh on the CPU only once at loading
time, along with the particles’ initial state and a pre-filtering of their triangle’s neighborhood.
Indeed, we pre-compute the neighborhood of each triangle by iteratively going over its adjacent
triangles and adding the ones inside the SPH kernel. Then, the particles being constrained
to the surface, we only query the ones that are in neighboring triangles during neighborhood
computation on GPU. To optimize memory usage, the particles are ordered on GPU according
to their triangle index.

Once the neighborhood of each particle is set, we perform the traditional SPH stages
of computing density, pressure, and forces. To do so, we re-normalize the typical kernels
used in 3D, since we focus on surfacic (i.e. 2D) simulation. Then, we update the particles’
velocities and positions using an explicit Euler scheme. The forces applied to one particle
being calculated in its tangential plane, the updated velocity can directly be used for the walk
of the particle (Sec 5.2.4). This last step only requires the particle’s triangle index, topological
flag, and barycentric coordinates, along with the connectivity information of the mesh, which
are all already available in memory.

5.3.2 Intrinsic SPH simulation
Our intrinsic operators leverage all the benefits of Lagrangian methods, and are compatible
with various effects of SPH simulations (Figure 5.10, 5.11, 5.12, 5.13). In this section we
illustrate a few of them, including droplets (Figure 4.1), surface tension (Figure 5.11, left),
and interactions between different types of flows (Figure 5.11, right). Our droplets simulation
relies on a density threshold above which a particle can leave the surface to free-fall in the
3D space. Since the SPH stages are not performed for these particles, they are attached to an
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ALGORITHM 2: Step i of our on-surface walk operator
Input: particle: triIdx, edge, {ui,vi}, {vu,i,vv,i}.
while WalkFinished = FALSE do

{ũi, ṽi}= {ui−1,vi−1}+∆ti−1 ×{δu,i−1,δv,i−1} ;
if α̃0 ∈ (0,1− ε) and α̃1 ∈ (0,1− ε) and α̃2 ∈ (0,1− ε) then

edge = {-1, -1 };
{ui,vi}= {ũi, ṽi};
WalkFinished = TRUE;

else
Intersect(triEdges, {ui−1,vi−1}, {δu,i−1,δv,i−1});
Keep closest positive intersection λ ;
triIdx = adjacent triangle;
edge = intersectedEdge;
{ui,vi}= {ui−1,vi−1}+λ ×{δu,i−1,δv,i−1};
for k in range 3 do

if αk > 1− ε then
αk = 1− ε;
break;

end
end
Compute {ui,vi} in new triangle;
{δu,i,δv,i}= T ×{δu,i−1,δv,i−1};
∆ti = ∆ti−1 −λ ;
WalkFinished = FALSE;
if (∆ti = 0) then

WalkFinished = TRUE;
end

end
end

additional ghost triangle, in order to optimize compute time in the shaders. We added some
randomization in the dropping test, so that the fluid can reach a new equilibrium state on the
surface without losing all its particles. Finally, if a new intersection with the surface is found
during a particle’s free fall, it is attached back to the mesh and our operators are applied again
on that particle.

Our framework is compatible with a large variety of meshes, as long as an edge is not
shared by more than two triangles. Figure 5.12, right, illustrates our results on a Moebius
strip, where particles flow all along the strip and bounce back at the borders. Figure 5.12, left,
illustrates how particles do not to interfere at self-intersections on the Klein bottle and instead
follow their own trajectory along the mesh. Indeed, our neighborhood computations with
geodesic distances do not consider such particles to be neighbors, whereas a typical Euclidean
framework would. Figure 5.9, greatly illustrates the benefits of our method upon Euclidean
neighborhoods, particles slowly flowing along the paper folds in the former, instead of getting
stuck as in the latter.
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5.4 Analysis

5.4.1 Memory usage and performance
Memory consumption In order for the particles to have access to their neighbors, our im-
plementation requires that the underlying triangles of the mesh store their neighbors (adjacent
triangles), which has an impact on the memory consumption depending on the overall topology
of the mesh (see Table 5.1). For instance, the Folded paper scene contains hundreds of large
elongated triangles that are connected to a large set of other triangles, which explains the high
memory consumption. For particles, our framework requires very few additional data when
compared to traditional SPH simulations: the triangle index to which the particle belongs, the
edge topological flags, and the barycentric coordinates, which leads to three integers and two
floating point values. We note that we did not spend time on optimizing the memory layout
of our data structures, which currently have redundancies (especially regarding neighboring
triangles) that could be further optimized.

Performance Our pre-processing step (Section 5.3.2) can take up to a few minutes and
is done only once at startup. It is currently performed on a single thread on the CPU, and
could easily be implemented in a multi-threaded context for more efficiency. After that, our
simulation runs interactively on the GPU for scenes featuring up to thousands of particles.

As with classical SPH simulations, the performance is mainly dependent on computations
that involve neighboring particles, thus it is related to the SPH kernel radius h. In our case, a
triangle neighborhood is defined as a geodesic disk of radius h+ rt , with rt the circumcenter
of the triangle. This makes both the pre-processing step and the particles neighborhood
computations highly dependent on the kernel radius and overall topology of the mesh. Having
a mesh with isotropic triangles is thus a crucial factor for the simulation efficiency. This
explains the timings for the Folded paper scene, which features many thin and elongated
triangles especially around the folds. On the other hand, the Table scene mostly contains
isotropic triangles that greatly favor performance for similar amounts of triangles and particles.

Scene #T #P E Memory (Gb) Preprocessing Runtime
Mesh Particles Kernel radius Time (s) Av. step (ms) #Steps Total (s)

Moebius strip (Figure 5.12) 448 2323 0.37 0.002 0.005 0.15 0.02 3.9 1000 4
Klein bottle (Figure 5.12) 9232 38 488 0.58 0.03 0.08 0.05 1.1 16 1131 18.5
Spring (Figure 5.13) 43 786 19 544 0.09 1.1 0.04 0.05 33.4 6.8 5000 34
Folded paper (Figure 5.9) 82 856 128 707 0.10 2.6 0.28 0.05 154.4 90.2 2000 171.8
Table (Figure 5.13) 115 432 94 970 0.12 0.43 0.21 0.05 313.6 33.46 3000 100.4

Table 5.1: Performance statistics for the different scenes shown in the paper: triangle count #T, particle
count #P, average edge length in the mesh E, GPU memory consumption of both the mesh and the SPH
particles, SPH kernel radius, preprocessing time (s), average time for a single step (ms), total number of
steps, and total time for the entire simulation (s).
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5.4.2 Approximations
In this section, we discuss the approximations made in our work and sketch possible avenues
for future work.

Kernel normalization The first approximation we make is about the renormalization of the
kernels we use for the SPH simulation. By setting the normalization factor for kernel Wh as

∥Wh∥ :=
∫

r∈R2
Wh(r)dr,

we assume here that the underlying surface geometry around a point x is flat, and given by a
disk at least larger than h. Formally, one could normalize the kernel at point x using

∥Wh∥(x) :=
∫

y∈S
Wh(y− x)dy

instead, i.e., capturing the surface geometry, and integrating Wh on the geodesic disk centered
in x ∈ S . Note however that it would lead to asymmetric influence weights

Wi j

∥Wh∥(pi)
̸= Wji

∥Wh∥(p j)
,

breaking an important assumption of SPH simulations, which is reciprocity (i.e., particles pi
and p j influence each other symmetrically).

Shortest-path influences Another approximation made in our work is that particles see each
other along the shortest-path geodesic connecting them. Equivalently, each particle sees its
neighborhood through a local logarithmic map parameterization. While this is a rather natural
idea, one can observe that shortest-path geodesics may be unstable in thin regions, for example
along tubular regions where the local feature size (distance to the medial axis) is small with
respect to the kernel radius h. In these situations, particles may bounce in an unstable manner,
as the shortest-path geodesic connecting them may keep jumping iteration after iteration.

Geodesic approximation As explained in Section 5.2.2, we only compute exact geodesics
(up to numerical imprecisions) from the centers of the triangles to a sub-part of the mesh
surface – as we only request geodesic neighborhoods in the support radius h of the kernel.
To establish an estimate of the distance to an arbitrary source point in a triangle, we rely on
a simple approximation. In Figure 5.6, we illustrate the errors introduced on the resulting
geodesic distance. As illustrated, the errors are mostly located far away from the source. In
our application scenario, these errors are negligible as those correspond to points outside
the support of the SPH kernel. Figure 5.7 illustrates our approximate geodesics and parallel
transport on the Moebius strip as well as on a noisy Klein bottle. We also show in Figure 5.8
a logarithmic map computed on the Moebius strip. As we do not enforce smoothness, we
observe discontinuities in the argument, revealing the presence of saddle points on the mesh.

Neigborhood structure size Our framework highly relies on GPU computations in order to
run at interactive speed, which also has its set of drawbacks. The main issue that we face is
the diffculty to allocate memory dynamically. Indeed, SPH requires that we recompute every
particle’s neighborhood at each simulation step, which thus has a variable size. This is not
compatible with the pre-processing step in which we allocate memory for the neighborhood
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Figure 5.6: We show our geodesic distances to a point highlighted in green on the Klein bottle. The
distances to the center of the source triangle are shown in a) and c), and our approximation of the distance
to a point far from the center are shown in b) and d). One can notice discontinuities resulting from our
approximation, which are in practice acceptable in our case since we focus on local neighborhoods.

arrays only once, when transferring the data from CPU to GPU. These arrays have a fixed size,
which can either be way too big for particles with low density, or too small in the opposite
case. In the first case, the only issue is about performance, which we tackle by ordering the
particles by triangle index. This way, particles with low density should be processed together
in the compute shaders and do not need to “wait” for each other. In the other case, where
particles have more neighbors than is allowed by the array size, physical errors can arise.
Indeed, randomization is introduced in the neighborhood choice in this scenario, which can
lead to incorrect behaviors, and might create a snowball effect with particles nearby. A more
thorough analysis of memory usage and neighborhood size could be conducted in order to fix
these potential issues.

Other approximations In Section 5.2.4, we present a corner zone to prevent numerical
instabilities that can occur on triangle vertices when using intrinsic frameworks. This zone is
delimited by segments of size ε on the triangle edges (Figure 5.5), currently set to 10−4 in
barycentric space. No particle can enter this zone, which results in physical approximations
that are barely visible when a particle slides on the surface. It can however create some
instabilities when the flow reaches equilibrium locally on the surface, for example if a big
amount of fluid is accumulating on a small area or on a border.

Finally, if a particle pi is located on an edge e and its velocity (δu,δv) is colinear to e,
we slightly shift the velocity inside the triangle. This error can propagate if many steps are
performed for the walk during one simulation time-step, which is not our case as showed in
Section 5.2.4.

5.5 Conclusion
We have presented a simple and robust computational framework to perform intrinsic SPH
simulations on 3D surfaces, that allows considering challenging inputs such as self-intersecting
and non-orientable surfaces with arbitrary boundaries. We have demonstrated that a typical
SPH implementation with our method can simulate various effects at interactive speed, such
as surface tension, multi-viscosity simulations and droplets.

Although our intrinsic simulations behave empirically as their Euclidean counterparts (in
flat spaces), the impact of simulating SPH on curved domains using a symmetric point-wise
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method remains to be analyzed, which echoes our discussion on kernel renormalization. While
it results in the non-uniform treatment of particles, we did not observe visible artifacts that
could be linked to this in practice, even in highly-curved geometries (see the Spring example).
This may be due to the built-in smooth nature of SPH. Moreover, we use the input triangulation
for nearest neighbor queries, which we treat in spirit as a hash map. We note that we have not
investigated in depth the relationship between the physical properties of our fluids (leading to
target inter-particle distance) and the size of the triangles which we use for our simulation,
which clearly impacts performance. While it is always feasible to subdivide the input triangles
if too many particles are located on one of them (refining the neighborhood query structure
without changing the geometry of the surface), merging many small triangles together in the
opposite situation will change the surface geometry and could result in incorrect simulations.
Designing a proper intrinsic multi-resolution structure adapted to our problem will be key to
further improve performance and scalability of our approach.

the center of the triangle

a point far from the triangle center

an arbitrary point in the triangle

Geodesic distances from:

Figure 5.7: Our algorithm allows computing geodesics as well as associated parallel transport of tangent
vectors on triangle meshes, as long as no more than two triangles share an edge, regardless of non-
orientability.

Figure 5.8: Our algorithm allows computing approximate logarithmic maps on surfaces.
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Geodesic neighborhoods

Euclidean neighborhoods

Figure 5.9: Considering Euclidean neighborhoods and distances (bottom right) prevents computing
robust intrinsic simulations, as soon as Euclidean and geodesic distances differ too much, even in the
absence of self-intersections (for which particles close in the Euclidean space wrongly interact and
prevent the flow from falling along the folded geometry). Our intrinsic simulation behaves exactly as if
this developable surface was unwrapped in the plane, as expected.

Figure 5.10: Three frames of a simulation with 100k particles dripping down the vertical part of the
mesh, slowly flowing on the horizontal plane.

No surface tension With surface tension

Figure 5.11: Our approach is compatible with a standard SPH method with various effects. Left:
comparisons with and without applying surface tension. Right: dropping a low-viscosity fluid (blue) on
top of a high-viscosity one (orange) is shown on the left part, and the opposite experience is shown on
the right. Here, the orange particles remain glued together, and progressively force the blue particles to
move to the side of the vase.
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Figure 5.12: Thanks to the intrinsic nature of our method, the simulation can be performed on non-
orientable and/or self-intersecting surfaces. Left: the green and purple particles do not interact on the
Klein bottle. Right: the liquid flows on the Moebius strip without showing any discontinuities and
correctly handling boundaries.

Figure 5.13: Our method handles very thin structures such as strand-like meshes. In this example, 43k
particles are slowly following a standing spring-shaped object and moving down towards the ground.



Chapter 6

Conclusion

In this thesis, we introduced several contributions to the field of computer graphics, and more
specifically fluid simulation. We aimed at reducing the computational costs and resources
required to simulate such natural phenomena in a realistic way, and presented two novel
techniques that were using dimension reduction as a means to do so. In this chapter, we will
first summarize our contributions and then present the research perspectives that they open, as
well as more general societal perspectives concerning computer graphics research.

6.1 Exploring physical latent spaces

6.1.1 Contributions
Firstly, in Chapter 4, we presented a data-driven technique that enabled the production of
turbulent fluid simulations from a unique coarse frame, at a higher-resolution than given.
We proposed a deep learning model that enabled the exploration of reduced latent spaces,
without having any other constraint than fitting a target solution. Our model, named ATO, is
composed of three networks: an encoder, an adjustment and a decoder model. It was trained
on and applied to turbulent flows such as the Karman vortex street scenario, a smoke plume
or a turbulent scenario with external forces. We compared our results to two previous works
that both operate in a low-resolution space, either using a deep neural network to correct the
numerical errors created by a coarse solver, or by training a surrogate model that replaces
the numerical solver completely. We showed that our model improved the performance of
both existing works in several physical scenarios, by finding a latent space that is optimized
for applying the reduced solver and decoding the frames at a higher resolution. Taking a
closer look at that latent space, we found that it was quantitatively very far from the bilinear
down-sampling of the ground truth. However, it was easy to recognize visually the main
features of the flow, such as its vortex structures. We thus think that our model enabled the
creation of reduced physical states that contain additional relevant information compared to a
traditional down-sampling operation.

6.1.2 Perspectives
A major drawback of this method is its runtime performance. Indeed, we showed that our ATO
model accelerated the reference simulation by about 20% on average in the different scenarios
that we showcased. Even though our model improves the baseline and the other state-of-the-art
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models, it still presents a big loss in quality compared to the reference. For that reason, we can
wonder whether an artist or engineer that wishes to create a high-quality simulation would
actually use our framework, or rather wait a little longer and use more resources to get a much
better solution. Moreover, although our model accelerates the performance at inference time,
it is quite heavy to train and we did not take the training time and resources into account when
comparing performance with the high-resolution solver. Nonetheless, we believe that using
a deep neural network model to discover a relevant reduced space for fluid simulation was
an interesting first step, and that more work remains to be done if we want this idea to be
implemented for real use cases.

First of all, our architecture was not optimized and some code optimization might lighten
our computations. Secondly, we did not try for a more significant dimension reduction, i.e.
having a latent space for example eight times smaller than the reference space, instead of four.
This would allow for the production of a solution at a higher resolution than 256×256 and
thus the application to more realistic scenarios. Finally, when we analyzed the performance
of our model more deeply, we noticed that about half of the runtime (at training as well
as inference) was taken by the solver step. In our experiments, we used the differentiable
solver from the φFlow framework (itself using the φML library [55]) but we did not investigate
thoroughly its acceleration structures nor looked for potentially more efficient solvers, which
might considerably improve the runtime performance of our ATO model.

If a faster and lighter architecture than ours is found to explore physical latent spaces in
order to predict high-resolution simulations, an obvious follow-up would be the extension to
3D scenarios. In the current state of our model, solving the equations for such a scale was too
computationally intensive and training our model for 8 solver steps would have taken several
months, which is highly impractical. To extend our work to 3D, some inspiration could be
taken from other fields such as biomedical imaging, in which people are used to treating some
heavy 3D data [50, 52]. The extension of our model to 3D would also open the possibility
to interact in real-time with a simulation, and thus let the user modify its physical properties.
We could think of a use-case where the user would set up an initial coarse frame that is not
too costly to make, control some simulation parameters, and then use our model to produce
n frames in high resolution. The control parameters could for instance be different external
forces, or the viscosity of the fluid. An interesting application would be to couple this with
virtual reality, to enable the real-time production of high-resolution 3D fluid flows, while being
able to shape the simulations in an interactive way.

6.2 Intrinsic SPH on surfaces

6.2.1 Contributions

In Chapter 5, we aimed at simulating fluids on surfaces at interactive speed, by proposing
an intrinsic adaptation of the smoothed-particle hydrodynamics (SPH) method for arbitrary
meshes. Since we wished to model fluid flows on 3D surfaces, we decided to modify the
SPH algorithm by using geodesic distances and directions to gather the neighborhood of a
particle. To do so, we extended the MMP algorithm to get the geodesic distance between any
point on the surface to any other, at arbitrary positions. Furthermore, we proposed a walk
algorithm that enables the intrinsic displacement of a particle on the surface. We update its
barycentric coordinates thanks to its velocity and, in the case where its trajectory crosses an
edge, we snap its position at the intersection. We then transform its velocity in the adjacent
triangle and continue the walk until it finishes. Thanks to our intrinsic SPH simulation, we
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were able to simulate fluids with various physical properties at interactive speeds, using tens
of thousands of particles, on arbitrary surfaces, with the single constraint that one edge of
the mesh could not be shared by more than two triangles. In this chapter, we showcased
a basic implementation of SPH, but most features of this method are compatible with our
intrinsic simulation. We implemented a few effects such as surface tension or droplets falling
from the mesh onto another surface, and demonstrated our results on non-orientable and/or
self-intersecting meshes such as the Klein bottle and the Moebius strip.

6.2.2 Perspectives
A first interesting avenue regarding this work is the study of the links between the simulation
parameters and the geometrical properties of the mesh. More specifically, SPH importantly
relies on its kernel radius, which both influences the speed of the computations and the
stability of the simulation. In our case, it makes the simulation highly dependent on the
length of the triangle edges, both for our neighborhood calculations and our walk algorithm.
An analysis of the optimal relation between the edge length and the SPH kernel could be
followed by an intrinsic triangulation, as presented in [43], in order to get a secondary and
better-suited mesh on which to perform our intrinsic SPH simulation. This could greatly
improve performance both in terms of runtime and quality of the results. It would also enable
the mesh to have triangles that are more isotropic than they would originally be, which would
make our neighborhood gathering more efficient and our walk algorithm more robust.

To further extend our intrinsic simulation framework, we could implement state-of-the-
art SPH variants such as incompressibility, kernel reweighting, better boundary handling or
multi-phase flows. These are all compatible with our neighborhood gathering and our use of
geodesic distances. A more challenging task would be the addition of a small thickness to
our simulation. In its current state, our framework already includes droplet simulation when
the density of a particle goes over a threshold. It would add realism to actually be able to
accumulate matter with a growing thickness, and then release some of it with droplets. To
do so, we could for example add an artificial thickness when rendering the fluid. We could
also decide that if an area has an average density above a certain value, we allow 3D SPH at a
given radius around that area. Coupled with droplets, it would enable realistic simulation of
thin fluids at interactive speeds within a simple framework. An interesting application of this,
that would require quite some additional work, would be the simulation of condensation with
droplet formation.

A more direct application of our work would be to use it to reproduce dendritic paintings as
proposed by Canabal et al. in [25] (Figure 6.1 - left). In this paper, they present the simulation
of dendritic patterns on a 2D regular grid. They couple a reaction-diffusion mechanism with
the Lattice-Boltzmann Method (LBM) to create the patterns and to make some paint flow
inside of them. We could extend their work to triangle meshes by using our intrinsic SPH
simulation instead of their LBM. The least trivial part would be to find a way to link the
particles to the reaction-diffusion happening on the mesh vertices. This could be done by
creating some virtual sites and registering for instance the density of fluid on these sites when
a particle goes through them. That way, we would be able to recreate for example some mocha
diffusion art on 3D meshes, as shown on Figure 6.1 - right.

On the geometry processing side, some work can be done to improve our neighborhood
computation. One limitation of our work for instance is the fact that we cannot set the size
of a particle’s neighborhood dynamically, because we need to pre-allocate the memory on
GPU. Some cases can lead to scenarios where a particle actually has more neighbors than the
maximum set amount, and the neighborhood becomes a bit arbitrary. It is unfortunately not
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Figure 6.1: Results from the paper “Simulation of Dendritic Painting” [25] (left) and real mocha
diffusion on pottery (right) from [96]

possible at the moment to allocate the memory dynamically, but we could however manage
our memory usage more efficiently. Indeed, we could analyze more thoroughly the statistics of
the particles’ neighborhoods in order to allocate memory in a more relevant manner. Finally,
part of our pre-processing steps are not parallelized yet.

Another interesting extension of our work would be to enable particles to cross corners,
in order to allow for non-manifold meshes in which some triangles are connected by only
one vertex. Finally, it would be useful to be able to interactively deform the mesh while the
simulation is taking place. It would only require the new deformed mesh to be sent on GPU,
and the triangles’ neighborhoods to be computed again. Nevertheless, this cannot be done too
often, as it would significantly slow down the performance. To circumvent this issue, we could
recompute only the neighborhoods of the triangles that are within a certain radius around the
ones that have been deformed.

6.3 Societal concerns
Working with computationally intensive simulations as well as deep learning models raises
some ecological and thus sociological questions. The most obvious criticism relates to the
very high consumption of resources induced by high-resolution and/or real-time simulations,
as well as the use of deep neural networks. Although lots of works, like ours, narrowed their
focus on improving the performance and thus usually decreasing the power and memory usage
of such models, one could wonder how they are truly used. Indeed, lots of works in many
fields focused on the now famous rebound effect, defined in [145] as follows: “The rebound
effect deals with the fact that improvements in efficiency often lead to cost reductions that
provide the possibility to buy more of the improved product or other products or services.” A
typical example of this effect is the fact that people use their car more frequently and for longer
distances as technology makes them more efficient for fuel consumption. Closer to our subject,
when new and usually more efficient graphics hardware is coming out, or when new algorithms
or methods present a better runtime performance, a rebound effect also happens. This has been
described as Blinn’s law [109]: “As technology advances, rendering time remains constant.”
Indeed, it has been observed that the average rendering time for Pixar movies remained more
or less constant over the last fifteen years, although technologies have significantly evolved
since then [106].

Most scientific reviews keep measuring the quality of the proposed works with metrics
that mostly highlight the realism of the results, and how much closer to a ground truth they
are than previous works. One solution to overcome this rebound effect would thus be for the
various scientific communities to commonly agree to change their appreciation criterias, by
including – and insisting on – the power usage and the environmental and social impact of
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Figure 6.2: Results from the paper “Lifted Curls: A Model for Tightly Coiled Hair Simulation” [132]
published in 2023, comparing two different coiled hair simulations to real-world looks.

the reviewed work. In the current sociological context, we find it hard to keep selling the fact
that we are able to produce simulations of ever increasing quality, especially since we already
have beautiful photorealistic results as industry standards. We believe that research should be
aligned with the important challenges that society is facing, climate change and the various
societal crises being a major part of them.

Finally, most deep learning models require huge amounts of computational resources
and data if one wants to reproduce the results presented by their authors. This poses several
problems, the main ones being the negative impact on the environment and the unequal access
to this technology. To tackle these issues, more and more engineers and researchers get
interested in frugal AI, which consists in reducing the amount of resources used by deep neural
networks. They propose multiple types of solutions, from changing the organization of data
centers and hardware [111] to modifying the architecture and training procedure of neural
networks [112].

In this manuscript we focused on the animation of non-human elements. A significant part
of research in computer graphics however is dedicated to making virtual humans as physically
realistic as possible. This goes from animating their gait or movements to simulating their
skin, hair, bodies. To conclude this thesis, we would like to underline the importance of bias
in computer graphics projects. Theodore Kim has addressed the question of racial bias when
rendering human skin, or simulating human hair, in a talk at SIGGRAPH in 2021 [73]. In
this talk, he showed that the lack of diversity when representing human skin was particularly
appalling with the success of subsurface scattering models [63]. Subsurface scattering happens
for every skin color, but to very different extents. In fact, the predominant effect for black
skins is not subsurface scattering, contrary to white ones. Nevertheless, after the publication
of this seminal paper in 2001, articles have been referring to their models as “skin models”
instead of “white skin models” [139], which shows how computer graphics research – like
most research fields – is centered on white people. Similar behaviors happen when it comes to
simulating hair, with straight (or slightly curly) hair being the default representation [163] and
kinky (i.e. extremely curly) hair (Figure 6.2) being almost inexistant in the literature before
the years 2020 [132].

Furthermore, neural networks have gotten extremely popular for the general public since
the rise of content generation with AI (text, image or video). The very essence of neural
networks is to output results depending on the data they have seen during training, which
is usually found on the internet or annotated by hand by humans. This means that socially
biased training sets, as they almost all are, will produce biased outputs. For example, some
works assess the racial biases [74] as well as the ones concerning sex and gender [38] in
computer graphics research. They propose to change the way we simulate humans by using
more universal models, and to change our default representations – usually white/physically
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valid/thin/gender binary – to ones that represent the human diversity better. We also believe
that it is our role as researchers to battle for less biased datasets, which would have a very direct
impact on the public as they would lead to less biased data generation and thus representations.

Indeed, we highlighted all over this manuscript how important computer graphics research
was for the various entertainment industries, themselves having a huge influence on society’s
representations. For that reason, we believe that researchers have a critical role to play in
preventing the reproduction of people’s biases, and in the creation of virtual worlds that equally
represent all skin colors, hair types, genders and sexualities, as well as the tremendous diversity
of body types, shapes and (dis)abilities that make the human race so beautiful.
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Titre : Réduction de dimension pour la simulation et l’animation de fluides

Mots clés : Informatique graphique, Simulation de fluides, Réduction de dimension, Géométrie intrinsèque,
Apprentissage profond.

Résumé : Malgré les améliorations considérables des
performances du matériel graphique ainsi que les
avancées algorithmiques majeures depuis le début
des années 2000, certains phénomènes naturels res-
tent extrêmement coûteux à simuler. Par exemple,
plusieurs pistes ont été proposées pour améliorer
les performances des simulations de fluides, qui sont
animées par la résolution d’équations différentielles
partielles (EDP), plus particulièrement les équations
hautement non linéaires de Navier-Stokes.
Dans cette thèse, nous explorons d’abord l’utilisa-
tion de l’apprentissage profond pour créer un espace
réduit dans lequel un solveur peut opérer à moindre
coût, tout en produisant des solutions de haute qua-
lité. Nous proposons un modèle qui permet la simula-
tion d’écoulements turbulents à une résolution quatre

fois supérieure à celle de l’entrée dans chaque dimen-
sion, avec des performances d’exécution améliorées
par rapport à un solveur haute résolution.
Ensuite, nous utilisons les contributions sur les
opérateurs intrinsèques pour simuler des fluides sur
des surfaces 3D avec des coûts réduits. Nous nous
concentrons sur le modèle smoothed-particle hydro-
dynamics (SPH) que nous adaptons aux surfaces
3D, en rassemblant les voisinages des particules
grâce aux géodésiques de plus court chemin, et en
déplaçant ces particules de manière intrinsèque sur
la surface. Tout ceci est simple à mettre en œuvre sur
le GPU, ce qui permet la simulation de dizaines de
milliers de particules sur différents maillages triangu-
laires à une vitesse interactive.

Title : Dimension reduction for fluid simulation and animation

Keywords : Computer graphics, Fluid simulation, Dimension reduction, Intrinsic geometry, Deep Learning.

Abstract : Despite tremendous improvements in gra-
phics hardware performance as well as key algorith-
mic advancements since the beginning of the years
2000, some natural phenomena remain extremely
costly to simulate. For instance, several tracks have
been proposed to improve the performance of fluid si-
mulations, that are animated by solving partial diffe-
rential equations (PDE), more specifically the highly
non-linear Navier-Stokes equations.
In this thesis, we first explore the use of deep lear-
ning to create a reduced space in which a solver can
operate with lower costs, while still outputting high-
quality solutions. We propose a model that enables
the simulation of turbulent flows at a resolution four

times higher than that of the given input in each di-
mension, with improved runtime performance compa-
red to a high-resolution solver.
Secondly, we use the contributions on intrinsic ope-
rators for simulating fluids on 3D surfaces with redu-
ced costs. We focus on the smoothed-particle hydro-
dynamics (SPH) model that we adapt to 3D surfaces,
by gathering the particles’ neighborhoods thanks to
shortest-path geodesics, and by displacing such par-
ticles in an intrinsic manner on the surface. All of this
is straightforward to implement on the GPU, enabling
the simulation of tens of thousands of particles on va-
rious triangle meshes at interactive speed.
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