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Abstract

A pedagogical resources recommender system for teachers

by Nader Abdelmalek

The landscape of education is ever evolving and in recent years, it has been par-
ticularly impacted by the pandemic and associated technological developments.
In this context, teachers struggle with diverse challenges that impact their pro-
fessional development and their educational practices. These challenges may
concern their own expertise of their courses, the motivation of their learners,
and their awareness of the educational environment. They are generally linked
to multiple contexts such as the social and cultural contexts of teachers as well
as learners, the environmental context, and the educational context. These chal-
lenges vary in intensity according to different situations, for example an inexpe-
rienced teacher teaching a specialised course to a difficult audience. The socio-
cultural settings of teachers can significantly impact on how he or she meets
these challenges. The use of pedagogical resources plays a key role in facili-
tating teaching and learning. Teachers can use or produce such A resource for
learners, but they can also use them to answer their own questions. A pedagog-
ical resource can be considered as any teaching material that helps teachers to
deliver effective teaching to their learners. In this thesis, we aim to help teachers
meet their challenges by recommending pedagogical resources that consider of
their complex and multifaceted context.

We focus on the methods of representing and integrating the multiple con-
texts of teachers. The followed methodology involves ontological modelling that
enables semantic reasoning and has led to the development of the Teacher Sen-
timental and Collaboration Contexts ontology (TSCCO). This ontology encapsu-
lates the multiple contexts that characterises teachers and aims to facilitate data
integration.

Realising the recommendations, we have developed the Context-Aware Ped-
agogical Resource Recommender System (CAPRRS). CAPRRS combines collab-
orative and content-based filtering techniques with a hybrid contextual filtering
approach, guided by the multiple contexts. It uses a combination of two feature
selection techniques (variance-based and mutual information) to identify relevant
features. Collaborative filtering takes advantage of recorded interaction traces,
while content-based filtering considers data describing pedagogical resources,
offering more personalised recommendations.

The main findings highlight the importance of feature selection and the ef-
fectiveness of CAPRRS in providing context-aware recommendations of peda-
gogical resources. These results contribute to a deeper understanding of the
relationships that may exists between teacher preferences, contextual features,
and recommender approaches. They contribute to the research domain of both
education and recommender systems.
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Un systeme de recommandation de ressources pédagogiques pour les
enseignants

Le monde de 1'’éducation est en constante évolution et ces dernieres années, il a
particulierement été impacté par la pandémie et les évolutions technologiques as-
sociées. Dans ce contexte, les enseignants doivent faire face a de nombreux défis
qui ont des conséquences a la fois sur leur évolution professionnelle et leurs pra-
tiques éducatives. Ces défis peuvent concerner leur propre expertise du domaine
enseigné, la motivation des apprenants et la prise en compte de I’environnement
éducatif. Ils sont généralement liés a différents contextes tels que le contexte
social et culturel de I'’enseignant et celui des apprenants, le contexte environ-
nemental et le contexte éducatif. Ces défis varient en intensité selon différentes
situations comme par exemple un enseignant sans expérience qui enseigne un
cours spécialisé aupres d’un public récalcitrant. Le contexte socioculturel de
I’enseignant peut impacter sa fagon de relever ces défis. L'usage de ressources
pédagogiques joue role majeur pour faciliter ’enseignement et 1’apprentissage.
Un enseignant peut se saisir ou produire de telles ressources destinées aux ap-
prenants mais également s’en servir pour répondre a ses propres questions. Une
ressource pédagogique peut étre considérée comme tout matériel didactique qui
aide les enseignants a dispenser un enseignement efficace a leurs apprenants.
Dans ce travail de these, nous avons pour objectif d’aider les enseignants a
relever leurs défis au moyen de recommandations de ressources pédagogiques
tenant compte de leur contexte qui est complexe et multiple.

Nous nous sommes concentrés sur les moyens de représenter et d’'intégrer
les différents contextes des enseignants. La méthodologie suivie implique une
modélisation ontologique permettant un raisonnement sémantique et a permis
le développement de I'ontologie du Contexte Sentimental et de Collaboration de
I’Enseignant (TSCCO). Cette ontologie encapsule les différents contextes carac-
térisant les enseignants et vise a faciliter 'intégration des données.

Pour effectuer les recommandations, nous avons développé un Systeme de
Recommandation de Ressources Pédagogiques Contextuelles (CAPRRS). CAPRRS
combine des techniques de filtrage collaboratif et de filtrage basé sur le con-
tenu avec une approche hybride de filtrage contextuel, guidée par différents
contextes. Il s’appuie sur l’association de deux méthodes de sélection de car-
actéristiques (la variance et l'information mutuelle) afin d’identifier les carac-
téristiques pertinentes. Le filtrage collaboratif tire parti des traces d’interaction
enregistrées, tandis que le filtrage basé sur le contenu prend en compte les don-
nées décrivant les ressources pédagogiques, offrant ainsi des recommandations
plus personnalisées.

Les principales conclusions soulignent I'importance de la sélection des carac-
téristiques et de l'efficacité de CAPRRS dans la fourniture de recommandations
de ressources pédagogiques conscientes du contexte. Ces résultats contribuent
a une compréhension plus approfondie des relations qui peuvent exister entre les
préférences des enseignants, les caractéristiques contextuelles et les approches
de recommandation. Ils contribuent a la fois aux recherches en éducation et en
systemes de recommandation.
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Chapter 1

Introduction

1.1 Background Information and Problem Statement

Teachers face significant challenges in their careers, which can impact their pro-
fessional development and even lead to failure (Natale, 1993). Understanding
and addressing these struggles requires considering various factors, such as ex-
pertise of teacher, learners, and working environment (Natale, 1993; Veenman,
1984). The definition of these challenges varies based on these factors and is
often related to reluctance of learners to the learning process influenced by their
social and cultural environment.

The level of struggle may vary depending on the uniqueness of these factors
such as novice teachers who work in specialized areas. These teachers tend
to struggle more compared to experienced teachers (Monk, 2007). Considering
the socio-cultural context of environments of teachers can help mitigate these
challenges (Morton et al., 2016). However, defining the multiple contexts of
teachers is complex and requires a comprehensive understanding of their work
and out-of-work settings (Varelas, 2012).

Personalized recommendations based on the multiple contexts of teachers can
address these struggles. Such recommendations include training materials and
various pedagogical resources which play a crucial role in teacher support (Busl-
jeta, 2013; Tuomi, 2013). However, the availability and organization of these
resources are often missing. Additionally, resource recommendations need to
consider the multiple contexts of each teacher, including their profile, social/liv-
ing environment, and educational/working environment.

Information systems, specifically recommender systems, offer a formal ap-
proach for handling vast amounts of information and can be applied in the ed-
ucational context to provide personalized resource recommendations (Maguire,
1991; Lu et al., 2012). Context descriptions within recommender systems can
vary based on research perspectives and the specificity of the multiple contexts
of a teacher (Xiao et al., 2018). In the educational field, context can be defined
from different viewpoints, such as geography, educational institution structure,
learners, or teachers.

The research challenge is focused on multiple contexts and context-aware
resource recommendations for teachers. By addressing this challenge, we aim
to provide valuable insights and potential solutions to support teachers in their
professional development.
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1.1.1 Social Problem

In the educational field, teachers play a vital role in the delivery of quality ed-
ucation to learners. However, teachers encounter various problems that can
significantly impact their effectiveness and job satisfaction. This section aims
to delve into the underlying factors contributing to these problems and propose
cumulative solutions to address them.

The first identified struggle is the lack of learner motivation, which adversely
affects the engagement of learners and accordingly educational outcomes (Na-
tale, 1993). Regardless of the social conditions of learners, their relationship
with the educational institution emerges as a critical factor in maintaining moti-
vation. Consequently, teachers exert additional effort to sustain their interest, of-
ten leading to a blurred boundary between their professional and personal lives.
The second struggle revolves around the professional-personal life balance of
teachers (Natale, 1993). The demanding nature of the profession often results
in work addiction and challenges in maintaining a healthy equilibrium between
work responsibilities and personal well-being. The third struggle addresses the
developing of self-evaluation skills for teachers. Such skills become crucial for
teachers to effectively manage their workload and prioritize their professional
and personal commitments (Natale, 1993).

Furthermore, teachers working in specialized areas face additional distinct
struggles (Monk, 2007). First, learner discipline and behavior in educational
institutions pose significant challenges, diverting valuable teaching time. Addi-
tionally, the cultural context and traditions of these areas can affect the teaching-
learning process. Both learners and teachers encounter difficulties in adapting
to the cultural nuances, potentially impacting the retention and comprehension
of new information (Pence and Macgillivray, 2008). Moreover, learner mobil-
ity within specialized areas disrupts educational continuity which is driven by
factors such as motivation loss and family movements. The identified struggles
faced by teachers, including the lack of learner motivation, professional-personal
life balance, self-evaluation, discipline and behavior in educational institutions,
cultural differences, and learner mobility, exhibit interconnectedness. These in-
terconnections imply that addressing one problem can have a positive impact on
other related challenges (Roeser et al.,, 2012). As shown in Figurel.l, a com-
prehensive approach can be adopted to propose cumulative solutions that simul-
taneously tackle multiple struggles. For instance, novice teachers can benefit
from tailored recommendations for suitable educational resources to strengthen
course content, addressing the lack of learner motivation. Additionally, providing
appropriate training courses during the early stages of their careers can equip
teachers with effective instructional strategies and classroom management tech-
niques, helping to alleviate discipline and behavior issues. Moreover, promoting
cultural sensitivity and diversity training for teachers can enhance their under-
standing of different cultural backgrounds, fostering a more inclusive learning
environment and mitigating the impact of cultural differences on the teaching-
learning process.

By addressing these interrelated problems through cumulative solutions, we
can better support teachers with diverse backgrounds and profiles. Such an ap-
proach acknowledges the complex nature of the challenges faced by teachers and
seeks to provide comprehensive support that considers the interconnectedness of



1.1. Background Information and Problem Statement 5

A
/ Struggles of teachers\ - g / Struggles of teachers\
(in general) 3 g E=84 (in specialized areas)
2T
g . $25% :
S n EY .
Teachers struggle to o e g 9 Teachers keep discipline
self-evaluate their work ~ 3 & of learner
B
Teachers balance Teacher's lack of
between personal and ( ) knowledge about area
professional life o culture
S »
o0 3§
g
. =i
Teachers motivate =8 Teachers keep the
]

learners
0 J

Figure 1.1: Interconnections between the struggles of teachers.

Kattendance of learners

|

these struggles. Overall, by offering suitable resources and training courses, and
considering the individual needs of teachers with different backgrounds, we can
help teachers during the early stage of their career and make a positive impact
in their classrooms and the education system.

1.1.2 Scientific Problem

In view of the stated struggles and challenges faced by teachers, there is a lack
of comprehensive solutions that provide an extensive description of the con-
texts of teachers as well as personalized and context-aware recommendations
(Manouselis et al., 2012). Existing educational descriptive data models target
learners in a learner-centered approach (Papamitsiou and Economides, 2014). As
a result, most of the educational data models can be considered learner-centered
models (Romero and Ventura, 2020). Accordingly, there is a deficiency in the
representation of different contexts of teachers and especially, the semantic rep-
resentation (Jensen, 2019; Tarus, Niu, and Mustafa, 2018). Moreover, the inte-
gration of data from multiple contexts presents significant challenges, including
variations in formats and schema (Golshan et al.,, 2017). A comprehensive ap-
proach is required to ensure the absence of data redundancy and facilitating
data insertion and retrieval.

Existing recommender systems often overlook the diverse contexts in which
a teacher coexists, including living environment, working environment, and sen-
timental state (Silva et al., 2023). These contextual factors play a crucial role
in tailoring recommendations to personalized preferences and contexts of teach-
ers. The subproblem of selecting the relevant factors representing each teacher
is inherited from the previous problem (Adomavicius and Tuzhilin, 2010). This
problem exists due to the diverse contexts of teachers which requires a precious
selection of relevant factors from each context to enhance the recommendation
performance and reduce its complexity (Lakiotaki, Matsatsinis, and Tsoukias,
2011). As a result, there is no definitive solution for this problem due to the lack
of data organization of the mentioned contexts. Lastly, to evaluate the quality
of recommendations, the problem of user evaluation and feedback arises which
requires more than one method of feedback recording, such as sentimental state
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detection and user activity tracking (Jannach et al., 2021). Such feedback can be
used to enhance the upcoming recommendations.

After stating the various scientific problems, we deduce the research ques-
tions to be addressed in this thesis as follows:

1.

How to represent the multiple contexts of teachers? And how to integrate
data from these different contexts?

How taking account the multiple contexts of teachers to recommend suit-
able pedagogical resources to teachers using the most descriptive features?

These questions address various aspects of the stated problem, including un-
derstanding the struggles of teachers, defining their contexts, implementing a
recommender system approach, considering contextual factors, addressing the
multi-criteria problem, utilizing ontology representation and data integration,
and ultimately generating context-aware resource recommendations for teach-

ers.

1.2 Thesis Organization

The rest of this thesis is structured as follows:

PartII State of the Art encloses one chapter:

Chapter2 State of the Art begins with an introduction and establishes t-

he research context and theoretical foundation. It then explores the
educational environment, including definitions, teacher profiles, edu-
cational institutions, and resource descriptions. The concept of con-
text is defined, different types of contexts are discussed, and teacher
contexts are highlighted. Knowledge information representation and
the various feature selection methods are explored, along with their
relevance in education. Different types of recommender systems, par-
ticularly context-aware ones, are surveyed in the context of education.

PartIII Contribution comprises of four chapters:

Chapter3 Contribution Overview presents an overview of the recomme-

nder approach that adopting an ontology-driven approach that specifi-
cally caters to the perspective of teachers. It introduces the approach
components: Teacher Sentimental and Collaboration Contexts Ontol-
ogy (TSCCO), teacher data collection and the various recommender
approaches which are explicitly discussed in the later chapters.

Chapter4 Teacher Contexts and Their Representation provides a com-

prehensive explication of diverse teacher contexts. Subsequently, lever-
aging the existing MEMORAe approach’s ontology, an ontology-driven
model is formulated to represent teacher contexts, referred to as the
Teacher Sentimental and Collaboration Contexts Ontology (TSCCO).

Chapter5 Data Collection describes the data collection process to inte-

grate relevant data for the multiple contexts which results in the cre-
ation of a French Teacher Context Dataset for experimentation. Inter-
action trace data and its importance in understanding teacher context



1.2. Thesis Organization 7

are discussed within the MEMORAe platform. A questionnaire is intro-
duced as another data collection method, and its methods, elements,
trends, adaptation, and realization are detailed.

Chapter6 Context-Aware Recommendations for Teachers commences
with elucidating the process of extracting pertinent features from teac-
her contexts using the variance-based importance feature selection for
teacher contexts (VIFSTC) approach. Subsequently, the feature se-
lection technique is employed in context-aware pedagogical resource
recommendation approach (CAPRRA), utilizing three distinct methods:
PreFiltering, PostFiltering, and contextual modeling. Moreover, an in-
novative peer recommender approach is introduced, which aims to pro-
vide collaborators recommendations to teachers.

PartlV Experimentation is composed of two chapters:

Chapter7 Experimentation Protocol presents the variations of the data-
set utilized for evaluating and testing the diverse components.

Chapter8 Results presents the subjective analysis of results, including
sentiment feedback from teachers and its efficacy, as a means to as-
sess the performance of the recommender approach.

PartV Conclusion and Perspectives contains two chapters:

Chapter9 Conclusion provides a comprehensive summary of the main find-
ings of the thesis, while revisiting its objectives and research ques-
tions.

Chapter10 Perspectives delves into potential future directions and im-
provements for the proposed system, highlighting avenues for further
research and development.
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Chapter 2

State Of Art

2.1 Introduction

In the digital age, the realm of education is undergoing a transformative shift,
propelled by technological advancements that facilitate personalized and adap-
tive learning experiences (Johnson et al., 2016). Central to this transformation is
the integration of recommender systems, which are responsible for tailoring con-
tent and resources to different actors, thus enhancing the educational process
(Bodily and Verbert, 2017). This section serves as a compass, guiding our explo-
ration into the theoretical foundations that underlie the solutions of the research
questions.

Navigating the complex educational landscape requires a profound under-
standing of its multifaceted dimensions, encompassing diverse online learning
platforms and vast educational content repositories (Johnson et al.,, 2016). To
address the challenge of curating content that resonates with teachers, our in-
vestigation starts by dissecting the different factors of educational environment
that collectively shape the backdrop against which the representation of teachers
in multiple contexts is based (Bodily and Verbert, 2017).

Our research objectives underpinning this inquiry revolve around the com-
plexity of the recommendation process in educational contexts, driven by the
dynamic interplay of multiple contexts that teachers engage with (Verbert et
al., 2012). Knowledge representation emerges as a critical component, bridging
raw data to meaningful knowledge, and enabling semantic reasoning to uncover
deeper connections (Levesque, 1986). Additionally, feature selection techniques
play a pivotal role in prioritizing attributes that contribute significantly to the
recommendation process. We seek strategies to effectively capture and fuse the
diverse contextual features that shape teachers’ experiences (Liu et al., 2009).
Finally, we explore the trends of recommender systems that offer highly person-
alized pedagogical resources aligned with multiple contexts of teachers (Dudek,
2000).

2.2 Educational Environment

The educational environment encompasses the physical, social, and psycholog-
ical conditions of the learning and teaching process (Osguthorpe and Graham,
2003). It has a profound influence on learners’ engagement, motivation, and
learning outcomes and serves as the workspace for teachers’ interactions with
learners and peers (Hutchinson, 2003; Soemantri, Herrera, and Riquelme, 2010;
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Goddard, O’brien, and Goddard, 2006). In the context of recommender systems,
the educational environment is defined as a set of contextual factors surrounding
teaching and learning, including physical features, teacher profile, available re-
sources, and socio-cultural context (Knoblauch and Hoy, 2008; George and Lal,
2019). This thesis focuses on the teaching process point-of-view and links it with
recommender systems to provide contextually relevant recommendations, con-
sidering both teacher preferences and situational aspects in the evaluation of
these recommendations (George and Lal, 2019).

This section contains a highlight of important definitions that provide a com-
prehensive understanding of the educational environment, in Section2.2.1. Then,
three main concepts are discussed from the teacher perspectives: teacher profile
(Section2.2.2), educational institution (Section2.2.3), and pedagogical resources
(Section2.2.4).

2.2.1 Definitions

This section establishes a foundational understanding of key components within
the educational environment, including teachers, teacher context, pedagogical
resources, and educational institutions.

A teacher is anindividual responsible for facilitating learning, designing lessons,
assessing learner progress, and creating a supportive learning environment
(Baylor and Ritchie, 2002; Grabinger and Dunlap, 1995; Horn and Little,
2010). Each teacher possesses a unique profile comprising professional
experience, teaching style, and professional development (Ananiadoui and
Claro, 2009; Beijaard, Verloop, and Vermunt, 2000).

Teacher context encompasses the specific circumstances and factors influenc-
ing teachers’ work and experiences, including living and working environ-
ment, educational institution, and sentimental state (Skaalvik and Skaalvik,
2011; Kelchtermans, 2005). It significantly shapes teaching practices and
professional development needs.

A learner engages in knowledge, skill, or competency acquisition through edu-
cation or training (Manuti et al., 2015). In the context of a recommender
system, learners are students guided by teachers, and the system may con-
sider learner profiles, learning styles, and preferences to enhance learning
experiences (George and Lal, 2019).

Pedagogical resources encompass materials and tools supporting teaching and
learning, such as textbooks, online courses, multimedia content, software,
research articles, and interactive resources (Davis and Krajcik, 2005; Robin,
2016).

An educational institution refers to an organization providing formal educa-
tion, including schools, colleges, universities, or other structured learning
environments (Dib, 1988; O’Banion, 1997).

These definitions provide directional paths to explore more elements within
the educational environment that are explicitly explored in the following subsec-
tion.
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2.2.2 Teacher Profile

Teacher profiling is a crucial phase for understanding the educational environ-
ment, comprising various facets meticulously defined in literature (Mumtaz, 2000;
Ananiadoui and Claro, 2009). The teacher profile is a comprehensive compilation
of factors that intricately shape a teacher’s teaching identity as follows:

Professional experience includes a teacher’s previous employment history in
education, detailing the duration of employment, institutions worked at, and
roles and responsibilities held during that time. This aspect can be used to
classify teachers into the different levels of experience.

Field of science or area of expertise is the specific area or discipline that teach-
ers often specialize in. This factor highlights their expertise, aiding in
matching them with the needs of educational institutions or other learning
requirements.

Teaching style is the pedagogical approaches and teaching philosophy that are
followed by teachers. Teaching styles can be categorized into five main
types: authority, demonstrator, facilitator, delegator, and hybrid styles, each
aligning with different learning styles as shown in Figure2.1 (Opdenakker
and Van Damme, 2006).

Learning Styles Teaching Styles
Visual Authority
Aural
Verbal
Physical
Logical

Social

T Hybrid
Solitary :

Figure 2.1: Illustration of the inter-connected relations between
teaching styles and learning ones.

Professional development reflects a teacher’s commitment to ongoing learn-
ing and staying current in their field through workshops, seminars, confer-
ences, or courses attended. This factor is not considered as important as
the previous ones but it can be of useful need to specify the weakness in a
teacher profile.

These factors collectively provide a comprehensive portrait of a teacher’s pro-
fessional journey and pedagogical approach, contributing to an in-depth under-
standing of their role within the educational context.
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2.2.3 Educational Institution

Educational institutions play a crucial role in society, providing structured ed-
ucation and instruction across various age groups and educational levels (Dib,
1988). These institutions encompass a wide spectrum of organizations commit-
ted to fostering learning and growth among students (O’Banion, 1997). More
comprehensive definitions are achieved through additional elucidations of the
different concepts of educational institutions, as follows:

Educational levels categorize educational institutions using frameworks like
the International Standard Classification of Education (ISCED) (Darling-
Hammond, 2007). This classification ranges from early childhood educa-
tion and primary education to post-secondary non-tertiary education, short-
cycle tertiary education, bachelor’s or equivalent level, master’s or equiv-
alent level, and doctoral or equivalent level. Aggregating these levels,
they can be broadly categorized into low education, medium education 1,
medium education 2, and high education, as shown in Table2.1.

Table 2.1: Aggregation of the ISCED educational levels.

Aggregated Category ISCED 2011 Synonym

Low education Levels 0-1 Primary levels

Medium education 1 Levels 2 Preparatory levels

Medium education 2 Levels 3-4 Secondary levels

High education Levels 5-8 Undergraduate and
postgraduate university
levels

Specialized education programs aim to address educational inequalities and
improve outcomes for students in disadvantaged areas such as REP (Réseau
d’Education Prioritaire) and REP+ (Réseau d’Education Prioritaire Ren-
forcé) in France (Stéfanou, 2017). These programs provide additional re-
sources and support to educational institutions facing socio-economic chal-
lenges, with REP+ offering even more intensive reinforcement.

In summary, educational institutions serve as pillars of education across di-
verse levels and specializations, aiming to provide equitable opportunities for
different learning contexts.

2.2.4 Pedagogical Resource

Pedagogical resources encompass a diverse array of materials, tools, and sources
specifically designed or chosen to support teaching, learning, and educational
activities (Davis and Krajcik, 2005). These resources play a pivotal role in en-
hancing the educational experience for both teachers and learners.

In the context of recommender systems, pedagogical resources take various
forms according to (Davis and Krajcik, 2005; Ali et al., 2017), including:
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¢ Documents These traditional resources provide structured content and in-
formation on specific subjects or topics in the form of e-books, textbooks
and reference materials.

* Digital and multimedia have become increasingly prevalent in education
with the advancement of technology. These can include interactive learning
modules, online courses, educational websites, educational software, inter-
active games, and multimedia content (such as videos, animations, simula-
tions) that enhance the learning experience and cater to different learning
styles.

¢ Research articles and journals provide access to the latest research find-
ings, studies, and academic literature. They are valuable for teachers and
learners engaged in research, critical analysis, and deeper exploration of
specific topics.

Pedagogical resources can be classified into simple and composite categories
according to (Saleh, 2018). Simple pedagogical resources serve specific pur-
poses in the learning process and can take the form of physical (traditional media
and objects) or digital (multimedia files, programs, texts, URLs) resources. Com-
posite pedagogical resources, on the other hand, consist of collections of multiple
simple resources or more complex combinations of pedagogical content.

Access to pedagogical resources can be achieved through prerequisites, cat-
egorized as device (physical) and software (digital) requirements (Saleh, 2018).
These prerequisites enable individuals to access and utilize the corresponding
pedagogical resources effectively.

The integration and effective utilization of pedagogical resources continue to
be a crucial aspect of modern pedagogy as educational technologies and method-
ologies evolve. These resources contribute to creating dynamic and enriching
learning environments, fostering engagement, understanding, and overall edu-
cational enhancement.

2.2.5 Summary

In conclusion, the exploration of the educational environment in this section
sheds light on the intricate interplay of factors that shape the teaching expe-
rience, as summarized in Table2.2. The educational environment encompasses
various dimensions, including the roles of teachers, the institutions that facilitate
education, and the resources that support the learning process. By delving into
definitions, teacher profiles, educational institutions, and pedagogical resources,
a comprehensive understanding of the educational landscape emerges.

The essence of the educational environment aligns seamlessly with the fo-
cus of this thesis to describe the essential context of teachers’ work environment
which happens to be the educational environment. As teachers navigate the chal-
lenges of modern education, they require tailored recommendations that not only
match their professional profiles and preferences but also consider the contex-
tual factors in which these recommendations will be implemented.

The diverse pedagogical resources available play a pivotal role in enriching
the teaching process and catering to the diverse needs and learning styles of stu-
dents. Through this section, we incorporate a nuanced understanding of teacher
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Table 2.2: Summary of related concepts to the educational envi-
ronment.

Articles Concept Definitions

(Mumtaz, 2000; Anani- Teacher Profile
adoui and Claro, 2009;

Beijaard, Verloop, and

Vermunt, 2000)

* Professional experi-
ence

* Field of science

¢ Teaching style

e Professional devel-
opment

(Skaalvik and Skaalvik, Teacher Context
2011; Kelchtermans,
2005)

* Living environment

* Working environ-
ment

¢ Educational institu-
tion

¢ Sentimental state

(Dib, 1988; O’Banion, Educational Institu-
1997; Stéfanou, 2017) tion

* Educational levels
* Specialized educa-

tion
(Davis and Krajcik, Pedagogical Re- « Form
2005; Robin, 2016; Ali sources T

* lype

et al., 2017; Saleh,

2018) * Prerequisite

profiles, the attributes of educational institutions, and the varied forms of peda-
gogical resources that contribute to a more robust and effective representation of
the educational environment. Through the intricate interplay of these elements,
this thesis endeavors to create a bridge between the theoretical understanding
of pedagogical resources and their practical implementation within the multiple
contexts of teachers.

2.3 Context

Context is a complex concept that plays a crucial role in enabling information
systems, including user interactions (Adomavicius and Tuzhilin, 2010; Verbert
et al., 2012). The main role of the context is to offer an understanding and adap-
tivity to the surrounding environment according to each user. It serves as the
core of comprehending how external events influence user’s behavior and con-
sequently, decision-making processes (Carver and Turoff, 2007). Context allows
information systems to deduce possible activities and information needs, facil-
itating appropriate explanation and enhancing the effectiveness of interactions
(Avgerou, 2001). Additionally, context-aware approaches leverage the concept of
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context to deliver personalized and appropriate information or services to users
based on their specific needs (Adomavicius and Tuzhilin, 2010).

However, a unified definition of context remains vague, leading to various def-
initions and implementations of contextual information across different context-
aware applications (Bazire and Brézillon, 2005). This diversity poses challenges
in finding a standardized description of context. Additionally, in the realm of
education, context plays a crucial role in shaping the teaching and learning pro-
cesses, as well as the overall educational experience (Cranton and Carusetta,
2002; Verbert et al., 2012). Therefore, this section aims to delve into the defini-
tion of context and explore its various definitions and types, especially within the
educational setting.

2.3.1 Definitions

Context is a multifaceted concept defined in various fields and disciplines. Lin-
guistically, it refers to the surrounding circumstances that help explain a specific
situation or activity !. In social sciences, it encompasses broader social, cultural,
and historical factors that influence individuals, groups, or events, including the
social environment, cultural background, and economic conditions (Helliwell and
Putnam, 2004). In psychology, context refers to environmental cues, stimuli, or
conditions that provide additional information and influence perception, inter-
pretation, and cognitive processing, incorporating factors like the physical envi-
ronment, social cues, temporal information, and personal experiences (Schwarz
and Sudman, 2012).

In the realm of recommender systems, context is defined as the set of en-
vironmental factors and situational information surrounding a user, capable of
influencing their preferences, needs, and behaviors. Several key definitions have
emerged in this context, emphasizing its role in characterizing the user’s situa-
tion and improving the accuracy of recommendations. These definitions is sum-
marized in Table2.3 which mentions four main definitions from (Dey, 2001), (Ado-
mavicius and Tuzhilin, 2005a), (Baltrunas, Ludwig, and Ricci, 2011), and (Sieg,
Mobasher, and Burke, 2007). These definitions agree upon three main types:
physical, social, and interactivity but the modal/sentimental type is mentioned by
only two definitions.

2.3.2 Different Contexts

Context is further characterized by contextual dimensions and factors (Adomavi-
cius and Tuzhilin, 2010). Contextual dimensions represent distinct aspects of
context used for description or categorization, such as time, location, social re-
lationships, and user preferences. Contextual factors are specific elements or
components within these dimensions, contributing to the overall context and im-
pacting the recommendation process. There are four broad types of contexts
from the point of view of recommender systems: physical, social, modal/senti-
mental, and interactivity (Adomavicius and Tuzhilin, 2010; Raza and Ding, 2019).
The physical type captures the time, location, and activity of the user during the

Lhttps://www.oxfordlearnersdictionaries.com/definition/american_english/context
- https://dictionary.cambridge.org/dictionary/english/context
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Table 2.3: Summary of types of contexts according to each defini-

tion

Definition Context Types
(Dey, 2001) — Physical

- Social

— Interactivity
(Adomavicius and Situation-based
Tuzhilin, 2005a) — Physical

- Social

— Interactivity
(Baltrunas, Ludwig, and - Physical
Ricci, 2011) — Social

— Modal/Sentimental
(Sieg, Mobasher, and - Physical
Burke, 2007) — Modal/Sentimental

— Interactivity

recommendation intention to be used. The social type incorporates social re-
lationships, connections, and influences in the recommendation process. The
modal/sentimental one portrays the user’s current sentimental state, including
their objectives, mood, experience, and cognitive abilities. Interactivity type
refers to the interaction activity between a user and different types of dimen-
sions.

In the educational context and within recommender systems, context pertains
to information characterizing the situation of a user or teacher, encompassing
environmental factors, situational details, location, time, social context, activity,
and the dynamic characteristics describing the current situation, including sen-
timental state. The primary objective of considering context is to enhance the
accuracy and relevance of recommendations in various educational contexts.

In order to consider all these contexts for teachers, it makes the task of rec-
ommender systems more challenging by taking into account the different types
of contextual dimensions such as physical dimension (work environment), social
dimension (living environment), sentimental dimension (mood), and interactivity
dimension (interaction activities). But incorporating these contextual dimensions
helps understanding and addressing the diverse needs and preferences of teach-
ers in different situations.

2.3.3 Teacher Contexts

The context can be classified differently when the educational/learning environ-
ment is considered (Raza and Ding, 2019). Additional types or extension of pre-
viously defined types arise with respect to the relevancy of some important fac-
tors that need to be considered within the educational/learning process (Leidner
and Jarvenpaa, 1995). For example, social context can be extended by including
economical and cultural dimensions. Socioeconomic context refers to the social
and economic factors that impact education (Leidner and Jarvenpaa, 1995). It
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includes factors such as the income levels, employment rates, and educational
attainment of the community or region. Socioeconomic context can influence ac-
cess to resources, funding for schools, and the overall educational opportunities
available to students. Cultural context encompasses the sociocultural factors that
shape education (Leidner and Jarvenpaa, 1995). It includes factors such as cul-
tural norms, values, beliefs, and practices. Cultural context influences teaching
approaches, curriculum design, and the inclusion of culturally relevant content
in education. It also impacts student identity, motivation, and engagement in the
learning process.

However, teacher identity is seen as involving multiple sub-identities, as be-
ing an ongoing process of construction, and as being influenced by multiple
types of contexts such as social context and physical context (Akkerman and
Meijer, 2011). These characterizations challenge the traditional representation
of teacher identity as a possession of a defined set of assets (Beauchamp and
Thomas, 2009). These multiple contexts indicate the different environments
where a teacher co-exists including social/living environment, physical/working
environment, and modal/sentimental state (Cooper and Olson, 2020; Gonzalez
et al., 2007). Table2.4 shows the different types of contexts where a teacher
coexists in addition to their dimensions and factors. This representation illus-
trates the level of complexity that can be achieved by the problem of contexts
for a single teacher. Therefore, we can include some dimensions of the socioeco-
nomic context and cultural context with their corresponding teacher’s contexts.
For example, we can include location and area type dimensions that are repre-
sented in the cultural context as well the socioeconomic context through social
and physical contexts which simplifies their representations.

Table 2.4: Multiple contexts where a teacher coexists

Context Type Dimensions

Living environment Social context + - Location
Socioeconomic con- - Area type
text

Working  environ- Physical context + - Location

ment Cultural context — Area type

— Educational insti-
tution type
Sentimental state Modal/sentimental — Mood level
context — Activity

2.3.4 Summary

Context is a dynamic concept that significantly impacts information systems and
recommender systems. It serves as a framework for understanding and adapting
to the surrounding environment, ultimately enhancing user interaction and rec-
ommendation processes. In the realm of education, context plays a vital role in
shaping teaching and learning experiences.
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The diverse definitions of context across various disciplines and contexts high-
light the intricate nature of this concept. In the context of recommender systems,
several definitions emphasize the importance of considering various dimensions
and factors that characterize a user’s situation. These definitions include the
well-known perspectives of Dey, Adomavicius and Tuzhilin, Baltrunas et al., and
Sieg et al., all of which highlight context’s role in improving recommendation ac-
curacy and personalization. Context is characterized by contextual dimensions
and factors. Contextual dimensions represent distinct aspects that can catego-
rize or describe a context, while contextual factors are specific elements within
those dimensions. This distinction allows for a deeper understanding of the fac-
tors influencing user behavior and preferences.

From the perspective of teachers, context becomes even more complex due
to diversity of context types and dimensions, as summarized in Table2.5. For
instance, multiple contexts of teacher extend beyond the traditional physical
and social settings to encompass socioeconomic and cultural types. These types
shape teachers’ interactions with pedagogical resources and peer teachers.

Table 2.5: Summary of context definitions from the teacher per-

spective.
Articles Teacher Context Type
Context
(Dey, 2001; Adomavicius and Living Social context

Tuzhilin, 2005a; Baltrunas, environment

Ludwig, and Ricci, 2011)

(Leidner and Jarvenpaa, Socioeconomic context
1995; Raza and Ding, 2019)

(Dey, 200 1; Adomavi(?ius Working Physical context

and Tuzhilin, 2005a; Sieg, environment

Mobasher, and Burke, 2007;

Baltrunas, Ludwig, and Ricci,

2011)

(Dey, 2001; Adomavicius Interactivity context
and Tuzhilin, 2005a; Sieg,

Mobasher, and Burke, 2007)

(Leidner and Jarvenpaa, Cultural context

1995; Raza and Ding, 2019)

(Sieg, Mobasher, and Burke, Sentimental Modal/sentimental context
2007; Baltrunas, Ludwig, and state

Ricci, 2011)

The representation of these multiple contexts is stated by three contexts: liv-
ing environment, working environment, and sentimental state which covers five
different types of contexts: social, physical, sentimental, socioeconomic, and cul-
tural contextual types. However, the representation of these contexts must be
carefully handled to ensure that the collected knowledge is efficiently utilized
within any further process. Through the next section, the representation of such
knowledge is discussed along with the educational environment.
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2.4 Knowledge Representation

Knowledge representation is a broad concept that encompasses various aspects
and dimensions (Brachman and Levesque, 1985). Knowledge representation in-
volves the systematic organization, structuring, and encoding of knowledge and
information in a manner that enables effective understanding, manipulation, and
utilization. It goes beyond mere data storage and retrieval by capturing the se-
mantics, relationships, and context of information, allowing for more sophisti-
cated reasoning, inference, and analysis (Chandrasegaran et al., 2013).

In addition to representing facts, concepts, and relationships, knowledge rep-
resentation often includes mechanisms for capturing uncertainty, ambiguity, and
context (Van Harmelen, Lifschitz, and Porter, 2008). It aims to provide a compre-
hensive and coherent representation of knowledge that can be shared, commu-
nicated, and processed by both humans and machines (Brachman and Levesque,
1985). An essential aspect of knowledge representation is abstraction (Van Harme-
len, Lifschitz, and Porter, 2008). It involves identifying and extracting the essen-
tial features and characteristics of objects, concepts, or phenomena, while omit-
ting irrelevant or redundant details. Abstraction allows for the generalization of
knowledge, enabling the application of learned principles to new situations and
the extraction of insights from a large volume of data (Van Harmelen, Lifschitz,
and Porter, 2008).

Furthermore, knowledge representation is closely tied to knowledge acqui-
sition and knowledge engineering (Van Harmelen, Lifschitz, and Porter, 2008).
It involves eliciting, organizing, and structuring knowledge from domain experts
and other sources, and transforming it into a format suitable for storage, re-
trieval, and manipulation. This process often requires modeling tools, methodolo-
gies, and frameworks to capture and represent knowledge effectively. Knowledge
representation also plays a vital role in knowledge-based systems, expert sys-
tems, and artificial intelligence applications (Van Harmelen, Lifschitz, and Porter,
2008). It enables the construction of knowledge bases, ontologies, or knowledge
graphs that serve as the foundation for intelligent reasoning, decision-making,
and problem-solving. By representing knowledge in a structured and machine-
readable form, these systems can leverage automated reasoning algorithms, in-
ference engines, and knowledge-driven processes.

2.4.1 The way from Data to Knowledge

The concepts of data, information, knowledge, and wisdom form a hierarchical
structure known as the DIKW hierarchy Figure2.2 (Ackoff, 1989). In this hier-
archy, data is the foundational level in the DIKW hierarchy within informatics
(Dalrymple, 2011). It comprises raw and unprocessed elements, such as facts,
figures, symbols, or observations. These data elements are discrete and lack in-
herent context or meaning. Data can manifest in various forms, including numer-
ical values, textual information, images, or any other representational format. It
serves as the fundamental building block upon which the subsequent levels of
the hierarchy are constructed.

Moving up the hierarchy, information represents the transformation of data
into a more structured and meaningful state (Kebede, 2010; Dalrymple, 2011).
This transformation process involves organizing, processing, and adding context
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Figure 2.2: The DIKW hierarchy according to (Ackoff, 1989) from
the point-of-view of information systems and artificial intelligence.

to raw data. Information adds clarity, interpretation, and relevance to data, mak-
ing it more accessible and interpretable for individuals and systems. It is the
bridge that connects raw data to knowledge, providing the necessary context for
understanding and decision-making.

Knowledge advances beyond information as it encapsulates not only orga-
nized and contextualized information but also understanding, insights, and the
capability to effectively apply this information (Kebede, 2010). Knowledge signi-
fies a deeper level of awareness and familiarity with a specific subject or domain.
It is acquired through experiences, learning, and the assimilation of information.
Knowledge involves synthesizing and connecting pieces of information to form a
coherent and actionable understanding.

At the pinnacle of the DIKW hierarchy lies wisdom which represents the high-
est level, characterized by individuals’ ability to make judicious and sound de-
cisions (Kebede, 2010). This capacity is based on their accumulated knowledge
and extensive experience. Wisdom transcends mere knowledge; it involves dis-
cerning the most suitable course of action in complex and uncertain situations.
In essence, wisdom bridges the gap between information and practical, informed
action, embodying the culmination of the DIKW progression within informatics.

2.4.2 Knowledge and Its Representation

We can conclude that knowledge is the top of the informatics pyramid and hence,
it represents the insights and application of information. Therefore, knowledge
representation is indeed a crucial component of information systems (Levesque,
1986). By providing a structured framework for organizing and manipulating
knowledge, it enables information systems to reason, make decisions, and per-
form complex tasks (Levesque, 1986).

By representing knowledge in a structured form, information systems can
capture domain-specific information, facts, relationships, rules, and constraints
(Hotz et al., 2014). This representation can be used to model real-world scenar-
ios, understand complex situations, and generate intelligent behavior. It allows
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these systems to apply logical reasoning, make inferences, and draw conclusions
based on the available knowledge (Hotz et al., 2014).

Knowledge representation also plays a vital role in machine learning, where
data is transformed into a structured format that allows algorithms to extract
patterns, learn from examples, and make predictions (Carbonell, Michalski, and
Mitchell, 1983). Furthermore, knowledge representation facilitates knowledge
sharing, collaboration, and interoperability between different information sys-
tems. By adopting standardized representation languages and ontologies, sys-
tems can exchange and integrate knowledge (Nickel et al., 2015).

2.4.2.1 Knowledge Types

By representing the different elements of knowledge, information systems can
acquire, organize, and apply knowledge to understand, interact with, and reason
about the world in a manner that aligns with human-like intelligence. Each of the
different types of knowledge serves a unique purpose according to the varieties
that they target (Van Harmelen, Lifschitz, and Porter, 2008). The different types
of knowledge are classified according to (Van Harmelen, Lifschitz, and Porter,
2008) into declarative, procedural, meta, heuristic, and structural knowledge.

Declarative knowledge constitutes objective information, such as facts, rules,
and propositions. It can be expressed logically and is easily communicable and
shareable. Procedural knowledge is centered on understanding how to execute
specific tasks. It encompasses step-by-step procedures, rules, strategies, and
algorithms necessary for achieving particular objectives. This knowledge is of-
ten represented using programming languages or algorithms. Meta knowledge
delves into knowledge about knowledge itself, encompassing an understanding
of the characteristics, limitations, and properties of knowledge. Heuristic knowl-
edge is derived from past experiences and domain expertise. It includes practical
rules, strategies, or techniques that guide decision-making and problem-solving
processes. Structural knowledge pertains to comprehending the organization
and relationships within complex problems or systems. It aids in breaking down
intricate issues into more manageable sub-problems.

Each type of knowledge serves a unique purpose, and their representation en-
ables information systems to understand, reason, and make informed decisions in
various domains and tasks. By combining and utilizing different types of knowl-
edge, information systems can exhibit intelligent behavior and perform complex
cognitive tasks more effectively.

2.4.2.2 Knowledge Representation Techniques

Knowledge types are represented through different techniques of representation
in information systems according to the definition of each type (Gregor, 2006).
This knowledge representation is the process of creating structured models or
frameworks to encode and store information and knowledge that can be used
by information systems (Chandrasegaran et al., 2013). The purpose of knowl-
edge representation is to enable information systems to understand, reason, and
make informed decisions based on the encoded knowledge (Chandrasegaran et
al., 2013). There are several approaches to knowledge representation, each with
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its own knowledge types (Markman, 2013): logical representation, semantic net-
works, frames, ontologies.

Logical representation employs formal logic to express knowledge, employing
logical rules, predicates, and symbols to convey relationships and facilitate logi-
cal reasoning (Levesque and Lakemeyer, 2001). Semantic networks utilize nodes
and links to represent knowledge, with nodes denoting concepts or objects and
links illustrating their relationships (Markman, 2013). This method is adept at
capturing hierarchical structures and relationships (Borge-Holthoefer and Are-
nas, 2010). Frames structure knowledge as collections of attributes associated
with objects or concepts, each containing slots for specific properties or links to
other frames (Noy, Fergerson, and Musen, 2000; Rosse and Mejino Jr, 2003).
This approach excels in representing structured knowledge and inheritance rela-
tionships (Lassila and McGuinness, 2001).

Ontologies provide a formal, explicit specification of concepts, properties,
and relationships within a specific domain (Fensel and Fensel, 2001). They de-
fine a common vocabulary and a set of rules for reasoning about the domain
knowledge (Noy, McGuinness, et al.,, 2001). Ontologies are commonly used in
knowledge-based systems and semantic web applications (Davies, Studer, and
Warren, 2006). In ontology-based knowledge representation, the T-Box (Termi-
nology Box) and A-Box (Assertion Box) are used to organize and represent knowl-
edge within a specific domain (Grimm, 2009), as shown in the example Figure2.3
and as follows:
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Figure 2.3: Example of ontologies knowledge representation.

T-Box represents the hierarchical structure of concepts, relationships, and prop-
erties within the domain. It defines the vocabulary and the schema of the
ontology through general knowledge about the domain and is shared among
multiple instances in the A-Box.

A-Box represents the specific instances or individuals in the domain and their re-
lationships. It includes assertions or statements about the instances, spec-
ifying their properties, relationships, and values. A-Box provides concrete,
instance-level knowledge about the domain. The methodology presented
by ontology 101 guide (Noy, McGuinness, et al., 2001) offers a systematic
approach to implement and construct new ontologies.

These representation methods vary in expressiveness, scalability, and suitabil-
ity for different domains and problems. The choice depends on system require-
ments and the type of knowledge being represented. Declarative knowledge,
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such as facts and rules, suits logical representation as well as ontologies (Patel
and Jain, 2018). Procedural knowledge, involving task procedures, aligns with
frames (Jakus et al., 2013). Meta-knowledge fits ontologies (Cristani and Cuel,
2005), heuristic knowledge suits semantic networks (Gopal, 2019), and structural
knowledge finds its place in semantic networks (Jonassen, 2003).

It’s important to note that this matching can be misfit if the choice of the spe-
cific requirements of the information system, the nature of the knowledge, and
the problem domain oppose the nature of knowledge representation approach.
Accordingly, a combination of different representation approaches may be used
to capture and represent different types of knowledge within a system.

2.4.2.3 Semantic Web Technologies and Semantic Reasoning

The Semantic Web is a paradigm that extends the World Wide Web by adding a
layer of meaning to the existing web content, allowing machines to understand
and interpret the data (Fensel, 2005). Key components of the Semantic Web in-
clude ontologies, Resource Description Framework (RDF), and reasoning engines
(Fensel, 2005). In the context of semantic web, ontologies define a formal vocab-
ulary to represent knowledge and relationships within a specific domain and they
are created using tools like Protégé framework?. Protégé is a widely used, open-
source software platform and ontology editor specifically designed for creating
and managing ontologies. The platform, developed at Stanford University, is a
key tool in the field of knowledge representation, semantic web development,
and ontology engineering.

On the other hand, RDF® serves as the backbone of the Semantic Web, al-
lowing data to be expressed as subject-predicate-object triples (Fensel, 2005).
RDF Schema (RDFS*) extends RDF by providing a basic vocabulary for defin-
ing ontologies (Fensel, 2005). Together, RDF and RDFS facilitate the creation
of structured, interoperable data, which is crucial for representing and linking
pedagogical resources and their metadata. OWL® is a more expressive ontology
language that enables the specification of complex relationships and constraints
within ontologies (Fensel, 2005). This is particularly useful when modeling the in-
tricate pedagogical concepts and their interconnections in educational contexts.

Semantic reasoning is fundamental in knowledge representation for informa-
tion and recommender systems, enabling the inference of new knowledge and
informed decision-making based on structured ontological relationships (Henze,
Dolog, and Nejdl, 2004; Blanco-Fernandez et al., 2008). It offers deductive ca-
pabilities by deducing insights from existing facts and rules, filling informational
gaps. Additionally, it identifies inconsistencies, ensuring the integrity of knowl-
edge representation. It extends beyond deduction to encompass abduction and
induction, further enhancing domain understanding.

Semantic web rule language (SWRL®) rule is a formal statement within the
Semantic Web framework that defines a condition-action pair, where specific
conditions lead to certain actions or conclusions. SWRL is an extension of the

Zhttp://protege.stanford.edu
Shttps://www.w3.0rg/RDF/
4https://www.w3.0rg/wiki/RDFS
Shttps://www.w3.0rg/0WL/
Shttps://www.w3.0org/submissions/SWRL/
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Web Ontology Language (OWL) and is used to represent semantic reasoning in
terms of rules in the Semantic Web (Henze, Dolog, and Nejdl, 2004). SWRL
rules are primarily designed to enhance the reasoning and inferencing capabili-
ties of ontologies and knowledge bases. The SWRL rules are implicated between
antecedents and consequent in the form antecedent — consequent. Conjunctive
atoms are used to express these antecedents and consequents. Conjunctive an-
tecedents are represented as the following atoms: a1 Aay A--- Aa; A--- Aay,
where 1 < i < n. In this work, atoms are classified into three forms: class C(?x),
property P(?x,?y), and "sameAs" relation sameAs(?x,?y). Class atom C(?x) holds
if x is considered an instance of class C, while property atom P(?x,?y) holds if x
and y have a mutual relation P.

Incorporating Semantic Web techniques, such as Protégé, OWL, RDF, RDFS,
and SWRL, holds the potential to enhance the effectiveness of resource discov-
ery and recommendation in educational settings. These technologies provide
a robust framework for modeling, representing, and semantically enriching the
previously mentioned knowledge about the educational domain.

On the other hand, Linked Data (LD) refers to a set of principles and best
practices for publishing, sharing, and interlinking different types of knowledge
representation using Semantic Web technologies (Heath and Bizer, 2022). One
key aspect of LD is the use of URIs (Uniform Resource Identifiers) as identifiers
for resources (Heath and Bizer, 2022). URIs provide unique and globally resolv-
able identifiers for resources, ensuring their unambiguous identification and en-
abling linking and integration of data across different sources (Heath and Bizer,
2022). This graph-based representation facilitates the linking of resources and
the expression of complex relationships between them. To query and retrieve
data from LD sources, the SPARQL query language is commonly used. SPARQL
enables powerful and flexible querying capabilities, allowing users to express
complex patterns and retrieve specific information from linked datasets (Hartig,
Bizer, and Freytag, 2009).

2.4.3 Knowledge Representation in Education

The adoption of knowledge representation principles and technologies has shown
promise in addressing the challenges of interoperability in educational contexts
(Pereira et al., 2017). Knowledge representation, which builds upon the founda-
tions of the Semantic Web, provides a set of well-established principles and stan-
dards for sharing data on the Web (Shadbolt, Berners-Lee, and Hall, 2006). In
educational domain, knowledge representation plays a crucial role in capturing
and organizing data, metadata, and relationships between resources (Katagall
et al,, 2015).

By adopting Semantic Web and Linked Data principles and technologies, ed-
ucational communities can benefit from enhanced data sharing, integration, and
reuse (Dietze et al., 2013). LD promotes the publication of structured data on the
Web, enabling researchers, teachers, and learners to access and combine diverse
sources of information seamlessly (Greenhow, Robelia, and Hughes, 2009). While
challenges related to heterogeneity and the need for standardization persist, the
LD approach provides a promising methodology for realizing a framework for
achieving interoperability in educational contexts. In recent years, the focus of
research in technology-enhanced learning (TEL) has primarily revolved around
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promoting interoperability and reusability of learning resources and data. Conse-
quently, this has resulted in a fragmented landscape characterized by competing
metadata schemas. These schemas range from general-purpose ones like Dublin
Core (Board, 2018) to educational-specific schemas such as IEEE Learning Ob-
ject Metadata (LOM) (RISK, 2002). Educational resource repository providers
leverage these technologies to facilitate interoperability. Moreover, the incor-
poration of social data and attention metadata, which captures perceptions of
learning resources, has become increasingly valuable for tailoring learning expe-
riences to meet specific user needs and requirements. Despite the vast amount
of educational content and data shared openly on the web, the integration pro-
cess remains costly due to the isolation of different learning resources from each
other and their reliance on diverse implementation standards (De Santiago and
Raabe, 2010).

Despite the abundance of educational data already accessible on the Web
through diverse schemas and interface mechanisms, the primary challenge lies
in adopting Linked Data (LD) principles and vocabularies, while harnessing the
existing non-LD compliant data available on the Web (Dietze et al., 2013). The
key research challenges are addressed through the adoption of LD principles in
science and education (Dietze et al., 2013). These challenges are encapsulated
as infrastructural interoperability, semantic and syntactic interoperability, and
formalizing domain knowledge.

Interoperability challenges in educational contexts are multifaceted and ad-
dressed through Linked Data (LD) principles. These challenges encompass in-
frastructural, semantic, and syntactic dimensions. Infrastructural interoperabil-
ity confronts the heterogeneity of storage and interface methods in educational
data (Yu et al., 2011). LD employs RDF, SPARQL, and standardized HTTP end-
points to facilitate data exposure, integration, and sharing. Semantic and syn-
tactic interoperability tackle variations in schemas, vocabularies, and represen-
tation languages. LD adopts RDF(S) as a unified data representation language
and promotes consistent dereferenceable URIs for broad data and schema ele-
ment reuse. Features like owl:sameAs statements aid in linking heterogeneous
datasets, supporting educational processes’ citing and extension needs. More-
over, LD’s concept of Linked Open Data emphasizes data’s public and open na-
ture, aligning with the transparency goals of the Open Educational Resources
(OER) approach in education. Formalizing domain knowledge remains challeng-
ing, but LD has generated domain-specific vocabularies and facilitates alignment
through standards like RDFS and SKOS, eliminating the necessity for a single
domain model (Dietze et al., 2013).

Linked Data and ontologies have a strong connection in the educational do-
main. Ontologies provide a formal and structured representation of knowledge
within a specific domain, capturing concepts, relationships, and properties (Guar-
ino, 1995). They serve as a foundation for organizing and categorizing informa-
tion in a meaningful way. In the educational domain, ontologies play a crucial
role in facilitating the representation and organization of pedagogical resources,
learning activities, teacher and learner profiles, and other relevant information
(Aroyo et al., 2006). Linked Data leverages ontologies by using them as the basis
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for creating linked educational data (Kefler, d’Aquin, and Dietze, 2013). Ontolo-
gies define the concepts, relationships, and properties within a specific educa-
tional domain, enabling data to be linked and related in a meaningful way. This
linkage facilitates more accurate and contextually relevant recommendations,
personalized learning experiences, and improved educational analytics.

Ontologies have been used in different fields with various purposes. Particu-
larly, ontologies are integrated with recommender systems to connect users with
their preferences according to the recommended item, or to represent the se-
lected knowledge (Martinez-Cruz et al., 2015). Most researchers tend to use
ontologies to model the relation of learners with their preferences for learning
resources. On the other hand, the modeling of the relationship between teach-
ers and learning resources is mostly neglected as researchers prefer to couple
teachers with pedagogical planning and design.

Some remarkable educational ontologies are not used with resource recom-
mender systems but for data representation in an e-learning framework with a
task-oriented approach. An example for this type of ontologies was introduced
by (Bhattacharya, Tiwari, and Harding, 2012) which represents the learning ob-
jects and learning methodology in an e-learning system. The introduced ontology
provides the representation of context of learners but with the consideration of
limited factors such as lesson, location, and environment. Other ontologies rep-
resent the resources in the context of an e-learning system such as the ontology
introduced by (Mouromtsev et al., 2013) to represent learning resources for a
distance-education system. The system represents and structures three main
educational process concepts: curriculum, exam, and library. Educational re-
sources are transferred to distance learners encouraging the mobility of learners.
Another ontology was offered by (Dermeval et al., 2019) to facilitate the connec-
tion between e-learning systems and the innovative gamification activities which
help the learners to be more motivated to engage in the learning process. A
teaching model was proposed by (Chang et al., 2020) to represent teaching rules
for an intelligent tutoring system (ITS). The system uses data mining techniques
to extract rules from educational sessions and map it to the system ontology.

As previously stated, most researchers favor the ontology models of learn-
ers instead of teachers. One of these examples is the learner model which
was introduced in (Clemente, Ramirez, and De Antonio, 2011) to represent an
adult learner’s characteristics. The ontology is integrated into a system for dis-
tance learning. The Adaptive-Courseware Tutor learning system uses the knowl-
edge information about a learner to construct a learner representation using
both Bayesian network and ontology (Grubisi¢, Stankov, and Perai¢, 2013). The
system is adapting the learning contents according to the collected information
about the learner’s knowledge. The learner context is one of the important as-
pects to consider in a distance e-learning system. Learning styles are an impor-
tant aspect to be considered in a learner’s ontology. The ontology representation
of (Labib, Canés, and Penadés, 2017) explains the different learner models and
the corresponding learning styles. The research proposes that the usage of this
ontology provides the teacher with the main characteristics of learners. The
ontology that was proposed by (Akharraz, El Mezouary, and Mahani, 2018) is
concerned with describing the learner context according to multiple descriptive
points such as computing necessity, location, time, physics, user activity, user
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profile, and social contexts. A domain-independent ontology is used to model
the learner profile and the corresponding preferences (Grivokostopoulou et al.,
2019). The ontology is used in an intelligent tutoring system for higher edu-
cation learners. The ontology, introduced by (Ilkou et al., 2021), is designed
for representing online learning resources in the context of personalized learn-
ing systems, particularly focusing on educational and career-oriented aspects.
Within the Automatic Domain Ontology Learning (ADOL) framework, (Chen and
Gu, 2021) introduces an ontology that aims to represent the systematic knowl-
edge architecture of different subjects for educational purposes. The ontology,
designed by (Dascalu et al., 2022), reflects the career landscape in Romania and
is intended for use in the context of career guidance and educational recommen-
dations.

It is obvious that the teacher modeling is neglected from the research inter-
ests, and it is replaced with an e-learning system as the tutor. However, there
is a need to represent the teacher context into an ontology to benefit from their
expertise and to provide them with helpful resources.

2.4.4 Summary

Ontology and Linked Data principles emerge as pivotal tools to represent the
knowledge of the multiple contexts of teachers. Ontologies provide a formal and
structured representation of knowledge, which is crucial in capturing and orga-
nizing the diverse information related to teachers’ demographics, teaching styles,
and contextual dimensions within the educational domain. By adopting Linked
Data principles, educational data can be interconnected using standardized for-
mats and unique identifiers, facilitating the integration of diverse educational
resources and information.

Table2.7 provides a summary of surveyed knowledge representation models
in the educational domain. These models encompass various aspects such as re-
sources, learners, and learning processes. The representation models primar-
ily fall into two categories: Linked Data (LD) and Ontology. LD models tar-
get resources and metadata, while ontologies focus on learners, learning pro-
cesses, and resources. The context in which these models are applied varies,
with some considering physical, social, and activity-related contexts, while oth-
ers are context-agnostic.

The concluded observation highlights an important gap in current educational
research. While there has been considerable focus on learner-centered models
and e-learning systems, the role of teachers and the representation of their con-
texts have often been overlooked. An ontology that captures the teacher context
is a valuable step in addressing this gap. Overall, ontologies offer several key
advantages in the educational landscape. They provide a formal specification
of deductive educational knowledge in terms concepts, properties, and relation-
ships, ensuring precise representation of educational information.

2.5 Feature Selection

Feature selection plays a crucial role in extracting meaningful information from
vast amounts of data in the data analysis and machine learning approaches (Cai
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Table 2.6: Summary of surveyed knowledge representation mod-
els.
Articles Model Target Focus Context
Type
(RISK, 2002) LD Resource LOM X
(Clemente, Ontology Learner Adult learner X
Ramirez, and
De Antonio,
2011)
(Bhattacharya, Ontology Learner Learning process  Physical
Tiwari, and
Harding, 2012)
(Grubisig, Ontology Learner Adaptive- X
Stankov, and Courseware  tu-
Peraic, 2013) toring
(Mouromtsev et Ontology Resource Learning re- X
al., 2013) sources
(Labib, Cands, Ontology Learner Learning styles X
and Penadés,
2017)
(Board, 2018) LD Resource Learning Re- X
source Metadata
(Akharraz, El Ontology Learner Learner context Physical
Mezouary, and Social
Mahani, 2018) Activity
(Dermeval et Ontology Learner Learning gamified X
al., 2019) resources
(GrivokostopoulouOntology Learner Higher education X
et al., 2019) learner
(Chang et al.,, Ontology Learner Teaching rules Physical
2020) (recommenda-
tions for teachers)
(Ilkou et al.,, Ontology Resource Learning resource X
2021) (recommenda-
tions for learner)
(Chen and Gu, Ontology Course Knowledge archi- Xx
2021) tecture (educa-
tional process)
(Dascalu et al.,, Ontology learner Career landscape  Physical
2022) Social

et al., 2018).

By identifying and selecting relevant features, we can uncover

patterns, make accurate predictions, and gain valuable insights. This process
is particularly important in educational contexts, where understanding the fac-
tors that contribute to effective teaching and learning is of utmost significance
(Hanushek and Rivkin, 2010).
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Educational knowledge encompasses various aspects, including teacher and
learner profiling, institutional aspects, and environmental factors (Dudek, 2000).
Within this rich dataset, selecting the most informative features becomes essen-
tial to gain a deeper understanding of the educational landscape and improve
educational outcomes. However, the challenge lies in identifying which features
are truly relevant and impactful amidst the complexity and diversity of educa-
tional contexts.

By linking feature selection with the available knowledge in education, we
can identify the key factors that contribute to effective representation of the ed-
ucational context from the teacher’s perspective (Ramaswami and Bhaskaran,
2009). Accordingly, the feature selection allows us to prioritize relevant features
based on their theoretical foundations and empirical evidence (Liu et al., 2009).
Moreover, it enables us to consider context-specific factors, such as teacher and
student demographics, and environmental conditions, that influence the educa-
tional process.

2.5.1 Definitions

In the realm of feature selection, it’s crucial to grasp fundamental definitions that
underpin this process (Cai et al., 2018). A feature represents a measurable char-
acteristic of an object or phenomenon and is a key component of datasets used
in machine learning and data analysis (Cai et al., 2018). On the other hand, fea-
ture selection involves the careful curation of a subset of relevant features from
the original set, aiming to retain those with strong associations with the target
variable while discarding redundant or irrelevant ones (Cai et al., 2018). These
relevant features are those with significant influence on the target variable, en-
hancing the accuracy and performance of machine learning models, whereas ir-
relevant features contribute little or no value and may introduce noise and com-
plexity (Cai et al., 2018). Assessing feature importance quantifies the relevance
of each feature in influencing a model’s predictive performance or the variability
of the target variable, providing valuable insights for feature selection and model
optimization (Cai et al., 2018).

Grasping these definitions lays a solid groundwork for comprehending the
principles and techniques of feature selection, highlighting its pivotal role in en-
hancing the effectiveness of machine learning and information systems.

2.5.2 Types of Features

In feature selection, it’s essential to categorize features based on their nature
and representation, as different types of features require distinct treatment (Cai
et al., 2018). These commonly encountered feature types include numerical, cat-
egorical, and textual features. Numerical features, representing numeric values,
can be either continuous or discrete and are typically quantitative, encompass-
ing data like age, income, or test scores (Khalid, Khalil, and Nasreen, 2014).
Categorical features, on the other hand, deal with discrete values that belong
to specific categories or groups, and they can be further classified into nomi-
nal (no inherent order) and ordinal (with defined order) categories. Examples of
these include gender (nominal) and education level (ordinal) (Cai et al., 2018).



32 Chapter 2. State Of Art

Lastly, textual features involve unstructured text data, necessitating preprocess-
ing techniques like tokenization and vectorization for machine learning suitabil-
ity (Khalid, Khalil, and Nasreen, 2014). These textual features are particularly
relevant in natural language processing, sentiment analysis, or document classi-
fication applications.

Applying these feature categorizations to the educational context, various el-
ements within the multiple contexts of teachers can be considered potential fea-
tures. Numerical features could encompass age and years of experience, while
categorical features may include teaching styles, field of science, educational
level, and institution type. Additionally, textual features could represent peda-
gogical resources through attributes such as titles and descriptions. These di-
verse feature types contribute to a comprehensive understanding of the factors
influencing effective teaching and learning outcomes. Importantly, the selection
of specific features should align with preserving the unique characteristics of
each teacher’s context, ensuring that feature selection methods cater to the in-
tricacies of the educational environment (Ramaswami and Bhaskaran, 2009).

2.5.3 Feature Selection Approaches

Feature selection methods encompass a wide spectrum, from simpler filter-based
techniques that utilize statistical measures to assess feature relevance to more
intricate wrapper-based approaches that leverage machine learning algorithms
to select features based on their predictive capabilities (Cai et al., 2018; Kuhn
and Johnson, 2019). These methods can be broadly categorized into super-
vised, semi-supervised, and unsupervised techniques (Ang et al., 2015). Super-
vised approaches utilize target variables to select pertinent features from labeled
datasets, with the crucial distinction lying in the proportion of labeled data em-
ployed in the algorithm. Conversely, unsupervised feature selection methods do
not rely on labeled datasets and can be categorized into filter, wrapper, and hy-
brid techniques (Dong and Liu, 2018). However, it’'s important to note that the
classification of feature selection algorithms into supervised, semi-supervised,
and unsupervised methods is not universally recognized. Instead, these methods
are typically categorized based on their underlying approach or methodology
(Kuhn and Johnson, 2019).

Common types of feature selection algorithms include filtering approaches,
which evaluate feature relevance based on statistical measures or heuristics;
wrapper approaches, which select features by assessing the performance of ma-
chine learning models using different feature subsets; embedded/intrinsic ap-
proaches, which incorporate feature selection within the model-building process
itself, often through regularization techniques; and dimensionality reduction ap-
proaches, which aim to reduce the dimensionality of the feature space while pre-
serving relevant information. While these methods are not inherently categorized
as supervised or unsupervised, they can be adapted to work in various contexts,
depending on the availability of labeled data and the specific goals of the feature
selection process (Kuhn and Johnson, 2019).

In the supervised setting of feature selection, three primary approaches are
classified as filter, wrapper, and embedded/intrinsic methods. Filter approaches
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assess feature relevance by examining the relationship between individual fea-
tures and the target variable, utilizing statistical measures like correlation or mu-
tual information to gauge feature significance (Ang et al., 2015; Kuhn, Johnson,
et al., 2013). Wrapper approaches, on the other hand, are inherently supervised,
involving the evaluation of machine learning algorithms’ performance on feature
subsets using labeled data as a criterion for feature selection, exemplified by Re-
cursive Feature Elimination (RFE) (Ang et al., 2015; Kuhn, Johnson, et al., 2013).
Embedded or intrinsic methods, which can also operate in a supervised context,
incorporate feature selection within the model training process, employing reg-
ularization techniques like L1 regularization (Lasso) or L2 regularization (Ridge)
to promote automatic feature selection during training, often requiring labeled
data for techniques such as decision trees (Ang et al., 2015; Kuhn, Johnson, et al.,
2013).

In the unsupervised setting of feature selection, three main types of approaches
are identified: filter, wrapper, and hybrid methods. Filter approaches can be
adapted for unsupervised settings, where feature relevance is assessed based on
their relationships with each other rather than with a specific target variable, uti-
lizing measures like variance or mutual information between features (Ang et al.,
2015; Kuhn, Johnson, et al., 2013). Wrapper approaches can also be adapted for
unsupervised use, where the elimination phase ignores the outcome but lever-
ages unlabeled data for additional insights (Ang et al., 2015; Kuhn, Johnson, et
al., 2013). Hybrid approaches involve a combination of multiple feature selec-
tion methods, particularly useful when dealing with datasets containing various
types of features (Ang et al., 2015). In the context of representing the multiple
contexts of teachers using ontologies, unsupervised feature selection, especially
filter-based approaches, presents advantages. They do not require labeled data,
which is often challenging to obtain in educational contexts due to privacy and
annotation concerns. Unsupervised methods enable the exploration of data’s in-
herent structure, particularly useful for capturing hidden relationships between
features and contexts. These approaches can effectively handle the heterogene-
ity of features present in the multiple teacher contexts, including numerical, cat-
egorical, and textual, making them suitable for this thesis. Filter-based methods
are computationally efficient and scalable, aligning well with large-scale educa-
tional systems. Additionally, hybrid strategies can be employed to maintain a
consistent level of accuracy across various feature types.

2.5.4 Unsupervised Filter Approaches

Different feature selection algorithms has been classified as unsupervised filter
approaches. These algorithms handle different categorizes of features such as
chi-squared test, analysis of variance (ANOVA), R-regression and F-regression,
mutual information, and variance-based threshold (Li et al., 2017).

2.5.4.1 Chi-squared

The Chi-squared test is a statistical test used to examine if a category feature
and a categorical target have a significant relationship. The Chi-squared statistic
is computed by the test and is defined as the sum of the squared differences be-
tween the observed and predicted frequencies of the feature and target classes.
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The p-value is calculated using the Chi-squared statistic, which reflects the like-
lihood that the observed correlation between the feature and the target is due
to chance. As the p-value decreases, the more likely the characteristic is associ-
ated with the target as shown in Eq.2.1, where f, and f,, are the observed and
expected frequencies of features.

Chi* = Z((fo _fex>2/fEX) 2.1

2.5.4.2 R-regression

R-regression is a feature selection approach that uses the Pearson correlation co-
efficient r to calculate the linear connection between two continuous variables as
shown in Eq.2.2. The correlation coefficient between the feature and the target
(teacher) is calculated using R-regression, and the absolute value of the coeffi-
cient is used to indicate the strength of the association. The closer the absolute
value of coefficient is to one, the greater the linkage between the feature and the
target.

r= Z (Xi — Xmeqn) * (Y1 - Ymean)/\/z (Xi - Xmetm)z
*\/Z (Yl - Ymean)z

(2.2)

2.5.4.3 F-regression

F-regression is a feature selection method based on the univariate linear regres-
sion, which is used to determine whether there is a significant linear relationship
between a continuous feature and a continuous target. The F-statistic represents
the rate of variance,piained t0 variance pexpiaines in F-regression. The F — statistic is
used to determine the p-value, which indicates the probability that the observed
relationship between the feature and target is due to chance as shown in Eq.2.3,
where Ny and N, are the total number of features and observations respectively.

F — statistic = (varianceexpizined/ Nf)/ (variance,pexpiained/ (No — Nf — 1)) (2.3)

2.5.4.4 Analysis of Variance (ANOVA)

ANOVA is a statistic-based method that is used to evaluate the significant dif-
ference between group feature structures. In the context of feature selection,
ANOVA may be used to assess whether there is a significant variation in the
means of the target variable across different levels of a categorical feature. When
the goal variable is continuous, ANOVA is commonly utilised. The p-value is calcu-
lated using the F-statistic, which reflects the likelihood that the observed differ-
ence in means is attributable to chance as shown in Eq.2.4, where variance,piained
and variance,yexplained are the explained and unexplained variances respectively,
and N; and N, are the total number of groups and observations respectively.

F — statistics = (varianceeypizined/ Ny — 1)/ (variance,pexplained/ No — Ng)  (2.4)
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2.5.4.5 Mutual Information

Mutual information is a statistical measure that quantifies the amount of infor-
mation shared between two random variables (Duboue, 2020). In the context of
feature selection, mutual information assesses the dependency between a fea-
ture and the target variable without considering any learning process. It’s par-
ticularly useful for identifying features that have a strong relationship with the
target variable.

The formula for mutual information (I) between a feature (X) and a target
variable (Y) is given by:

[(X;Y) = x;{y;y p(x,y)log (M) (2.5)

Where: p(x,y) is the joint probability distribution of the feature X and the tar-

getY. p(x) and p(y) are the marginal probability distributions of the feature
X and the target Y, respectively.

2.5.4.6 Variance-based Threshold

Variance-based thresholding is a method for reducing the dimensionality of a
dataset by removing features with low variance (Duboue, 2020). The intuition is
that features with low variance may not carry significant information for distin-
guishing between different samples, and therefore, they can be safely discarded
without impacting the overall performance of a machine learning model.

The variance of a feature X; is calculated as follows:

1 .
var(X;) = N Y (X — Xi)? (2.6)
j=1
Where: N is the number of samples in the data. Xij is the value of feature
X; for the jth sample. X; is the mean value of feature X; across all samples.

The variance-based threshold (thr) can be calculated based on the mean im-
portance of information gain (meany):

thr = mean I - (1 — mean_I) 2.7)

Features with variance below the threshold var(X;) < thr are considered low-
variance features and can be removed from the data.

2.5.5 Ontology-based Feature Selection

Ontologies are formal representations of knowledge in a specific domain, typi-
cally organized as a hierarchy of concepts and their relationships (Brewster and
O’Hara, 2004). They are commonly used in artificial intelligence, natural lan-
guage processing, and other areas where understanding and reasoning about
complex domains is required. Ontologies provide a powerful means of leveraging
domain knowledge to improve machine learning performance (Fung and Boden-
reider, 2019). By encoding the relationships between domain concepts, ontolo-
gies can guide the selection of relevant features from high-dimensional input
data. This approach is particularly useful in situations where traditional feature
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selection methods become less effective, such as in domains with a large num-
ber of features in the model (T-BOX) and limited instances (A-BOX) in a knowl-
edge base (T-BOX + A-BOX). By exploiting the structure and semantics of the
domain ontology, ontology-based feature selection can effectively filter out irrel-
evant features and retain only those that are most informative for the learning
task at hand. This can result in higher classification accuracy, less overfitting,
and shorter training periods.

Ontology-based feature selection is a technique that exploits the structure
and semantics of the domain ontology to guide the selection of relevant features
from high-dimensional input data (Sikelis, Tsekouras, and Kotis, 2021). By map-
ping input data features to ontology concepts, it becomes possible to identify and
select the most informative features based on their semantic relationships within
the domain. This approach not only improves the accuracy and efficiency of fea-
ture selection but also provides a more interpretable and explainable model, as
the selected features can be directly traced back to their corresponding ontology
concepts. Moreover, ontology-based feature selection can be used to discover
previously unknown relationships between features and concepts, providing new
insights into the underlying structure of the data. Overall, ontology-based feature
selection offers a promising avenue for enhancing the performance of machine
learning algorithms on complex, real-world datasets, by utilizing prior knowledge
in the form of domain-specific ontologies. However, the success of this approach
depends on the ability to effectively map input data features to ontology concepts,
as well as the availability and quality of the domain ontology. A domain ontology
is a formal representation of the concepts, entities, and relationships within a
specific domain of knowledge. It defines a common vocabulary and structure
for the domain, enabling more effective communication and knowledge sharing
among stakeholders.

2.5.6 Feature Selection in Education

Variance-based feature selection is a filtering-based unsupervised technique that
excludes features with variance lower than a given threshold among all data.
Furthermore, it counts the large variance as an indicator of the presence of rel-
evant information. A search query combining the terms "education," "
based," "feature," and "selection" is used to find relevant studies on variance-
based feature selection. Acquiring appropriate findings in the educational area
is a challenging task. Therefore, the majority of the discussed research is related
to medical, textual, imaging, networking, or manufacturing applications. As a
result, regardless of domain of application, the most relevant results to our case
are assessed as shown in Fig.2.4.

The approach by (Lakshmi Padmaja and Vishnuvardhan, 2019) uses random
forest (RF) technique for feature reduction and the random subset feature se-
lection (RSFS) technique for feature extraction for cancer-related datasets. This
technique takes into account feature variation without defining a threshold based
on it, which raises the computational complexity and its cost. Another approach
by (Roberts, Catchpoole, and Kennedy, 2018) offers a novel feature selection
strategy for colon and lung cancer classification. The differential variation of

variance-
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Figure 2.4: An overview of connections between the selected re-
lated articles to our work.

classification subgroups is used to choose features that is calculated from the ra-
tion between cancerous and non-cancerous samples. As a result, they chose not
to employ the across-features variance as the selection criterion.

The approach, introduced by (Sadeghyan, 2018), integrates sensitivity anal-
ysis (SA) with extended Fourier amplitude sensitivity test (EFAST) for variance-
based feature selection in medical and biological datasets. The variance of in-
put features is evaluated using the contribution of each feature, where a fixed
threshold is chosen once for each dataset without taking into account any other
changeable parameters. The approach, by (Kamalov et al., 2021) and enhanced
in (Kamalov, 2021), employs an orthogonal variance-based decomposition for fea-
ture selection to find network traffic characteristics for intrusion detection sys-
tems (IDS). To differentiate DDoS assaults, they employ uniform distribution with
variation of traffic properties. This method merely analyses the variance of all
characteristics without providing a detailed explanation of how the threshold is
chosen.

The approach by (Veisi, Aflaki, and Parsafard, 2020) presents a keyword ex-
traction technique from Farsi and English text materials. Keywords are chosen
based on token weighting and the accompanying variance. This study presents a
hybrid variance-based feature selection strategy using Term Frequency Inverse
Document Frequency (TF-IDF). The variation of terms serves as a selection crite-
rion, but no intelligent identification of a more specific threshold is available. The
approach proposed by (Mabkhot, Al-Samhan, and Hidri, 2019), offers a variance-
based manufacturing process feature selection for a decision support system.
The presented technique uses ontology to model the manufacturing process and
adds a set of reasoning principles to decrease the computational cost of algorithm
execution for each new insertion. The model only takes into account 9 features,
which is considered relatively low number of features and is a disadvantage of
the generalization of this approach in other domains.
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Throughout our search, three essential reviews are chosen, one of which cov-
ers ontology-based feature selection in various domains and the other two of
which represent major contributions to feature approaches in educational data
processing and mining.

The first review by (Sikelis, Tsekouras, and Kotis, 2021), presents an overview
of notable ontology-based feature selection approaches in selected application
domains. The researchers conclude that ontologies may successfully discover
dominating features in varied knowledge domains and that they can be incor-
porated into current feature selection and classification algorithms. The major-
ity of the relevant papers addressed in this review article are Web-related and
concern ontology-based feature selection for text document categorization. The
paper discusses the critical problem of scalability which assesses the influence
of increasing the quantity of the training data on an algorithm’s computational
performance in terms of accuracy and memory. The fundamentals of feature se-
lection were created prior to the advent of Big Data. As a result, most feature se-
lection techniques are inefficient when scaling high-dimensional data since their
efficiency seems to decrease rapidly.

One notable reviewed research is the approach introduced by (Shein and
Nyunt, 2010). This review uses formal concept analysis to create an ontology
in OWL (FCA). The algorithmic framework aims to create semantic structures
that are formal abstractions of language concepts, as well as to find conceptual
patterns among data. The ultimate result is an ontological framework capable
of effectively analyzing complicated text structures and revealing data relation-
ships. Such approach lacks the utilization of prior feature selection before ap-
plying FCA which may result in high computational overhead in FCA and any
following classification step.

The second review by (Alyahyan and Dustegor, 2020) addresses contempo-
rary ways to predicting academic achievement at the higher education level. The
study highlights new approaches for achieving such a goal at several phases of
prediction, such as collection of data, data preprocessing, feature selection, and
data mining for various student datasets. This study shows that, regardless of the
relevance of using either feature selection techniques (filtering or wrapper ap-
proaches), it is preferable to employ embedding methods with data mining tools
to decrease computational cost which results in losing relatively important infor-
mation. One of the reviewed articles by (Adekitan and Salau, 2019) introduces a
variance-based feature selection approach to predict cumulative GPA for learner
using learner-related features only without any mention of teacher-related ones.
The last review presented by (Zaffar et al., 2021) gives a state of the art of devel-
opments in educational data mining (EDM), however it focuses on classification
and feature selection techniques. This study provides a guidance for researchers
who want to develop an EDM with all of its components. The feature selection
section reveals that wrapper techniques are the most popular, accounting for
78.5% of all examined approaches. The wrapper approaches, however, are not
the fastest when dealing with massive and real-time datasets, according to the
researchers. All selected techniques target data of learners and offer valuable
predictions to assist both learners and teachers.

According to the reviewed research, the importance of using feature selec-
tion can be summarized into three scenarios: decreasing computational time by
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selecting the most important features, combining feature selection with feature
extraction that significantly improves its performance, and finally, the effect of
feature selection on classification accuracy. Several approaches that use two fea-
ture selection strategies at the same time follow the two-stage feature selection.
This method improves the efficiency and quality of the chosen features. None of
these studies explain the significance of precise threshold selection or provide
a detailed explanation of threshold selection and the amount of flexibility with
other applications.

2.5.7 Summary

Feature selection is a critical step in machine learning and information systems,
especially in education, where it aids in understanding the factors influencing
effective teacher representation. Different types of features, including numeri-
cal, categorical, and textual, require specific selection approaches. Numerical
features can be assessed using variance-based thresholds, while categorical fea-
tures benefit from rank-based algorithms like mutual information. Textual fea-
tures often demand techniques like TF-IDF or word embeddings. Various meth-
ods for feature selection exist, such as filter, wrapper, embedded/intrinsic, or
dimensionality reduction approaches. Ontology-based feature selection stands
out, using domain-specific ontologies to improve accuracy, interpretability, and
insights.

In the context of education, feature selection has been applied in domains
like learner prediction and educational data mining, often using wrapper ap-
proaches in combination with data mining tools. Choosing the right feature
selection method depends on specific goals, available data, and computational
constraints. Adopting an ontology-based hybrid feature selection approach, com-
bining mutual importance calculation and variance-based thresholding, for the
complex scenarios of multiple teachers is grounded in several compelling rea-
sons. Educational contexts are multifaceted, encompassing teacher and student
profiles, institutional dynamics, and environmental influences. The hybrid ap-
proach ensures comprehensive coverage of these facets, capturing the essence of
multiple teacher contexts. Ontology-based methodologies add a layer of seman-
tic understanding, enhancing accuracy and relevance, and leveraging ontology
hierarchies for insights into feature importance.

Table2.7 illustrates the various feature selection approaches discussed in this
section. This table categorizes these approaches based on their classification,
such as supervised/unsupervised and filter/wrapper/intrinsic/hybrid methods.

Existing research emphasizes the importance of feature selection in scenarios
such as reducing computational time, improving classification accuracy, and en-
hancing performance through the combination of feature selection with feature
extraction. Two-stage feature selection approaches that use multiple strategies
concurrently are particularly notable for their efficiency and quality. However,
precise threshold selection and its impact on various applications remain under-
explored in these studies, highlighting a potential area for further research.
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Table 2.7: Summary of surveyed feature selection approaches.

Articles FS Approach FS Type Application
(Lakshmi Pad- Variance-based Unsupervised, Fil- Medical

maja and Vish- ter (Cancer-related
nuvardhan, data)

2019)

(Roberts, Variance-based  Unsupervised, Fil- Medical (Colon
Catchpoole, ter and lung cancer
and Kennedy, data)

2018)

(Sadeghyan, Variance-based  Unsupervised, Fil- Medical (Bio-
2018) ter logical data)
(Kamalov et al.,, Variance-based Unsupervised, Fil- Networking
2021) ter (Intrusion  de-

tection data)
(Veisi, Aflaki, Variance-based Unsupervised, Hy- Text (Farsi and

and Parsafard, + TF-IDF brid English text

2020) data)

(Mabkhot, Al- Ontology-based Unsupervised, Hy- Manufacturing

Sambhan, and brid process

Hidri, 2019)

(Adekitan and Variance-based Supervised, Filter Educational

Salau, 2019) (Predicting cu-
mulative GPA)

Review Various ap- Unsupervised, Fil- Educational

(Alyahyan and proaches ter or Wrapper (Learner data)

Dustegor, 2020)

Review (Zaffar Various ap- Various types Educational

et al., 2021) proaches (Learner data)

(Sikelis, Tsek- Multiple ap- Supervised Various do-

ouras, and proaches + mains

Kotis, 2021) Ontology-based

2.6 Recommender Systems

Recommender systems are sophisticated information filtering systems that em-
ploy computational algorithms to predict and suggest items or content to users
based on their preferences, interests, and historical behavior (Gupta and Pandey,
2019). These systems have gained significant attention and importance due to
the explosive growth of digital content and the need to assist users in navigating
vast amounts of available information (Ricci, Rokach, and Shapira, 2015).
Recommender systems rely on various techniques and algorithms to generate
personalized recommendations (Ricci, Rokach, and Shapira, 2015). They aim to
address the information overload problem by filtering and presenting relevant
items to users, thereby enhancing user satisfaction, engagement, and decision-
making processes (Ricci, Rokach, and Shapira, 2015). These systems are widely
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employed in diverse domains such as e-commerce, entertainment, social media,
and education.

2.6.1 Types of Two-dimensional Recommender Systems

Two-dimensional (2D) recommender systems encompass several distinct types
based on their underlying algorithms and methodologies, such as collaborative
filtering, content-based filtering, knowledge-based, and hybrid approaches (Ag-
garwal et al., 2016). Collaborative filtering approaches leverage user preferences
and behaviors from a user community to make recommendations (Schafer et al.,
2007). These methods assume that users with similar past preferences or behav-
iors will have similar future preferences. Collaborative filtering includes memory-
based and model-based approaches (Schafer et al., 2007). Memory-based meth-
ods use similarity metrics to identify users or items with similar preferences,
while model-based approaches employ statistical and machine learning models
for pattern recognition.

In contrast, content-based filtering approaches recommend items by analyz-
ing the intrinsic characteristics and features of items (Lops, De Gemmis, and
Semeraro, 2011). User profiles are constructed based on preferences for spe-
cific item features, and items with similar attributes are recommended. Content-
based filtering often involves techniques like natural language processing, infor-
mation retrieval, and machine learning to extract relevant features from items.
Knowledge-based approaches use explicit knowledge representation and reason-
ing methods, incorporating domain-specific knowledge and user preferences into
a knowledge base or ontology (Burke, 2000). Hybrid approaches combine mul-
tiple recommendation techniques, such as collaborative filtering and content-
based filtering, to provide diverse and personalized recommendations (Burke,
2002).

Hybridization techniques have emerged as powerful solutions to enhance
the accuracy and effectiveness of two-dimensional (2D) recommender systems,
which aim to provide personalized recommendations by considering multiple di-
mensions of data (Burke, 2002). In the context of this thesis, which focuses
on pedagogical resource recommendations for teachers, hybridization plays a
pivotal role in integrating different recommendation approaches to optimize the
recommendation process (Tarus, Niu, and Mustafa, 2018). Several hybridization
strategies are employed, each with distinct characteristics and advantages.

Weighted hybridization combines recommendation scores from various ap-
proaches by assigning specific weights to each approach (Burke, 2002). In teacher
resource recommendations, it often fuses content-based and collaborative filter-
ing outputs, with weights determined by factors like performance or domain
expertise. Switching hybridization dynamically selects the best-performing ap-
proach based on predefined rules or algorithms, adapting to the available data
(Burke, 2002). Mixed hybridization merges outputs of different approaches,
yielding a unified recommendation. Feature combination hybridization combines
features extracted from contributing recommender systems, creating an aug-
mented feature space. Feature augmentation hybridization expands the feature
space by incorporating additional dimensions from various data sources. Cas-
cade hybridization involves sequential application of different methods, with one
method’s output serving as input for another. Meta-level hybridization employs
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higher-level algorithms to combine multiple recommendation methods based on
data characteristics and historical performance.

Lastly, context-aware approaches take into account contextual factors, includ-
ing physical, social, interactivity, and sentimental contexts, to deliver more per-
sonalized recommendations (Adomavicius and Tuzhilin, 2010). These systems
aim to adapt their recommendations based on the specific circumstances in which
users interact with the system.

2.6.2 Context-Aware Recommender Systems

Context-aware recommender systems (CARS) have gained significant attention
for their ability to deliver highly personalized recommendations by integrating
contextual information (Adomavicius and Tuzhilin, 2010). Context in these sys-
tems refers to relevant information related to the user, items, or the recommen-
dation process itself (Adomavicius and Tuzhilin, 2010). This context can encom-
pass factors such as time, location, device, social connections, and environmental
conditions, among others (Kulkarni and Rodd, 2020). By considering these con-
textual factors, these systems can adapt their recommendations to specific situ-
ations, enhancing their utility and user satisfaction (Kulkarni and Rodd, 2020).

CARSs employ various machine learning and data mining techniques to model
and interpret contextual information, including collaborative filtering with con-
text, content-based filtering with context, and hybrid approaches that incorpo-
rate contextual features into recommendation algorithms (Villegas et al., 2018).
These systems dynamically adjust their recommendations as the context evolves,
ensuring that the suggestions remain pertinent and valuable to the user’s current
situation.

CARSs utilize different contextual filtering approaches to enhance the level
of personalization (Adomavicius and Tuzhilin, 2010). These approaches include
contextual prefiltering, contextual postfiltering, and contextual modeling. Con-
textual prefiltering involves filtering resources based on the user’s context before
applying the main recommendation algorithm, streamlining the recommendation
process. Contextual postfiltering refines recommendations based on the user’s
context, ensuring they align with specific needs. Contextual modeling integrates
contextual features directly into the recommendation algorithm, creating a joint
model that considers both user preferences and contextual information. While
contextual modeling provides highly accurate recommendations, it comes with
higher implementation complexity and computational demands. The choice of
approach depends on factors like data sparsity, filtering effectiveness, computa-
tional overhead, and the relevance of recommendations to each teacher’s context
(Adomavicius and Tuzhilin, 2010).

2.6.3 Recommender Systems in Education

Recommender systems have also found applications in the field of education,
where they are commonly referred to as educational recommender systems (Ado-
mavicius and Tuzhilin, 2005b). These systems aim to assist learners in finding
relevant learning materials, courses, or educational resources based on their in-
dividual needs and preferences (Adomavicius and Tuzhilin, 2005b). Educational
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recommender systems play a crucial role in addressing the challenges of informa-
tion overload and personalization in education (Tarus, Niu, and Mustafa, 2018).
By analyzing learner data, including past performance, interests, learning style,
and goals, these systems can generate personalized recommendations to opti-
mize the learning experience. Educational recommender systems are utilized in
various educational settings, including schools, universities, and online learning
platforms (Tarus, Niu, and Mustafa, 2018).

Educational recommender systems can recommend suitable courses and learn-
ing paths based on a learner’s interests, prior knowledge, and career aspirations.
They can suggest learning resources, such as textbooks, articles, videos, or inter-
active materials, that align with the learner’s current topics of study (Drachsler,
Hummel, and Koper, 2008). Collaborative learning recommender systems can fa-
cilitate group formation by recommending potential study partners or project col-
laborators based on shared interests and complementary skills. Adaptive learn-
ing recommender systems can personalize the learning experience by recom-
mending content and activities that cater to the learner’s individual strengths,
weaknesses, and learning style. By leveraging recommender systems in educa-
tion, learners can discover and engage with educational materials that are more
aligned with their preferences, goals, and learning needs. These systems can
enhance the learning experience, increase learner motivation and engagement,
and ultimately contribute to better learning outcomes.

The review papers that were published during the past ten years (Dutt, Is-
mail, and Herawan, 2017; Vaidhehi and Suchithra, 2018; George and Lal, 2019),
discussed the educational recommendation systems trends from 2010 until 2018
with only 3 papers, 1 paper, and 1 paper respectively that take the teacher as the
targeted user and none of these RSs took into consideration all the mentioned
factors. We surveyed educational resources recommender systems that provide
the teacher with either educational resources or training courses during the last
ten years. After an excessive search, only 11 out of 34 ERSs met the search
criteria as shown in Table2.8, while the omitted ones either do not provide the
precedent two types of recommendations or target learners as well as teachers.
In order to conclude the essential criteria for constructing an efficient RS, four
critical points should be discussed; user personalized experience, RS model, data
sources, and items measurability as shown in Figure2.5(Manouselis et al., 2012).
Every teacher gets resources recommendations according to the teacher profile
and activities creating a realistic experience for the teacher (Sergis and Samp-
son, 2015b). From the surveyed pa-pers, 4 ERSs only provide a personalized
experience for teachers (Sergis, Zervas, and Sampson, 2014; Zhao et al., 2014;
Rodriguez et al., 2015; Sabourin, Kosturko, and McQuiggan, 2015). As our prob-
lem has multiple aspects, it is not sufficient to use one RS strategy to address all
these aspects. A hybridization of two strategies is a necessity to achieve accept-
able results (Burke, 2002) which is followed by 3 ERSs from our list (Sergis and
Sampson, 2015b; Bozo, Alarcén, and Iribarra, 2010; Pursel et al., 2016) but none
of them considered the geographical dimension of the problem. All 11 ERSs use
only one source of educational resources datasets which limits the availability
and variety of the resources. The variety of data sources creates a reliable expe-
rience for users (Manouselis, Vuorikari, and Van Assche, 2010). The last point to
be discussed is the measurability of educational resources which is important to
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deliver the right resources to the targeted teacher. This important criterion had
been taken into consideration by only one ERSs (Rodriguez et al., 2015).
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60.0%

40.0%

20.09% ﬂ
0.0% L

Percentage %

User Hybrid Approach ~ Multiple Data Resources
Personalization Sources Measurability
Characteristic

Figure 2.5: Percentage of recommender systems fulfilling the re-
quired characteristics.

The article by (De Medio et al., 2020) introduces MoodleRec, a hybrid rec-
ommender system integrated as a plug-in within the Moodle Learning Manage-
ment System. MoodleRec streamlines the search process by searching supported
standard-compliant Learning Object Repositories and providing a ranked list of
Learning Objects based on keyword-based queries. Recommendations are made
using two levels of strategies: the initial ranking is based on relevance to the
query and the quality as indicated by the repository, followed by the use of social-
generated features to showcase how these Learning Objects have been utilized
in other courses. One of the latest approaches published by (Ali et al., 2022) em-
phasizes the importance of providing quality resources during the training phase
and recognizes the lack of online assistance from service providers as a signif-
icant issue. The proposed architecture introduces semantic recommendations
generated by virtual agents, taking into account user requirements and prefer-
ences, to assist users, including teachers, learners, and administrative staff, in
finding appropriate courses.

Two latest reviews by (Urdaneta-Ponte, Mendez-Zorrilla, and Oleagordia-Ruiz,
2021) and (Ko et al., 2022) are considered among the important research efforts
regarding recommender systems and more specifically educational recommender
systems. The review by (Urdaneta-Ponte, Mendez-Zorrilla, and Oleagordia-Ruiz,
2021) discusses the research trends in education services, particularly in the
context of e-learning. The review has witnessed significant growth and inter-
est since 2010. E-learning has evolved to offer personalized learning experi-
ences with the proliferation of smart devices and the emergence of conferencing
apps facilitating real-time communication with teachers. This evolution has led
to a substantial increase in studies related to learning recommendation systems.
Notably, the COVID-19 pandemic in 2019 further accelerated the adoption of
e-learning, as schools turned to conferencing apps and Learning Management

"http://www.eun.org/
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Table 2.8: Summary of reviewed ERRSs

Article Year Item Data Model Approach
(Manouselis, 2010 Evaluation of European Collaborative-
Vuorikari, and current re- Schoolnet por- based
Van Assche, sources tal data model ’
2010)
(Bozo, Alarcén, 2010 Learning Ob- IEEE learning Hybrid
and Iribarra, jects (LOs) object metadata
2010) (IEEE LOM)
(RISK, 2002)
(Zhao et al., 2014 Teaching Re- Knowledge tree Knowledge-
2014) sources based
(Sergis, Zervas, 2014 LOs IEEE LOM Competence-
and Sampson, based (hybrid)
2014)
(Rodriguez et 2015 Educational Re- Ontology Knowledge-
al., 2015) sources based
(Sabourin, Kos- 2015 Educational Re- Descriptive Hybrid
turko, and Mc- sources (SAS) Models (SAS
Quiggan, 2015) Enterprise
Miner)
(Sergis and 2015 Learning Ob- -- Competence-
Sampson, jects Reposito- based (hybrid)
2015b) ries (LORSs)
(Pursel et al.,, 2016 Open Edu- --- Design-based
2016) cational Re- (hybrid)
sources (OER)
(Villalba et al., 2017 LOs IEEE LOM Collaborative
2017) filtering
(Ali et al., 2017) 2017 Educational Re- MEMORAe Hybrid
sources SolS (Abel,
2022)
(Iniesto and Ro- 2019 Modifications to Massive Open Collaborative
drigo, 2019) MOOC courses  Online Courses filtering
(MOOCs)
(Porter, 2015)
(De Medio et 2020 Learning Object --- Hybrid
al., 2020) Repositories
(LORs)
(Ali et al., 2022) 2022 Courses for --- Hybrid
teachers and
learners

Systems (LMS) to provide remote learning. This reflects the growing fascination

with alternative educational approaches and the potential of e-learning to com-
plement offline education. The review observed that 50% of educational RSs use
a web platform in which 80% of all approaches used a 2D recommender system
without any hybridization. Another notable observation from this review is the
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limited number of RSs that target teachers, only 2%. The RS introduced by (Ser-
gis and Sampson, 2015a) is one of the teacher-centered RSs that offers teaching
practices recommendations for teachers. The approach used memory-based col-
laborative filtering approach that uses adaptive neighbor selection to recommend
learning objects (LOs). The other teacher-centered RS is the approach published
by (Dang, 2018) which recommends learning resources to non-formal learners
including teachers but without any dedicated treatment of data for users who
act as teachers. Overall, this review highlights the research gaps in the educa-
tional recommender systems such as the limited usage of hybrid RSs that can
elevate the performance of these RSs, and also, the consideration of the social
information of users which can lead to a more complete profiling of users.

The review by (Ko et al., 2022) discusses the research trends in education ser-
vices, particularly in the context of e-learning. The review has witnessed signifi-
cant growth and interest since 2010. E-learning has evolved to offer personalized
learning experiences with the proliferation of smart devices and the emergence
of conferencing apps facilitating real-time communication with teachers. This
evolution has led to a substantial increase in studies related to learning recom-
mender systems. Notably, the COVID-19 pandemic in 2019 further accelerated
the adoption of e-learning, as schools turned to conferencing apps and Learning
Management Systems (LMS) to provide remote learning. This reflects the grow-
ing fascination with alternative educational approaches and the potential of e-
learning to complement offline education. According to this review, researchers
favor e-learning recommendations for learners rather than teachers. Addition-
ally, it is noticeable that 60% of the surveyed approaches use 2D RSs without any
hybridization. The review observed the increase of market value of e-learning
services with 12.1% of market interest during the surveyed period, however, this
increase cannot cope with the amount of demand. This observation leads to the
need to include further research attention towards the educational recommender
systems that target the teacher or the instructor.

2.6.4 Peer Recommendations in Education

The initial understanding of the term "peer recommendations", is directed to-
wards the peer-to-peer recommendation which is not the purpose of this re-
search. In this paper’s context, peer recommendation is defined as introducing
a peer (person) as the recommended item to a user (person). This definition is
not adapted by any of the reviewed approaches, but many approaches benefit
from the power of the peer-based recommendations. The term "peer learning" is
defined as the process of collaboration between two or more equals or matched
companions to acquire knowledge and skills in a certain context in which they
provide the required support and help to each other Boud, Cohen, and Sampson,
1999; Topping, 2005. From the previous definition, it can be deduced that most
of the research input in this aspect, is directed towards the different types of
learners. Therefore, this subsection discusses the latest research in this aspect
and connects them to our research.

The concept of Recommendation in Personalised Peer Learning Environments
(RiPPLE) was introduced by Khosravi, 2017 to describe the information systems,
including recommender systems, that provide the required personalized learn-
ing support for the targeted users. In another work related to the previous
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concept, Khosravi, Cooper, and Kitto, 2017 introduced a new question sharing
approach based on a collaborative filtering algorithm. In this approach, learners
express their knowledge gaps by posting questions through a forum. Potts et
al., 2018 introduced a course-level peer recommender system to provide peer-to-
peer collaboration between learners to fill the knowledge gaps of these learners.
The algorithm recommends questions for learners to explore, review or answer,
based on their skills. Labarthe et al., 2016 conducted an experiment on a project
management course that was held over a MOOC system. Their recommender
provided peer recommendations within a group of leaners of the same interest
and based on the learners’ overall performance. During later research related to
the previous experiment Bouchet et al., 2017, learners were asked if they want
to chat with other peers of the same interest. The research proved through this
experiment that the learners tend to use this peer recommendation to express
their emotion rather than the learning support.

The systematic review conducted by Deschénes, 2020, concludes that there is
a need to invest more research effort towards peer recommender systems in the
learning context. Moreover, we could not find any teacher peer recommender
systems in the educational context. Therefore, this paper introduces a new re-
search input towards a topic that lacks attention, and it introduces a needed help
for teachers.

2.6.5 Sentimental Context Importance in Recommender Systems

The physical and mental health of teachers are strongly related to their work-
ing efficacy (MclIntyre et al., 2017; Lachowska et al., 2018; Oberle et al., 2020).
The resultant mood swings, during the current times, are responsible for teacher
efficacy and performance (Frenzel, 2014). In addition, it is directly related to
the teacher’s burnout which directly affects the learners (Mérida-Lépez and Ex-
tremera, 2017; Heutte et al., 2016). Educational/training resources can act as a
mitigator to COVID-19 effects on teachers such as burnout and stress (Lizana et
al., 2021). These educational resources are categorized into internal resources,
such as classroom management and instructional resources, and external re-
sources, such as supporting educational resources. This approach is said to be
efficient if teachers are provided with personalized strategies and resources to
acquire new skills and facilitate the classroom management (Lizana et al., 2021).

During the current COVID-19 era, digital technologies are essential support
for teaching and learning processes in various fields and different educational
levels (Perifanou, Economides, and Tzafilkou, 2021; Mukhtar et al., 2020). Edu-
cational resources recommender systems (ERRS) aid this purpose by providing
personalized educational resources recommendations for each teacher. Tradi-
tionally, ERRS targets learners by recommending learning objects or materials
in addition to performance evaluation (Zhang, Lu, and Zhang, 2021). The impor-
tance of the context-aware recommenders arises recently to consider the social
and environmental conditions (Nilashi et al., 2020). (De Meo et al., 2017) intro-
duced a social networking context-aware recommender system approach by com-
bining trust relationships and skills evaluation to reform the online classrooms.
On the other hand, (Klasnja-Mili¢evi¢, Vesin, and Ivanovi¢, 2018) combines social
tagging and sequential patterns to provide context-aware recommendations in
an e-learning environment. (Moore, Zhao, and Pham, 2019) monitors student’s
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progress in order to provide personalized performance evaluation without using
face-to-face tutorial sessions and then recommends learning materials. As for the
teacher centered ERRS, (Cobos et al., 2013) introduced a recommender approach
to teachers by detecting the pedagogical patterns from the online recorded infor-
mation based on the class context. The systematic reviews conducted by (Zhang,
Lu, and Zhang, 2021) and (Imran et al., 2021) prove that research efforts are di-
rected towards learners’ context with nearly neglection to teacher context which
is one of the motives for this research.

2.6.6 Summary

Recommender systems have gained prominence in the field of education. These
systems are designed to assist learners in discovering relevant learning mate-
rials, courses, or educational resources tailored to their individual needs and
preferences, addressing the challenges of information overload and personaliza-
tion in education. They achieve this by analyzing learner data, including past
performance, interests, learning style, and goals, to generate personalized rec-
ommendations and optimize the learning experience. Educational recommender
systems find applications in various educational settings, including schools, uni-
versities, and online learning platforms. However, it’s worth noting that research
in this domain has predominantly focused on recommendations for learners, with
limited attention given to teacher-centered recommender systems (Adomavicius
and Tuzhilin, 2005b; Tarus, Niu, and Mustafa, 2018).

Teacher-centered educational recommender systems are crucial in helping
teachers access suitable courses, learning resources, and teaching practices
based on their unique profiles and requirements. These systems can offer per-
sonalized teaching strategies and resources to enhance classroom management
and instructional effectiveness, ultimately benefiting both teachers and students
(Sergis and Sampson, 2015a; Sergis, Zervas, and Sampson, 2014; Zhao et al.,
2014; Rodriguez et al., 2015; Sabourin, Kosturko, and McQuiggan, 2015; Pursel
et al.,, 2016). However, there are gaps in the existing research, including the
limited use of hybrid recommender system strategies that could enhance system
performance and the need for more comprehensive user profiling, particularly in
the teacher context (Manouselis et al., 2012).

Furthermore, the COVID-19 pandemic has underscored the importance of
personalized educational resources for teachers to combat issues like burnout
and stress. These resources can support teachers in acquiring new skills and ef-
fectively managing their classrooms (Lizana et al., 2021). However, the research
in this area has mainly focused on students and learners, neglecting the specific
needs of teachers (Perifanou, Economides, and Tzafilkou, 2021; Mukhtar et al.,
2020).

Context-aware recommender systems have emerged as a crucial aspect of
educational recommender systems, considering social and environmental condi-
tions. These systems adapt recommendations based on trust relationships, skills
evaluation, and classroom context (De Meo et al., 2017). Social tagging and se-
quential patterns are also employed to provide context-aware recommendations
in e-learning environments (Klasnja-Milicevi¢, Vesin, and Ivanovi¢, 2018). Mon-
itoring student progress and providing personalized performance evaluations
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without face-to-face tutorials have become feasible with context-aware recom-
mendations (Moore, Zhao, and Pham, 2019). However, the majority of context-
aware recommender system research still focuses on learners rather than teach-
ers, emphasizing the need for more teacher-centered approaches (Zhang, Lu,
and Zhang, 2021; Imran et al., 2021).

In summary, while educational recommender systems have made significant
strides in assisting learners, there is a clear gap in research and development
for teacher-centered recommender systems. These systems have the potential
to enhance teaching practices, classroom management, and overall teacher well-
being. Context-aware recommendations, which consider social and physical con-
texts, also have the potential to improve the relevance and effectiveness of edu-
cational recommendations for both teachers and learners.
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Chapter 3

Contribution Overview

The context-aware pedagogical resources recommender system is a complex task
to achieve, therefore, it is divided into several approaches to address our re-
search questions. Through this chapter, an overview of the contribution of this
thesis is discussed and a roadmap of the related upcoming chapters is paved
to present its different approaches. Section 3.1 introduces an overall view of
our contribution and the connectivity between its components, while Section 3.2
summarizes each component separately. Section 3.1 provides an overview of the
chapter.

3.1 Approach Overview

In the ever-evolving landscape of education, the pursuit of personalized and con-
textually informed teaching methodologies has become a paramount endeavor.
To address this, our contribution embarks on a comprehensive exploration of a
novel Context-Aware Pedagogical Resource Recommender System (CAPRRS), as
presented in Figure3.1. By integrating advanced knowledge engineering, onto-
logical modeling, semantic reasoning, precise feature selection methodology and
cutting-edge recommendation techniques, this section delves into the intricate
fabric of tailoring pedagogical resource recommendations to the unique contexts
of teachers.

In response to pressing research questions (Chapter 1), our contribution elu-
cidates the intricacies of addressing and integrating teacher contexts guided by
the state of the art (Chapter 2). The first research question, "How to consider the
multiple contexts of teachers? And how to integrate data from these different
contexts?", is met with a comprehensive approach, entailing ontological model-
ing and semantic reasoning. The Teacher Sentimental and Collaboration Con-
text Ontology (TSCCO) (Chapter4) stands as a testament to this integration, pro-
viding a structured framework that harmoniously encapsulates diverse teacher
contexts. This involves encoding various dimensions of teacher-related informa-
tion, including living environments, working environment, and sentimental state,
into a coherent ontological framework. Semantic reasoning mechanisms further
enable the integration of disparate contextual data, ensuring a harmonious syn-
thesis of information from diverse sources (Chapter5). Through this approach,
the intricate tapestry of teacher contexts is woven together, facilitating a holistic
understanding that underpins the subsequent stages of the pedagogical resource
recommendation process.
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Figure 3.1: An overview of the contributed approach of this thesis.

In pursuit of the second research question, "How to take into account the mul-
tiple contexts of teachers to recommend suitable pedagogical resources using
the most descriptive features?", our contribution unveils an intricate approach
that draws upon the fusion of various recommender approaches (Chapter6). The
amalgamation of collaborative and content-based filtering techniques, under-
pinned by the rich tapestry of teacher contexts, forges the foundation of the
Context-Aware Pedagogical Resource Recommender System (CAPRRS). Through
the innovative Variance-based Importance Feature Selection for Teacher Con-
texts (VIFSTC) methodology, relevant features aligned with teacher contexts are
systematically identified and weighed. Collaborative filtering leverages historical
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interactions, while content-based filtering harnesses resource metadata, result-
ing in a comprehensive yet contextually nuanced recommendation approach.

3.2 Approach Components

Our contribution falls within three categories: knowledge representation, data
collection, and recommender systems. Consequently, each component of our ap-
proach addresses one of these categories as illustrated by Figure3.1. Each of
these components is explained through the following three chapters to this one.
In Chapter4, Multiple Contexts of Teacher and their Representation is introduced
by Teacher Sentimental and Collaboration Contexts Ontology (TSCCQO). TSCCO
is designed to comprehensively represent the diverse contexts impacting teach-
ers. The integration of three constituent ontologies—Teacher Context Ontology
(TCO), Mood-Detection Ontology (MDO), and MEMORAe Collaboration Context
Ontology (MCC)—is explored, highlighting their synergy. This chapter acts as the
terminology or the schema-level knowledge of the ontology (T-Box). Chapter5
focuses on Data Collection, detailing the extraction and harmonization of data
from various sources, including environment-related and institutional datasets,
to provide a comprehensive foundation for informed recommendations and their
ontological-based mapping to TSCCO. This chapter represents the assertion-level
knowledge of TSCCO (A-Box) as it explores data relevant to each context of
teacher and their mapping to TSCCO. In Chapter6, the approach of Context-
Aware Recommendations for Teachers is presented, addressing the intricacies
of pedagogical resource recommendation through a hybridization approach, con-
sidering both explicit and implicit feedback. The chapter emphasizes the impor-
tance of integrating teacher contexts and examines different contextual filtering
approaches, culminating in the exploration of feature selection techniques to op-
timize the context-aware recommender system. These chapters collectively of-
fer an integrated approach to enhancing pedagogical resource recommendations
within the context of diverse teacher environments.

3.2.1 Multiple Contexts of Teacher and their Representation (T-
Box)

The knowledge representation of the multiple contexts of teacher follows the
detailed knowledge engineering methodology introduced by (Noy, McGuinness,
et al.,, 2001). Through this methodology, various rules are respected, and mul-
tiple steps are followed to construct the Teacher Sentimental and Collaboration
Contexts Ontology (TSCCO). TSCCO introduces a novel approach to comprehen-
sively represent and integrate the diverse contexts in which teachers operate.
TSCCO acts as the T-Box terminology of the collected knowledge within the ed-
ucational domain, as illustrated in Figure3.2. The corresponding chapter (Chap-
ter4) delves into the construction and utilization of TSCCO, which is designed to
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encapsulate various facets of a teacher’s environment, emotional state, and col-
laborative interactions. Employing the Web Ontology Language (OWL) and de-
veloped within the Protégé framework, TSCCO forms the backbone for context-
aware pedagogical resource recommendation. TSCCO encompasses three dis-
tinct ontologies: the Teacher Context Ontology (TCO), the Mood-Detection On-
tology (MDO), and the MEMORAe Collaboration Context Ontology (MCC). These
ontologies synergistically capture the intricate interplay between teacher con-
texts, emotional states, and collaboration dynamics. Through the integration of
these ontologies, TSCCO establishes a robust foundation for context-aware rec-
ommendations, paving the way for personalized and informed pedagogical re-
source suggestions.

Postal Code Department Code Experience Level
Population TCO is-a TCO
LivingEnvironment Environment Teacher
is-al

Area Type

is- .
s-a tco:livesIn

Average Salary TCO tco: worksIn
WorkEnvironment

Average Salary
D%ale Mother Tongue
tco:evolvesln owl:equivalentClass
REP ¢
Educationallnstitution Person
Esta})Jlishinent EStall\}gf::gl o mcc:hasUserAccount
eve

resourcelD

‘ resource_URL ‘ TCO
Person

|| Pedagogical Resource

[ ] Teacher Profile
Working Environment
Living Environment

[ ] Sentimental State

Interaction-Activity

mdo:resultsin

Figure 3.2: A partial T-Box snippet of TSCCO highlighting multiple
contexts of teacher.

Additionally, Chapter4 provides a detailed exploration of the Teacher Senti-
mental and Collaboration Contexts Ontology (TSCCO), focusing on the integra-
tion and synergy of its three constituent ontologies: TCO, MDO, and MCC. The
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TCO elucidates the multifaceted contexts within which teachers operate, encom-
passing factors such as professional experience, teaching style, living conditions,
and working environment. The MDO introduces a groundbreaking perspective
by linking mood detection systems to sentimental states, enabling a deeper un-
derstanding of a teacher’s emotional disposition. The MCC, functioning as a
management ontology within the MEMORAe platform, facilitates collaborative
knowledge sharing among educators. This section provides insights into the de-
velopment and integration of these ontologies, unveiling the synergistic relation-
ship that underpins TSCCO'’s holistic approach to contextual representation.

3.2.2 Data Collection (A-Box)

The coexistence of teachers within a myriad of contexts necessitates a compre-
hensive approach to data collection and integration. Chapter5 delves into the
intricacies of sourcing and harmonizing data from various contexts, construct-
ing a foundation for informed recommendations. The data collection phase un-
folds the mechanisms employed to extract data from different sources, including
environment-related and institutional datasets. These datasets encompass living
and working environments, teacher profiles, resource interactions, and senti-
ment analysis. The data collection approach elucidates the integration process,
mapping relational databases into virtual RDF graphs, and establishing SPARQL
endpoints for data access. This data collection phase forms the A-Box instances of
TSCCQO, as illustrated in Figure3.3. By weaving together data from disparate con-
texts, this chapter lays the groundwork for context-aware pedagogical resource
recommendations.

3.2.3 Context-Aware Recommendations for Teachers

The context-aware recommender approach of this thesis introduces a pivotal
framework for context-aware recommendations tailored to the unique contexts
of teachers, as shown in Figure3.1. The approach commences by elucidating the
intricate nature of pedagogical resource recommendation, encompassing both
explicit and implicit feedback mechanisms. It leverages a hybridization two-
dimensional approach that combines content-based and collaborative filtering
techniques. This approach addresses the challenges of personalized resource
suggestions. The consideration of teacher contexts becomes paramount, lead-
ing to the conceptualization of context-aware recommendations. Three distinct
types of contextual filtering - prefiltering, postfiltering, and contextual model-
ing - are explored in the context of recommendation, offering insights into the
integration of contextual features in the recommendation process. This explo-
ration results in a combination of these different contextual filtering approach
called context-aware pedagogical resources recommender approach (CAPRRA).
The corresponding chapter culminates by delving into a variance-based impor-
tance feature selection (VIFSTC) methodology that optimizes data used by the
context-aware recommender system. Through this holistic exploration, the chap-
ter establishes a comprehensive framework for enhancing pedagogical resource
recommendations through the lens of teacher contexts.
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Figure 3.3: A partial A-Box snippet of mapping collected data into

TSCCO highlighting multiple contexts of teacher.
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Chapter 4

Teacher Contexts and Their
Representation

4.1 Knowledge Engineering Methodology

Ontologies have transitioned from being limited to Artificial Intelligence laborato-
ries to being widely used on the Web. Our motivation for developing an ontology
includes sharing a common understanding of the multiple contexts of a teacher
and their structures among different systems, enabling knowledge reuse, mak-
ing domain assumptions explicit, separating domain knowledge from operational
knowledge, and analyzing domain knowledge. By having a shared underlying on-
tology, different recommender systems and websites can extract and aggregate
information, allowing agents to answer user queries or provide data to other ap-
plications.

As previously stated, an ontology is a structured representation of knowl-
edge that includes concepts, properties, and their relationships within a domain,
while a knowledge base is built by populating the ontology with individual in-
stances and specific values for properties. Hence, throughout the development
of our ontology, we follow the knowledge engineering guidelines provided by
(Noy, McGuinness, et al.,, 2001). According to the guide (Noy, McGuinness, et
al., 2001), there is no one "correct" approach to develop an ontology but some
fundamental rules need to be respected, as follow:

* A domain may be modeled in more than one correct way depending on the
application.

¢ An iterative process is necessary to develop an ontology.
¢ Concepts and relationships should be close to the domain of interest.

First, we start by defining our domain of interest and the scope of the on-
tology. Four questions need to be answered for the purpose of defining the do-
main and scope. The first question is "What is the domain of the ontology and
its coverage?". According to our first research question (Section 1.1.2), the do-
main is the representation of the multiple contexts of a teacher. However, the
second question provides a specification for the domain "What is the use of the
ontology?". We refer to the second research question in an effort to answer this
question which indicates that the ontology will be used to offer context-aware
recommendations to teachers. This answer leads to the third question "What
are the questions that the ontology will answer?". According to the guidelines,
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a set of competency questions (Grininger and Fox, 1995) are sketched to define
the scope of the ontology and its knowledge base. The following list of compe-
tency questions illustrates possible required knowledge in view of the answers
provided to the first two questions. These competency questions are answered
accordingly through the sections of this chapter.

* Which contexts should be considered when describing a teacher?
 Is this teacher an expert?

* What field of science is this teacher specialized in?

* In which educational level does this teacher work?

» What is the suitable teaching style for the targeted learners?

* Is the working environment of a teacher suitable for this living environ-
ment?

* What are the teacher characteristics that affect his capability to perform
his job in a certain working environment?

¢ Does the work environment affect the sentimental state of a teacher?
* Is this teacher similar to another? And why?

* What are the required characteristics to recommend personalized pedagog-
ical resources to a teacher?

The final question pertains to the identification of potential ontology users and
maintainers. The users are envisioned as researchers employing it in conjunc-
tion with recommender systems, whereas the maintainers are the research team
tasked with its ongoing development. Consequently, the requirement for a map-
ping methodology to diverse languages is deemed unnecessary.

Subsequently, the guide on ontology development outlines a series of proce-
dural stages as follows:

» Step 1: Contemplate the possibility of reusing existing ontologies.
» Step 2: Enumerate essential terms relevant to the ontology.

» Step 3: Establish the classes and their hierarchical organization.
» Step 4: Specify the properties of classes.

* Step 5: Define the attributes or facets of the properties.

» Step 6: Generate instances of the ontology.

Regarding the first two steps and as per the findings from the literature review,
no ontologies have been identified that specifically address the educational con-
text from the perspective of teachers. However, we can leverage existing ontolo-
gies to expand the concepts within our ontology. For instance, The Modern Sci-
ence Ontology (modsci)! offers a comprehensive representation that can replace

lhttps://saidfathalla.github.io/Science-knowledge-graph-ontologies/doc/ModSci_d
oc/index-en.html
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the field of science associated with teachers in our ontology. Moreover, the Se-
mantic Sensor Network Ontology (SSN)? facilitates the representation of various
sensors and their corresponding observations, thereby extending the represen-
tation of sentimental state detection in our ontology. Upon examining different
teacher contexts, it is evident that certain vocabularies are present in other exist-
ing ontologies. For instance, the country attribute can be aptly represented using
the DBpedia ontology®>. Finally, the primary objective of our ontology is to be uti-
lized in conjunction with a recommender system, a purpose that aligns efficiently
with the MEMORAe Collaboration-Context Ontology (MCC) (Abel, 2022).

As mentioned earlier, our intended utilization of the ontology involves its in-
tegration with a recommender system, necessitating the consideration of diverse
contextual factors (Agarwal, Chen, and Long, 2011). These factors can be catego-
rized into four primary groups: teacher profile, living environment, working en-
vironment, and teacher feedback (Han and Yin, 2016), and depicted in Figure4.1.
These factors serve as the foundational underpinnings for the development of our
ontology.

Contextual
factors of
teachers
)
Teacher Living Working Teacher
profile environment environment feedback
[ —
Gender Country Country Activities
Laneuace Area Area Sentimental
guag type type state
Cultural Language Language
background £uas guag
Academic Cultural
degree background
Years of Educational
experience level

Figure 4.1: Contextual factors of teachers.

2https://www.w3.0rg/TR/vocab-ssn/
Shttps://dbpedia.org/ontology/
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In pursuit of a comprehensive top-down perspective on domain ontologies, the
present approach adheres to the same principles concerning the concepts within
this ontology. This chapter provides an illustration of these concepts, aligning
them with the steps outlined in the guidelines for ontology development.

The subsequent sections of this chapter are structured as follows: Section
4.2 offers an introduction to the Teacher Sentimental and Collaboration Contexts
Ontology (TSCCO) and its integration with other ontologies. Section 4.3 provides
an overview of the distinct components comprising the Teacher Context Ontology
(TCO), while Section 4.4 presents a detailed exposition of the sentimental state
monitoring approach and its Mood Detection Ontology (MDO). Section 4.5 delves
into the practical application of the MEMORAe Collaboration Context ontology
(MCC) in conjunction with TSCCO. Lastly, Section 4.7 elucidates the role and
function of the SWRL reasoning rules within TSCCO.

4.2 Teacher Sentimental and Collaboration Contexts On-
tology (TSCCO)

Teacher Sentimental and Collaboration Contexts Ontology (TSCCO) expounded
in this chapter provide an enhanced comprehension of the different contexts of
a teacher, encompassing the contextual factors that impact a profile of a teacher
and his sentimental state. The ontologies are encoded using the Web Ontology
Language (OWL) and have been developed using the Protégé framework, as de-
picted in Figure4.2.

TSCCO centers its attention on the exposition of three ontologies: the Teacher
Context Ontology (TCO), the Mood-Detection Ontology (MDO), and the MEMO-
RAe Collaboration Context ontology (MCC), as shown in Figure4.3. TCO is dedi-
cated to offering a comprehensive depiction of the context surrounding a teacher
working in an educational institution and teaching learners enrolled at a par-
ticular educational level. The primary objective of this ontology is to provide
a comprehensive portrayal of the diverse environmental and contextual factors
that shape a teacher’s profile, encompassing aspects such as their professional
experience, teaching style, and living and working environments.

Conversely, the development of MDO centers on representing intricate rela-
tionships between mood detection systems and sentimental state representation
in terms of mood. Advancements in mood detection technologies have enabled
the identification of bio signals indicative of diverse mood states, and MDO en-
deavors to design an ontology that precisely interprets these mood detection
systems, thereby determining a person’s mood level.

MCC is purposefully developed to capture the collaboration context among
various users within an organization. Functioning as a management ontology
within the MEMORAe platform, MCC facilitates knowledge sharing among col-
laborators by means of resources and annotations. This section thoroughly ex-
amines the design of TSCCO and explores the integration between the three dif-
ferent ontologies.
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Figure 4.2: Screenshot of Protégé view of TSCCO upper level con-
cepts.

4.2.1 Integration of Three Ontologies

The Teacher Context Ontology (TCO) delineates the coexistence of teachers in
various contexts, encompassing both their work and living environments. How-
ever, these contexts alone may not suffice to comprehensively describe a teacher’s
current situation, requiring the inclusion of their affective or non-affective state
within the contextual description. By integrating mood with a teacher’s context,
novel opportunities arise for enhanced comprehension and evaluation of their
current circumstances. In this regard, an integration approach is introduced
between TCO and MDQO, as illustrated in Figure4.4.

In TCO, a person can be a teacher or a learner that interacts with resources.
These activities and interactions, which are part of the integration between TCO
and MEMORAe (MCC) (Nashed, Lahoud, and Abel, 2021), results in the mood
changes of a person. As a result of this integration, the teacher full context
is represented by describing both work and living conditions/environment from
TCO, in addition to its associated mood.

MCC ontology provides a semantic representation for an account of a user
MCC:UserAccount which extends the profiling of a teacher in TCO. With MCC, it
becomes easier to share and compare profiles across different contexts and appli-
cations. For example, gender representation with ontological concepts can help
to ensure that the professional development programs are inclusive and equitable
for all teachers. By analyzing the specific gender factors that impact teaching
effectiveness, it becomes possible to develop programs that support all teach-
ers, regardless of gender, to thrive in their roles. Moreover, MCC associates an
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Figure 4.3: A partial T-Box representation of Teacher Sentimental
and Collaboration Contexts Ontology (TSCCO)

interaction or an activity of teacher in an information system MCC: Interaction-
Activity with each teacher profile MCC:UserAccount which facilitates the link-
age between the mood of a teacher from MDO and the teacher from TCO as
shown in Figure4.5. Through the following sections, the present thesis proceeds
to individually expound upon two developed ontologies, namely TCO and MDO,
alongside the MCC ontology.

4.3 Teacher Context Ontology (TCO)

TCO, as shown in Figure4.5, provides a context description of teacher who works
in an educational institution and teaches learners enrolled in a specific educa-
tional level. The ontology introduces the concept of intersecting contextual in-
formation for a teacher profile by describing multiple environmental presence of
a teacher (Li, Abel, and Negre, 2019). Also, TCO demonstrates teacher interac-
tions with the resources to enrich the courses and consequently the educational
process. The ontology was encoded using the Web Ontology Language (OWL)*

4https://www.w3.org/TR/owl-ref/
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Figure 4.4: T-Box of TCO and MDO integration.

and was developed and reasoned by the Protégé framework®. The next subsec-
tions explain the main concepts of TCO and their role in a teacher context.
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Figure 4.5: A T-Box overview of TCO highlighting the main con-
cepts.

4.3.1 Teacher

A teacher participates in different contexts beside the educational context. When
the teacher’s living environment is combined with her/his teaching profile, the

Shttp://protege.stanford.edu
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context description is realistic and reliable. Thus, these contexts must be consid-
ered in the TCO. A teacher profile contains the basic information that is available
in a user account such as name, age, gender, contact information, education,
etc. In addition to this, other important information describing teacher’s work
experience and teaching style must be included as shown in Figure4.6.

. FieldofEducation .
<rdfs:literal> <rdfs:literal>

A A

TCO:hasFielgOfEducation
TCO:hasEducatipnalLevel TCO:spepksLanguage

Person

is-a T is-a
[ 1

[ Teacher ( Learner

TCO: hasTeachingStyle |TCO:hasYearsOfExperience TCO:hasLearningStyle

l L]

<rdfs:literal> <rdfs:literal> <rdfs:literal>

Figure 4.6: A T-Box example of teacher and learner representation
in TCO.

In TCO, the experience of a teacher is measured according to two characteris-
tics: years of experience during teaching career, and age of this teacher. Accord-
ing to these two characteristics, teachers are classified into three level: novice
(beginner), intermediate, and expert levels (Rice, 2003; Carton and Fruchart,
2014). If a teacher has less than five years of teaching career experience for
the same educational level and ages less than or equal 25 years old, a teacher
is classified as a novice. For more than five years of teaching experience and
less than 10 years, and an age within the range of 26 and 36 years, a teacher is
classified as an intermediate teacher. A teacher is considered as an expert, if he
has an age more than 35 years old and more than 10 years of experience. On the
other hand, teachers who obtain a higher education degree, are promoted to the
higher experience level despite the number of years. Other characteristics can
be debatably included in this classification such as teaching style and the nature
of targeted learners, but they are opted out due to high complexity concerns.

In order to consider more personalized information about the teacher, we
must explore the teaching styles and its diversity. Teaching styles are divided
into five main types according to the instructors’ preferences in their courses:
authority, demonstrator, facilitator, delegator, and hybrid styles (Opdenakker and
Van Damme, 2006). The authority style teachers tend to deliver their knowledge
on the form of one-way long lectures, while the demonstrator style ones pre-
fer the coaching style using activities and practical demonstrations. Teachers
using facilitator style always try to provide resources and self-learning activi-
ties to learners. Delegators do not prefer teacher-centered methods rather they
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proceed toward group style activities such as laboratory and feedback activities
where learners are dependent on each other. The final type of teaching styles is
the hybrid or blended style where teachers blend their personal experience and
interests of different styles with learners.

The teacher concept has multiple relations with other concepts as shown
in Figure4.5. In order to represent the workplace of a teacher, the relation
TCO:worksIn is created to illustrate such connection. Normally, teacher teaches
a certain educational course and hence the relation TCO:teaches. For a better
illustration of this course, a teacher TCO:interacts with available resources.

4.3.2 Learner

In order to achieve an efficient description of the teacher context, the learners
are present in TCO. Learner’s profiling is defined also by the basic information
that is included in a user’s account. Learners in TCO are characterized by the ed-
ucational level and the learning styles as shown in Figure4.6. The combination of
this knowledge about the target learners relates to the teacher context descrip-
tion. Accordingly, educational levels are classified according to the 2011 interna-
tional standard classification of education (ISCED) (Schneider, 2013). ISCED de-
lineates a hierarchical arrangement encompassing a total of seven levels within
the educational spectrum. These levels are further consolidated into four over-
arching categories: early childhood education (elementary/primary), lower sec-
ondary education (preparatory), upper secondary education (secondary), and ter-
tiary education (undergraduate and postgraduate university levels).

Learners achieve better understanding if the teacher’s style of teaching matc-
hes their learning style (Peacock, 2001; Awla, 2014; Dingol et al., 2011). The
learning styles are represented according to one of these three terms: cognitive,
personality, and sensory (Peacock, 2001). The cognitive type borders the logi-
cal type of learners where they use logic and reasoning to understand a learning
problem. While according to personality, learners tend to study either in group or
individually. The learners preferring learning in group interpersonally, are called
the social learners, while the others preferring interpersonal self-studying, are
called the solitary learners. The sensory type is the last category of learners
which contains four types: visual, aural, verbal, and physical learners. A visual
style learner favors the spatial representations to understand a given subject
using images or videos. On the other hand, aural learners choose to search
for auditory and musical resources of learning such as music or sounds in gen-
eral. Verbal learners can easily recognize linguistics in the form of speeches and
written explanations. The final type of the sensory category is the physical style
where learners prefer kinesthetic activities using their bodies to get familiar with
new topics.

The learner concept intersects with the teacher through the relation TCO:enr -
olledIn which connects the learner with the course in which the teacher TCO: te-
aches as shown in Figure4.5. Accordingly, learner and teacher contexts’ repre-
sentations are misleading without providing an accurate description of the con-
textual information which exists outside the educational process. In order to
realize these connections, the relations are created to connect the environment
of teacher, learner, and educational institution concepts together.
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Figure 4.7: A T-Box example of resource representation in TCO.

4.3.3 Environment

A user profile contains information from the user current context along with other
contextual information from other contexts where the user acts (Li, Abel, and
Negre, 2019). Therefore, TCO’s environment is classified into living and working
environment as shown in Figure4.5. The living environment describes the sur-
roundings and conditions in which the person had been raised, while the working
environment describes the similar concept for the educational institution. Coun-
try, language, and nature of the region are the main data required to describe an
environment. As for the working environment, the infrastructure and available
technologies are included to extend the description of the working environment.

The role of the environment concept representation in TCO is raised to have a
full description of all teacher contexts; living environment, working environment,
and the learners living environment. Identification of the three intersecting con-
texts facilitates the condition matching for the different environments where the
teacher interacts with the surroundings.

4.3.4 Resource

An educational course consists of multiple lessons, each with a different goal
for learners. Thus, teacher includes pedagogical resources of different forms to
enrich the educational content and motivate learners (Khan, Yusoff, and Khan,
2014). These pedagogical resources are found in different forms and are used
under certain conditions and requirements (Benayache, 2005). TCO demon-
strates the construction of a resource, its support and prerequisites as shown
in Figure4.5. Then, it is extended by the MCC representation of MCC:Resource
as shown in Figure4.7. Every resource is TCO:supportedBy a certain support
digitally or physically. A digital support takes the form of a multimedia file, an
executable file, a text, or URL. While the physical support is a tape, CD/DVD, or
a paper. A resource also TCO: requires a form of prerequisite to use it probably.
This prerequisite is met by using a device, a software, or both. The importance of
including the support and the prerequisite is raised due to the changeable con-
ditions in the various environments where the educational process takes place.
Resources must be well-represented for the future integration of TCO with a rec-
ommender system.
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4.4 Mood-Detection Ontology (MDO)

Recent advances in brain imaging technology have enabled the detection of brain
signals indicative of various mood states. Therefore, mood detection systems
have been widely developed during recent years with a persisting need to ac-
curately interpret these brain signals to determine a person’s emotional state.
To achieve this, it is necessary to design a mood detection ontology that repre-
sents the complex relationships between brain signals and emotions(Al-Nafjan
et al., 2017). In this section, the mood detection mechanism is discussed and the
development of MDO is presented.

4.4.1 Mood Detection Model

The mood-monitoring platform (Moodflow@doubleYou) is followed as a reference
model (Andres et al., 2021; Frangeto et al., 2021), as shown in Figure4.8. Mood-
flow@doubleYou platform allows the collection of user data and the detection of
his mood which facilitates the integration with TCO to offer better representation
of the collected mood data (Nashed et al., 2021).

Person

Visual interactiori/ \Q/‘nchronizaﬁon

Stimulus Electrodes

Transferring

Y

@)

Moodflow service

Processing

Y

£\

Output Signal

Figure 4.8: An overview diagram of Moodflow@doubleYou plat-
form.

The detected mood by this platform is categorized into three levels: positive,
neutral, and negative Figure4.9 (Corson, 2002). The positive mood is detected
by positive value readings, and it results from the personal desire to accomplish
a goal or the searching for fulfillment. When a person is expecting an action
to happen or doing a legitimate task, the platform outputs a neutral reading
to indicate the neutral mood. However, the negative mood is an indication of
boredom, repulsion, or reaching high satisfaction level.

Emotional commitment is the person’s ability to maintain the positive mood
for a certain period (Corson, 2002). Average absolute deviation AAD is used to
detect the emotional commitment of a certain person during a specific activity
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Figure 4.9: Mood levels obtained byMoodflow@doubleYou.

Equation(4.1). According to Equation(4.2), if the AAD is nearly equal to zero,
the person is said to be emotionally committed for the current task t. If the
person keeps the emotional commitment over multiple activities, it is said that
the person is in flow (Gnoth et al., 2000). The number of activities is decided
according to the total number of recorded activities for each person.
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4.4.2 Ontological Representation of Mood Concepts

Mood is one of the sentimental state forms that provides a recommender system
with real-time feedback of user. However, mood can be detected using different
systems and approaches which differs in its methodology and nature. Conse-
quently, this thesis introduces mood detection ontology (MDO) that represents
the three levels of mood in addition to emotional commitment, and flow Fig-
ure4.10. This ontology was implemented with Web Ontology Language (OWL) ° in
Protégé framework 7. The main classes of the ontology are MDO:Mood, MDO: Emoti -
onalCommitment, MDO: Flow, MDO:MoodSystem, and MDO:Process. The ontology is
centred around two concepts: mood representation and mood detection system.
In the mood representation, mood with its types, emotional commitment and
flow are connected through relational properties. However, in mood detection
system representation, the classes extend its meaning from W3C-SSN2. One of the
remarkable concepts in this concept is the MDO: process class, which is divided
into three sub-processes (sub-classes): MDO:measuring: the measuring process
of the readings of electrodes, MDO:transferring: transferring the readings to
the system, and MDO:analysis: analysing the transferred measurement.

Shttps://www.w3.org/TR/owl-ref/
"https://protege.stanford.edu/
8https://www.w3.org/TR/vocab-ssn/
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4.5 MEMORAe Collaboration-Context Ontology (MCC)

MEMORAe Collaboration-Context Ontology (MCC) is an ontology developed to
support the creation of collaborative experience sharing environments and based
on the concepts of MC2 and SolS ontologies (Abel, 2022). MCC has the capa-
bility to define and encompass contextual information, factors, and dimensions
relevant to collaboration. MCC adeptly describes collaborative attempts of a
user along with the contextual settings in which these collaborations occurs. The
ontology provides a representation of the context in which collaboration takes
place, including the roles of the participants, the tasks they perform, and the
artifacts they use. The MCC ontology is designed to be used in conjunction with
other ontologies, such as TCO and MDO ontologies. By using these ontologies
together, it is possible to create a rich and detailed representation of a learning
environment for teachers as well as learners, which can be used to support a va-
riety of learning activities. One of the main benefits of the MCC ontology is that
it provides a standardized way of representing collaboration context information.
This makes it easier for developers to create collaborative learning environments
that are interoperable and can work together seamlessly. The ontology is also
useful for researchers who are interested in studying collaboration and its im-
pact on learning. Overall, the MEMORAe Collaboration-Context Ontology (MCC)
is an important tool for the development of collaborative learning environments
and has the potential to improve the effectiveness of collaborative learning. More
details of this ontology concerning data integration is discussed in Section 5.5.1
of Chapter5.

4.6 Complete Contexts of Teacher

The complete representation, as shown in Figure4.11, can be divided into three
main sections: teacher profiling, living/social environment, working environment,
and sentimental state (Nashed, Lahoud, and Abel, 2021).
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4.6.1 Teacher Profiling

The profile of a teacher involves the main information of a teacher such as name,
age, experience, gender, and competences. These concepts identify the key fea-
tures of a teacher and avoid overlapping and redundancy of features with the
other integrated ontologies. Also, it becomes possible to match teachers with
learners based on their individual learning needs and preferences. TCO repre-
sents experience and competences elements as illustrated in the following list
while other elements are addressed by MCC.

i Experience level are used to detect the level of expertise of a teacher: novice,
intermediate, or expert.

ii Competences are divided into science, teaching style and spoken languages
by a teacher. Teaching style is represented through 5 types: authority, demon-
strator, facilitator, delegator, and hybrid style (Opdenakker and Van Damme,
2006). Languages are divided into three levels: mother tongue, second lan-
guage, and third language.

The list of selected elements from MCC for this approach is as follows:

i Gender of a teacher can be a female or a male.
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ii Interests are list of keywords which are provided by teacher to represent the
points of interest for this teacher.

4.6.2 Living Context

The living context-related concepts can help with feature selection by allowing
the identification of the most relevant features for a particular analysis. For ex-
ample, if an analysis is interested in examining the impact of socio-economic
status on teacher effectiveness, the ontology can be used to identify relevant
features such as country and area type which forms a direct indication of acces-
sibility to resources. The living context of a teacher in TCO, is represented by
personal address and type of the living area as follows:

i Country is obtained from the personal address provided by teacher.

ii Area Type is detected using the same address and is classified into three main
types: rural, urban, or suburban areas.

4.6.3 Working Context

The working context can include factors such as the location of educational insti-
tution and level of education which directly indicates the required technology and
support services, for example. The working context of a teacher is accentuated
by address and affiliation which forms the connection between the geographi-
cal location and educational level of this work environment, or the educational
institution as shown in the following list.

i Institution Level indicates the level of education of the educational institution
where the teacher works. There are four levels of educational institutions:
primary school (elementary school), preparatory school (middle school), sec-
ondary school (high school), and university.

ii Area Type is detected using the same address and is classified into three main
types: rural, urban, or suburban areas.

4.6.4 Sentimental State

The sentimental state of a teacher is described by the mood-detection ontology
(MDO) through three main concepts: mood level, emotional commitment, and
flow occurrence(Nashed et al., 2021). Through this proposition, the mood level is
used without considering the other two concepts for the purpose of simplification.
This concept is descripted as following.

1. Mood level measures mood of teacher according to readings of used elec-
trodes and computational system. This method of measurement introduces
three level of mood: positive, neutral, and negative moods.

Afterwards, SWRL reasoning rules are applied to check for possible similari-
ties between teachers.
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4.7 Semantic Reasoning

Semantic web rule language (SWRL) offers a practical way to define casual rela-
tions and has been used by multiple knowledge management systems (Horrocks
et al., 2004). Therefore, the ontology representation provides a structured way
to represent the context of a teacher, which can help to reduce the noise and
redundancy in the data. By using SWRL reasoning to find similarities between
teachers’ contexts, it becomes possible to identify patterns and relationships that
may not be immediately obvious. This can lead to more accurate and reliable re-
sults. In this approach, SWRL rules find similarity between teachers in terms of
features and properties. These SWRL rules are implicated between antecedents
and consequent in the form antecedent — consequent. Conjunctive atoms are used
to express these antecedents and consequents. Conjunctive antecedents are rep-
resented as the following atoms: a; Aay A---Aa; A---ANa,, where 1 <i < n. In
our case, atoms are classified into three forms: class C(?x), property P(?x,?y),
and "sameAs" relation sameAs(?x,?y). Class atom C(?x) holds if x is considered
an instance of class C, while property atom P(?x,?y) holds if x and y have a
mutual relation P. SWRL rules are used in different phases of our approach: pre-
processing of data, resource recommendation and peer recommendation. Some
rules are used in an exchangeable manner while others are used for a certain
phase only. Through the following paragraphs, we explain the function of each
rule and its placement within our approach.

4.7.1 Preprocessing SWRL Rules

The application of the first three SWRL reasoning rules identifies the degree of
experience of each teacher. This identification can aid in tailored professional de-
velopment and training. It is possible to discover areas where a teacher may want
further help or training by studying the individual traits and aspects that con-
tribute to their competence. These first three SWRL rules in Table4.1 define the
levels of expertise for a new teacher: tco:noviceTeacher, tco:intermediateTe-
acher, and tco:expertTeacher. These rules use the age of a teacher and the
years of experience to classify each new teacher into one of the predefined ex-
pertise levels. For example, the first rule means that if a teacher is younger than
25 years old and has less than 5 years of experience, this teacher can be classi-
fied as a tco:noviceTeacher. The other expertise levels are identified as follows:
tco:intermediateTeacher for teachers with an age that is older than 25 years
and younger than 35 years and experience of more than 5 years and less than
10 years, tco:expertTeacher for teacher with an age that is older than 35 years
and experience of more than 10 years.

The forth SWRL rule, in Table4.1, is applied to any new teacher entry against
all saved teachers. This rule checks the similarity of the new teacher with other
teachers in terms of experience, teaching style, spoken languages, living envi-
ronment information, working environment information, and field of science in
which a teacher is specialized. The rule starts by matching two teachers, ?t and
?7ts, who have the same years of experience ?ex and teach with the same style
or using the MixedStyle teaching style. Additionally, both teachers must have
at least one language in common. Next, the rule checks that both teachers live
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in environments that have the same type and country. The type and country in-
formation is retrieved from the environment ?env and country ?coun that each
teacher lives in. The rule also checks that both teachers work in educational in-
stitutions that have the same education level and work environments that have
the same type. The education level and work environment type information is re-
trieved from the educational institution ?inst and work environment ?workenv
that each teacher works in. Finally, the rule checks that both teachers specialize
in the same field of science, based on the science ?sci that they each have exper-
tise in. If all of these conditions are met, the rule concludes that the two teachers
are the same person (using the sameAs built-in function). This means that the
system will treat ?t and ?ts as identical variables and return the same value for
both of them in any subsequent queries. The utilization of such rule prevents the
computational overhead accompanied by executing the totality of this approach
for each new teacher.

4.7.2 Resource and Peer Recommendation SWRL Rules

The next set of rules provided in Table4.1 consists of a series of extraction rules
that are used by both types of recommendation to select the matching teachers
from a list. The fifth rule is used to find teachers with higher experience than a
selected teacher. The rule takes as input two teachers, their respective years of
experience, and returns the teacher with the highest number of years of experi-
ence. The sixth rule is used to find teachers who have a better mood level. The
rule takes as input the mood levels of both parties and returns the second teacher
if he obtained more positive mood level. The seventh rule is used to find teachers
who have similar teaching style or use a mixed teaching style. The rule takes
as input two teachers and their teaching styles and returns the second teacher
if he uses similar teaching style or a mixed one. The eighth rule is used to find
teachers who are proficient in a similar language. The rule takes as input two
teachers and their respective languages and returns the second teacher if he has
a matching language. The ninth rule is used to find teachers who live in a given
type of living environment. The rule takes as input two teachers and their respec-
tive living environments and returns the second teacher if he lives in the given
type of living environment. The tenth rule is used to find teachers who live in a
given country. The rule takes as input two teachers and their respective living
environments and returns the second teacher if he lives in this given country.
The eleventh rule can be interpreted as follows: If there is a teacher who
works in an educational institution and the educational institution evolves in a
working environment, and this working environment is a type of environment
that has the same type as the environment of another teacher who works in an-
other educational institution, then select the second teacher. A set of conditions
and actions are defined in this rule. The conditions include the tco:teacher
and tco:worksIn predicates to identify a teacher who works in an educational
institution. The tco:EducationalInstitution predicate is used to specify that
the institution is an educational one. The tco:evolvesIn predicate is used to
relate the educational institution to a working environment, which is also de-
fined as a type of environment using the tco:is-a predicate. The last part of
the condition compares the environment of the first teacher to the environment
of another teacher, using the tco:hasType predicate. If the two environments
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have the same type, as determined by the swrlb:equal function, then the rule
selects the first teacher using the sqwrl:select function. Overall, this rule aims
to identify teachers who work in similar environments, as defined by their respec-
tive educational institutions’ working environments, and are therefore potentially
interested in collaborating or sharing ideas.

Finally, the twelfth rule is used to find teachers who have a given level of ed-
ucation. The rule takes as input two teachers and their respective educational
institutions and returns the second teacher if he has this given level of education.
The final rule is used to find teachers who specialize in a given field of science.
The rule takes as input two teachers and their respective fields of science and
returns the second teacher if he specializes in this given field of science. Overall,
these rules can be used to query a knowledge base about teachers and their char-
acteristics. By reasoning about this knowledge, it is possible to identify teachers
who possess certain attributes or have certain skills. This can be useful for a va-
riety of recommendation purposes, such as identifying potential mentors/peers
for new teachers or matching context of certain teacher with another who both
have particular skills or experience.
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Table 4.1: List of SWRL rules used in our approach

Antecedent

Consequence

—_

tco:teacher(?t)”tco:hasYearsOfExperience(?t, ?ex)”swrlb:lessThan(?ex,
5)"tco:hasAge(?t, ?age)”swrlb:lessThan(?age, 25)

tco:teacher(?t)”tco:hasYearsOfExperience(?t, ?ex)”swrlb:lessThan(?ex,
10)"swrlb:greaterThan(?ex,5)"swrlb:greaterThanOrEqual(?age, 25)"swrlb:
lessThan(?age, 35)

tco:teacher(?t)~tco:hasYearsOfExperience(?t, ?ex)”swrlb:greaterthan(?e
X, 10)"swrlb:greaterThanOrEqual(?age, 35)

sameAs (tco:novice
Teacher, ?t)
sameAs(tco:inte
rmediateTeacher
,7t)

sameAs (tco:expert
Teacher, ?t)

tco:teacher(?t)”~tco:teacher(?ts)”tco:hasYearsOfExperience(?t, ?ex)"t
co:hasYearsOfExperience(?ts, ?exs)”swrlb:greaterThanOrEqual(?exs, ?ex
)~tco:hasTeachingStyle(?t, ?tch)”~tco:hasTeachingStyle(?ts, ?tchs)”~swr
lb:stringEqualIgnoreCase(?tch, ?tchs)”swrlb:stringEqualIgnoreCase(?t
ch, "MixedStyle")"tco:hasLanguage(?t, ?lan)”~tco:hasLanguage(?ts, ?lan
s)”~swrlb:contains(?lan, lans)”tco:livesIn(?t, ?livenv)”~tco:LivingEnvi
ronment(?livenv)~tco:is-a(?livenv, ?env)”~tco:environment(?env)”~tco:
hasType(?env, ?envtype)~tco:hasCountry(?env, ?coun)”owl:country(?cou
n)~tco:livesIn(?ts, ?livenvs)~tco:LivingEnvironment(?livenvs)”~tco:
is-a(?livenvs, ?envs)”~tco:environment(?envs)”tco:hasType(?envs, ?envty
pes)”~tco:hasCountry(?envs, ?couns)”owl:country(?couns)”~swrlb:equal(?e
nvtype, ?envtypes)”swrlb:equal(?coun, ?couns)”~tco:worksIn(?t, ?inst)"t
co:EducationalInstitution(?inst)”~tco:evolvesIn(?inst, ?workenv)”~tco:
WorkingEnvironment (?worknv)”~tco:is-a(?workenv, ?wenv)”~tco:environmen
t(?wenv)”~tco:hasType(?wenv, ?wenvtype)”~tco:hasEducationLevel(?inst, ?e
dulvl)~dcterms:EducationLevel(?edulvl)”tco:worksIn(?ts, ?insts)”~tco:
EducationalInstitution(?insts)”~tco:evolvesIn(?insts, ?workenvs)”~tco:Wo
rkingEnvironment (?worknvs)”~tco:is-a(?workenvs, ?wenvs)”~tco:environmen
t(?wenvs)”~tco:hasType(?wenvs, ?wenvtypes)”~tco:hasEducationLevel(?insts
, 7edulvls)~dcterms:EducationLevel(?edulvls)”swrlb:equal(?envtype, ?en
vtypes)~swrlb:equal(?edulvl, ?edulvls)”~tco:hasScience(?t, ?sci)”modsci:
Science(?sci)”~tco:hasScience(?ts, ?scis)”modsci:Science(?scis)”swrlb:
equal(?sci, ?scis)

sameAs (?t, ?ts)

10

11

12

13

tco:teacher(?t)~tco:hasYearsOfExperience(?t, ?ex)~tco:teacher(?ts)"t
co:hasYearsOfExperience(?ts, ?exs)”swrlb:greaterthan(?exs, ?ex)

mcc:InteractionActivity(?e)”mcc:hasActor(?e,?acc)”mdo:resultsIn(?e
, ?m)”~mdo:mood(?m)~mdo:hasValue(?m, ?v)~mcc:hasActor(?e, ?7accs)”mdo:
resultsIn(?e, ?ms)”~mdo:mood(?ms)”~mdo:hasValue(?ms, ?vs)”~swrlb:greatert
han(?vs, ?v)

tco:teacher(?t)~tco:hasTeachingStyle(?t, ?tch)”~tco:teacher(?ts)”tco:
hasTeachingStyle(?ts, ?tchs)”swrlb:stringEqualIgnoreCase(?tch, ?tchs)”s
wrlb:stringEqualIgnoreCase(?tch, "MixedStyle")

tco:teacher(?t)~tco:hasLanguage(?t, ?lan)~tco:teacher(?ts)”tco:hasLan
guage(?ts, ?lans)”~swrlb:contains(?lan, lans)

tco:teacher(?t)”~tco:livesIn(?t, ?livenv)”~tco:LivingEnvironment(?1liven
v)~tco:is-a(?livenv, ?env)”~tco:environment(?env)~tco:hasType(?env,?
envtype)”~tco:teacher(?ts)~tco:livesIn(?ts, ?livenvs)”~tco:LivingEnviro
nment(?livenvs)”~tco:is-a(?livenvs, ?envs)”~tco:environment(?envs)”~tco:
hasType(?envs, ?envtypes)”~swrlb:equal(?envtype, ?envtypes)

tco:teacher(?t)”~tco:livesIn(?t, ?livenv)~tco:LivingEnvironment(?liven
v)~tco:is-a(?livenv, ?env)”~tco:environment(?env)”tco:hasCountry(?env
, 7coun)”owl:country(?coun)”tco:teacher(?ts)”tco:livesIn(?ts, ?livenvs
)~tco:LivingEnvironment(?livenvs)~tco:is-a(?livenvs, ?envs)”~tco:enviro
nment(?envs)”~tco:hasCountry(?envs, ?couns)”owl:country(?couns)”swrlb:
equal(?coun, ?couns)

tco:teacher(?t)~tco:worksIn(?t, ?inst)”~tco:EducationalInstitution(?ins
t)~tco:evolvesIn(?inst, ?workenv)~tco:WorkingEnvironment (?worknv)~tco:
is-a(?workenv, ?env)”~tco:environment(?env)~tco:hasType(?env, ?envtyp
e)~tco:teacher(?ts)~tco:worksIn(?ts, ?insts)”~tco:EducationalInstitu
tion(?insts)”tco:evolvesIn(?insts, ?workenvs)”~tco:WorkingEnvironme
nt(?worknvs)”~tco:is-a(?workenvs, ?envs)”~tco:environment(?envs)”~tco:
hasType(?envs, ?envtypes)”~swrlb:equal(?envtype, ?envtypes)

tco:teacher(?t)~tco:worksIn(?t, ?inst)”tco:EducationallInstitution(?i
nst)~tco:hasEducationLevel(?inst, ?edulvl)~dcterms:EducationLevel
(?edulvl)”~tco:teacher(?ts)”~tco:worksIn(?ts, ?insts)~tco:Educationall
nstitution(?insts)”~tco:hasEducationLevel(?insts, ?edulvls)”~dcterms:
EducationLevel(?edulvls)”swrlb:equal(?edulvl, ?edulvls)

tco:teacher(?t)~tco:hasScience(?t, ?sci)”modsci:Science(?sci)”tco:
teacher(?ts)~tco:hasScience(?ts, ?scis)”modsci:Science(?scis)”swrlb:
equal(?sci, ?scis)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)

sqwrl:select(?ts)
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Chapter 5

Data Collection

5.1 Data Sources Layer

The coexistence of a teacher in multiple contexts forces the data extraction from
different sources and their integration into one form of data format(Varelas,
2012) as shown in Figure5.1. A person can be either a teacher or a learner and
is represented by the integration of user-provided information, organizational
information, and user-recorded activities. These analytics are collected during
the real-time usage of teacher to an educational system such as a recommender
system (Romero and Ventura, 2020). The multiple contexts of a teacher are il-
lustrated through environment-related and institutions datasets that are publicly
published by governmental and research entities. This data integration approach
highlights the necessity of resources to aid teachers and enhance their perfor-
mance. Accordingly, data resources are collected from multiple datasets that
target different types of resources in the educational field.

5.2 Questionnaire - Teacher Profile

We recognize the significant role that the contexts of teachers play in shaping
their minds and their performance. As such, understanding their experiences
and the factors that influence their well-being is crucial. With this in mind, we
have developed a comprehensive questionnaire designed to gather a wealth of
information about teachers and their work environment. This questionnaire is
adapted to suits both the French and Egyptian contexts as this thesis takes place
within a collaboration between two universities in both countries. By delving
into various aspects of their personal and professional lives, this questionnaire
aims to shed light on the diverse backgrounds, living conditions, educational
institutions, professional development opportunities, student advancement, and
sentimental well-being of teachers. The insights gleaned from this research will
not only contribute to a deeper understanding of the real-life context of teachers,
but also help identify areas for improvement and implement measures that can
enhance their overall teaching experience. This work presents the questionnaire
as a tool for capturing valuable data and aims to provide a foundation for future
research and evidence-based practices in the field of education. Through the
participation of teachers and the collection of comprehensive data, we aspire to
address the gaps in current knowledge and understanding of the complexities
faced by teachers.
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Figure 5.1: An overview of the proposed approach’s layers.

5.2.1 Questionnaire Methods

Questionnaires are a method of data collection in research and there are several
methods to conduct such questionnaires such as self-administrated, interviewer-
administrated, online, phone, paper-based, and mixed-mode (White et al., 2005;
Gomm, 2008). The self-administrated questionnaires are completed indepen-
dently by respondents, with no direct interaction with the researcher. This method
of questionnaire can be distributed in person, via mail, or shared over the inter-
net. They provide respondents privacy and allow them to finish the question-
naire in their convenient method and time. One of the popular methods of self-
administered questionnaires is online questionnaires which are administered via
the internet, using a special platform or a tool. This method of questionnaire is
convenient, cost-effective, and offers easier data collection and analysis. Another
method is paper-based questionnaires which are printed and distributed manu-
ally. Respondents fill out the questionnaire on paper, which is later collected
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and processed by the researcher. Interviewer-administered questionnaires are
conducted through an interviewer who reads the questions to the respondent
and records the correspondent answers in this manner. The interviewer might
explain any ambiguities and probe for further details. This method is associ-
ated with cost overhead and expenses but allows for more in-depth data collec-
tion with complex and sensitive topics. Interviewer-administered questionnaires
can be carried over a phone call (phone questionnaire). The interviewer reads
the questions and records the answer of the respondent. It is widely used in
market research and social studies. Mixed-mode questionnaires involve using
multiple methods of questionnaire administration. For example, a researcher
may combine self-administered questionnaires with in-person interviews or use a
combination of online and paper-based questionnaires. This approach allows for
reaching a broader range of respondents and accommodating their preferences
or accessibility limitations.

Each questionnaire method has its own advantages and considerations, such
as cost, response rate, data quality, and suitability for the research objectives and
target population. The appropriate method should be carefully selected based
on the nature of the study and the specific requirements of data collection. In
our case, a mixed-mode questionnaire method is selected to combine the online
self-administrated and paper-based methods. In this manner, a larger distribu-
tion sample is achieved to address different types of respondents who cannot
access the questionnaire via the internet. However, the distribution of question-
naires requires participants recruitment using probabilistic and non-probabilistic
modes. The questionnaire is said to be probabilistic if the respondents are tar-
geted through a group of interest. On the other hand, the respondents of non-
probabilistic questionnaires are considered from an unknown sample. The later
mode cannot be controlled to target a certain group which leads to the selec-
tion of the probabilistic mode. The online questionnaire is classified as a proba-
bilistic mode that is controlled through sending the questionnaire to a targeted
group of respondents or through specialized mailing lists. For the traditional
methods, paper-based questionnaire recruits respondents by providing them with
face-to-face handing of the questionnaire (Lehdonvirta et al., 2021). In contrast
during non-probabilistic mode, the sample of respondents cannot be controlled
in online questionnaires. In our case, probabilistic non-strict mode is selected
to choose the targeted sample of respondents through online questionnaire and
paper-based one.

5.2.2 Elements Identification of Questionnaire

The multiple contexts of a teacher has been discussed through different researches
to determine the optimal definition of these contexts (Ben-Peretz, Mendelson, and
Kron, 2003; Lindblom-Ylanne et al., 2006). Researchers differ a unified model for
such problem, however various aspects have been agreed on. These aspects en-
compass four key dimensions:

i Profile: The personal information and preferences are the main aspects that
shape this dimension.

ii Social/Living environment: This dimension pertains to the surrounding envi-
ronment of the living place of a teacher and its impact.
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iii Educational institution/Working environment: This dimension relates to the
workplace and cognitive workload of a teacher. This dimension is further
divided into three sub-dimensions, namely workplace, professional develop-
ment, and the targeted students. Some of the features in these sub-dimensions
are shared with the sentimental dimension,

iv Sentimental impact: This dimension denotes the sentimental state of a teacher
in terms of level of satisfaction of surrounding conditions which forms an ex-
plainable understanding of the current sentimental state of this teacher.

Research has highlighted that social and work environments act as crucial
factors that identify the major dimensions needed to define contexts of a teacher
(Ben-Peretz, Mendelson, and Kron, 2003). However, the importance of senti-
mental state has arisen during the past few years due to the pandemic effect on
the educational work environment (Peimani and Kamalipour, 2021). Therefore,
this questionnaire considers the three main factors that describe the context of a
teacher.

In our questionnaire, we incorporate other factors over sections such as "per-
sonal and professional development", and "students’ advancement". This addi-
tion is done to determine whether the working environment facilitates skill de-
velopment through training and scientific events, and if teachers have the nec-
essary resources from colleagues and superiors to perform their job effectively,
as in section "personal and professional development". Additionally, students are
addressed in the section titled "students’ advancement", which aims to assess
the workload of teachers.

5.2.3 Teachers Questionnaire Trends

In order to properly measure job conditions for teachers, three well-known mod-
els are used to find the best representation of all factors previously mentioned.
The three questionnaires are Teacher as Social Context Questionnaire (TASCQ)
(Belmont et al., 1988; Belmont et al., 1992), TIMSS and PIRLS Context Ques-
tionnaire Framework (Mullis et al., 2020; Mullis and Martin, 2019), and OECD’s
Teaching and Learning International Survey (TALIS) (Ainley and Carstens, 2018).

Teacher as Social Context Questionnaire (TASCQ) (Belmont et al., 1988; Bel-
mont et al., 1992) is a well-known research approach used to evaluate the social
environment established in the educational institution by teachers (Belmont et
al., 1988; Belmont et al., 1992). The questionnaire is designed to collect quan-
titative and qualitative information about the teacher’s behavior, instructional
practices, and institution environment. TASCQ includes multiple dimensions or
measures that assess several components of the teacher’s social environment,
such as teacher support, institution organization, good sentimental state, and
student participation. Multiple items or statements are used to measure these
aspects, to which teachers reply based on their observations and experiences.
The utilization of TASCQ can provide useful insights on the mutual affection be-
tween teachers and students in terms of social and emotional experiences. The
questionnaire provides a scientific method for evaluating the quality of teacher-
student interactions, student engagement, and the overall institution environ-
ment.
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Trends in International Mathematics and Science Study (TIMSS)! and Progress
in International Reading Literacy Study (PIRLS)? (Mullis et al., 2020; Mullis and
Martin, 2019) are two context questionnaire frameworks that are released ev-
ery 4 years and 5 years respectively. They allow researchers to gather contex-
tual information about students, teachers, institutions, and educational systems.
These questionnaires are carried out on a global scale to examine educational
progress and the factors that influence it in mathematics, science, and read-
ing literacy. Both frameworks comprise questions for a variety of participants,
such as students, teachers, school principals, and parents. The teacher question-
naire, in particular, is designed to gather information about the background of the
teacher, teaching practices, educational resources, and institution environment.
It collects data on teacher qualifications, teaching experience, professional devel-
opment, teaching strategies, assessment practices, and other elements. The re-
lationship between teacher characteristics, teaching practices, and student out-
come can be analyzed through administering the TIMSS and PIRLS frameworks
to teacher which provides valuable insights into the factors that contribute to
effective teaching and learning.

Teaching and Learning International Survey (TALIS)? (Ainley and Carstens,
2018) is carried out by the organization for economic co-operation and develop-
ment (OECD) with its latest published version of 2018. Its primary goal is to
collect data and insights regarding the working environment of teachers, their
practices, and professional development opportunities in participating countries.
A teacher questionnaire is included in the TALIS survey, which covers several ar-
eas of the teaching profession. It gathers data on teacher demographics, educa-
tion, training, workload, job satisfaction, teacher cooperation, teaching practices,
and support from institution heads and the larger institutional community. This
questionnaire intends to offer insightful information and a global understanding
of the teaching profession and its challenges.

5.2.4 Questionnaire Adaptation

Field studies are subject to different regulations and laws according to the coun-
try in which these studies take place. In the context of this questionnaire, the
French and Egyptian laws have to be respected and followed. For the French
context, researchers are allowed to conduct questionnaires unless they create
a computerized data file with personal information directly related to a certain
citizen. If the later is the case, researchers are obligated to report it this data file
to France’s national data protection agency (CNIL)* according to the new legal
framework of General Data Protection Regulation (GDPR) (Voigt and Bussche,
2017). Moreover, it is not allowed to ask directly and indirectly about the race of
ethnic of a person which is regulated by Chapter II, Section 2 of no. 2004-801°.

Lhttps://timssandpirls.bc.edu/timss-landing.html

2https://timssandpirls.bc.edu/pirls-landing.html

Shttps://www.oecd.org/education/talis/index.htm

4https://www.cnil.fr/en/media

5Article 8: "Loi n° 2004-801 du 6 aofit 2004 relative a la protection des personnes physiques a
I’égard des traitements de données a caractere personnel et modifiant la loi n°® 78-17 du 6 janvier
1978 relative a I'informatique, aux fichiers et aux libertés."
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As for the Egyptian context, any activity regarding collection of data and ques-
tionnaires, online or interviewed based ones, are subject to prior approval from
the Central Agency for Public Mobilization And Statistics (CAPMAS)® according
to the tenth article of the Republican Decree no. 1964-2915. In order to get the
required approval, a request must be applied to CAPMAS with a set of obligatory
documents including:

* An official letter from the institutional research organization which is re-
sponsible for the applicant’s research project. This letter should directly
address the director of security department of CAPMAS and includes an
extensive detailed explanation of the nature of this questionnaire and the
sample of respondents that will be included in the questionnaire (number
and regions), and a list of participants.

» Photocopies of national identification for all data collection personals.

* A translated copy of the questionnaire, if the questionnaire is not originally
in Arabic.

However, this process can be time consuming and even if you get the approval,
conducting the questionnaire can be a challenging task due to the cultural dif-
ferences between the different regions in Egypt. Challenges are not limited to
cultural differences but also financial overhead. Therefore, this task is said to
be time and money consuming despite its effectiveness. But first, an adaptation
of the questionnaire to assure its appropriateness to both contexts, French and
Egyptian. In order to adapt the three previously mentioned questionnaires to our
context, main sections of questions are identified to cover the multiple contextual
dimensions of teachers. Six sections are selected as follows:

i Teacher profile: It meets the required information for the profile dimension
of teacher and it exists in the three well-known questionnaires.

—-

ii Living environment: This section shares the same features of the dimension of
social/living environment. The content of this section cannot be found directly
in the other questionnaires as these questionnaires are targeting a predefined

location and audience.

—-

iii Educational institution / Working environment: This section belongs to the
dimension with the same name but other important features can be found in
the next section to identify the development of teachers. It exists in the other
questionnaires, but it is either a direct section or in the form of distributed

questions over multiple sections.

iv Personal and professional development: This section is complementary sec-
tion for the working environment dimension. We can find this section in the
other questionnaires as a standalone section.

v Students’ advancement: In order to form an understanding of the sentimen-
tal state of teachers, the advancement of students are included which impacts
the sentimental state of teachers in the context of institution and work envi-
ronment. It exists in the three questionnaires within the "teaching in class"
sections.

Shttps://www.capmas.gov.eg/
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vi Sentimental impact: This section consists of direct questions about the satis-
faction of teacher about multiple factors which indicate the sentimental im-
pact of the surroundings over the state of teachers. The factors address the
sentimental strategies by the teacher such as social support, self-control, ac-
ceptance, and personal evolution (Carton and Fruchart, 2014). This section
satisfies the dimension of sentimental state of teachers; however, it is ne-
glected in the other questionnaires.

The protocol of adapting questions to both French and Egyptian contexts is
divided into three phases (Epstein, Santo, and Guillemin, 2015):

1. Selecting questions that are suitable to the predefined semantic model of
teachers, TSCCO.

2. Summarizing questions to consume a time interval of 7 to 10 minutes for
each respondent.

3. adding, neglecting, or adapting questions to suit both contexts.

Four researchers realize this protocol across different phases: 1 professor of
computer science from France, 1 associate professor of computer science from
France but lives in Egypt, 1 associate professor of humanities from Egypt, and a
PhD student in computer science from Egypt but lives in France.

The first phase includes the selection of suitable questions according to TSCCO
semantic model and was performed by the PhD student only. It results in the
selection of 57 questions across all three questionnaires and other questions
regarding the sentimental state. This large number of questions needs to be
carefully refined to achieve an accurate description of context and removing
questions that do not directly related to TSCCO representation. The filtering
of questions results in 47 questions only at the end of this phase.

The second phase of this process was conducted through multiple meetings
between the associate professor who lives in Egypt, the associate professor of hu-
manities and the PhD student. The main purpose of these meetings is to adapt the
questions and their types to respect the time interval of 7-10 minutes to answer
the questionnaire. The associate professor of humanities was the main contrib-
utor of this phase by summarizing multiple questions into one and eliminating
others. At the end of this phase, the questionnaire reached 27 questions with-
out neglecting important factors. The selection of questions was done through
a voting process with an upper hand for the associate professor of humanities
regarding the validity of some questions. With the help of the associate professor
of humanities, we perform a standardization of types of questions by minimizing
the free text input in the responses for easier analysis of collected responses. Ad-
ditionally, various questions that share the same type, are concatenated into one
question such as concatenating radio list and scale-based questions into array
questions. Such approaches offer a comprehensive questionnaire for the respon-
dents.

The third phase is divided into two stages: adapting the selected questions to
the Egyptian context and similarly to the French context. The stage, involves the
Egyptian part, was handled by the same group of the last phase, and the group
discussed the appropriateness of each question to match the Egyptian culture.
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This process results in some modifications to the prologue of questions to accom-
plish an absolute understanding of questions from the respondents in English
language. The second stage was performed by the professor from France, the as-
sociate professor who lives in Egypt, and the PhD student. The group discussed
the perspective of French context and adapted the French version of the ques-
tionnaire. The resulting questionnaire is represented through two languages:
English and French. Both these versions are the exact same except for the lan-
guage and the paraphrasing of some questions to be convenient to the respective
context. The next section discusses the resulting questionnaire and its relation
to the other mentioned questionnaires.

5.2.5 Questionnaire Realization

The purpose of this section is to compare our questionnaire teacher’s context
questionnaire, with the other three questionnaires: TALIS 2018, (TIMSS 2019,
PIRLS 2021), and TASCO. This comparison is essential to explain the origin
of each question and to gain insights into the similarities and differences in
the structure of these questionnaires from the perspective of our questionnaire.
Moreover, the relevance of questions is explained according to the respective
concept of the TSCCO ontology. As previously mentioned, the three-phase proto-
col results in a questionnaire of 27 questions distributed across 6 sections related
to the different concepts of TSCCO ontology.

In order to achieve a clear understanding of the questionnaires, we need to
perform a comparative analysis of all questionnaires. Table5.1 and Table5.2 pro-
vide an extensive comparison of the questionnaires in terms of questions, their
sections and their types. Table5.1 highlights the similarities and differences
across the sections of the questionnaires, enabling a thorough examination of
their design and content. On the other hand, Table5.2 offers a comparison of
the questionnaire with respect to different types of questions. Using these two
tables, similarities as well as differences are discussed equally to identify the
strengths and limitations of our questionnaire in relation to our aim.

Despite the diversity in the targeted respondents and research objectives,
several common sections are evident across the questionnaires. For instance,
all questionnaires include demographic questions such as gender and age group,
which allow for an analysis of the relationship between these factors and context
of teachers. Additionally, there is a shared emphasis on work environment, pro-
fessional development, and the impact of the learning environment on student
achievement. These shared areas of interest provide opportunities for compara-
tive analysis and the potential for cross-referencing data across studies. Further-
more, a notable similarity across the questionnaires is the utilization of multiple-
choice list and scale-based array questions to gather quantitative data. This sim-
ilarity facilitates data comparison and statistical analysis, promoting consistency
in measurement and increasing the reliability of findings. The use of standard-
ized question types allows for greater integrity between different data collection
and processing of data and enhances the generalizability of research findings.

While there is notable dependency of our questionnaire on the others, the
questionnaires also exhibit differences in terms of sections, question types, and
areas of focus. Teacher’s context questionnaire is restricted to the concepts of
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TSCCO ontology, such as Teacher, Living environment, Educational Insti-
tution, Working environment, Learner, Classroom, and Sentimental state.
TALIS 2018 places a significant emphasis on teachers’ current work and profes-
sional development activities and their impact on instructional practices. This
questionnaire includes specific questions related to the types and duration of
professional development programs attended by teachers as well as work condi-
tions and teaching practices. In contrast, the teacher versions of TIMSS 2019
and PIRLS 2021 focus solely on teaching generally and teaching a certain class
specifically in the fields of mathematics and science, and literature, respectively.
These questionnaires include subject-specific questions assessing student knowl-
edge and skills in these domains from the perspective of teachers. The inclusion
of subject-specific questions allows for a deeper exploration of the relationship
between teacher context and student achievement in specific subject areas but
that is not the case with our questionnaire.

Another noteworthy difference is found in TASCO, which explores the sen-
timental impact of teaching. This questionnaire includes questions related to
teachers’ emotional experiences, job satisfaction, but it neglects the overall well-
being of teacher. This emphasis on emotional factors provides a unique perspec-
tive on the teaching profession, highlighting the potential impact of teachers’
emotional state on instructional practices and student outcomes. By considering
the emotional aspects of teaching, TASCO adds a valuable dimension to the study
of teacher context and complements the more traditional focus of the other ques-
tionnaires. Therefore, the section "Students’ Advancement" of our questionnaire
is mainly based on the questions of this questionnaire due to its precise coverage
of most sentimental aspects related to teaching practices. The main differences
between our questionnaire and the other ones, can be summarized as follows:

1. Our questionnaire collects various questions related to the profile of teacher
into one section, while other questionnaires distribute these questions across
different sections.

2. Our questionnaire concatenates similar scale-based or radio list questions
into collective questions as in the sections "Teacher Profile", "Professional
Development", "Students’ Advancement" and "Sentimental Impact". On the
other hand, the other questionnaires follow a separation approach in such
questions except for TASCO questionnaire.

3. Teaching and learning styles are included in our questionnaire due to their
importance and effective impact on the performance of teachers (Peacock,
2001; Awla, 2014; Dingol et al., 2011). No mention of such styles is found
in the other questionnaires.

4. The sentimental impact is considered in our questionnaire due to the recent
effect of such aspect in the job of teachers (Dincol et al., 2011). Other
questionnaires neglect such important aspect.

The comparison of these questionnaires holds great relevance to this research
on teacher context. By examining the similarities and differences, relevant con-
structs and measurement scales can be easily identified to reach the best prac-
tice of integrating this questionnaire to the TSCCO ontology. The inclusion of
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questions related to the availability of teaching and learning spaces in multiple
questionnaires, for instance, underscores the importance of this aspect in under-
standing the working environment’s impact on teacher performance and context.
Furthermore, the variations in focus across the questionnaires allow for a more
comprehensive exploration of the multifaceted nature of teacher context with re-
spect to the concepts of TSCCO. Additionally, the differences in question types
and areas of focus provide opportunities for conducting nuanced analyses and
addressing specific research questions. For instance, the subject-specific ques-
tions in TIMSS 2019 and PIRLS 2021 enable a detailed examination of the re-
lationship between teacher context and student achievement in specific subject
areas, allowing for a deeper understanding of teaching practices and curriculum
effectiveness. Similarly, the inclusion of emotional factors in TASCO allows for an
exploration of the impact of teachers’ emotional well-being on teaching quality
and student engagement. These variations in focus and question types towards
students are not relevant to this research work and hence, they are neglected in
favor of the context of teacher.

The comparative analysis of the Teacher’s Context Questionnaire with TALIS
2018, TIMSS 2019, PIRLS 2021, and TASCO provides valuable insights into the
similarities and differences in the design, content, and focus areas of these ques-
tionnaires. Understanding these similarities and differences enhances the scien-
tific rigor and validity of the adaptation of these questionnaires to the context
of this research. Furthermore, the comparison contributes to a comprehensive
understanding of teacher context by exploring diverse dimensions from the dif-
ferent perspectives of these questionnaires. This knowledge enables us to make
informed decisions regarding the selection and utilization of questions that best
aligns with the research aims, thereby enhancing the validity and reliability of
the integration of the collected data to TSCCO ontological model.
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5.3 French Teacher Context Dataset (Multiple Contexts
of Teacher)

The French Teacher Context Dataset (FTCD) is a comprehensive dataset that de-
scribes the different contexts in which a teacher coexists in France. The french
context is one of the two contexts that are discussed before and is selected due
to the availability of the open data. The dataset is divided into two parts: the
working context and the living context. The working context dataset provides ge-
olocalisation of educational establishments and their classification in prioritized
zones such as réseaux d’éducation prioritaire (REP, REP+) (Stéfanou, 2017) in
France. The living context dataset, on the other hand, covers multiple aspects
such as establishments, salaries, and population. In this section, we will provide
an in-depth description of the dataset and its sources. Data was collected from
different sources with respect to each context. All sources are classified as gov-
ernmental data sources with open access licenses or collected from governmental
sources with public domain dedication license. All data is in comma-separated
values file format (CSV) which facilitates the reusability of such data in other
research-related experiments.

5.3.1 Working Context Data

First, working context of a teacher is described in our case as geolocalization
of educational establishments and their classification in a prioritized zone such
as réseaux d’éducation prioritaire (REP, REP+) in France. We choose govern-
mental data sources only for this context. These sources are the French min-
istry of national education and youth (ministere de 1’education nationale et de
la jeunesse)’, the French national office of educational and professional infor-
mation (I'office national d’information sur les enseignements et les professions
- ONISEP)®, and the French academic and ministerial directory of the educa-
tional system (le répertoire académique et ministériel sur les établissements du
systéme éducatif - RAMSESE)”. Two datasets describe the geolocalization of ed-
ucational establishments. These educational establishments are categorized as
first and second degrees establishments (écoles, colleges, lycées), and higher ed-
ucational establishments (universités, écoles supérieures, ...) in both public and
private sectors. The prioritized educational networks (REP, REP+) require spe-
cial educational methodologies. Therefore, it is considered a better approach to
point out these establishments in our dataset. Three more datasets are used to
indicate establishments that are included in these networks. The latest updates
are performed to these datasets as recent as November 2022. The following list
includes all data sources for the working context of a teacher. Table5.3 shows the
list of sources that are used to construct this data. On the other hand, Table5.4
illustrates the different data columns in the same dataset.

The integration of these datasets is realized over a two-step process. First, the
datasets concerning geolocalization of educational establishments are merged

"https://www.education.gouv.fr/annuaire/
8https://www.onisep.fr/
9https://www.data.gouv.fr/fr/datasets/annuaire-de-leducation/


https://www.education.gouv.fr/annuaire/
https://www.onisep.fr/
https://www.data.gouv.fr/fr/datasets/annuaire-de-leducation/
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Table 5.3: Sources of working context datasets

Type of data Dataset name Format

Geolocalization of educa- | Adresse et géolocalisation des étab- | CSV
tional establishments lissements d’enseignement du premier
et second degrés (source RAMSESE)

Etablissements d’enseignements | CSV
supérieurs (source ONISEP)
Ecoles éducation prioritaire (source Ed- | CSV
ucation Nationale)
Colléges éducation prioritaire (source | CSV
Education Nationale)
Académies éducation prioritaire | CSV
(source Education Nationale)

Prioritized educational es-
tablishments (REP, REP+)

into the first resultant dataset (Result 1). Then, the same merging process is per-
formed over the datasets concerning the prioritized educational establishments
(REP, REP+) to result in the second resultant dataset (Result 2). Finally, the two
resultant datasets are concatenated, and similar columns are unified.

Merging of "Adresse et géolocalisation des établissements d’enseignement du
premier et second degrés" dataset (Dataset 1.1) and "Etablissements d’enseigne-
ments supérieurs" dataset (Dataset 1.2) results in the creation of the first part of a
new dataset, as shown in Figure5.2. This new dataset contains information about
educational institutions at various levels of education, ranging from primary and
secondary schools to institutions of higher education. The new partial dataset in-
cludes several columns that provide valuable information about each institution.
The unique identifier for each institution is represented by the "Code" column,
which serves as the primary key to merge the two datasets. The official name
of each institution is included in the "Nom" column, while the complete address,
including the street name and number, is provided in the "Adresse" column. The
postal code and name of the town or city where the institution is located are
represented by the "Code postal" and "Commune" columns, respectively. Addi-
tional information about the location of each institution is available in Dataset
1.1, which includes columns for latitude and longitude coordinates, as well as
the name of the department and region where the institution is located. This in-
formation can be used to map the location of each institution. On the other hand,
the XY coordinates from Dataset 1.2 are converted to the respective latitude
and longitude using the WGS84 coordinate system. Finally, the "Type" column,
which is only available in Dataset 1.2, provides more specific information about
the level of education provided by each institution. This column distinguishes
between primary and secondary schools and institutions of higher education,
allowing for more detailed analysis of the educational landscape. Overall, the
merging of these two datasets concerning geolocalization of educational estab-
lishments provides a comprehensive view of educational institutions at various
levels of education and can be used to support research, planning, and analysis
in the education sector.


https://data.education.gouv.fr/explore/dataset/fr-en-adresse-et-geolocalisation-etablissements-premier-et-second-degre/
https://www.data.gouv.fr/fr/datasets/etablissements-denseignements-superieurs-source-onisep-5
https://data.education.gouv.fr/explore/dataset/fr-en-ecoles-ep/information/
https://data.education.gouv.fr/explore/dataset/fr-en-ecoles-ep/information/
https://data.education.gouv.fr/explore/dataset/fr-en-colleges-ep/information/
https://data.education.gouv.fr/explore/dataset/fr-en-academies-ep/information/
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Figure 5.2: Data selection from datasets concerning geolocaliza-
tion of educational establishments.

The merge of three datasets, "Ecoles éducation prioritaire" (Dataset 1.3),
"Colléges éducation prioritaire" (Dataset 1.4), and "Academies éducation prior-
itaire" (Dataset 1.5), into one consolidated dataset presents a rich source of in-
formation on prioritized educational institutions and their corresponding details,
as shown in Figure5.3. The resultant dataset provides a comprehensive overview
of prioritized educational institutions and sensible ones. Additionally, it includes
repetitive data as the previous resultant dataset such as the institution’s name,
address, postal code, type, and the institution’s location, including the latitude
and longitude coordinates. Dataset 1.3 represents the primary or elementary
schools and includes data related to the academic year, school number, and type
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of establishment. It also provides details on the location of the institution, in-
cluding the coordinates and the commune and arrondissement code and name.
Furthermore, the dataset includes information on the institution’s specialized na-
ture and its rural or urban location. This dataset also includes information on the
number of students and classes, with a breakdown by grade and the presence
of pre-elementary education. Dataset 1.4 represents the college or preparatory
schools and provides data on the academic year, the academy name, and the insti-
tution’s affiliation with the education priority system. This dataset also includes
information about the institution’s location, including its sector code and name,
as well as its academy code and region code. Dataset 1.5 includes data about sec-
ondary or high schools and provides information on the academic year, institution
number, and type of establishment. The dataset includes information on the in-
stitution’s location, including the coordinates, the commune and arrondissement
code and name, the department code and name, and the academy code and name.

The consolidated dataset resulting from the merge of these three datasets
provides a complete view of the educational institutions in the priority education
system, with a range of information that can be analyzed for research or used for
planning purposes. It includes data that can help identify different types of pri-
oritized institutions. All institutions included in these datasets are classified as
REP while institutions marked as sensible establishments are considered as part
of the REP+ network. Taking that into account, two new columns distinguish
the difference between these institutions. At the end, this resultant dataset is
concatenated with the first resultant one to form an extended final version that
describes the educational institutions across different levels, as shown in Fig-
ureb5.4 and Table5.4.

5.3.2 Living Context Data

Multiple aspects should be considered to describe the living context of a teacher.
According to these aspects, data can be categorized as establishments, salaries,
and population. The dataset (French employment, salaries, population per town)
by Etienne Le Quéré, is collected from several governmental datasets of the
French national institute of statistics and economical studies (Institut National
de la Statistique et des Etudes Economiques - INSEE)'?. The data sources are
implemented from various studies performed by INSEE. First dataset discusses
the database of firms in France, and it provides an indicator that classifies the
firms into nine categories according to the size of employment for each town.
Second introduces an overall indicator of salaries per town as well as an indi-
cator for each gender (female, male) and for each level of employment (execu-
tive, middle manager, employee, worker). Third dataset (Population) represents
a demographical description of all French communes. Last dataset contains the
geographical information for all communes in France.

In order to find a well-represented living context of teachers, five datasets
from French governmental open source data, are integrated into the final resul-
tant dataset. The resultant dataset, as shown in Figure5.5 and Table5.6, is a com-
prehensive compilation that brings together information from various sources,
allowing for a deeper understanding of regions, departments, municipalities, and

Ohttps://www.insee.fr/


https://www.insee.fr/
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Figure 5.3: Data selection from datasets concerning Prioritized ed-
ucational establishments (REP, REP+).

their corresponding demographics, economic activity, and average salaries. By
combining these datasets, a more comprehensive overview of the regions and
their characteristics is obtained.

The dataset includes several key fields that provide valuable insights into dif-
ferent aspects of each municipality. The "Code" field serves as a unique identifier
for each entry, ensuring data integrity and facilitating further analysis. The "Nom
Region" field specifies the name of the region to which the municipality belongs,
while the "Lieu Region" field provides information about the main capital/city of
the region. The "Numero Departement" field contains a numerical code assigned
to each department, enabling easy identification and categorization of munici-
palities based on their administrative division. The "Nom Commune" field rep-
resents the name of the municipality itself, and the "Code Postal" field includes
the postal code associated with each municipality, aiding in postal services and
geographical reference. Geographic coordinates are essential for spatial analy-
sis, and therefore, the merged dataset includes the "Latitude" and "Longitude"
fields. These fields provide the precise geographic location of each municipality,
facilitating mapping and spatial visualization of the data.
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Figure 5.4: Overall data selection from datasets concerning work-
ing context of a teacher.

Economic indicators are also incorporated into the merged dataset. The "En-
treprise" field represents the total number of active establishments as of Decem-
ber 31, 2020, within each municipality. This information provides insights into
the level of economic activity and business presence in different areas. Salary in-
formation is another crucial aspect of the merged dataset. The "Salaire Moyen"
field provides the average net hourly salary for the municipality as a whole, giv-
ing an overview of the economic well-being of the workforce. Additionally, the
dataset includes specific average salary values for different demographic groups,
such as women and men, as indicated by the "Salaire Moyen Femme" and "Salaire
Moyen Homme" fields. This information enables the analysis of gender-based
wage disparities within municipalities. Demographic data is an essential compo-
nent of the merged dataset. The "Population" field contains the total population
of each municipality in 2019. But we choose to neglect additional demographic
breakdowns, such as age groups and gender, allowing for a detailed understand-
ing of the population composition within each municipality. This important infor-
mation can be easily included in the future to extend the research scope and the
examined features for the demographical data of teachers.
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Table 5.4: Columns of working context datasets

Column Datatype Description

Index Integer a unique index for each data row

Code String educational establishment code given by the
French ministry of national education and
youth

Nom String educational establishment name

Adresse String address of educational establishment

Code Postal String postal code of each educational establish-
ment

Commune String name of the town where the educational es-
tablishment is located

Latitude Float latitude coordination of the educational es-
tablishment (WGS84 coordinate system)

Longitude Float longitude coordination of the educational es-
tablishment(WGS84 coordinate system)

Type String type of educational establishment (école,
college, lycée, université, ...)

Departement | String name of the department where the educa-
tional establishment is located

Region String name of the region where the educational
establishment is located

REP Boolean 1 -> if the educational establishment be-
longs to a prioritized education network,
0 -> if not

REP+ Boolean 1 -> if the educational es-
tablishment belongs to a high
prioritized education network,
0 -> if not

The merged dataset provides a comprehensive resource for analyzing and
comparing economic and demographic factors across regions and municipalities.
This dataset acts as an explicit representation of the living and working environ-
ments of teachers.

5.4 Pedagogical Resources Dataset

The integration of diverse educational datasets plays a crucial role in enriching
the different resources data acquisition. In this context, we aim to collect and
integrate data from several datasets related to online courses, textbooks, and
pedagogical resources from various sources. The integration process involves
merging and organizing data from different platforms to create a comprehensive
and unified database. The combined dataset has a wide range of pedagogical re-
sources, including MOOC courses, textbooks, and other resources, all accessible
through our ontological model.

The resource data retrieved for integration are divided into two types: repos-
itory data retrieval and Application Programming Interface (API) data retrieval.
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Table 5.5: Sources of living context datasets

Type of data Dataset name Format

French employment, | Nombre d’établissements et de | CSV
salaries, population per | postes salariés par secteur d’activité
town (source Etienne | détaillé et tranche d’effectifs
Le Quéré) salariés détaillés (source INSEE)
Salaire net horaire moyen (source | CSV
INSEE)
Population en 2019 (source INSEE) | CSV
Informations géographique (source | CSV
INSEE and Code Officiel Géo-
graphique (COQG))

Geolocalization of com- | Base officielle des codes postaux | CSV
munes (Source: La Poste)

The repository data refers to existing relational datasets that previously collected
and static data. This type includes data from Coursera'!, edX'?, Udemy'?, Udemy
IT'4, Goodreads'®, and Wikibooks'®. Each dataset contains unique information
about courses, books, authors, ratings, durations, languages, and other relevant
attributes. API data retrieval indicates the process of collecting data through API
server requests which ensures the retrieved data is up to date. This process is
applied to different sources that offer free or open-source APIs such as IEEE'”,
Springer'®, and Scratch'®. By merging these data sources, we can create a more
extensive collection of pedagogical resources, offering teachers a diverse and
comprehensive selection to choose from.

To accomplish this integration, we employ various techniques and methods
tailored to each dataset’s structure and schema. The data is collected, cleaned,
and standardized to ensure consistency and accuracy across all records. One of
the challenges encountered during the integration process is the entity resolution
problem, particularly when dealing with multiple records referring to the same
course or book from different platforms. To address this challenge, similarity-
based techniques are employed to identify and combine similar records. Weighted
similarity measures, such as cosine similarity, are utilized to compare attributes
like course titles, authors, lengths, and book titles, among others. By applying
a predefined threshold, matching records are identified and merged, eliminating
duplicates, and ensuring a unified representation of courses and books.

Uhttps://www.coursera.com/
2https://www.edx.org/

13https://www.udemy.com/
M4https://www.udemy.com/courses/it-and-software/
Shttps://www.goodreads.com/
16https://www.wikibooks.org/
7https://developer.ieee.org/
18https://dev.springernature.com/
9https://en.scratch-wiki.info/wiki/Scratch_API


https://www.kaggle.com/datasets/etiennelq/french-employment-by-town/
https://www.kaggle.com/datasets/etiennelq/french-employment-by-town/
https://www.insee.fr/fr/statistiques/4991205/
https://www.insee.fr/fr/statistiques/2021266/
https://www.insee.fr/fr/statistiques/6543200/
https://www.insee.fr/fr/information/4316069
https://www.data.gouv.fr/fr/datasets/code-officiel-geographique-cog/
https://www.data.gouv.fr/fr/datasets/code-officiel-geographique-cog/
https://www.data.gouv.fr/fr/datasets/base-officielle-des-codes-postaux/
https://www.coursera.com/
https://www.edx.org/
https://www.udemy.com/
https://www.udemy.com/courses/it-and-software/
https://www.goodreads.com/
https://www.wikibooks.org/
https://developer.ieee.org/
https://dev.springernature.com/
https://en.scratch-wiki.info/wiki/Scratch_API
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Table 5.6: Columns of living context datasets

Column Datatype Description

Index Integer a unique index for each data row

Code Integer regional code attached to a town

Nom Re- | String given name to the region attached to a

gion town

Lieu Region | String given name to the administrative center

Numero De- | String number of the department of the town

partement

Nom Com- | String given name of the town

mune

Code Postal | String postal code of the town

Latitude Float latitude coordination of the town
(WGS84 coordinate system)

Longitude Float longitude coordination of the town
(WGS84 coordinate system)

Entreprise Integer total number of firms in the town (if
available)

Salaire Float average salaries in the town (if avail-

Moyen able)

Salaire Float average salaries of female workers in

Moyen the town (if available)

Femme

Salaire Float average salaries of male workers in the

Moyen town (if available)

Homme

Population Integer total number of people living in the town
(if available)

The resulting integrated dataset is mapped onto the TCO (Triple, Class, and
Object) representation using D2RQ mapping language. This mapping facilitates
data querying, retrieval, and manipulation, enabling seamless integration with
educational platforms and applications.

Overall, the integration of these datasets aims to create a comprehensive and
cohesive pedagogical resource database. Teachers can benefit from bringing to-
gether a diverse range of online courses, textbooks, and other resources. This
integration allows new possibilities for personalized learning, enhanced discov-
ery of relevant resources, and improved educational experiences for teachers.

5.4.1 Repository Data Retrieval

The integration of datasets from Coursera, edX, Udemy, Udemy IT, Goodreads,
and Wikibooks plays a crucial role in providing a comprehensive view of educa-
tional courses and books. These datasets were collected using repository data
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retrieval methods, ensuring a standardized and systematic approach to data col-
lection followed by the authors of these datasets, as shown in Table5.7.

The Coursera dataset’’ comprises information about courses offered on the
platform, including the course index, name, course link, university name, course
type, university logo, time required for completion, course language, course sub-
titles, and course skills. The edX dataset?! includes details such as the course
index, course name, course URL, course photo, course level, effort required,
course length, course language, course subtitle, and course price. Similarly, the
Udemy dataset?” provides data on course ID, course title, course URL, course
payment status, course level, number of subscribers, content duration, number of
lectures, number of reviews, and course price. To enhance the dataset’s breadth,
the Udemy IT dataset®® offers additional information on course ratings, number
of subscribers, number of reviews, wishlisted status, average rating, and recent
average rating.

The Goodreads dataset?* provides valuable insights into books, including uni-
que book identifiers, titles, ISBNs, ISBN13, authors (with multiple authors de-
limited by "-"), average ratings, number of pages, language codes, total ratings
count, and text reviews count. Lastly, the Wikibooks dataset?® contributes book-
related information, such as the book index, title, URL, abstract, body content,
body HTML content, and language.

To integrate these datasets effectively, a data integration process is followed.
This process involves data cleaning, and entity resolution. First, data cleaning
eliminates duplicates, irrelevant records, and inconsistencies. Next, the entity
resolution problem arises because of the existence of different records from the
different platforms referring to the same course or book. Therefore, a similarity-
based technique is required to combine similar records. For example, given two
courses ¢ and ¢ from two different datasets with the following common proper-
ties:

(course_title, course_url, course_level, course_length) (5.1)

20https://www.kaggle.com/datasets/santoshapatil31l/coursera-courses-all5164-cours
esin-all-languages, version 2.0

2Ihttps://www.kaggle.com/datasets/santoshapatil31/edx-all-courses-3082-courses,
version 1.0

22https://www.kaggle.com/datasets/andrewmvd/udemy- courses, version 3.0

23https://www.kaggle.com/datasets/jilkothari/it-software-courses-udemy-22k- cours
es, version 1.0

24https://www.kaggle.com/datasets/jealousleopard/goodreadsbooks, version 1.0

2https://www.kaggle.com/datasets/dhruvildave/wikibooks-dataset, version 1.0


https://www.kaggle.com/datasets/santoshapatil31/coursera-courses-all5164-coursesin-all-languages
https://www.kaggle.com/datasets/santoshapatil31/coursera-courses-all5164-coursesin-all-languages
https://www.kaggle.com/datasets/santoshapatil31/edx-all-courses-3082-courses
https://www.kaggle.com/datasets/andrewmvd/udemy-courses
https://www.kaggle.com/datasets/jilkothari/it-software-courses-udemy-22k-courses
https://www.kaggle.com/datasets/jilkothari/it-software-courses-udemy-22k-courses
https://www.kaggle.com/datasets/jealousleopard/goodreadsbooks
https://www.kaggle.com/datasets/dhruvildave/wikibooks-dataset
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The two courses are declared a match if

wi.fi(course_title)
+ wy.fa(course_level)
+ w3.f3(course_length) >t (5.2)

where f; is the cosine similarity function of two characters’ vectors in Equation5.3
(Li and Han, 2013), w; is the weight for each property p;, and a 7 is the threshold.

Tew YN v X w;

— —

ol @] \/Zil\ilvzz\/zil\ilwzz

Similarly for the sources of books, the entity resolution problem is solved
using the similarity-based technique using the form of properties as follows:

Cosine(d, ) = (5.3)

(book_title, book_author, book_language) (5.4)

and is followed by the cosine similarity function of two characters’ vectors in
Equation5.3. This step is followed by the data fusion concatenation.
Afterwards, each dataset is projected to the unified schema as follows:

<resource_title, resource_url, resource_type,

resource_external_system, resource_description> (5.5)

where the column resource_type can take one of two values referred to the
source dataset: course, and book. The column resource_external_systemrefers
to the source corresponding to each resource: Coursera, edX, Udemy, Goodreads,
and Wikibooks. The last column resource_description contains a collection of
other columns that are not listed in the unified schema with the following form:
<column_ name>:<column_value>.

At the end, we apply the concatenation function CONCAT to perform a vertical
concatenation that involves stacking the unified datasets with the same struc-
ture on top of one another. The concatenate function for vertical concatenation
appends the rows of one dataset below the rows of another one. Once the inte-
gration is complete, the integrated dataset can be accessed through the unified
schema.

5.4.2 Application Programming Interface (API) Data Retrieval

The dynamic approach of data collection is an integral component that enables
the extraction, discovery, and collection of new resources and trends in specific
fields (Lomborg and Bechmann, 2014). This approach plays a crucial role in
aggregating data from various sources and unifying them into a coherent data
model. Our objective is to gather data from different APIs and integrate it with
the repository data according to the unified data model.

APIs act as intermediaries between applications, allowing them to communi-
cate and exchange data (Ong et al., 2015). Open APIs or free APIs offer a free
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to use services to third-party developers to access proprietary data from differ-
ent applications (Qiu, 2017). In our case, we selected the three APIs: IEEE,
Springer, and Scratch. IEEE (Institute of Electrical and Electronics Engineers)
is indeed the world’s largest technical professional organization. With a global
presence and a membership of professionals from various fields, IEEE is com-
mitted to advancing technology for the betterment of humanity. The IEEE Open
Access initiative provides researchers with the opportunity to review and access
full-text articles that have been designated as Open Access. Open Access arti-
cles are scholarly publications that are freely available to the public, allowing
for increased dissemination of knowledge and research findings. Springer is a
global publisher with about 3,000 journals and 13,000 books in various domains,
including science, technology, and medicine. In the academic and professional
society domain, it has approximately 500 journals. The Springer Nature Open
Access API is a valuable resource for developers seeking access to freely avail-
able content for noncommercial use. This API grants access to a vast collection
of metadata and full-text content from over 649,000 online documents. Scratch
is a block-based visual programming language and educational platform aimed at
young learners and beginners. Due to limitations in the Scratch API, data extrac-
tion involved identifying the 30 most followed users and retrieving the projects
created by them.

The integration process, as described in Algorithm1, involves merging and
combining data obtained from multiple APIs. The algorithm takes two inputs:
API _path, which represents the API paths for data retrieval, and thr_similarity,
which denotes the similarity threshold. Equation 5.6 is provided to calculate the
threshold thr_similarity. The equation uses the average (avg) and standard de-
viation (¢) of the similarity matrix (similarity_matrix), along with a coefficient a
for adjusting the threshold. This equation is based on the Grouping Genetic Al-
gorithm (GGA) clustering approach (Mutingi and Mbohwa, 2017). The desired
output is the final integrated dataset, represented as integrated_data. At the be-
ginning, it converts the obtained data from each API into a dataframe format
df. Then, the description column, df description, is composed from the existing
columns of df but excluded from the unified schema 5.5. Afterwards, if there
are any empty cells, they are filled using the Not a Number (NaN) value. The
resulting dataframe df description is fitted and transformed using the Term Fre-
quency - Inverse Document Frequency (TFIDF) vectorizer (Christian, Agus, and
Suhartono, 2016) to obtain the TF-IDF matrix, tfidf matrix. The cosine similar-
ity matrix, similarity matrix, is computed based on the tfidf matrix to get the
similarity between each data entry. If the similarity value sim is greater than or
equal to the threshold thr_similarity, the corresponding entry is dropped from
the dataframe. After processing all the APIs, the algorithm concatenates all the
dataframes of dfs to obtain the final integrated dataset, integrated_data. This in-
tegrated dataset is concatenated to the previous dataset from the repository data
retrieval.

thr_similarity = avg(similarity matrix) + « - o(similarity_matrix) (5.6)
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Algorithm 1 Data integration of API data retrieval

Procedure APIDatalntegration()
Input: API path: API paths for data retrieval
thr_similarity: Similarity threshold
Output: integrated data: Final integrated dataset
begin
initialize(dfs)
for all path in API _path do
initialize(df)
data_API <— GetData(path)
df < SaveAsDataFrame(data_API)
df description <— ComposeDescriptionColumn(df, columns)
complete_df < FillMissedColumns(df_description, columns)
tfidf < TfidfVectorizer(stopy0rds="English’)
tfidf matrix < FitTransform(tfidf, complete_df)
similarity matrix < CosineSimilarity(¢fidf matrix)
for all sim,index in similarity matrix do
if sim > thr_similarity then
DropEntry(index, complete_df)
end if
end for
dfs <— Append(complete _df)
end for
integrated_data <— CONCAT(dfs)
end

5.5 Activity and Feedback

Tracking the behavior of teachers as well as collecting their feedback is the fo-
cus of this section. We explore the vital role of monitoring interactions and sen-
timental variability to gain valuable insights that can drive improvements and
enhancements. By understanding teacher behavior and sentiment, the recom-
mender system can optimize future recommendations to tailor the experience of
each teacher. Two types of behavior activity tracking through MEMORAe plat-
form (Abel, 2022), and sentimental feedback through MoodFlow@doubleYou (An-
dres et al., 2021). Activity tracking delves into the mechanisms and processes
involved in capturing, recording, and categorizing teacher activities within the
system. It examines various types of interactions, such as accessing, creating,
adding, modifying, deleting, sharing, and navigating through MEMORAe plat-
form. Sentimental feedback focuses on the collection and analysis of teacher
mood within the recommendation process. By employing sentiment analysis tech-
niques, the system can evaluate the overall mood expressed by teachers through
the MoodFlow@doubleYou approach. This analysis allows recommender systems
to understand teacher satisfaction levels regarding the recommended resources.
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5.5.1 Activity Tracking

MCC ontology (Li, 2021) integrates the activity concepts from MC2 and SOIS on-
tologies (Deparis, 2013; Atrash, 2015; Saleh, 2018). According to these ontolo-
gies, activities are classified into three categories: mc2:ProceduralActivity,
mc2:InteractionActivity, and sois:NavigationActivity. Interaction activi-
ties of users on resources, represented by mc2:InteractionActivity and later
mcc:InteractionActivity, are reorganized and updated through actions such
as annotating and discussing resources in MCC ontology. Interaction activities
are identified by six types: creating, deleting, modifying, accessing, adding, and
sharing (Wang, 2016). Additionally, MCC ontology enables the recording of ac-
tivities outside the Collaborative Working Environment (CWE), represented by
mc2:ProceduralActivity. Navigational activities, represented by sois:Naviga-
tionActivity, involve browsing activity of the user within an organization.

In TSCCO ontology, the interaction activities are used to extend the profile
of a teacher to track the different types of interactions with resources. The
concept mcc:InteractionActivity is associated with mcc:UserAccount which
leads to the profile of teacher, as shown in 5.6. In our data collection phase,
two categories of activities are targeted: the interaction activities, and naviga-
tion activities. Each activity in MEMORAe platform is represented with different
properties such as actor, date, resource name and type, organization, location,
and type of action, as shown in Table5.8. This data is inserted to and retrieved
from the online linked data using SPARQL queries, such as the given example
in Figure5.7, which retrieves all activities happen within a certain organization.
Figure5.8 shows an example of an activity representation within an organization
called PRE103 that represents an introductory course to computer programming.
Through this example, we can notice that the activity is related to three other con-
cepts: mcc:User the actor of this activity, mcc:Resource the resource which this
activity affected, and mcc:SharingSpace the sharing group where this activity
took place.

5.5.2 Sentimental Feedback

Interaction activity is extended with the sentimental state of the user through
mood detection using MoodFlow@doubleYou approach (Nashed et al., 2021). As
explained in Section 4.4.1, sentimental state is detected through the represen-
tation of mood using the three-level approach (Corson, 2002). Recorded data in
this case takes the form of time-series signal recorded from special electrodes
and it indicates the level of mood with respect to the calibrated neutral for each
person.

Figure5.9 shows an example of the recorded signal which is then processed
through the MoodFlow@doubleYou system to detect the different levels of mood.
The calculated average reading is compared against the neutral value predefined
during calibration, as shown in Figure5.10. For example, during "Activity 1", the
user experiences a swing in his mood which results in an average recorded value
which approximately equals to the neutral level, therefore, the user is said to be
in neutral mood level during "Activity 1". Similarly, the user is said to be in a
positive mood during "Activity 3"due to the higher average of recorded values.
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is-a
Mc2 : owl:equivalentClass TSCCO
ModifyResource- Person Person
Activity

mcc:hasUserAccount
MC2 ) ; SolS
is-a L
ShareResource- UserAccount NavigationActivity
Activity

mcc:hasActor

MC2 i iMcC s MC2
AccessResource- "I.I.l.fé'r'ggtionActivity Activity
Activity

MC2 ) ( NG
DeleteResource 153 mcc:hasResource R
’ esource
Activity tscco:resultsIn

Y

MC2 . TSCCO ¢ TSCCO
is-a rdfs:subClassOf
AddResource- Mood [ NegativeMood
Activity

Mc2 is-a 1EICCO ! rdfs:subClassOf| TSCCO
CreateResource- PositiveMood | T NeutralMood
Activity

Figure 5.6: Activity and mood representation from TSCCO. (T-Box
component)

In order to integrate the mood with the recorded activity, Figure5.11 shows A-
Box assertion component of the "add resource" activity APIConcept61963d02137-
c6 which was performed by the account of Teacher 1. This activity is indexed
to a new resource APIConcept61963d0145d09 and results in TSCCO:NeutralMood
for the teacher.

5.6 Data Ontological Mapping

TSCCO is developed to facilitate the representation of various educational con-
texts from a teacher’s perspective. TSCCO is designed to be integrated into an
educational resources recommender system (Nashed, Lahoud, and Abel, 2021).
Figure5.12 provides a partial representation of selected concepts from TSCCO
that are relevant to the integrated datasets. Specifically, the representation fo-
cuses on the environment concept, which distinguishes between the living and
working environments. The living environment refers to the geographical lo-
cation of the places of residence of teachers, while the working environment
encompasses factors such as educational institution, location, educational level,
and type of prioritized area. Within the working environment, teachers interact
with resources of different types.

To establish a connection between the integrated datasets and TSCCO, two
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Table 5.8: Properties of Activity concept in MCC ontology

Property Description Values
element A-Box assertion compo- URI
nent of recorded activity
actor Corresponding user to URI
activity
date Date stamp of activity date
Resource- Title of resource tar- string
Name geted by activity
Resource- Type of resource tar- string
Type geted by activity "Weblink", "Document",
"Vote", "Annotation",
"Satisfaction", "Con-
cept"
Resource- Original source of re- string
System source "MEMORAe CWE",
"Upload File", "Google
Search", "Create An-
notation", "HAL",
"Youtube Search",
"Google Drive", "Google
Calendar"
organization Organization name string
which a user belongs to
location - Type of location where string
type activity took place "Digital Location", "Ge-
ographical Location"
action type Type of interaction ac- string
tivity depending on the "Access", "Add", "Cre-
illustrated in Figure5.6  ate", "Update", "Share",
"Delete"
SharingSpace A group where resource URI

exists

fundamental steps are involved in the implementation. First, the relational datab-
ase is mapped into virtual Resource Description Framework (RDF) graphs. Sec-
ond, a SPARQL endpoint is set up for accessing the relational data. In this map-
ping process, the living context table from the French teacher context dataset is
mapped to the TSCCO: Environment concept in the RDF graph, while the working
context table from the same dataset is mapped to the TSCCO:WorkingEnvironment
and TSCCO:Educatio nallnstitution concepts. The integrated resources datas-
et is directly mapped to the TSCCO:Resource concept. Finally, data from the
questionnaire is mapped to the TSCCO: Teacher concept.

To accomplish the mapping, the Database to RDF Query (D2RQ) Platform,
which provides a declarative language for describing the link between relational
models and ontologies, is utilized (Bizer and Cyganiak, 2006). It provides a way to
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Figure 5.7: Example of SPARQL query to retrieve all activities
within an organization

prefix tmcc: <http://www.hds.utc.fr/mcc/tbox#>

SELECT ?element (group_concat(distinct ?Actor;separator=',’ ) as ?Actor) (
group_concat(distinct ?Date;separator=',’ ) as ?Date) (group_concat(
distinct ?Location;separator=’,’ ) as ?Location) (group_concat(
distinct ?Index;separator=’,’ ) as ?Index) (group_concat(distinct ?
SharingSpace;separator=',’ ) as ?SharingSpace) ?ResourcelD ?
ResourceName ?ResourceSystem ?ResourceType ?0rganization ?LocationType

?ActionType
FROM <http://www.hds.utc.fr/prel@3/abox#>
{

OPTIONAL {?element tmcc:has_resource_id ?ResourceID}
OPTIONAL {?element tmcc:has_resourceSystem ?ResourceSystem}
OPTIONAL {?element tmcc:organization ?0rganization}

OPTIONAL {?element tmcc:has_index_concepts ?Index}

OPTIONAL {?element tmcc:has_locationID ?Location}

OPTIONAL {?element tmcc:has_space ?SharingSpace}

?element a tmcc:ResHistory;

tmcc:has_resourceName ?ResourceName;

tmcc:has_resourceType ?ResourceType;

tmcc:has_action ?ActionType;

tmcc:has_locationType ?LocationType;

tmcc:Date ?Date;

tmcc:has_actor ?Actor.

}

group by ?element ?ResourceID ?ResourceName ?ResourceSystem ?
ResourceType ?0rganization ?LocationType ?ActionType

expose the contents of a relational database as RDF, allowing users to query and
interact with the data using Semantic Web technologies. D2RQ offers a declara-
tive language for specifying the mapping between the relational database schema
and the RDF model. This mapping defines how tables, columns, and relationships
in the database correspond to classes, properties, and relationships in the RDF
graph. The platform includes a map-generation tool that automatically generates
a default mapping file based on the structure of the database. This mapping file
can then be customized to align with the ontology or vocabulary being used. It
specifies the rules for converting the relational data into RDF triples and defines
the properties and relationships of the resulting RDF graph. Once the mapping
file is created, the D2RQ Server component of the platform can be used to pub-
lish the relational database as a linked data endpoint. The server acts as a bridge
between the relational database and the RDF representation, allowing users to
query the data using SPARQL queries. By utilizing D2RQ, relational databases
can be integrated into the semantic ecosystem, enabling interoperability with
other RDF-based resources and applications. It provides a means to leverage
the benefits of RDF, such as the ability to represent and reason over data using
ontologies, linked data principles, and semantic technologies.

The automatic map-generation tool creates a customizable mapping file throu-
gh the generate-mapping command. For example, the resources data are mapped
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Figure 5.8: Example of retrieved activity data

10

2 {

3 "element": "http://www.hds.utc.fr/prel03/abox#reshistoryAPIConcept6l
963d02137c6",

4 "Actor": "http://www.hds.utc.fr/mcc/abox#testAPIConcept61952c62ba0dll

5 "Date": "11-18-2021",

6 "Location": "",

7 "Index": "http://www.hds.utc.fr/prel03/tbox#TP2",

8 "SharingSpace": "http://www.hds.utc.fr/prel03/abox#spaceAPIConcept6l
95304802065",

9 "ResourceID": "http://www.hds.utc.fr/prel03/abox#documentAPIConcept6
1963d0145d09",

10 "ResourceName": "TP1 Enonce",

11 "ResourceSystem": "Upload File",

12 "ResourceType": "Document",

13 "Organization": "aprel03",

14 "LocationType": "Digital Location",

15 "ActionType": "Add"
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Figure 5.9: An example of time-series signal recording for senti-
mental state monitoring by MoodFlow@doubleYou

based on the TSCCO:Resource representation, as shown in Figure5.13. The gen-
erated mapping file is then customized to align with the concepts defined in
TSCCO. Figure5.14 illustrates an example of the content in the customized map-
ping file from D2RQ. The file specifies the mapping rules for the TSCCO:Resource
concept, including properties such as label, ID, title, external source, type, and
URL.
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Figure 5.10: An example of time-series signal with respect to dif-
ferent activities and showing the neutral mood level of the person

TSCCO ]

Person:
Teacher 1

tscco:interacts

mcc:hasUserAccount

mc2:has_name
— Name: TP1 Enonce

Resource:
APIConcept6
1963d0145d09
A

UserAccount:
APIConcept61
952¢62ba011

> : D t
mc2:has_type Type: Document

mcc:hasActor

AddResource-
Activity:
APIConcept61
963d02137c6

mc2:index

mc2:has_date
Date: 11-18-2021

Mood:
Neutral Mood

Figure 5.11: An example of activity and mood assertion to TSCCO
(A-Box assertion component)
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TSCCO
Resource

owl:equivalentClass

TSCCO isa TSCCO }
Person Teacher

tscco:worksIn

tscco:interacts

tsceo:livesin

TSCCO TSCCO TSCCO
LivingEnvironment [~ Environment Educationallnstitution
TSCCO is-a
‘WorkEnvironment tscco:evolvesin
tscco:resultsin

Tscco MEMORAe
Mood TSCCO

Figure 5.12: Selected concepts representation from TSCCO. (T-Box
component)

mcc:hasUserAccount

fé;iion—Activity

TSCCO
Resource

TSCCO:external
source

\
xsd:string

xsd:string xsd:string

xsd:string TSCCO
Support

Figure 5.13: Resource concept representation in TSCCO. (T-Box
component)
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Figure 5.14: Example of D2RQ customized mapping file
TSCCO:Resource

for

map:

map:

map:

map:

map:

map:

map:

# Table Resource
map:

Resource a d2rqg:ClassMap;
d2rq:dataStorage map:database;
d2rq:uriPattern "Resource/@@Resource.id@@";
d2rqg:class tscco:Resource;
d2rqg:classDefinitionLabel "Resource";

Resource_label a d2rq:PropertyBridge;
d2rqg:belongsToClassMap map:Resource;
d2rq:property rdfs:label;
d2rq:pattern "Resource_@@Resource.id@@";

Resource_id a d2rq:PropertyBridge;
d2rqg:belongsToClassMap map:Resource;
d2rq:property tscco:ID;
d2rq:column "Resource.id";

Resource_title a d2rq:PropertyBridge;
d2rqg:belongsToClassMap map:Resource;
d2rq:property tscco:title;
d2rqg:column "Resource.title";

Resource_description a d2rq:PropertyBridge;
d2rqg:belongsToClassMap map:Resource;
d2rq:property tscco:description;
d2rq:column "Resource.description";

Resource_type a d2rq:PropertyBridge;
d2rqg:belongsToClassMap map:Resource;
d2rq:property tscco:type;
d2rq:column "Resource.type";

Resource_URL a d2rq:PropertyBridge;
d2rqg:belongsToClassMap map:Resource;
d2rq:property tscco:url;
d2rq:column "Resource.url";

Resource_Source a d2rq:PropertyBridge;
d2rq:belongsToClassMap map:Resource;
d2rq:property tscco:external_source;
d2rqg:column "Resource.external_source";
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Context-Aware
Recommendations for Teachers

A pedagogical resources recommender system for teachers offers tailored sug-
gestions of pertinent pedagogical materials for each individual teacher. The level
of personalization achieved by this system is determined based on the available
feedback history of a given teacher u;. This feedback can be categorized into two
forms: explicit and implicit. Explicit feedback encompasses ratings provided by
teachers, including likes, dislikes, scaled ratings, and written reviews. This type
of feedback offers comprehensive insights into the specific reactions of teachers
but collecting it can be challenging. In contrast, implicit feedback pertains to
the historical interactions of a teacher, such as resource access. This kind of
feedback is more abundant but can be less precise and more prone to noise com-
pared to explicit feedback. The system generates a predictive model of ratings,
or a rating matrix Ry;;, which represents the anticipated ratings of a teacher u;
for a specific resource i,, drawing insights from their feedback history.

Various recommendation techniques, as elaborated upon in Section 2.6, can
be employed by this recommender system. Given the intricacy of our challenge,
a hybridization procedure becomes necessary. The metadata of resources holds
a significance equivalent to that of the historical interactions between teachers
and resources to furnish personalized and exceptionally precise resource recom-
mendations. Employing a content-based approach is appropriate for processing
metadata, enabling the recommendation of akin resources to those previously fa-
vored by the teacher. In parallel, a collaborative-filtering approach utilizes teach-
ers’ feedback history to identify user-based recommendations, drawing parallels
with analogous teachers. Consequently, the hybridization approach combines the
merits of content-based and collaborative filtering approaches, thereby amplify-
ing the performance capabilities of the recommender system.

The meticulous choice of an appropriate hybridization technique holds great
importance in enhancing the accuracy of recommendation for teachers. Conse-
quently, it becomes imperative to opt for a method, drawn from the several pos-
sibilities expounded upon in Section 2.6.1, that seamlessly integrates the recom-
mendations derived from the content-based recommender approach with those
emanating from collaborative filtering. Among the hybridization possibilities, the
adoption of a weighted approach emerges as the most suitable course of action
due to the inherent linearity characterizing our problem. This linearity is a result
of our dataset lacking item-level sensitive information and the fact that the vol-
ume of recommended items does not attain excessive proportions. The weighted
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hybridization technique involves assimilating the outputs derived from each rec-
ommender approach by employing static weightings. Typically, these weightings
are determined based on predicted ratings from each approach and are balanced
by a scaling factor of 50%.

However, none of the previous approaches consider the multiple contexts of
teachers, encompassing contextual factors such as mood, living location, work
location, etc. The hybridization of the two approaches affects the personalization
based on teacher preferences and requisites, which are inherently context de-
pendent. Accordingly, context-aware recommendations incorporate the environ-
mental context in the recommendation process. Traditional recommender sys-
tems function with two-dimensional datasets that solely focus on teacher and re-
sources. In contrast, context-aware recommender systems adopt multi-dimensio-
nal datasets encompassing the multiple contexts of teachers with the two-dimen-
sional dataset.

Contextual factors are integrated at various phases of the recommendation
process depending on the amount of available data and frequency of new data
insertion. Contextual prefiltering, postfiltering and contextual modeling are the
three types of contextual filtering, each applied during different phases of the
recommendation process, as discussed in Section2.6.2. The contextual factors
need to be abundant and specific to provide high accuracy recommendations.
Unfortunately, this elevated level of context specificity causes the problem of
finding similar contexts to that of the current teacher. This problem can be solved
through selecting the most suitable factors using an appropriate feature selection
algorithm.

Feature selection algorithm for our context-aware recommender system in-
volves considering nature of the dataset and complexity of the selected algorithm
to ensure the effectiveness and relevance of the recommendations as illustrated
in Section2.5.7. A more balanced selection of features needs to be achieved by
considering both the categorical and numerical features. Mutual information
measures the mutual dependence between categorical features which identifies
features that are informative for recommendation. MI is suitable for capturing
complex relationships between different features within the multiple contexts
of teachers. Conversely, variance-based feature selection focuses on identifying
numerical features with high variance, as they tend to carry more information
and might be more informative for the recommendation process. Combining
variance-based feature selection with mutual information obtains an enhanced
selection of features that considers both types of features in our dataset.

In the subsequent sections of this chapter, we present the recommender ap-
proach, as shown in Figure6.1. It starts with the feature selection approach (Sec-
tion 6.1). Afterwards, the overall recommender system approach is presented in
Section 6.2. Then, the components of the 2D recommender system are illustrated
by the hybridized approach (Section 6.2.1) including content-based filtering ap-
proach (Section 6.2.1.2), collaborative-filtering approach (Section 6.2.1.1). At the
end, the different contextual filtering approaches are discussed in Section 6.2.2.
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Figure 6.1: An overview of the recommender approach.

6.1 Variance-based Importance Feature Selection for
Teacher Contexts (VIFSTC)

Feature selection is a fundamental pre-processing step that optimizes the ped-
agogical resources context-aware recommender system by reducing dimension-
ality, enhancing interpretability, mitigating overfitting, improving computational
efficiency, elevating recommendation quality, accommodating mixed data types,
and filtering out noise. The feature selection approach, outlined in Figure 6.2,
is designed to systematically enhance the efficacy of feature selection within the
pedagogical resources context-aware recommender system. The process com-
mences with the extraction of ontological feature data, which serves as the foun-
dation for subsequent analyses. These features, encapsulating pertinent features
of teachers, undergo a transformation from their original feature-value repre-
sentation to a vectorized format optimized for seamless integration with feature
selection algorithms.

To facilitate this transformation, binary one-hot encoding is chosen, a method
well-suited for converting categorical feature values into Boolean indicators. Each
distinct potential value of a categorical feature is encoded as a binary feature,
aligning with prior research by (Seger, 2018). This encoding approach ensures
that the data is amenable to subsequent feature selection procedures.

The core of the feature selection methodology encompasses a hybrid fusion of
two filtering unsupervised algorithms. The initial algorithm, mutual information,
computes the collective significance of all features, drawing inspiration from the
work of (Kraskov, Stogbauer, and Grassberger, 2004; Ross, 2014). MI serves
as a yardstick for evaluating the relative importance of each feature within the
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recommendation context.

The second constituent of this hybrid approach involves variance-based fea-
ture selection. By analyzing the variance exhibited by features, this algorithm
pinpoints those with substantial variance exceeding a predetermined threshold,
guided by the average importance computed through mutual information. This
technique (Guyon and Elisseeff, 2003), specializes in selecting numerical features
while concurrently incorporating categorical features.

The rationale behind amalgamating these disparate methods stems from their
distinct strengths and weaknesses. Mutual information excels in discerning the
significance of categorical or binary features but might falter in handling multi-
valued features (Guyon and Elisseeff, 2003). Conversely, variance-based feature
selection shines in identifying numeric variations but may inadvertently over-
look crucial categorical features (Zebari et al., 2020). Through their harmonious
integration, a harmonized, balanced selection of features emerges, thereby ac-
counting for both categorical and numerical features.

Furthermore, this hybrid approach transcends the constraints posed by each
individual method, mitigating their limitations. The combined methodology sur-
mounts the challenges posed by multi-valued features and enhances the visibility
of vital categorical features.

Data UT, CT

l

Feature Vectorization F : f; € Ur, Cr— 1 p(f;)

l

Mutual Information 1 (f;) — I(f;)

l
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Figure 6.2: An overview of the Variance-based Importance Feature
Selection for Teacher Contexts (VIFSTC) approach.
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6.1.1 Features Data Retrieval and Vectorization

Data retrieval is a fundamental step aimed at extracting relevant information
from a data source, in order to inform subsequent analyses and processing. In the
context of the pedagogical resources context-aware recommender system, data
retrieval serves the purpose of accessing the intricate features and preferences
associated with multiple contexts of teachers.

The objective of data retrieval is to gather comprehensive instances of a
teacher’s profile, encompassing various features such as experience levels, spo-
ken languages and teaching style. This rich pool of information is essential for
tailoring personalized recommendations, as it provides insights into the nuanced
factors guiding a teacher’s selection of resources.

Vectorization, on the other hand, is pivotal for translating this heterogeneous
and diverse set of teacher features into a uniform, structured format suitable
for computational analysis. Vectorization transforms textual, categorical, and
numerical features into a cohesive numerical representation, facilitating the ap-
plication of mathematical and statistical techniques.

The aim of vectorization is twofold: homogenization and algorithm compatibil-
ity. Vectorization ensures that all extracted features, irrespective of their original
data type, assume a standardized numerical form. This homogenization enables
seamless integration of features into subsequent data processing and modeling
steps. Most machine learning and statistical algorithms operate on numerical
data. By vectorizing diverse features, the data becomes amenable to a wide ar-
ray of computational techniques, allowing for efficient feature selection and other
analyses.

Overall, data retrieval furnishes the requisite information foundation, while
vectorization transforms this information into a harmonious numerical represen-
tation, thus enabling the subsequent analytical processes that drive the pedagog-
ical resources context-aware recommender system for teachers.

6.1.1.1 Features Data Retrieval

The retrieval of teacher data from TSCCO ontological representation is achieved
through the utilization of the OpenLink Virtuoso Universal Server', an advanced
platform renowned for its fusion of relational database management functional-
ities with those dedicated to handling linked data and knowledge graphs. This
integration capacitates the efficient management and querying of Resource De-
scription Framework (RDF) data via the SPARQL querying language”, a pivotal
tool for ontological knowledge graphs manipulation.

The ensuant knowledge derived from SPARQL queries is subsequently dis-
tilled into the concise yet expressive JavaScript Object Notation (JSON) format?>.
This transformation accords the knowledge portability and structure required
for seamless integration with the feature selection algorithm. Each piece of re-
trieved data culminates as a distinct feature for selection, each holding import
in characterizing the preferences and features of individual teachers within the
recommender system.

Lhttps://virtuoso.openlinksw.com/
2https://www.w3.0org/TR/rdf-sparql-query/
Shttps://www.json.org/json-en.html
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A categorical breakdown of the features slated for retrieval is elucidated in Ta-
ble 6.1. This table delineates diverse facets of a teacher’s profile, encompassing
features such as experience level, spoken languages, and other features. Each
categorical domain encapsulates a set of features, with the number of features
therein serving as a reflection of the diversity and granularity of information ex-
tracted. For example, within the "Experience Level" category, the availability of
three distinct values—novice, intermediate, and expert—manifests as three indi-
vidual features within the framework.

The strategic amalgamation of OpenLink Virtuoso Universal Server and SPAR-
QL, underpinned by the transformative prowess of JSON, orchestrates a stream-
lined and comprehensive data retrieval mechanism. This concerted synergy fur-
nishes the requisite foundation for the ensuing feature selection algorithm. More-
over, this adept integration augments the potential for the development of so-
phisticated recommender systems and analogous algorithms, elucidated in sub-
sequent chapters, capitalizing on the robust capabilities afforded by knowledge
graphs and semantic data representation.

Table 6.1: List of features

# of
Related
Features Range corresponding
Concept
features

Experience Teacher profile {novice, intermediate, expert} 3
level
Gender Teacher profile {male, female, other} 3
Mother Teacher profile {Arabic, English, French, 5: only 5 languages exist in
tongue Italian, Spanish} the used dataset
Second Teacher profile No language, Arabic, English, 6: only 5 languages exist in
language French, Italian, Spanish the used dataset
Third Teacher profile No language, Arabic, English, 6: only 5 languages exist in
language French, Italian, Spanish the used dataset
Science Teacher profile {<list of science fields>} 6: only 6 fields of science

Teaching style

Teacher profile

authority, demonstrator, facilitator,
delegator, hybrid

exist in the used dataset

5

Country Living {<list of countries>} 5: only 5 countries exist in
environment the used dataset

Living Living urban, suburban, rural 3

area type environment

Work Working urban, suburban, rural 3

area type environment

Institution Working primary, preparatory, secondary, 4

type environment university

Mood Sentimental negative, neutral, positive 3

state

6.1.1.2 Features Data Vectorization

Data vectorization is the method of transforming a list of features into vectors. If
the list of features, or dictionary of features, is a set of strings, the vectorization
takes a binary one-hot encoding, as shown in Equation6.1. For each string value,
a feature is created according to legal combination ‘1’ or otherwise ’'0’. Firstly,
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it uses the list of features for each teacher to regard the occurrence of a string-
valued feature. For each feature, the corresponding values are encoded into the
following pair < feature name >=< feature value >. If the string value of this
feature exists for a teacher, the value of '1’ is placed in the corresponding cell
in the vectorized matrix. Figure6.3 shows the resulting matrix for 20 teachers
from the used dataset. Each row of the matrix represents the features of teachers
while columns represent the existence of the corresponding feature with the con-
text of a teacher. For example, the feature "langl=Spanish" is associated with
teachers #0, #3, #5, and #16 only. These vectorized features are transmitted
into the feature selection approach.

1e(f) ;:{ (1] ;Ei (6.1)

u ._.- ; —- Feat:re

No Feature

10

15

Figure 6.3: An example of vectorized list of features.

6.1.2 Mutual Information

The approach starts with mutual information, a prominent measure of statisti-
cal dependence. Mutual Information (MI) is a robust assessment method that
transcends mere correlations, encompassing complex relationships within the
dataset (Duboue, 2020). It stands as a fundamental building block for feature se-
lection, where its core lies in capturing the intrinsic information shared between
two distinct features.

The fundamental underpinning of MI is rooted in the k-nearest neighbors dis-
tance estimator, which embodies the essence of proximity-based feature interre-
lation. As eloquently depicted in Equation 6.2, MI quantifies the pertinence of
a given feature f; by elucidating its information contribution across categorical
divisions (Duboue, 2020). In essence, MI gauges the extent to which a feature
accentuates discernment among various categories, thereby unveiling the crux
of feature importance.

I1(fi, f) // (£, £) log ’E(>p())dxdy, (6.2)
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where f;, f; are two features,
p(f;, f]-) is the joint probability density function of the two features,
p(f;)p(f;) are the marginal density function.

Moreover, MI expounds its prowess in the realm of exploring the entwined
dynamics of feature pairs. A non-negative value, yielded through rigorous com-
putation, signifies the intensity of mutual dependency binding two features. This
symbiotic relationship encapsulates intricate patterns that potentially underlie a
teacher’s preferences and resource interaction. Evidently, such insights under-
score the paramount significance of this metric in effecting the judicious selection
of pivotal features.

For instance, an incisive examination of the correlation coefficients portrayed
in Figure 6.4 unveils profound interplays. Notably, the hybrid teaching style fea-
ture evinces dependence on the intermediate expertise level of teachers. This
revelation, depicted in Figure 6.5, elucidates a relatively diminished computed
importance, a tangible demonstration of MI’s prowess in discerning nuanced fea-
ture dynamics.

To arrive at a comprehensive perspective, the culmination of these individual
importances amalgamates into the average importance mean; of all features. This
pivotal metric lays the groundwork for the subsequent endeavor: the determina-
tion of the threshold for variance-based feature selection. This synthesis signi-
fies the convergence of mutual information and variance, underscoring a holistic
approach that seamlessly integrates statistical interdependence with discerning
variability.

In summary, the intended mutual information approach navigates the intri-
cate landscape of feature relevance, deftly unraveling the interwoven fabric of
dependencies within the pedagogical context. By harnessing the power of mutual
information, this endeavor augments the efficacy of feature selection, ultimately
fostering the precision and discernment requisite for the pedagogical resources
context-aware recommender system for teachers.

6.1.3 Variance-based Feature Selection

Variance-based threshold feature selection emerges as a potent dimensionality
reduction strategy, strategically tailored to filter a dataset (Duboue, 2020). The
substructure of this technique rests upon the premise that features character-
ized by low variance, denoting limited variability across instances, contribute
minimally to the prediction task. Elegantly encapsulated by Equation 6.3, the
rationale behind this approach is that features fi,..., fi, f» with low variance ¢
across different instances in contexts of teachers are not significantly contribute
to the accuracy of prediction tasks.

0 = M (6.3)

n

Akin to a hybrid process, the variance-based threshold approach delineates
a delineation whereby features harboring variance below a predefined threshold
confront elimination from teacher data. It puts forward that the inadequate infor-
mation carried by low-variance features compromises their potential to furnish
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Figure 6.4: Correlation between features.
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Figure 6.5: Mutual information importance of features.

meaningful insights for predictive endeavors. The established threshold, often
set as a fraction of the total variance intrinsic to the dataset, wields the authority
to demarcate the threshold of significance.

Through VIFSTC approach, the threshold thr is like a quality control mech-
anism, as illustrated by Equation 6.4. It ensures that only features exhibiting
a certain level of variability, deemed significant by the combination of mutual
information and variance, are retained. This way, the dataset becomes more
streamlined and focused on the most informative attributes.
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thr = mean;(1 — meany) (6.4)

After the thresholding process, the dataset is left with a reduced set of fea-
tures that possess the desired level of variability and uniqueness between teach-
ers. These features are then used in subsequent steps of the recommender sys-
tem. By narrowing down the feature set in this manner, the subsequent analysis
becomes more efficient and effective, enabling the system to make more accu-
rate recommendations for teachers based on their preferences and interactions
while reducing the computational complexity.

In summary, variance-based threshold feature selection acts as a data refin-
ing phase, concentrating on the features that truly matter in the pedagogical
resources context-aware recommender system. It ensures that the recommenda-
tions are driven by the most informative features while disregarding those that
contribute less to the overall prediction quality.

6.2 Context-Aware Pedagogical Resources and Peer Te-
achers Recommender System

The task of providing personalized recommendations in education is a challeng-
ing and complicated process, particularly when considering the multiple contexts
of teachers. In order to address this challenge, the recommender approach intro-
duces a methodology that aims to provide two types of recommendations: peda-
gogical resources and peer teachers recommendations. These two types address
the potential solutions elicited through the problem statement in Section 1.1.1 to
offer help to teachers in the form of aiding pedagogical resources and collabora-
tion with experienced teachers. This approach utilizes the integration of TSCCO
ontology to represent multiple contexts of teachers such as living environment,
working environment, and sentimental state within the collaboration manage-
ment ontology, MCC. The approach first detects the mood of teacher using Mood-
Flow@doubleYou and tracks their activity using the MEMORAe platform. Then,
the contextual features are extracted and selected carefully, as previously illus-
trated in Section 6.1, keeping the mood-related features due to its importance as
discussed in Section 2.6.5. The contextual features are used at different phases
of the context-aware recommendation process, but the approach starts with a
hybrid 2D recommender approach. The 2D recommender approach captures the
teacher-to-teacher similarity easily captured by user-based collaborative filter-
ing recommender approach as well as the pedagogical resources suitability for a
teacher excelled by content-based filtering recommender approach. Accordingly,
the countability of both types of similarities combines the advantages of both
approaches.

Therefore, this section starts with the representation of the hybrid 2D ped-
agogical resources recommender approach in Section 6.2.1 which is composed
of user-based collaborative filtering (Section 6.2.1.1) and content-based filtering
(Section 6.2.1.2) recommender approaches. Then, we discuss the consideration
of multiple contexts during different phases of recommendation process in Sec-
tion 6.2.2. Finally, we present how the peer teacher recommendations are ob-
tained in Section 6.2.3.
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6.2.1 Hybrid 2D Pedagogical Resource Recommender Approach

The two-dimensional hybrid recommender (2DHR) offers personalized recom-
mendations for pedagogical resources most relevant to each teacher using pre-
dictive ratings matrix Ry;; of a teacher f on each item in I. As previously dis-
cussed, there are two types of rating or feedback, but we use each type of rating
with different recommender approaches to capture the different relationships
between a teacher and items or between a teacher and other peers. Therefore,
two recommender approaches are hybridized together as illustrated in Figure6.6:
collaborative filtering (2DCFR) and content-based filtering (2DCBR). Collabora-
tive filtering approach offers high accuracy recommendations using the teacher-
resource interactions history. But it requires this interactions history to operate
which causes the cold-start problem (Lika, Kolomvatsos, and Hadjiefthymiades,
2014). A well-known solution for the cold-start problem is using the content-
based approach that operates using the resources meta-data without the use of
the interactions history (Lika, Kolomvatsos, and Hadjiefthymiades, 2014).

Due to the linearity of our problem, weighted hybridization is used to combine
recommendations from each approach. The hybridization merges complemen-
tary information relying on pedagogical resource features and explicit ratings
in content-based filtering approach, and explicit user-item interactions as well as
implicit feedback in collaborative filtering approach. The weighting hybridization
splits the predictive rating of recommendations from each approach by a static
weighting factor of 50%. Through the rest of this section, the two recommender
approaches are presented along with their algorithms.

Reduced Teacher Profile
Reduced Pedagogical Resources Dataset

v

Content-based Filtering

User-based Collaborative
Filtering

Weighted Resource Ratings: (R {CB}*W cp)*+(R yi{CF}*Wcp)

Predicted Resource Ratings Ry thybrid}

| Ry {CF}: Ratings by Collaborative Filtering RS
| Wp: Weighting Factor for Content-based Ratings
I W p: Weighting Factor for Collaborative Filtering Ratings

:RU,{hybrid}: Hybridized Ratings for Pedagogical Resources

Figure 6.6: Overview of the 2D hybrid recommender approach.
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6.2.1.1 User-based Collaborative Filtering Recommender Approach

User-based collaborative filtering recommender approach (2DCFR) uses all avail-
able feedback from teachers like explicit scaled ratings of pedagogical resources
as well as the implicit access from the interaction history (Schafer et al., 2007).
It searches for unseen pedagogical resources relative to a teacher that are highly
rated by similar teachers which leverages collective interaction history of all
teachers. The 2DCFR approach, as summarized in Figure6.7, starts with re-
trieving the interactions history H; of teacher t. Then, the approach searches for
teachers with similar interactions history U7.(¢). Parallelly, another search pro-
cess takes place to find unseen pedagogical resources I (t) by teacher ¢t. Pearson
correlation coefficient is selected to compute similarity between teachers over
other classic similarity approaches as it excels in user-based CF recommender
approaches (Koohi and Kiani, 2016). Pearson similarity is computed between two
teachers t1 and t, as proved in (Koohi and Kiani, 2016) as follows:

ZZEIR(rul(tl) (tl))(rul(tZ) (t2)>
\/ZZEIR rul tl) Ty tl \/ZZEIR rul t2) (t ))2

where Ig = {iy,...,i,} are the set of pedagogical resources,

r,i(t;) is the rating provided by teacher #; on pedagogical resource i,

m is the average rating for teacher t;.
Afterwards, the results from each search process are merged to be used for rat-
ings prediction. K-nearest neighbor (K-NN) algorithm predicts the ratings of un-
seen pedagogical resources according to the highest k Pearson similarities of
teachers. K-NN offers a simple and effective method to leverage teacher simi-
larity for personalized recommendations (Park et al., 2015). Normalized rating
prediction of pedagogical resource ig, are computed for teacher t; using the k
teachers with highest Pearson similarity (Koohi and Kiani, 2016) as follows:

sim(ty, tp) = (6.5)

e () Sim(t, t2) - (rui(t2) — png))

- (6.6)
EtzENk(tl) |Slm(t1/ tz) |

Tui(ty) = p, +

where sim(t1,t,)} is the Pearson similarity between teachers #; and fy,
r,i(t2) is the rating provided by teacher t, on pedagogical resource i,
U, is the mean rating for teacher t;,
JN,(t;) is the mean rating for top-k neighbor teachers to teacher t;.

Finally, a list of pedagogical resource recommendations is offered to teacher
t;. These recommendations are to be combined with the content-based ones.

6.2.1.2 Content-based Filtering Recommender Approach

Content-based Filtering recommender approach (2DCBR) uses explicit ratings
and meta-data of pedagogical resources to recommend similar ones to teacher ¢
based on the highly rated resources (Pazzani and Billsus, 2007). As previously
explained in Chapter5-Section5.4, a pedagogical resource is described with a
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Figure 6.7: Overview of user-based collaborative filtering recom-
mender approach (2DCFR).

unified form due to the diversity of the data sources and is represented as fol-
lows: <resource_title, resource_url, resource_type, resource_external_-
system, resource_description>. These features lack descriptive meta-data to
easily distinguish one resource from another. Therefore, the 2DCBR approach, as
illustrated in Figure6.8 starts with a preprocessing phase. This phase is required
at first to facilitate the processing of text-based data such as resource_title
and resource_description> which contain more informative features. There-
fore, the 2DCBR follows a systematic preprocessing algorithm, as in Algorithm?2
that starts with the concatenation of all text-based data. The algorithm tokenizes
the text into individual words which is followed by unification of the case of char-
acters. Afterwards, through lemmatization, each word is reduced to its root form.
Additionally, stop words are removed to eliminate common and non-informative
words with a length less than 3 characters. Finally, Term Frequency-Inverse
Document Frequency (TF-IDF) captures the importance of each word in the text-
based data relative to each pedagogical resource (Pazzani and Billsus, 2007). It
emphasizes unique words that carry high levels of significance by transforming
these data into a numerical representation to be easily processed by Singular
Value Decomposition (SVD). SVD reduces the dimensionality through extracting
latent features in addition to the reduction of the high dimensional space created
by TF-IDF features (Pazzani and Billsus, 2007).

The approach continues with predicting ratings for each pedagogical resource
from the preprocessed features I”g(t). Additional step of TF-IDF vectorization is
performed to combine the teacher profile features with the ones of resources.
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Algorithm 2 Text-based data preprocessing algorithm of 2DCBR

Input: I (t) : local pedagogical resources meta-data for teacher ¢

Output: [“g(t) : preprocessed local pedagogical resources meta-data for
teachert

begin

1: Ip(t).resource_title_description = Iy (t).resource_title.concat(l(t).resource_-

—_
N

_ =
ol 2B = <o B L L ol -

description);

tokenize = I(t).resource_title description.word_tokenize();
lower case = tokenize.casefold();

lemmatizer = lower case.lemmatizer();

filtered stopwords = lemmatize.apply(stopwords_dict);
filtered words = filtered stopwords.apply(filter,len < 3);

I (t).preprocessed = filtered_words;

tfidf vectorizer = TfidfVectorizer();

tfidf = tfidf vectorizer.fit transform(Iy(t).preprocessed);

: svd = SVD();
: I”g(t) = svd.fit_transform(tfdif);
: return ["g(t);

end

Reduced Teacher Profile
Reduced Pedagogical Resources Dataset

Retrieve Pedagogical Retrieve Teacher
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Figure 6.8: Overview of content-based filtering recommender ap-
proach (2DCBR).



6.2. Context-Aware Pedagogical Resources and Peer Te-achers Recommend%%5
System

Linear least squares regression and L2 regularization (Ridge regression) are em-
ployed to predict ratings for pedagogical resources (Paradarami, Bastian, and
Wightman, 2017; Xu et al.,, 2019). The linear least squares method offers a
straightforward methodology to assume linear relationship between pedagogi-
cal resources features and their corresponding ratings which is the case after
features vectorization (Xu et al., 2019). L2 regularization is used to prevent over-
fitting in the regression model by adding a penalty attribute to the objective func-
tion to eliminate large coefficients (Paradarami, Bastian, and Wightman, 2017).
At the end, the rating predictions Ry;(t) are used to offer content-based recom-
mendations that are mixed with the collaborative filtering ones using weighted
hybridization.

6.2.2 Context-Aware Recommender Approaches

The 2D recommender approach considers teacher-pedagogical resource inter-
actions history or content of resources only. However, the multiple contexts of
teachers encapsulate important information related to living context, working
context, or sentimental state. These multiple contexts must be considered to en-
hance the recommender performance to achieve high accuracy. Preferences of a
teacher are content-dependent and greatly affect the rating predictions (Krause,
Smailagic, and Siewiorek, 2005).

Through the approach of this thesis, three types of contextual filtering are
integrated to the hybrid 2D recommender approach at different phases of the
recommendation process. Figure6.9 illustrates the different phases of contex-
tual filtering: prefiltering, postfiltering, contextual modeling, and mix-filtering
approach named context-aware pedagogical resources recommender approach
(CAPRRA). The contextual prefiltering, as explained in Algorithm3, refines the
set of related teachers at the beginning of the recommendation process by se-
lecting a reduced set of similar teachers taking into account the multiple contexts
of the current teacher. This contextual filtering approach decreases the compu-
tational complexity of the recommendation process by reducing the original set
of similar teachers of the 2D recommender approach (Adomavicius and Tuzhilin,
2010). Unfortunately, the sparsity nature of data across the multiple contexts can
result in less accurate recommendations raising the question of whether contex-
tual prefiltering is better or 2D recommender is sufficient (Negro, 2021).

On the contrary, contextual postfiltering, as explained in Algorithm4, ap-
proach refines the 2D recommendations with respect to the multiple contexts of
the current teacher (Adomavicius and Tuzhilin, 2010). As the 2D recommender
is independent of the actual contexts, the rating predictions remain unchanged
and hence, no significant improvement of accuracy (Negro, 2021). These two
contextual filtering approaches have low implementation complexity and easily
integrated with any 2D recommender, but there is uncertainty of their effective-
ness over the 2D recommenders (Negro, 2021).

The last type of contextual filtering is contextual modeling which constructs
a contextual model to be applied on 2D recommendation processes as well as
a mixture of prefiltering and postfiltering phases to ensure the accurateness of
recommendations (Adomavicius and Tuzhilin, 2010; Negro, 2021; Campos et al.,
2013). This approach processes a multi-dimensional matrix (multipartite graph)
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Figure 6.9: Overview of different context-aware filtering recom-
mender approach.

Algorithm 3 Contextual prefiltering recommender algorithm

Input: ¢ : teachert
Cr(t) : multiple contexts of teacher ¢
H; : history of current teacher T
k : number of pedagogical resources to be recommended to teacher ¢
Output: context recommendations : list of contextual recommendations
begin
: prefiltering model = ContextPreFiltering(Cr(t));
data_filtered = prefiltering model.apply(H;);
CB context recommendations = ContentBasedRS(¢, data_filtered, k);
CF_context recommendations = CollaborativeFilteringRS(¢, data_filtered, k);

B W N -

5: context recommendations = weightedHyrid(CB_context recommendations,
CF _context recommendations, 0.5);

6: return context recommendations;

end

of different features or factors in teacher X resource x context during the rec-
ommendation process (Negro, 2021). This multipartite graph, as illustrated in
Figure6.10, models features from the multiple contexts of teachers in addition
to features of the pedagogical resources. This representation of the features/-
factors is integrated with the 2D collaborative-filtering approach to enhance the
teacher-based recommendation process. This combination prevents data spar-
sity problem and speeds up the contextual filtering process. The integration of
such approach with the content-based approach suffers from high complexity and
results in high computational power (Negro, 2021).

Therefore, in this thesis, context-aware pedagogical resources recommender
approach (CAPRRA), as explained in Algorithmb5, is followed to avoid high compu-
tational complexity and power. CAPRRA introduces a hybrid combination of the
different contextual filtering types with the presented 2D hybrid recommender.
CAPRRA is divided into two parallel recommendation processes: contextual mix-
filtering with the 2D content-based recommender, and contextual modeling with
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Algorithm 4 Contextual postfiltering recommender algorithm

Input: f: teacher ¢
Cr(t) : multiple contexts of teacher ¢
H; : history of current teacher T
k : number of pedagogical resources to be recommended to teacher ¢

Output: context recommendations : list of contextual recommendations

begin

1: CB 2D recommendations = ContentBasedRS(¢, H;, k);

2: CF 2D recommendations = CollaborativeFilteringRS(¢t, Hy, k);

3: hybrid 2D recommendations = weightedHyrid(CB 2D recommendations,
CF 2D recommendations, 0.5);

4: postfiltering model = ContextPostFiltering(Cr(t));

5: context recommendations = postfiltering model.apply(hybrid 2D recom-
mendations);

6: return context recommendations;

end

Figure 6.10: Representation of the multi-dimensional matrix (mul-
tipartite graph) of the multiple contexts of a teacher.

the 2D collaborative-filtering recommender. Contextual mixfiltering is a combi-
nation of contextual prefiltering and postfiltering with the content-based recom-
mender. This combination relies essentially on the contextual prefiltering that
is responsible for the obtained recommendations while the contextual postfilter-
ing is an enforcing phase to prevent anomalies in the recommended pedagogical
resources.

On the other hand, the contextual modeling phase creates multi-dimensional
matrices or the contextual model to be used during the factorization machines
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Algorithm 5 CAPRRA recommender algorithm

Input: f: teachert

Cr(t) : multiple contexts of teacher ¢

H; : history of current teacher T

k : number of pedagogical resources to be recommended to teacher ¢
Output: hybrid context recommendations : list of contextual recommendations
begin

1: prefiltering model = ContextPreFiltering(Cr(t));

2: data_filtered = prefiltering model.apply(H;);

3: preCB _context recommendations = ContentBasedRS(¢, data_filtered, k);

4: postfiltering model = ContextPostFiltering(Cr(t));

5: postCB context recommendations = postfiltering model.apply(preCB con-
text recommendations);

6: CF context recommendations = ContextAwareCollaborativeFilteringRS(t,
CT(t), H;, k);

7: hybrid context recommendations = weightedHyrid(postCB context recom-

mendations, CF_context recommendations, 0.5);
8: return hybrid context recommendations;
end

(FMs) phase (Rendle, 2010). Instead of the Pearson similarity and K-NN, the
new combination uses FMs for contextual modeling and filtering of the multi-
ple contexts of teachers. FMs are particularly suitable for handling interactions
between various contextual features and resource features, making them an ef-
fective choice for capturing complex relationships and providing accurate recom-
mendations in a context-aware approach (Pasricha and McAuley, 2018). FMs are
designed to capture interactions between features using factorized parameters
for our regression task of ratings prediction as follows (Rendle, 2010):

n n n

y(xt) = wo + Zwixi + Z Z <Uu,vj> XiXj (6.7)

i=1 i=1j=i+1

where 7(x;) is the predicted rating for the features vector x for teacher ¢,

wo is the bias term,

w; are the weights for individual features x;,

v; are the latent factor vectors associated with features x;,

w; are the weights for individual features x;,

n is the dimensionality of features space.

At the end, FMs Regressor predicts ratings of each unseen pedagogical re-
source according to the computed rating of the teacher features vector. These
contextual recommendations are combined with the other contextual recommen-
dations from the mixfiltering approach using the same weighted hybridization
previously applied in the 2D recommender. This weighted hybridization splits
the importance weight equally between the recommendations from both context-
aware recommender phases.
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Algorithm 6 An overview of the CAPTRA algorithm

Input: CL,, : current context of a teacher T and concerning the current peda-

gogcial resource resr
HT : history of current teacher T
Output: sortedList : sorted list of all matching teachers
begin
if (getMood(T) == 'negativeMood’ && offerHelp == true) then
Welobal = ContextualFeaturesWeighting(CL,,, HT);
matchingList = contextMatching(Wgiopa);
sortedList = SWRLSort(matchingList);
end if
return sortedList;
end

SEE A A

6.2.3 Context-Aware Peer Teacher Recommender Approach

The contextual matching between peer teachers, is a complicated process that
can be changeable depending on the context of a teacher. Multiple contexts of a
teacher are described by a set of features. These features are dependent on the
situation of this person which prevents the unification of the selected ones. More-
over, predictions of context-aware peer recommendations, can be imprecise if all
contextual features were weighted equally. The personalized process of weighing
and extraction of contextual features improves the quality of recommendations
offered to each teacher. Therefore, the context-aware peer teacher recommender
approach (CAPTRA) introduces an algorithm to weigh and extract contextual fea-
tures, in addition to a sorting algorithm using SWRL reasoning rules using the
ontological representation of TSCCO (Nashed, Lahoud, and Abel, 2021; Nashed
et al., 2021).

First, a teacher T is asked if she/he needs help when a negative mood is
detected during her/his interaction with a pedagogical resource resr. A negative
mood can be defined as the sentimental commitment level below the personal
average neutral commitment level that is calibrated at first teacher interaction.
If the teacher accepts the help or she/he is not sure, the algorithm starts to find a
peer recommendation for this teacher. The algorithm is divided into three steps:
extraction/weighting of features for T with respect to resr. It returns a list of
contextual features pairs composed of f associated with a weight w. Afterwards,
it generates a matching peer teacher list by computing the similarity between
the teacher T and other peer teachers. At the end, it sorts the matching list
according to the pre-defined SWRL reasoning rules using scoring and ranking
for the peer teachers, as shown in Algorithm6 which is explained through the
following sections.

CAPTRA extracts the contextual features and weights it in correspondence to
a specific teacher T who interacts with a specific pedagogical resource resr which
introduces precise description of this teacher’s context C/, and high personaliza-
tion level of peer recommendations. Algorithm?7 starts with the factorsExtraction
algorithm that selects the factors and computes the initial weights W;,;; of each
factor f; € F. The initial weights are optimized by an optimization algorithm
based on the particle swarm optimization (PSO) (Zheng, Burke, and Mobasher,
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Algorithm 7 ContextualFeaturesWeighting algorithm

Input: CL, : current context of a teacher T and concerning the current resource
resr
HT : history of current teacher T
FF : fitness function

Output: Wyppn={< f1,w1 >,...,< fyr,w,y >} : set of final weights w; for each
of the selected n’ context factor f; from the #n initial context factors where
n' < n.

begin

1: Winit=ContextualFeatureExtraction(CZ;S,, HTy;

2: Wejopa=weightsOptimization(Wiy;, FF);

3: return Wejop,

end

2012; Zheng, Burke, and Mobasher, 2013b). The root mean squared error (RMSE)
is used as the fitness function for the optimization algorithm for error minimiza-
tion.

The factorsExtraction function, as shown in Algorithm8, extracts a set of con-
textual features n’ from all contextual features n under the condition n’ < n for
a teacher’s context CL... A weight w; is calculated for each contextual feature
fi with respect to all teachers T; that interacts with a pedagofical resource resr.
The algorithm excludes teachers and features from the definitive list according
to a given similarity threshold and a weight threshold, respectively. The similar-
ity threshold thrq is used to select teachers with similarity score greater than a
pre-computed similarity score for a teacher T, while the weight threshold thr, is
responsible for the extraction of features with a calculated initial weight greater
than the average of all weights of the contextual features. The similarity func-
tion between two teachers calculateSimilarity computes the semantic similarity
to ensure an effective representation of the actual context of both teachers. It
is computed by calculating the distance between similar teachers using TSCCO
contextual instances. This semantic similarity algorithm is repeated to get the
matching list of peer teachers matchingList in Algorithm6.

In order to enforce the sentimental state of the peer recommendation, a co-
efficient coef. . is multiplied by the calculated similarity for similar teachers T
to prioritize the mood feature (Zheng, Burke, and Mobasher, 2013a). The usage
of such coefficient is reflected on the computed initial weight w; corresponding
to the mood feature f;. On the other hand, if there is few or no results for teach-
ers with a positive mood, the algorithm adapts normally with the new situation,
extracting the features and assigning their initial weights.

The initial weight of each feature is determined by averaging the mean se-
mantic similarity scores of all selected teachers Sim’®" and the variance of their
ratings for the current pedagogical resource resr as follows:

. resr Z(r;'esr — W)2

Simly = T (6.8)
Simresr + Sim;’esr
Winit = 5 o (6.9)

where ;" is the rating for selected teacher i for the pedagogical resource resr,
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Algorithm 8 ContextualFeatureExtraction algorithm

Input: CL,,=(T,F,ratin g,resr) : current context of a teacher T and concerning the current resource
resr with rating », represented by context factors F.
HT : history of current teacher T.
thry : given similarity threshold.
thry : given weight threshold.
coef . : positive mood contextual factor enforcing coefficient.
Output: W;,;;={< f1,wy,, >,...,< fn/,w,,;”“ >} : set of initial weights w;, , for each of the n’
context factor f;.
begin
1: for all f; € F do
2: nbr =0;
3: Sityose = 0;

4: for all < resrj,c].Ts >ec HT do

init

5: if (resrj == resr) then
6: similar(Ts, T) = calculateSimilarity(CL,,,CT);
7: if (similar(Ts,T) > thry) then
8: an + +;
9: ratingTS = getRating(Ts,resr);
10: similarTeachersList.add(ratingr );
11: if (i == ‘mood&& (getMood(T;) == ‘positiveMood’ || getMood(T;) ==
‘neutral Mood’)) then
12: similar(T;,T) *= coef | ,;
13: end if
14: Simyor += similar(Ts,T);
15: end if
16: end if
17 end for
18: sim"e" = SIZZ;MI;
19:  simle = getVariance(similarTeachersList);
200 Wy, = average(sim'®’, siny,, );
21. if (wy;,; > thry) then
22: Winit = addFactor(< fi, wy, , >);
23:  end if
24: end for
25: return W;,,;;;
end

77e" is the average rating for this resource, nbr is the number of selected
teachers.

SWRL rules are used to sort the peer list of each teacher that is generated
from contextMatching function, as shown in Algorithm9. For each teacher T; in
the generated list matchingList, the rules, as illustrated in Table4.1, are applied
to reason the A-Box instance of this teacher. A total score is calculated by count-
ing the number of satisfied rules except for rule 5 with double counts, as it is
responsible for the sentimental state detection. Then, the list is sorted according
to a descending order of the obtained scores. At the end, the teacher is asked for
the preferred level of expertise for the recommended peer.

Some of the rules in Table4.1 are used in the recommendation approach. The
fifth rule detects if the compared teacher’s years of experience is more than
the current one to determine the knowledge and beneficial level for this match.
The sixth rule checks if the recommended teacher has a better sentimental state
(mood) than the current teacher. This rule enforces the positive influence of the
sentimental state of one person on another person or an organization (Corson,
2002). The seventh rule matches the teaching styles of both teachers as it is
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Algorithm 9 SWRLSort algorithm

Input: Tj : current teacher
MatchingTeacherList : list of all matching teachers to current teacher Ty
Rswrr={r1,...,rg} : set of SWRL rules
thrgy, : given SWRL rules score threshold

Output: sortedList : sorted list of matching teachers to current teacher Ty with
respect to the obtained SWRL rules score

begin

1: MatchingTeacherList= {¢};

2: for all T; € MatchingTeacherList do

3:  score, = 0;

4 for all ri € Rswrr do

5 result = applySWRL(r;,T;, Tp);
6: if T; € result then

7 scorer,++;

8 end if

9: end for

10:  if scorer, > thrg,, then

11: MatchingTeacherList[T;,score] = scorer;;
12: else

13: MatchingTeacherList.delete(T});
14: end if

15: end for

16: sortedList = MatchingTeacherList.sortByScore();
17: return sortedList;
end

said the difference in styles has its impact on the collaboration between two peer
teachers (Pratt et al., 2017; Pratt, 2014). The eighth rule checks the spoken
languages by the two teachers which facilitates the collaboration and enhances
the communication between them.

The living and working environments have a great impact on the personality
of a teacher as well as the working methodologies (Dorman, Kennedy, and Young,
2015). Therefore, the ninth rule checks if there is a matching between the type of
the two teachers’ living environment, such as rural, urban, sub-urban, etc., while
the tenth rule matches the country where each teacher lives in. The eleventh and
twelfth rules compare the working environment in terms of the environment type
and the educational institution level. The final rule checks if the two teachers
belong to the same field of science. For each teacher fulfilling a rule, his score
is increment by one. At the end, the list is sorted according to the final score.
These rules work as an enforcer for the list order but are not used to exclude any
of the recommended teachers.
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Part IV

Experimentation and Results
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Chapter 7

Experimentation

In this chapter, we present the experimental configuration to obtain results from
a series of experiments conducted to evaluate the effectiveness of our approach
throughout the different components of dataset, feature selection, and recom-
mender systems.

Our own dataset is used throughout the entire experimentation process which
arises the need to ensure the completeness of the dataset as well. In order to
validate the answer provided in Chapters4 and 5 of our first research question
(Section 1.1.2), we use the ontological representation of the multiple contexts of
teachers throughout all experiments.

An evaluation process is required for the feature selection approach as well
as the multiple contexts choice which is essential as the recommendation perfor-
mance is dependent on it. The illustrated experiments allow thorough analysis of
the Variance-based Importance Feature Selection for Teacher Contexts (VIFSTC)
that represented in Chapter6 in terms of representability of the multiple contexts
of teacher, and effectiveness and impact on the identifying of teachers.

In addition, we illustrate the required experiments to validate the answers
that offered in Chapter6 to the second research question (Section 1.1.2). Accord-
ingly, we present the evaluation criteria for the context-aware pedagogical re-
sources recommender approach (CAPRRA) against different setups such as pre-
filtering and post-filtering approaches.

This chapter is organized as follows: Section 7.1 explores the used data and
their retrieval. Additionally, the experimental setup of the mood detection is pre-
sented to evaluate the precision of the selected methodology. Section 7.2 intro-
duces the feature selection experimental setup and the evaluation methodology.
Section 7.3 shows the experimental setup to test the recommender approach and
evaluate its performance for CAPPRA approach and the different contextual fil-
tering models.

7.1 Experimental Data

In these experiments, data is categorized into two main types: teacher-related
and resource-related, as shown in Figure7.1. The resource-related data (Chap-
ter5, Section5.4) are collected from different sources and covers several cate-
gories of pedagogical resources. On the other hand, the teacher-related data
are handled to represent the multiple contexts along with teacher profiling and
feedback tracking. The contextual data are divided into two types: environmen-
tal and educational institutions data. The environmental data covers the whole
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French territories and provides summarized information about the population,
area type, and financial conditions for all French provinces and cities. The en-
vironmental data include 34,142 out of 36,681 metropolises that are distributed
over the French communes. These data are integrated with the 466,357 educa-
tional institutions from French prioritized education network.

Work
Environment { Country, Area Type }
Data

Living
Environment { Country, Area Type }
Data

Environmental
Data

> I"S;‘)t"tt“ms { Institution Type, REP/REP+ |
ata
Teacher-related __|
Data  Gender. Az, L.
Teacher Profil { cn.cr, ge, ang.uagcs,
> cacher frotrie Experience Level, Field of
Data Science }

Collected
Data N Interactions

Data

{ Ratings, Mood }

Pedagogical { Title, URL, Type,
> Resource

External System, Description }
Data

Figure 7.1: The hierarchy of the used data.

The experimentation data of teachers consist of data from the generative
interactions of 100 teachers with different contexts to represent different sce-
narios. Other data for teacher profiling includes demographics, interests, and
teaching styles data. Teacher feedback is collected using activity tracking from
MEMORAe platform (Chapter5, Section 5.5.1) and mood detection from Mood-
Flow@doubleYou approach (Chapter5, Section 5.5.2). The experimental teacher
data are manipulated according to the purpose of each experiment as follows:

i All features of all contexts and sentimental state
ii All features except sentimental state ones
iii All features except living context ones
iv All features except working context ones.

SPARQL queries are used to retrieve teacher-related data and pedagogical
resource data from mapped ontological data into TSCCO ontologies (Chapter4).
The first SPARQL query example, as shown in Figure7.2, represents the teacher-
related data from the MEMORAe user account tmcc:login related to a teacher
ttscco:Teacher. This query retrieves all data associated with the teacher which
are filtered according to each of the four variations of the experimental teacher
data. The second SPARQL query example, as shown in Figure7.3, retrieves all
data associated with a pedagogical resource ttscco:Resource that exists within
an organization PRE103. The organization is changeable according to the list of
organizations wherein a teacher collaborates with other peers. The retrieved
pedagogical resources data are used without any modifications.
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Figure 7.2: Example of SPARQL query to retrieve teacher-related
data

prefix tmcc: <http://www.hds.utc.fr/mcc/tbox#>
prefix ttscco: <http://www.hds.utc.fr/tscco/tbox#>

SELECT * FROM <http://www.hds.utc.fr/mcc/abox#>
WHERE {
?teacher rdf:type ttscco:Teacher;
?teacherAccount rdf:type tmcc:User;
tmcc:login ?login .
FILTER(?login = "teacher_account")

Figure 7.3: Example of SPARQL query to retrieve pedagogical re-
source data within the organization "PRE103"

prefix tmcc: <http://www.hds.utc.fr/mcc/tbox#>
prefix ttscco: <http://www.hds.utc.fr/tscco/tbox#>

SELECT * FROM <http://www.hds.utc.fr/prel@3/abox#>
WHERE {
?resource rdf:type ttscco:Resource;
tmcc:ResourceID ?resID .
FILTER(?resID = "resource_ID")

In order to validate the effectiveness of mood monitoring, we asked two male
teachers to undergo a sequence of search processes while Moodflow@doubleYou
platform monitors their mood. Teacher A is a novice teacher aged under 30
years old with less than 5 years of experience while Teacher B is an intermediate
teacher over the age of 30 with 5-10 years of experience. Both teachers are
in the field of computer science. The two teachers are staying in two separate
rooms and are trying to search for resources to illustrate some concepts in their
courses. The two teachers are asked to use the same four keywords and they get
the same list of results for easier comparison. At the end, each teacher stated
which search result has come to his satisfaction. Through the results of this
experiment in the next chapter (Chapter8, Section8.1), we explore the possible
usefulness of sentimental state with contexts of a teacher, and we illustrate its
integration with other contexts.

7.2 Experimental Setup for VIFSTC Feature Selection

A dedicated experimental setup is configured to evaluate the Variance-based Im-
portance Feature Selection for Teacher Contexts (VIFSTC) where the experiment
model is illustrated in Figure7.4 along with the experimental procedure in Fig-
ure?.5, is designed to compare the VIFSTC approach against other algorithms.
Initially, data of teachers is retrieved from the TSCCO ontology using SPARQL
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queries as previously stated. Then, the SWRL reasoning rules are applied to all
teachers to determine their level of expertise and eliminate the repetition among
them. Next, the data is divided into 75% training data and 25% testing data
which allows experiments to be conducted to compare the proposed architecture
to other filtering-based feature selection methods using the same retrieved data,
such as normal variance-based threshold, normal mutual gain information, chi2,
r-regression, f-regression and ANOVA-based one.

Teacher Context
! H Formal H -
Ontology : | Concent : Scenarios
(TCO) : L : 1 "o
A : : Analysis Experiments
: : Features Data P
v H Retrieval H
Y P for Clustering
Management : Each Cont Information Variance-based H
0“101"’3}’ L!M Gain r->  Feature | |
(Mi’c) : Y > Importance Selection H
: : Features Data :
v H Vectorization [~ H Decision Linear
Mood Detection Tree SvC
Ontology H Feature Selection Approach [N : ]
(MDO) . . » Comparison
H ! Bernoulli Multilayer :
Teacher Sentimental RBM Perceptron
and Collaboration
Context Ontology : H H
(TSCCO) Classification Analysis
Ontology . : . e : . .
Feature Selection i Clustering / Classification i Validation / Evaluation

Representation

Figure 7.4: Experiment model for VIFSTC approach.

For comparison purposes, data of teachers is pre-labelled and used with mul-
tiple classification methods to classify teachers to the predefined classes. This
data contains the details of 100 teachers that cover the mentioned categories
of features in Table 6.1. For each teacher, there are 46 corresponding features
that represent the multiple contexts of teacher. After the initial execution of this
approach, it is repeated with each insertion of a new teacher. Afterwards, the
selected features are stored and are used for any further processes. For privacy
concerns, names and contact information of each teacher are eliminated from the
retrieved data and are not considered in the VIFSTC approach. Finally, the train-
ing data is used to train the classifiers: Decision Tree Classifier, Linear Support
Vector Classification (SVC), Bernoulli Restricted Boltzmann Machine (RBM), and
Multilayer Perceptron (MLP). The described experiment is performed for each
variation of data and the obtained results are discussed in the next chapter.

7.3 Experimental Setup for Recommender System

Another experimental setup is configured to evaluate the context-aware peda-
gogical resources recommender approach (CAPRRA) which is compared against
other approaches. In this thesis, three types of contextual filtering are integrated
to the hybrid 2D recommender approach at different phases of the recommenda-
tion process (Chapter6, Section6.2.2). Three different phases of contextual filter-
ing are investigated: prefiltering, postfiltering, and mix-filtering approach named
CAPRRA. Initially, reduced data of teachers are retrieved from the VIFSTC fea-
ture selection phase as previously stated. Then, the reduced data are used to
conduct two types of experiments: scenario, and accuracy evaluation. A scenario
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Figure 7.5: Flowchart of the experimental procedure for VIFSTC
approach.

is designed to evaluate the peer teacher recommendations where teachers collab-
orate with others according to the set of reasoning rules as stated in Algorithm6.
Scenarios provide a predictable and controlled environment for experimentation.



150 Chapter 7. Experimentation

This control ensures that variations in peer recommendations can be attributed
to the specific changes made within the scenario, rather than external factors.
On the other hand, evaluation metrics should be carefully selected to precisely
evaluate the performance of the pedagogical resource recommendations.

The interactions history of teachers is divided into two subsets: 80% of in-
teractions for recommendation process and 20% of interactions for evaluation
process. F1 score, root mean squared error (RMSE), and mean absolute error
(MAE) are among the commonly used evaluation metrics for recommender sys-
tems (Ll et al., 2012). However, RMSE and MAE measure the accuracy of pred-
icated ratings against the actual ratings which do not align with the objective
of the pedagogical resource recommendations (Lu et al., 2012). The success of
a pedagogical resource recommender system depends on suggesting resources
that match preferences and contexts of teachers. RMSE and MAE lack the ability
to capture the nuances of teacher preferences and contexts.

F1 score serves as a more suitable evaluation metric for recommender sys-
tems as it considers the balance between precision and recall (Lu et al., 2012).
The F1 score has the ability to balance the trade-off between precision and recall
which harmonizes the significance of both false positives and false negatives,
aligning perfectly with the core objective of a recommender system(Lu et al.,
2012). Therefore, the choice of F1 score is well-suited for CAPRRA due to its
incorporation of precision and recall, as both aspects are crucial in the educa-
tional context. Precision ensures that the pedagogical resources recommended
are highly relevant, reducing the risk of overwhelming teachers with irrelevant
content. Recall, on the other hand, guarantees that a substantial portion of rele-
vant resources is not overlooked. F1 score can be computed as follows:

_ 2 x Precision x Recall

Fl = (7.1)

Precision + Recall
Where:
True Positives

Precision = True %ositiges.tﬂ— False Positives
— rue Positives
Recall = True Positives + False Negatives *

Throughout this evaluation process, the terms True Positives (TP), False Posi-
tives (FP), True Negatives (TN), and False Negatives (FN) are widely used in the
precision and recall calculations. True positives (TP) are pedagogical resource
recommendations where the recommender system correctly recommends rele-
vant pedagogical resources to teachers. False positives (FP) are the cases where
the recommender system incorrectly recommends resources that are not relevant
to the multiple contexts of teachers. True negatives (TN) are the pedagogical re-
sources that are not recommended as they are not relevant to a teacher. False
negatives (FN) are the cases where the system fails to recommend relevant ped-
agogical resources that teachers would find beneficial where they coexist in the
20% subset of the interactions history.

The experimentation of the different recommender approaches is divided into
two types: evaluation with different number of recommendations, evaluation with
the four variations of the data according to contexts as previously mentioned.
The next chapter discusses the results of these experiments in addition to the
discussion of such results.

and




151

Chapter 8

Results

This chapter focuses on the experimental results and findings of the experimenta-
tions regarding the different phases of the pedagogical resources recommender
system for teachers. Section8.1 discusses the behavior and mood of teachers
during the experiments. Mood experiments are evaluated according to the time
spent and resources selected by different teachers for different keywords where
the observed mood and behavior patterns are discussed.

Section8.2 discusses the selection of appropriate features for representing
and distinguishing teachers. It describes the experimentation process and the
impact of different contexts on the accuracy of the selection. The effectiveness
of the VIFSTC feature selection approach is evaluated and compared to other
methods.

The last Section8.3 discusses the experimentation related to the pedagogi-
cal resources recommender system for teachers. The evaluation of the context-
aware pedagogical resources recommender approach (CAPRRA) is discussed by
comparing its results to three different approaches 2D recommender, prefiltering
recommender, and postfiltering recommender. Using F1 score as an evaluation
metric for the pedagogical resource recommender system is a suitable choice.
F1 score balances the trade-off between precision and recall, which is crucial in
an educational context. Additionally, the evaluation is performed according to
different experiments with different number of recommendations, and different
variations of the data. Lastly, we discuss the scenario evaluation to evaluate the
performance of peer recommendations.

8.1 Experiment with Mood Detection

Teachers A and B took 56 and 54 minutes respectively to finish the experiment
which are approximately the same amount of time, as shown in Table8.1 and
Table8.2. However, we observe that Teacher B spent a balanced amount of time
searching for each keyword. On the contrary, Teacher A spent 30 minutes for
the first keyword and afterwards, he was in a hurry to finish the subsequent
keywords. The choices of each teacher are used as a reflection of his experience.
Additionally, it is shown that Teacher A preferred to select only one resource
while Teacher B selected multiple resources in three search operations.

The detected mood explains the search and choice behavior of both teach-
ers. Worthwhile, a person is exposed to a negative or lower-positive mood if
that person accomplished a task or reached a goal. For example, the time spent
by Teacher A to search for keyword 1, is not necessary because he is already



152

Chapter 8. Results

Table 8.1: Experiment summary for Teacher A

Keyword (#) Time (minutes) Selected resource Accumulative
(index) mood (level)

1 30 1 Neutral

2 14 5 Positive

3 7 4 Neutral

4 5 3 Negative

Table 8.2: Experiment summary for Teacher B

Keyword (#) Time (minutes) Selected resource Accumulative
(index) mood (level)

1 20 2,3 Neutral

2 12 3 Neutral

3 12 1,2 Positive

4 10 2,4,5,6 Positive

satisfied with the first search result after 3 minutes only as shown in Fig. 8.1.
The wasted time is an indication of the inexperienced behavior of Teacher A.
Also, this chosen result is the general explanation of multiple concepts and it is
not inclusive of keyword 1. On the other hand, Teacher B took his time to ex-
plore the list of resources and stopped the search process after he reached more
than one satisfying result for keyword 1 as shown in Fig. 8.2. Therefore, more
experienced teachers tend to efficiently evaluate the provided resource recom-
mendations which saves time and effort, while less experienced ones struggle to
act similarly by consuming more time to reach one acceptable result.
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Figure 8.1: Moodflow@doubleYou output for Teacher A.
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Figure 8.2: Moodflow@doubleYou output for Teacher B.

The level of experience helps each subject to achieve a state of emotional
commitment. Teacher A achieved an average absolute deviation AAD of 0.024
for the four keywords while Teacher B achieved an AAD of 0.0208. Accordingly,
we can say that Teacher B was more committed to the assigned task than Teacher
A. The mood is affected by unexpected events, creating unexplained negative
mood in the detected measurement. We can detect an undeniable observation for
Teacher B at the beginning of the search process of keyword 2. He stated that this
event affected his mood negatively which provides a better representation of the
actual context of Teacher B. Through mood detection, we can state that the mood
of a teacher is directly proportional to his level of experience. Throughout this
experiment, we conclude that mood integration while providing the context of a
teacher, allows an expressive description of his actual feedback. The obtained
observations can explain behavior and recommendation choices but knowing the
mood of each teacher summarizes this process.

Hence, the integration of the sentimental state of teachers, as shown in Fig-
ure8.3 and Figure8.4, offers an opportunity to provide recommendations accord-
ing to realistic feedback of teachers. For example, a young teacher, who is search-
ing for a specific educational resource, will be able to find simpler resources but
if his mood is in the negative region, the provided results can be more personal-
ized and mind-teasing to enlighten his mood.

8.2 Experiment with VIFSTC Feature Selection

The main objective of VIFSTC approach is to select the appropriate features to
represent and distinguish one teacher from another which facilitates the recom-
mendation process. In order to achieve this objective, Section 8.2.1 illustrates
the experimentation with different contexts while Section 8.2.2 discusses the ob-
tained results.
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Figure 8.3: A-Box example of integrating the mood of Teacher A
with TSCCO.

8.2.1 Experiments with different contexts

At the beginning, the correlation coefficient is computed for all features, as
shown in Figure8.5. The illustrated heatmap shows that there are dependen-
cies between features which should be eliminated by the feature selection algo-
rithms. Afterwards, the information gain importance is calculated for all features,
as shown in Figure8.6. For example, the feature number 12 "langl=English",
represents English language as the mother tongue of a teacher, is dependent
on several other features, in addition to the obtained low importance using the
information gain method. Therefore, this feature is eliminated by all feature se-
lection methods except for the variance-based threshold method according to the
used scoring algorithm, as shown in Figure8.7. After the above data analysis, the
VIFSTC approach is applied to the dataset as well as the other methods.

The dataset is reduced according to the selected features, as shown in Fig-
ure8.7, corresponding to each method, then, the output data is classified us-
ing various classification methods. Figure8.8 represents the scored accuracy of
each feature selection method with the various classification methods. The re-
sults show that the VIFSTC approach outscores the other approaches across two
classification methods: decision tree classifier and Bernoulli RBM with accura-
cies 80.76% and 15.38% respectively. The obtained accuracies with linear SVC
and multilayer perceptron classifiers are positioned at second best with 65.38%
and 53.65% respectively. When the contextual features related to sentimental
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Figure 8.6: Information gain importance for all features.

state are omitted, the accuracies of the four classifiers are affected by an aver-
age decrement of 1.9% for the VIFSTC approach. The other FS approaches are
greatly affected by the absence of sentimental state with an average decrement of
3.52% across all FS approaches, as shown in Figure8.9. Variance-based threshold
and ANOVA are the most affected with an average decrement of 5.77% and 8.65%
respectively. The absence of features related to the living context, greatly affects
the performance of the VIFSTC approach with an average decrement of 3.84%
while other FS approaches are not equally affected with an average decrement of
0.96% as shown in Figure8.10. The absence of features concerning working con-
text has the most noticeable impact on the performance of all classifiers with an
average decrement of 34.5% across all approaches as shown in Figure8.11. The
average overall performance of the VIFSTC approach outperformed the other ap-
proaches with approximately 1.5% as shown in Figure8.12. The verdicts of these
results are discussed in the following discussion subsection.

8.2.2 Discussion of Feature Selection Experiments

The discussion of the proposed approach is illustrated using three points: im-
portance of ontological representation, effectiveness of feature selection, and
functionality of FCA clustering. The ontological representation before prepro-
cessing of data helps ensuring the consistency of data and its standardization.
Also, it can semantically enrich the quality of data by finding relations between
different concepts. For example, in our knowledge base, the ontological repre-
sentation comprises concepts such as "teacher", "living environment", "working
environment", and "mood", as well as their relationships (e.g., "a teacher, who
lives in a certain living environment, teaches in a certain working environment
and has a certain level of mood"). By developing an ontological representation,
it becomes simpler to find and analyze patterns in data, as well as take person-
alized decisions regarding the preprocessing and analyzing data meaningfully.
Moreover, ontology provides an acceptable level of automation by transforma-
tion and integration of data during the preprocessing phase. In the context of
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Figure 8.8: Classification accuracy of all contexts across all feature
selection methods.

teacher, ontology is used to transform data from different forms and integrate it
into a unified ontological representation. SWRL rules are used to formalize some
concepts such as the level of experience of a teacher as introduced in Table 4.1.
Additionally, it is used to reduce the computational overhead associated with the
following phases by preventing repetition of the insertion process for each new
teacher. The last SWRL rule in Table 4.1 finds if the context of a new insertion
already exists in the dataset. Afterwards, if this teacher exists, the new teacher
is linked with the existing one which stops the execution of the remaining steps.

The effectiveness of the proposed feature selection approach is evaluated by
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Figure 8.9: Classification accuracy without sentimental context
across all feature selection methods.
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Figure 8.10: Classification accuracy without living context across
all feature selection methods.

two types of evaluation: targeted scenarios and accuracy of classification. Eval-
uation by experience assesses these scenarios by checking consistency of the
selected features with their importance in real life. Accordingly, FCA cluster-
ing evaluates the consistency of these scenarios by finding proper intentions
and extensions between selected features and teachers respectively as shown
in Figure8.13. During this evaluation phase, some observations are made that
need to be highlighted concerning the importance of some features during the
selection process. The sentimental state of a teacher is an essential criterion
to be considered due to the recent developments in this modern era (Nashed,
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Figure 8.11: Classification accuracy without working context
across all feature selection methods.
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Figure 8.12: Average classification accuracy across all feature se-
lection methods.

Lahoud, and Abel, 2022). Therefore, features related to the mood of a teacher
should be prioritized over less-important features. The proposed approach suc-
ceeds in selecting mood-related features while other approaches fail to achieve
that such as r-Regression, as shown in Figure8.7. The elimination of the hybrid
teaching style is another example of the effectiveness of the proposed approach,
as it is not a unique style that is used to distinguish one teacher from another.
Only mutual information and ANOVA eliminate this feature from all the experi-
mented approaches along with the proposed one. The features of working con-
text are equally important as shown by the obtained classification accuracies in
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Figure8.11. However, most of the compared FS algorithms fail to select all these
features while our approach succeeds in this task. Therefore, the evaluation by
experience shows that our approach successfully selects essential features to de-
scribe contexts of a teachers.

Context
#1

Context

Context
#3.6

Context
#4

Figure 8.13: FCA generated concepts lattice for the contexts of 4
teachers.

The usage of classification methods acts as a universal metric for evaluation
and testing of the proposed method against other feature selection methods. As
previously illustrated in Section 8.2.1, the effect of each context can be mea-
sured by obtaining the average difference of accuracy across all classifiers for
full dataset and the other three variants. These average differences are 1.37%,
3.3%, and 34.75% for the dataset without living context, sentimental state, and
working context respectively. We can notice that the performances of all classi-
fiers are highly impacted by the absence of the working context. This observa-
tion highlights the fact that features of the working context cannot be eliminated
during feature selection. All compared FS approaches fail to guard features of
working context while the proposed approach selects all of them, as shown in
Figure8.7.

At the end, FCA clustering is performed to construct an ontology-like lattice
structure which is used to interpret the results of FS approaches. Moreover, the
generation of such lattice structures enhances the performance of recommender
systems (RSs) and in this case, teacher-centered ones. FCA profiles a teacher
based on available characteristics which can be used to personalize recommen-
dations for these teachers. One of the benefits of FCA is finding incorporating
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contextual information by identifying common features during a certain context
such as negative mood or specific working area which can help context-aware
recommender systems (CARS) to increase the level of personalization for offered
recommendation. In general, FCA clustering is useful for RSs and especially
CARS which needs more experiments to measure its effect on the level of per-
sonalization for teachers.

8.3 Experiments with Recommender System

In this section, we delve into the results of the experimental phase of evaluat-
ing the performance of the context-aware pedagogical resources recommender
approach (CAPRRA). Through a series of experiments, we assess the effective-
ness of CAPRRA in providing relevant pedagogical resource recommendations to
teachers based on varying conditions. Specifically, we investigate CAPRRA per-
formance under different numbers of recommendations and explore how differ-
ent variations of contextual factors influence its recommendations. Additionally,
we present experiments conducted within peer scenarios to showcase the impact
of semantic rules on the recommendation process. The section is structured into
sub-sections, each focusing on a specific aspect of experimentation and evalua-
tion.

8.3.1 Experiments with Different Number of Recommendations

In the pursuit of evaluating the recommendations provided by the CAPRRA ap-
proach, we turn our attention to the investigation of different numbers of recom-
mendations. The number of recommendations a recommender system generates
(value of K) can significantly impact the user experience. While a higher number
of recommendations K might ensure coverage of diverse resources, it might also
risk overwhelming the teacher with choices. Conversely, a lower number of rec-
ommendations may provide a more focused selection but could potentially miss
out on valuable recommendations.

To explore this trade-off, we conducted a series of experiments where we sys-
tematically varied the number of recommendations (K) generated by the CAPRRA
approach along with the compared approaches. For each value of K, the system
generated recommendations for a group of teachers, and we evaluated the per-
formance using the F1 score. The final F1 score is calculated as the average
across all F1 scores of all teachers.

The outcomes of these experiments, presented in Figure 8.14, exhibit trends
that provide valuable insights into the behavior of the CAPRRA approach with
respect to different numbers of recommendations. As K increases, the precision
tends to decrease while the recall generally increases. This phenomenon is an-
ticipated as the approach aims to cover a broader spectrum of resources, which
might introduce some false positives (resources that are recommended but not
relevant). However, by doing so, the approach enhances its ability to capture
more relevant pedagogical resources, thereby increasing recall.

Interestingly, the point at which the F1 score is maximized (K = 10) can be
identified as an optimal trade-off between precision and recall. This observation
guides the determination of the ideal number of recommendations that should be
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Figure 8.14: F1 scores obtained by the compared recommender
approaches with respect to the different number of recommenda-
tions K.

presented to teachers to strike a balance between the quantity of recommenda-
tions and their relevance.

The Hybrid approach consistently performs competitively across different K
values. It demonstrates decent F1 scores, showing its ability to provide rele-
vant recommendations while incorporating multiple strategies. Interestingly, the
postfiltering approach performs well at lower values of K (e.g., K = 5) with an F1
score of 0.6407. However, its performance drops as K increases, indicating that
the postfiltering technique might not effectively handle larger numbers of recom-
mendations. The prefiltering approach consistently performs well, especially at
higher K values. This suggests that filtering contextual features in advance based
on teacher preferences and contexts can lead to accurate recommendations when
more options are provided. The CAPRRA approach, which is the context-aware
pedagogical resources recommender system proposed in this thesis, shows com-
petitive performance across various K values. It achieves the highest F1 score
in all cases, especially at K = 10, demonstrating its ability to leverage contextual
information to enhance recommendations.

In conclusion, the choice of the number of recommendations K has a notable
impact on the performance of the different approaches. While the prefiltering
and CAPRRA approaches consistently demonstrate competitive results, the per-
formance of the postfiltering approach seems to degrade as the number of recom-
mendations increases. The results also suggest that context-aware approaches
like CAPRRA can effectively leverage contextual information to enhance the qual-
ity of recommendations. These observations highlight the importance of consid-
ering the specific number of recommendations K of the pedagogical resource
domain when designing and evaluating recommendation systems.
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8.3.2 Experiments with Different Context Variations

In this section, we delve into the impact of different contextual variations (as
illustrated in Chapter7) on the performance of the CAPRRA system. Understand-
ing how changes in various contextual features influence the recommendations is
crucial for tailoring the approach to accommodate diverse teacher preferences.

To explore this aspect, we conducted experiments using different variations of
contextual features. Each variation represented a specific configuration of con-
texts: living environment, working environment, and sentimental state (mood).
Each approach generates recommendations by neglecting one context at a time,
and we evaluated the provided recommendations using the F1 score.

The first scenario neglects the contextual features related to the living en-
vironment from the recommendation process, its results are illustrated in Fig-
ure8.15. The 2D hybrid approach maintains relatively consistent performance
across different K values, indicating a moderate dependency on the living en-
vironment context. While the postfiltering approach demonstrates a decrease
in F1 scores across different K values, suggesting that living environment con-
text might play a role in refining postfiltering recommendations. However, the
prefiltering approach shows a consistent performance with higher F1 scores com-
pared to the other approaches, indicating that it is less affected by the absence of
living environment context. Finally, CAPRRA maintains competitive performance
across different K values, showcasing its ability to leverage other available con-
textual factors effectively even when one context is missing.
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Figure 8.15: F1 scores obtained by the compared recommender
approaches while neglecting the contextual features related to the
living environment.

The second scenario involves excluding the contextual features related to
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working environment, its results are visually represented Figure8.16. The pre-
filtering and CAPRRA approaches have relatively the highest and consistent F1
scores across different K values, indicating that they are less influenced by the
absence of working environment context. Additionally, the postfiltering approach
demonstrates a decline in F1 scores, suggesting that the working environment
context might contribute to refining postfiltering recommendations. Finally, the
2D hybrid approach displays the moderate F1 scores, showing a moderate effect
of the absence of the contextual features of working environment.

The elimination of the contextual features related to working environment
has a profound impact on the F1 scores obtained from all compared approaches.
The working environment encompasses critical features such as the type, level
of educational institution, field of science, and specialized education in the in-
stitution. These features strongly influence teachers’ preferences and behavior
within the educational setting. Removing the working environment diminishes
the recommendations process ability to tailor recommendations to individual
teachers, leading to less relevant and applicable suggestions. The absence of
this context also disregards the varying pedagogical resource types, and teach-
ing styles, which are crucial for providing effective and personalized recommen-
dations. Consequently, the resulting F1 scores exhibit a significant drop, under-
lining the pivotal role of the working environment context in enhancing the accu-
racy and usefulness of pedagogical resource recommendations. In contrast, by
acknowledging and utilizing the working environment context, the recommender
approaches can offer more relevant, valuable, and tailored suggestions, enhanc-
ing the overall effectiveness of the pedagogical resource recommendations pro-
vided to teachers.
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Figure 8.16: FF1 scores obtained by the compared recommender
approaches while neglecting the contextual features related to the
working environment.
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In the last scenario, the contextual features related to sentimental state (mood)
are eliminated which results in the F1 scores illustrated in Figure8.17. The pre-
filtering and CAPRRA approaches maintain the highest competitive performance
across different K values, implying that they can provide meaningful recommen-
dations even without considering mood. On the other hand, the postfiltering
approach demonstrates relatively consistent performance, with a slight drop in
F1 scores. This suggests that mood could play a role in enhancing postfilter-
ing recommendations. The 2D hybrid approach showcases moderate F1 scores,
indicating the effect of the absence of sentimental state on its obtained F1 score.
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Figure 8.17: F1 scores obtained by the compared recommender
approaches while neglecting the contextual features related to the
sentimental state.

The average performance of the different recommendation approaches across
all experiments, as shown in Figure8.18, highlights the impact of varying con-
texts on their effectiveness. Among the approaches, CAPRRA consistently achieves
the highest average F1 scores, indicating its robustness in adapting to different
context variations. CAPRRA’s ability to integrate and leverage multiple contex-
tual features, including living environments, working environments, and senti-
mental states, contributes to its superior recommendation quality.

The prefiltering approach also exhibits strong performance across the exper-
iments, showcasing its capacity to maintain high F1 scores even when certain
context features are removed. This suggests that its initial data filtering process,
which focuses on retaining only relevant pedagogical resources, is effective in
generating valuable recommendations regardless of contextual variations.

On the other hand, the 2D hybrid approach, which combines both collabo-
rative and content-based filtering, displays moderate average F1 scores. This
suggests that while the 2D hybrid approach benefits from combining two rec-
ommendation techniques, it might not be as sensitive to context variations as
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Figure 8.18: Average overall F1 scores obtained by the compared
recommender approaches across all experiments.

CAPRRA or as effective in maintaining recommendation quality when specific
contexts are eliminated.

Notably, the postfiltering approach tends to have the lowest average F1 scores
across all experiments. This outcome implies that the postfiltering approach,
which narrows down the recommendation list after an initial set of recommenda-
tions is generated, might struggle to achieve high levels of personalization and
relevance, especially in the absence of certain context features.

Overall, the results emphasize CAPRRA’s adaptability to diverse context vari-
ations and its potential to consistently provide valuable and contextually rele-
vant pedagogical resource recommendations, followed closely by the prefiltering
approach. These findings offer valuable insights for tailoring recommendation
systems to the complex and multifaceted needs of teachers.

8.3.3 Experimentation with Peer Scenarios

While generating the list of teachers’ peer recommendations, our main goal is to
enforce various measures using semantic rules during the peer matching process
to illustrate the impact of applying such rules on a teacher context. The senti-
mental state of teacher, expertise level, work and living environments, and field
of science are the selected concepts in our approach, in addition to language and
teaching style. The usage of SWRL rules to leverage these essential concepts
proved to be effective. The following scenario illustrates the importance of the
SWRL rules in enforcing the desired concepts.

Scenario: Let’s assume that teacher T, is a novice teacher with a nega-
tive mood while viewing a pedagogical resource and the teacher agrees to the
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offered help, as shown in Figure 8.19. Algorithm 7 computes the list of contex-
tual factors as well as their final weights W, for this teacher’s context. The
semantic similarity calculated within contextMatching, indicates that the peer
recommendation T obtains higher similarity score Sim(A,C) than Tp despite
the negative mood of this teacher while viewing the same resource. However,
when the SWRL rules are applied to both recommendations, teacher Tp obtains
higher score Scoreswrr (A, B) than T¢ by enforcing the positive sentimental state
of teacher Ty as well as the teaching style. The sortList function offers the final
list to the teacher in the following order: teacher Ty, teacher T¢.

Wieionar = { <Language,0.2>, <Science,0.4>, <Mood,0.3>, <Working Enviro-
nment,0.35>, <Living Environment,0.1>}
T4 = {{Language 1,Language 2}, Science 1, Negative, Small City, Small City}
Tg = {{Language 1,Language 2,Language 3}, Science 1, Positive, Large City,
Small City}

Tc = {{Language 2,Language 3}, Science 1, Negative, Small City, Small City}

- _1%0.241%0.44+10.34+0%0.35+150.1 __

o) = ol T, = 07"
; — 1x0.2+1%0.44-0%0.3+1%0.35+1%0.1 __

Sim(A,C) = 0.2+0.4+0.510.35+0.1 =078

SCOI’ESWRL(A, B) = 8/10 =038
SCOI’ESWRL(A,C) = 65/10 = 0.65

The illustrated case can result in a different output if the contextual factors
were selected without the mood enforcing approach. As previously stated, the
sentimental analysis of the user has a remarkable impact on the provided results.
In this thesis, we enforce the sentimental state of the teacher by enforcing the
contextual factor f,,,; in Algorithm 8 and by applying the SWRL rules in Table
4.1. If one of these two steps is escaped, the final recommendations are not of
the desired quality. In Scenario 1, the mood contextual factor fails to prioritize
the positive-mood teacher recommendation, but the SWRL rules readjusted the
final recommendations list. Therefore, it can be said that this approach is more
efficient regarding the sentimental state point-of-view.

Accordingly, the mentioned rules can be reordered or modified to obtain dif-
ferent results. For example, if Rule 12 is replaced with a different rule that
matches the precise science field of both compared teachers, the list’s order will
be affected and accordingly the impact of the result on the teacher’s sentimental
state. Moreover, the rules can be increased to adjust the resulting list towards
another approach, resulting in a flexible algorithm that can adapt to the different
teachers’ situations. TSCCO ontology and the SWRL rules provide a human un-
derstandable situation that can be easily evaluated using readable context as in
Figure8.19 and logical rules as in Table4.1. The reviewed approaches target only
a user in a unique situation without any generalization or problem abstraction. At
the end, the provided results in these circumstances, cannot be evaluated except
by the teacher. Hence, the teacher’s evaluation of result list is used to recom-
mend the same peer for other teachers with the same context which enhances
the computing overhead for large datasets used by other approaches.
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8.4 Results Overview

In this chapter, we have delved into the experimental results and findings of the
various experiments conducted in this thesis, focusing on different phases and
aspects.Firstly, the mood detection experiment explores the impact of sentimen-
tal state of teachers on their search and choice behavior during experiments.
Through observations of teachers’ search patterns, behavior, and the time spent
on different tasks, the connection between mood and behavior was established.
The experiment demonstrated that mood plays a significant role in shaping teach-
ers’ preferences and decisions, emphasizing the importance of integrating mood
data in recommender systems.

Afterwards, the experiment of VIFSTC approach delves into the selection of
appropriate features for representing and distinguishing teachers. The VIFSTC
approach was evaluated against various approaches, demonstrating its effective-
ness in retaining key contextual features. The use of classification methods show-
cased the robustness of the VIFSTC approach in feature selection, highlighting
its ability to consider significant context features.

Subsequently, the experiments related to the recommender approaches fo-
cus on evaluating the performance of the context-aware pedagogical resources
recommender approach (CAPRRA). Through a series of experiments, CAPRRA
was compared against other approaches, assessing its effectiveness in providing
relevant pedagogical resource recommendations to teachers under varying con-
ditions. Different numbers of recommendations and variations of contextual fea-
tures are explored to analyze CAPRRA’s behavior and adaptability. Additionally,
the impact of semantic rules on the peer recommendation process is examined
to support the sentimental state of teachers through a peer teacher collaboration
offering.

Overall, the experimental results highlighted the significance of contextual
features, mood detection, feature selection, and the effectiveness of the CAPRRA
approach in the context of pedagogical resource recommendation. The findings
contribute to a deeper understanding of the interplay between teacher prefer-
ences, contextual features, and recommendation approaches, laying the ground-
work for the conclusion of the study and insights for further research.
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Chapter 9

Conclusion

Teachers face complex challenges during their teaching career. Some of these
challenges are addressed in this thesis. These challenges span a broad range,
encompassing the motivational dynamics, the precarious balance between pro-
fessional and personal lives of teachers, the development of self-evaluation skills,
enhancing the learner discipline and behavior, cultural differences, and learner
within specialized areas. The interconnections among these challenges are thor-
oughly examined, unveiling their intricate influence on the teaching process.

One of the foundational findings of this research is the recognition that these
struggles are not isolated but interconnected, implying that addressing one prob-
lem can have a reflected effect on other related challenges. This recognition
paved the way for a comprehensive approach that provides cumulative solutions
capable of simultaneously addressing the research questions.

1. How to represent the multiple contexts of teachers? And how to integrate
data from these different contexts?

2. How taking account the multiple contexts of teachers to recommend suit-
able pedagogical resources to teachers using the most descriptive features?

In order to address these questions, the first question is answered by under-
standing and representing the multiple contexts of teachers. While the second
question is addressed through context-aware pedagogical resource recommen-
dations.

A critical first step was the understanding and representation of the multiple
contexts of teachers. The multifaceted nature of teachers’ professional and per-
sonal lives demanded a holistic approach. To this end, the Teacher Sentimental
and Collaboration Context Ontology (TSCCO) was developed. TSCCO stands as
a testament to the fusion of ontological modeling and semantic reasoning, pro-
viding a structured framework to encapsulate diverse teacher contexts. TSCCO
consists of Teacher-Context Ontology (TCO), Mood-Detection Ontology (MDO),
and the existing MEMORAe Collaboration Context (MCC) ontology. Each of these
components plays a distinct yet interrelated role in the grand tapestry of teacher
contexts.

TCO captures the essential dimensions of living environments, working en-
vironments, and the intricate interplay between these spheres for teachers. It
is within the TCO that the contextual essence of teachers’ experiences is en-
capsulated, allowing for a nuanced and comprehensive representation of their
multifaceted lives. While MDO delves into the realm of sentiment analysis and
emotional states. The MDO recognizes the profound influence of teachers’ moods
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on their interactions with pedagogical resources and their teaching styles. This
component allows for the nuanced integration of sentimental context, enriching
the recommendation process by considering not just the necessities of teachers
but also their sentimental state. The already existing MCC ontology plays an
integral role by incorporating the interactions of teacher with their sentimen-
tal state. Inclusion of the MCC ontology ensures that collaborative contexts are
seamlessly woven into the fabric of the multiple contexts of teachers, offering a
holistic connectivity of their contexts.

These comprehensive ontologies encompass various dimensions, including
living environments, working environments, and sentimental states, offering a
harmonious synthesis of information from disparate sources. The semantic rea-
soning mechanisms further ensure the integration of different data and prevent
redundancy, facilitating a holistic understanding that underpinned subsequent
stages of the pedagogical resource recommendation process.

Addressing the second research question, the heart of this research endeavor
lays in the tailoring of context-aware pedagogical resource recommendations for
teachers. Context-Aware Pedagogical Resource Recommender System (CAPRRS)
represents the culmination of efforts to provide teachers with context-aware rec-
ommendations for pedagogical resources. CAPRRS harnesses the rich tapestry
of the multiple contexts of teachers to tailor recommendations through the care-
ful amalgamation of collaborative and content-based filtering techniques. The
Variance-based Importance Feature Selection for Teacher Contexts (VIFSTC) met-
hodology played a pivotal role in systematically identifying and weighing relevant
features.

Feature selection is a fundamental pre-processing step that optimizes the ped-
agogical resources context-aware recommender system by reducing dimensional-
ity, enhancing interpretability, improving computational efficiency, accommodat-
ing mixed data types, and filtering out noise. The VIFSTC approach is designed
to systematically enhance the efficacy of feature selection within the pedagogical
resources context-aware recommender system. The process commences with the
extraction of ontological feature data. These features, encapsulating pertinent
features of teachers, undergo a transformation from their original feature-value
representation to a vectorized format optimized by a two-step feature selection
process. VIFSTC incorporates two unsupervised filtering algorithms, information
gain and variance-based, that obtains a more balanced selection of features that
considers both the categorical and numerical features.

The task of providing context-aware recommendations in education is a chal-
lenging and complicated process, particularly when considering the multiple con-
texts of teachers. In order to address this challenge, the recommender approach
introduces a methodology that aims to provide two types of recommendations:
pedagogical resources and peer teachers recommendations. These two types ad-
dress the potential solutions elicited through the second research question to
offer help to teachers in the form of aiding pedagogical resources and collabora-
tion with experienced teachers. This approach utilizes the integration of TSCCO
ontology to represent multiple contexts of teachers such as living environment,
working environment, and sentimental state within the collaboration manage-
ment ontology, MCC. The approach first detects the mood of the teacher using
MoodFlow@doubleYou and tracks their activity using the MEMORAe platform.
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Then, the contextual features are extracted and selected carefully, keeping the
mood-related features due to its importance. The contextual features are used at
different phases of the context-aware recommendation process, but the approach
starts with a hybrid 2D recommender approach. The 2D recommender approach
captures the teacher-to-teacher similarity easily captured by user-based collabo-
rative filtering recommender approach as well as the pedagogical resources suit-
ability for a teacher excelled by content-based filtering recommender approach.
Accordingly, the countability of both types of similarities combines the advan-
tages of both approaches.

The context-aware recommender approach of this thesis introduces a piv-
otal framework for context-aware recommendations tailored to the multiple con-
texts of teachers. The approach commences by elucidating the intricate nature
of pedagogical resource recommendation, encompassing both explicit feedback
through ratings and implicit feedback through sentimental state of teachers. It
leverages a hybridization two-dimensional approach that combines content-based
and collaborative filtering techniques. Collaborative filtering leveraged histori-
cal interactions, while content-based filtering incorporated pedagogical resource
data, resulting in comprehensive yet contextually nuanced recommendations.
The consideration of teacher contexts becomes paramount, leading to the con-
ceptualization of context-aware recommendations. Three distinct types of con-
textual filtering - prefiltering, postfiltering, and contextual modeling - are ex-
plored in the context of recommendation, offering insights into the integration of
contextual features in the recommendation process. This exploration results in a
combination of these different contextual filtering approaches called the Context-
Aware Pedagogical Resources Recommender Approach (CAPRRA).

The experimental phase of this research journey provided valuable insights
and findings. Mood detection emerged as a significant factor, shedding light on
the impact of teachers’ sentimental states on their behavior. The connection be-
tween mood and behavior underscored the importance of integrating mood data
into recommender systems, offering a more personalized and effective recom-
mendation process.

The VIFSTC approach, designed for feature selection, demonstrated its effi-
cacy in retaining key contextual features. Utilizing various classification meth-
ods, the approach showcased robustness in feature selection, emphasizing its
ability to consider significant context features.

CAPRRS, the context-aware recommendation system, underwent rigorous eval-
uation in various experiments. Comparative analyses against other approaches
highlighted its effectiveness in providing relevant pedagogical resource recom-
mendations to teachers under varying conditions. The experiments also delved
into the impact of semantic rules on peer recommendations, which supported the
sentimental state of teachers through peer teacher collaboration offerings.

In conclusion, this thesis embarked on a journey to unravel the multifaceted
challenges faced by teachers in the realm of education. Through a comprehen-
sive approach that involved understanding teacher contexts, developing an on-
tology, and crafting a context-aware recommendation system, this research has
contributed valuable insights and potential solutions. The findings emphasize
the importance of considering teacher contexts when providing pedagogical re-
source recommendations. By doing so, we can offer teachers the support they
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need to navigate the intricate landscape of education, enhance their professional
development, and ultimately enrich the quality of education for learners. This
research underscores the significance of context-aware recommender systems in
the field of education and opens the door to further exploration and innovation in
this domain.
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Chapter 10

Perspectives

This final chapter explores the potential avenues for future research and develop-
ment in the context of the proposed context-aware pedagogical resource recom-
mendation system and the broader field of educational technology. The research
conducted in this thesis has paved the way for several short-term and long-term
objectives that hold promise for enhancing the effectiveness of teacher support
and the quality of education.

10.1 Short-Term Objectives

Short-term objectives focus on immediate and feasible advancements that can be
pursued in the near future to build upon the current research.

Refinement of recommendation algorithms: While the Context-Aware Peda-
gogical Resource Recommender System (CAPRRS) has demonstrated its ef-
ficacy, further research can refine and enhance the recommendation algo-
rithms. Experimentation with advanced machine learning techniques, such
as deep learning and reinforcement learning, could improve the accuracy
and personalization of resource recommendations.

Integration of real-time experiments: The incorporation of real-time experi-
mentation into the recommendation process could lead to more dynamic
and context-aware recommendations. This could include monitoring and
analyzing teacher sentiment and learner engagement in real time to adapt
recommendations on the fly, thereby addressing evolving needs.

User experience enhancement: Enhancing the user experience of the recom-
mendation system is crucial. User interface design improvements, user
feedback mechanisms, and user studies can provide valuable insights for
optimizing the system’s usability and effectiveness.

Scalability and deployment: In the short term, efforts should be directed to-
wards making CAPRRS scalable and easy to deploy in various educational
settings. This involves addressing issues related to system performance,
compatibility, and accessibility.

Ethical and privacy considerations: Asrecommendation systems become more
pervasive, addressing ethical and privacy concerns becomes paramount.
Future research should focus on developing robust mechanisms for pro-
tecting user data and ensuring transparent and ethical recommendation
practices.
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10.2 Long-Term Objectives

Long-term objectives encompass more ambitious and forward-looking goals that
may require substantial research and development efforts over an extended pe-
riod.

Multimodal recommendation: The future of recommendation systems lies in
multimodal data integration. Incorporating not only text-based and weblink
pedagogical resources but also audio, video, and interactive content into
the recommendation process can offer a richer learning experience.

Personalized learning paths: Long-term objectives should include the devel-
opment of personalized learning paths for teachers. This involves creating
adaptive curricula that consider individual teacher profiles, preferences,
and progress, guiding them through continuous professional development.

Sentiment-aware recommendations: Building on the insights gained from mood
detection, future work can delve deeper into sentiment-aware recommen-
dations. Natural language processing and sentiment analysis can be inte-
grated to tailor recommendations based on teachers’ emotional states.

Cross-institutional collaboration: Long-term objectives should explore the pos-
sibilities of cross-institutional collaboration. Recommender systems that fa-
cilitate the sharing of best practices and resources among teachers from
different educational institutions can foster a broader and more diverse
community of practice.
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