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Rapid advances in hardware, software, and communication technologies of transportation
systems have come up with both promising opportunities and significant challenges for human
society. Along with improving transportation quality, the increase in vehicles has led to frequent
traffic congestion, especially in big cities at peak hours. Traffic congestion leads to numerous
consequences for the economic cost, environment, human mental health, and traffic safety. Thus,
predicting traffic dynamics towards anticipating the appearance of traffic congestion is an important
task, helping to prevent and mitigate disrupted traffic situations, as well as dangerous collisions at
the end of a jam’s queue.

Nowadays, advances in Intelligent Transportation Systems (ITS) technologies have brought
diverse and large-scale traffic data sets that are continuously collected and transferred between
devices as real-time data streams. Consequently, many Intelligent Transportation Systems (ITS)
services have been developed based on Big Data Analytics, including traffic prediction. However,
traffic contains many varied and unpredictable factors that make modeling, analyzing, and learning
historical traffic evolution challenging. Thus, our proposed system aims to fulfill five following
components for a traffic prediction system: temporal analysis, spatial analysis, interpretability,
streaming analysis, and multiple data scale adaptability to capture historical traffic patterns from
traffic data streams, provide the explicit explanation of input-output causality and enable different
applications with various scenarios.

To achieve the mentioned objectives, we propose an agent model based on dynamic clustering
and adaptive multi-agent system theory to provide continuous learning and cooperative prediction
mechanisms. The proposed agent model comprises two interdependent processes functioning in
parallel: local continuous learning and cooperative prediction. The learning process aims to detect,
at the agent level, different representative states from the received data streams. Based on dynamic
clustering, this process enables continuous updates of the learned database of the representative
states adapting to new data.

Simultaneously, the prediction process leverages the learned database from the learning process,
aiming at estimating the future potential states that can be observed. This process takes into account



the spatial dependency analysis by integrating the cooperation between the agents and their
neighborhood. The interactions between agents are designed based on the Adaptive Multi-Agent
System (AMAS) theory with the set of self-adaptation mechanisms including self-organization, self-
correction and self-evolution, allowing the system to avoid perturbations, manage the prediction
quality and take into account the newly learned information in the prediction calculation.

The conducted experiments in the context of traffic dynamics prediction evaluate the system
on both generated and real-world data sets in various data scales and scenarios. The obtained
results have shown the outperformance of our proposal compared to the baselines when traffic
data expresses high variations. Moreover, the same conclusions drawn from different study cases
enhance the system’s ability for multi-scale applications.



MODÈLE AGENT POUR L’APPRENTISSAGE CONTINU

ET LA PRÉDICTION COOPÉRATIVE BASÉ SUR LES SYSTÈMES

MULTI-AGENTS AUTO-ADAPTATIFS
APPLIQUÉ À LA PRÉVISION DES DYNAMIQUES DE TRAFIC

Le développement rapide des technologies matérielles, logicielles et de communication des
systèmes de transport ont apporté des opportunités prometteuses mais aussi des défis importants
pour la société humaine. Parallèlement à l’amélioration de la qualité des transports, l’augmentation
du nombre de véhicules a entraı̂né de fréquents embouteillages, en particulier dans les grandes
villes aux heures de pointe. Les embouteillages ont de nombreuses conséquences sur le coût
économique, l’environnement, la santé mentale des conducteurs et la sécurité routière. Il est donc
important de prévoir la dynamique du trafic et d’anticiper l’apparition des embouteillages, afin de
prévenir et d’atténuer les situations de trafic perturbé, ainsi que les collisions dangereuses à la fin
d’un embouteillage.

De nos jours, les technologies innovantes des systèmes de transport intelligents ont apporté
des ensembles de données diverses et à grande échelle sur le trafic qui sont continuellement
collectées et transférées entre les dispositifs sous forme de flux de données en temps réel. Par
conséquent, de nombreux services de systèmes de transport intelligents ont été développés basé sur
l’analyse de données massives, y compris la prévision du trafic. Cependant, le trafic contient de
nombreux facteurs variés et imprévisibles qui rendent la modélisation, l’analyse et l’apprentissage
de l’évolution historique du trafic difficiles. Le système que nous proposons vise donc à remplir
les cinq composantes suivantes d’un système de prévision du trafic : analyse temporelle, analyse
spatiale, interprétabilité, analyse de flux et adaptabilité à plusieurs échelles de données pour
capturer les patterns historiques de trafic à partir des flux de données, fournir une explication
explicite de la causalité entrée-sortie et permettre différentes applications avec divers scénarios.

Pour atteindre les objectifs mentionnés, nous proposons un modèle d’agent basé sur le cluster-
ing dynamique et la théorie des systèmes multi-agents adaptatifs afin de fournir des mécanismes
d’apprentissage continu et de prédiction coopérative. Le modèle d’agent proposé comprend deux
processus interdépendants fonctionnant en parallèle : apprentissage local continu et prédiction
coopérative. Le processus d’apprentissage vise à détecter, au niveau de l’agent, différents états
représentatifs à partir des flux de données reçus. Basé sur le clustering dynamique, ce processus
permet la mise à jour continue de la base de données d’apprentissage en s’adaptant aux nouvelles
données. Simultanément, le processus de prédiction exploite la base de données apprise, dans le but
d’estimer les futurs états potentiels pouvant être observés. Ce processus prend en compte l’analyse
de la dépendance spatiale en intégrant la coopération entre les agents et leur voisinage. Les interac-
tions entre les agents sont conçues sur la base de la théorie AMAS avec un ensemble de mécanismes
d’auto-adaptation comprenant l’auto-organisation, l’autocorrection et l’auto-évolution, permettant
au système d’éviter les perturbations, de gérer la qualité de la prédiction et de prendre en compte



les nouvelles informations apprises dans le calcul de la prédiction.
Les expériences menées dans le contexte de la prévision de la dynamique du trafic évaluent le

système sur des ensembles de données générées et réelles à différentes échelles et dans différents
scénarios. Les résultats obtenus ont montré des meilleures performances de notre proposition par
rapport aux méthodes existantes lorsque les données de trafic expriment de fortes variations. En
outre, les mêmes performances obtenues en considérant différents cas d’étude renforcent la capacité
du système à s’adapter à des applications multi-échelles.
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Chapter 1
Résumé de thèse

1.1 Introduction

De nos jours, l’amélioration de la qualité de vie entraı̂ne l’innovation dans divers secteurs pour
répondre aux besoins croissants des consommateurs, y compris le transport. Par conséquent, le
volume croissant de véhicules circulant sur les routes contribue à la formation d’importants em-
bouteillages, surtout aux heures de pointe du matin et du soir. Ces embouteillages engendrent
de graves conséquences sur le trafic notamment dans les grandes villes. Nous notons tout partic-
ulièrement l’augmentation des coûts et du temps de déplacement, les problèmes environnementaux,
les impacts négatifs sur la santé mentale des conducteurs et notamment la dégradation de la sécurité
du trafic causée par les accidents. En effet, le risque de collisions notamment en fin d’embouteillage
est considérablement élevé, surtout lorsque les conducteurs ont un temps de décélération limité.
Ainsi, anticiper l’existence d’un embouteillage nécessitant une réaction rapide des conducteurs est
important pour éviter ou atténuer les conséquences des accidents.

Le système d’alerte de détection d’embouteillage est actuellement une solution prometteuse
pour résoudre ce défi. En exploitant la technologie V2X (communication de véhicule-à-tout), ce
système est capable de transmettre des informations sur le trafic entre les véhicules pour faciliter
à la prise de décision et éviter des situations dangereuses en fin d’embouteillage. Cependant,
la capacité d’anticipation de ce système est limitée par la qualité de la communication entre les
véhicules, telle que la distance faible de communication, la disponibilité du réseau et le débit des
transmissions. Ces limitations réduisent l’efficacité des prévisions fournies, se traduisant par des
temps de réaction insuffisants, une fiabilité réduite des anticipations dans les zones sans réseau et
un manque d’informations anticipées.

Face à ces défis, Continental Digital Services France (CDSF), entreprise du secteur automobile et
société filiale de Continental AG, a proposé un sujet de recherche pour ce doctorat. Ce sujet porte sur
la modélisation et l’anticipation de fin d’embouteillages nécessitant une prévision du trafic précise
et en temps réel. Dans le contexte de la prévision des embouteillages, la prévision du trafic permet
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non seulement de prédire la localisation des embouteillages, mais aussi d’anticiper la longueur
de la file d’attente et les caractéristiques de propagation. En outre, l’obtention d’informations
sur l’évolution des dynamiques futures du trafic permet de prévenir et d’atténuer de manière
proactive la formation d’embouteillages avant qu’ils ne se produisent. En plus, ces prévisions
peuvent apporter un soutien aux centres de contrôle du trafic dans leurs efforts de gestion du réseau
routier et d’allocation efficace des ressources routières.

Dans ce contexte, ma thèse de doctorat approche le défi posé en proposant un système de
prévision du trafic nommé ADRIP (Adaptive multi-agent system for DRIving behavior Prediction),
basé sur les systèmes multi-agents adaptatifs (AMAS : Adaptive Multi-Agent Systems). ADRIP est
capable d’apprendre en continu à partir des flux de données du trafic et d’estimer la prévision de la
dynamique future en temps réel, offrant les propriétés suivantes :

• Dynamique : Le système de prévision est capable d’évoluer en s’adaptant aux changements
de l’environnement de conduite.

• Ouverture : Le système permet aux entités participantes d’entrer ou de sortir sans perturber
son fonctionnement.

• Explicabilité : Le système est capable de fournir une explication entre les données d’entrée et
la prévision estimée.

• Capacité d’application à plusieurs niveaux de trafic : Le système développé peut être utilisé
pour différentes applications à plusieurs niveaux de trafic afin d’analyser l’influence du trafic
dans différentes zones urbaines.

• Sécurité : Il s’agit de la capacité du système à éviter la diffusion de données à caractère
personnel.

1.2 Systèmes de Transport Intelligents et Analyse des Données Massives

Cette partie résume le chapitre 3 Intelligent Transportation Systems and Big Data Analytics.

1.2.1 Systèmes de Transport Intelligents

Le transport est fondamental pour la société humaine, car il permet la circulation des personnes
et des biens à travers le monde. Avec l’évolution rapide de la société, le transport ainsi que les
infrastructures ont continuellement changé pour s’adapter et résoudre des problèmes causés par
l’augmentation du volume et de la densité de véhicules, tels que les collisions, les embouteillages,
etc.

Récemment, les innovations dans le domaine des systèmes embarqués, de l’information et des
réseaux de communication ont entraı̂né le développement et l’installation d’équipements connectés,
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ouvrant la voie à de nouvelles méthodes, appelées les systèmes de transport intelligents (STI). Les
STI apportent des solutions innovantes, d’une part, en fournissant une assistance intelligente aux
conducteurs et à la gestion, et d’autre part, en observant et en analysant les données de trafic pour
améliorer le service. En conséquence, une base de données massive, diversifiée et à grande échelle
est établie. Pour traiter ces données, le concept d’Analyse des données massives pour le domaine du
transport est proposé.

1.2.2 Analyse des Données Massives dans STI

1.2.2.1 Motivations

À l’ère numérique, les systèmes d’information sont devenus omniprésents, entraı̂nant une augmen-
tation des données collectées et partagées à partir de diverses sources. Cette évolution demande
de nouvelles méthodes de traitement et d’analyse de ces données, car la capacité des ordinateurs
n’est plus suffisante pour traiter les données massives en utilisant les méthodes conventionnelles.
Ainsi, depuis plusieurs années, l’analyse de données massives est devenue un sujet de recherche
important dans le milieu académique et industriel, dans tous les domaines de la vie humaine, y
compris la santé, l’éducation, les affaires, l’environnement, l’énergie, les transports, etc. Au vu du
succès de l’analyse de données massives dans de nombreux domaines, leurs applications pour les
STI semblent être prometteuses.

L’adoption de l’analyse de données massives dans les STI a été motivée par l’augmentation des
données de trafic collectées grâce à des technologies innovantes d’exploration des données et à
l’avancement dans la recherche des méthodes de traitement des données. Pour le premier aspect,
les données du trafic sont collectées à partir de différentes sources :

• Données des cartes à puce : Les systèmes de collection automatisée des titres de transport
(AFC) ont été largement déployés dans les systèmes ferroviaires urbains et les réseaux de
transport public, permettant aux STI d’étudier les itinéraires de déplacement des passagers
[22], [118]. En effet, les cartes à puce peuvent capturer les détails essentiels du déplacement et
les informations sur les passagers, telles que les informations personnelles anonymes, l’heure
d’embarquement, la localisation, les informations sur l’origine et la destination, etc.

• Données des capteurs de perception environnementale des véhicules intelligents : De nom-
breux capteurs internes et externes ont été installés, permettant aux véhicules d’obtenir les
données embarquées et de percevoir les informations relatives à l’environnement de con-
duite via des équipements tels que : GPS (le système mondial de positionnement), radars, la
télédétection par laser ou LIDAR, les capteurs de vision, le bus de données CAN.

• Données des communications véhiculaires : La technologie V2X permet aux véhicules con-
nectés d’échanger leurs informations. De plus, le réseau ad hoc de véhicules (VANet) consiste
en des groupes de véhicules et d’infrastructures connectés par des réseaux sans fil, dans
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le but d’étendre la zone de communication et d’améliorer la capacité des communications
véhiculaires.

• Données des capteurs fixes : Les capteurs de position fixe sont regroupés dans les types
suivants : boucle inductive, capteurs magnétiques, processeurs d’images vidéo, capteurs
radar à micro-ondes, capteurs infrarouges, capteurs radar laser et capteurs audio [101]. Ils
mesurent des données telles que le nombre de véhicules (i.e. volume), la vitesse ou la densité
du trafic.

• Données d’autres sources : Des données de trafic sont également collectées à partir des réseaux
sociaux tels que Facebook, LinkedIn, Twitter, etc., via le partage des utilisateurs pour échanger
des informations mises à jour, des annonces et interagir avec les fournisseurs.

Pour traiter ces données, plusieurs modèles d’intelligence artificielle (IA) ont été développés, no-
tamment basés sur l’apprentissage automatique, catégorisés en 4 types d’apprentissage : l’apprentissage
non supervisé, l’apprentissage supervisé, l’apprentissage par renforcement et l’apprentissage semi-
supervisé. Ces méthodes permettent aux STI d’extraire des informations utiles à partir des données
de trafic et d’estimer des recommandations ou des prévisions de trafic.

1.2.2.2 Avantages et Défis

Ainsi, de nos jours, la méthode d’analyse des données massives est largement appliquée dans
les STI, adressant différents aspects, y compris : l’analyse et prévision des accidents du trafic,
la prévision du trafic, la planification du transport en commun, la planification d’itinéraires
personnels, la gestion et contrôle des transports ferroviaires et la maintenance des biens. Cette
méthode a montré ses avantages par rapport aux méthodes classiques pour les STI notamment :

• La capacité à modéliser des scénarios de trafic complexe et dynamique et à capturer des
schémas imprévisibles sans hypothèses ;

• L’adaptabilité en temps réel aux changements de l’environnement de conduite en étudiant les
flux de données ;

• Le passage à grande échelle avec des volumes importants de données, la variété et la haute
vitesse de transmission des données ;

• La capacité à obtenir des informations directement à partir des données, offrant ainsi une
meilleure connaissance des patterns de trafic irréguliers et imprévisibles.

Malgré les avantages acquis, la mise en place d’une méthode d’analyse de données massives
dans les STI, notamment la méthode de prévision du trafic basée sur des données, est un véritable
défi. Afin d’obtenir une performance adéquate, cette méthode doit être capable de répondre à
plusieurs éléments. Premièrement, l’analyse de la dépendance temporelle et spatiale à long terme
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doit être intégrée dans les méthodes de prévision du trafic afin de capturer les propriétés temporelles
telles que la saisonnalité, la dépendance non linéaire, etc., ainsi que l’interdépendance entre des
segments de route dans le réseau routier. Deuxièmement, l’adoption d’une analyse continue pour
le flux de données est importante pour intégrer les nouvelles informations du trafic au modèle et
fournir des prévisions à jour. Cet élément pose également un nouveau défi concernant l’équilibre
entre la complexité du modèle pour assurer une analyse complète des dépendances et la flexibilité
du modèle pour les mises à jour dynamiques. Troisièmement, la prise en compte de l’explicabilité
du modèle est également nécessaire pour fournir une explication explicite de la causalité entre les
données en entrées et la sortie du système. Enfin, un modèle prédictif du trafic qui fonctionne
bien à différentes échelles de données peut être intéressant pour étudier les influences du trafic
entre les différentes zones urbaines.

1.3 État de l’art

Cette partie résume le chapitre 4 State of the Art of Traffic Prediction.
De nombreuses études existantes se sont concentrées sur la prévision de la dynamique du

trafic en estimant la vitesse moyenne, le volume ou la densité du trafic pour différents horizons de
prévision. Selon le contexte considéré et le cadre étudié dans cette thèse, nous nous concentrons
uniquement sur l’analyse des approches de prévision du trafic basées sur l’analyse des données
massives. Nous classons ces modèles en trois groupes principaux en fonction des techniques
utilisées : modèles basés sur les séries temporelles, modèles basés sur le clustering et modèles
basés sur les réseaux neuronaux.

1.3.1 Modèles basés sur les séries temporelles

Les modèles basés sur les séries temporelles expriment les prévisions via une formule mathématique
proposant une combinaison linéaire de différents termes tels que les données précédentes, le
bruit aléatoire, la propriété saisonnière, la moyenne mobile, etc. Parmi ces modèles, les modèles
paramétriques et notamment la famille des modèles ARIMA sont les plus connus pour la prévision
du trafic. Ils montrent la dépendance linéaire des valeurs futures par rapport aux valeurs précédentes
(Auto-Regressive - AR) et aux séries de bruit aléatoire (Moving Average - MA) avec l’hypothèse de
stationnarité. ARIMA, une version étendue de ARMA appliquée à [134], [26] et [110], peut traiter
des données non stationnaires. Dans [188], la propriété de saisonnalité est incluse dans le modèle de
prévision, appelé SARIMA, ce qui permet d’améliorer la performance de la prévision quand le trafic
contient des patterns répétés. Certains modèles plus récents peuvent traiter les relations spatiales,
comme les modèles multivariés appelés VARMA (Vector Auto-Regressive Moving Average) et
STARIMA (Space-Time Autoregressive Integrated Moving Average). Les résultats obtenus dans [95]
et [130] ont démontré l’amélioration des performances de prévision par des modèles multivariés
appliqués à de grands réseaux avec un grand nombre de capteurs.
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Ces modèles sont très explicites et clairs pour comprendre les relations entre les paramètres et
les sorties. La mise en œuvre et l’exécution de ces modèles ne nécessite pas de grandes capacités de
calcul. Ils peuvent atteindre de bonnes performances dans des trafics réguliers. Cependant, ils ne
peuvent résoudre que des problèmes linéaires avec des fortes hypothèses imposées sur les données
de trafic, ce qui n’est pas adapté aux applications complexes et aux données de trafic irrégulier.

1.3.2 Modèles basés sur le clustering

L’approche basée sur le clustering est l’une des méthodes non supervisées la plus connue, appliquée
à divers aspects de l’intelligence artificielle, notamment la classification, la détection de modèles,
la prévision, etc., permettant de découvrir la structure des ensembles de données analysés. Elle
répartit les données d’entrée dans différents groupes en fonction de leur similarité. L’interprétation
est donc facilitée par la compréhension du critère de regroupement et de la définition de la distance
de similarité.

Les modèles de clustering ont été appliqués à la prévision du trafic pour les aspects temporels
et spatiaux. Pour l’application temporelle, le modèle K-Nearest Neighbor (KNN) a été étudié
dans [203] et [30] pour regrouper des séquences de flux de trafic similaires au cours d’une fenêtre
temporelle fixe. La prévision est ensuite estimée en calculant la moyenne des états suivants à partir
des observations historiques appartenant au même groupe. De plus, DBSCAN (Density-Based
Spatial Clustering of Applications with Noise) a été utilisé dans [157] et [161] pour détecter et
prévoir les embouteillages ou les situations de trafic anormales. Le GMM (Gaussian Mixture Model)
[149] a été appliqué en hybridation avec le réseau bayésien pour la prévision du trafic à l’échelle
du réseau, montrant ses avantages en termes d’explicabilité, de généralisation et d’efficacité. Le
clustering agglomératif a été appliqué dans [15] pour une méthode d’estimation et de prévision de
l’état du trafic local basée sur des données dynamiques. Cette méthode montre la flexibilité de cette
approche dans l’incorporation de variables explicatives supplémentaires.

En outre, pour le clustering spatial, les modèles de clustering sont appliqués pour le parti-
tionnement des routes. En effet, de nombreuses études ont démontré les avantages des relations
spatiales entre les routes voisines pour améliorer les performances de prévision pour étudier la
propagation du trafic ou pour adapter le modèle aux caractéristiques des routes. Dans [91], [156],
les auteurs appliquent l’algorithme K-Means pour la localisation des routes afin de regrouper les
réseaux urbains. Pour cela, ils définissent la nouvelle matrice de similarité entre les observations et
appliquent l’algorithme N-cut pour la décision de regroupement. Un autre travail présenté dans
[36] applique différentes méthodes de partitionnement pour diviser le réseau en groupes et utilise
un modèle de prévision adaptatif pour chaque groupe.

Récemment, de nombreux travaux ont visé à construire des modèles de clustering pour l’aspect
temporel et spatial. La régularité du trafic a été étudiée à l’aide d’une carte 3D, qui consiste en
une partition conjointe de l’espace (liens du réseau routier) et du temps (observations de séries
temporelles) appliqués à la détection des embouteillages présentée dans [119] et à la prévision du
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trafic dans [35] et [37].
Les modèles basés sur le clustering ont élargi leur utilisation pour les problèmes de prévision du

trafic en raison de leur explicabilité et de leur capacité à s’appliquer sans hypothèses spécifiques
sur les données. Cependant, la performance des modèles basés sur le clustering dépend fortement
de la sélection de paramètres tels que le seuil de similarité, le nombre de clusters, le nombre
minimum de points de données requis pour définir un cluster, etc. Cet inconvénient impacte la
reproductibilité et la robustesse de ces modèles.

1.3.3 Modèles basés sur les réseaux neuronaux

Des recherches récentes dans le domaine de la prévision du trafic ont mis en évidence les promesses
des modèles basés sur les réseaux neuronaux (NN) dans le traitement et l’analyse des données
massives à grande dimension. Grâce aux progrès au niveau des puissances de calcul et des
traitements graphiques, les ordinateurs peuvent exécuter des modèles d’apprentissage utilisant des
données de trafic plus complexes et capturer des niveaux de dépendance plus élevés.

Le réseau de neurones à action directe (FFNN), un réseau neuronal simple, a été utilisé dans [170]
pour estimer plusieurs étapes des prochains flux de trafic sur plusieurs segments de route. De plus,
cette méthode est utilisée dans [106] et [145] avec succès pour estimer la prévision du trafic dans
des scénarios complexes. Les modèles basés sur les RNN (réseaux neuronaux récurrents), tels que le
réseau récurrent à mémoire courte et long terme (LSTM) ou le réseau récurrent à portes (GRU), sont
spécialement conçus pour traiter les problèmes de dépendances à long terme. Leurs applications
sont présentées dans [123], [174], [197] et [201], soulignant leur efficacité dans la prévision du
trafic. Des approches récentes, notamment les réseaux neuronaux convolutifs (CNN) et les réseaux
convolutifs graphiques (GCN), visent à intégrer la modélisation de la corrélation spatiale dans
les modèles précédents. Les travaux dans [124], [41], [206] et [89] démontrent une amélioration
significative de la précision de la prévision avec l’intégration de la dépendance spatiale dans le
modèle.

Malgré le progrès significatif des modèles basés sur les réseaux neuronaux dans l’amélioration
de la qualité de la prévision du trafic, ces modèles rencontrent des limitations liées à la complexité
du modèle et à leur caractère de ”boı̂te noire”. En effet, ces méthodes demandent une capacité de
calcul très élevée et ne peuvent pas fournir une explication explicite de la fonctionnalité du modèle.

1.3.4 Discussion

Approche Modèle Modélisation
temporelle

Modélisation
spatiale

Analyse
continue

Explicabilité Flexibilité

Modèles
basés sur
les séries
temporelles

ARIMA + - - - - ++ - -
SARIMA + - - - - ++ - -
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Modèles
multivariés

+ + - - ++ - -

Modèles
basés sur le
clustering

Clustering
temporel

+ - - - ++ +

Clustering
spatial

+ + - - ++ +

Modèles
basés sur
les réseaux
neuronaux

FFNN + - - - - -
RNN ++ - - - - - -
CNN ++ + - - - - -
GNN ++ ++ - - - - +

Table 1.1: Liste comparative des modèles de prévision du trafic

Après avoir effectué une étude sur l’état de l’art des méthodes de prévision du trafic, la Table
1.1 fournit une évaluation par rapport aux cinq critères que nous avons identifiés pour obtenir
une performance adéquate du modèle prédictif. Selon cette table, aucune des méthodes existantes
ne peut répondre à tous ces critères. Dans les sections suivantes, nous présentons le clustering
dynamique et le paradigme multi-agent. Le clustering dynamique offre une méthode d’analyse
efficace pour les flux de données, tandis que les systèmes multi-agent sont bien connus pour
la résolution de problèmes complexes. Ils sont largement utilisés dans divers domaines pour
résoudre des défis similaires à ceux rencontrés dans la prévision du trafic et ont obtenu des résultats
prometteurs. Grâce à leurs propriétés, nous basons notre proposition sur ces techniques afin de
répondre aux cinq critères mentionnés.

1.4 Clustering dynamique

Cette partie résume le chapitre 5 Dynamic Clustering.

Dans le monde numérique, les données sont transférées, collectées et stockées automatiquement,
à grande échelle et en flux continu. Par conséquent, nous observons des séquences massives et
illimitées de données transférées chaque seconde, appelées flux de données. Le flux de données
est défini comme une séquence de données qui arrivent continuellement dans le système, avec
une taille infinie, une distribution inconnue et non stationnaire. Ces caractéristiques exigent une
nouvelle approche conçue pour résoudre les défis posés par l’évolution des flux de données. Parmi
les nombreuses méthodes de traitement du flux de données, le clustering dynamique est reconnu
pour sa capacité à s’adapter aux changements structurels par des comportements tels que la création
de nouveaux clusters, la fusion de clusters existants, la division d’un cluster existant en plusieurs
clusters, la suppression d’un cluster et l’ajustement des clusters.

Grâce à ces propriétés intéressantes, de nombreux algorithmes du clustering dynamique sont
développés tel que le Gaz Neuronal, les méthodes hiérarchiques, les méthodes de partitionnement,
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les méthodes basées sur la densité ainsi que les méthodes basées sur les agents.

Ces algorithmes sont appliqués pour résoudre divers problèmes dans différents domaines :
Internet des objets (IoT) [97], [98], [18], [65], Géochimie [25], [44], Protection des données person-
nelles [167], Détection des intrusions dans les réseaux informatiques [88], [103], Graphe du Web
[104], Système de transport intelligent [9], Médical [193], Segmentation de la clientèle [34], [122] et
Analyse des marchés financiers [79], [21].

L’application du clustering dynamique est nouvelle pour les STI. Cependant, dans le cadre
de l’exploration et de l’analyse des données des STI, le clustering pour la détection des modèles
de trafic est un sujet important car il permet d’améliorer les stratégies de gestion du trafic afin
d’améliorer l’efficacité et la sécurité des transports urbains. En effets, certaines caractéristiques
spécifiques des données du trafic exigent un nouvel algorithme, intégrant les propriétés suivantes :
(1) des changements structurels dynamiques et flexibles pour prendre en compte les nouveaux
comportements des données, (2) un traitement en ligne pour s’adapter à une fréquence élevée
d’arrivée des données, (3) des critères de regroupement dynamiques, (4) un traitement de données
hétérogènes et (5) un stockage efficace des données pour un volume massif de données. Basés sur
les avancés du clustering dynamique et des défis posés par le contexte des STI, nous proposons un
nouvel algorithme de clustering dynamique et l’intégrons dans notre système de prévision.

1.5 Systèmes multi-agents

Cette partie résume le chapitre 6 Multi-Agent System.

Face aux problèmes complexes et réels, les méthodes de modélisation conventionnelles ne sont
plus adaptées en raison du grand nombre de composants, de l’environnement ouvert et dynamique,
ainsi que des diverses interactions entre eux, conduisant à de nombreuses situations imprévisibles.
Une nouvelle approche, appelée système multi-agent (SMA), est reconnue comme une solution
efficace pour résoudre des problèmes complexes grâce au calcul distribué et au contrôle décentralisé
au niveau de l’agent.

Dans les SMA, les agents sont des entités autonomes qui possèdent leurs propres compétences,
règles de décision et objectifs. Ils évoluent dans l’environnement du système tout en ayant une
connaissance partielle de celui-ci. Ils sont capables d’interagir les uns avec les autres et avec
leur environnement. Chaque agent effectue un cycle de vie continu comprenant trois étapes : la
perception, la décision et l’action. Durant la première étape, les agents perçoivent de nouvelles
informations à partir de leur environnement. Lors de l’étape de décision, les agents choisissent
une action en fonction de leurs perceptions de l’environnement. Dans la dernière étape, les agents
exécutent l’action sélectionnée à l’étape précédente et modifient localement leur environnement.

Un SMA est ainsi composé d’un ensemble d’agents interactifs, qui peuvent être de même type
ou de types différents. Chaque agent possède un objectif et une fonction locale définie en fonction de
son objectif. Par leurs interactions locales, la fonction globale du système émerge, nous parlons ainsi
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de phénomène d’émergence. Dans le cadre de la théorie AMAS, les interactions locales des agents
sont guidées par la coopération. Le comportement coopératif des agents leur permet d’organiser
leur relation d’une manière autonome et de s’auto-adapter à des évènements dynamiques. Ainsi,
déterminer les cas de non-coopération et proposer des solutions sont des tâches importantes dans
la conception d’un AMAS.

La capacité de calcul distribué et de contrôle décentralisé des AMAS est adaptée pour résoudre
des problèmes complexes dans les STI, qui impliquent de nombreux éléments interactifs et le concept
de service centré sur l’utilisateur. En effet, les AMAS ont été utilisé pour diverses applications dans
le domaine des STI, notamment la simulation, le contrôle et la gestion des STI [126], [74], [165], et
[49]. Ces applications ont démontré l’efficacité des AMAS pour les STI, renforçant l’optimisme
quant à leur utilisation dans la résolution des problèmes de prévision du trafic.

1.6 La prévision du trafic routier à différentes échelles

Cette partie résume la définition du problème de la prévision du trafic routier à différentes échelles
qui est détaillée dans le chapitre 7 ADRIP - Adaptive multi-agent system for DRiving behaviors Prediction,
section 7.1.

La gestion du trafic routier est devenue de plus en plus difficile et complexe dans le contexte
actuel du réseau routier et de son infrastructure. Cette complexité est due au nombre croissant de
véhicules, à l’intégration d’équipements de circulation intelligents et à la nature complexe de la
topologie du réseau routier. Ces facteurs entraı̂nent de nombreuses interactions possibles entre des
entités hétérogènes, notamment physiques et logiques, dans un environnement dynamique. Par
conséquent, l’adoption d’une approche multi-niveau, intelligente et distribuée est précieuse pour la
gestion du trafic, tel qu’une architecture à multi-niveau utilisant l’approche multi-agents.

1.6.1 Architecture du réseau routier

Nous proposons une architecture adaptée à notre étude, présentée dans la figure 1.1 (à droite),
basée sur l’architecture hiérarchique du réseau routier multi-agents proposée par [96] (à gauche).
La définition des entités du réseau routier est présentée du niveau microscopique au niveau
macroscopique :

• Véhicule (niveau 1) : les entités au niveau le plus bas de l’architecture du réseau routier. Ils
collectent les données de véhicule à haute fréquence le long de leurs itinéraires et partagent ces
données avec d’autres entités de l’architecture du réseau routier grâce à la connectivité V2X.

• Capteur fixe (niveau 2) : ce niveau concerne les capteurs installés sur le segment de route
permettant la collecte de données agrégées à partir des véhicules qui se croisent, telles que la
vitesse moyenne, le nombre de véhicules, etc.
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Figure 1.1: Architecture hiérarchique du réseau routier multi-agents proposée par [96] (à gauche) et
son extension pour cette étude (à droite).

• Segment (niveau 3) : ce niveau concerne les entités logiques associées aux segments de route.
La division de l’infrastructure routière en segment suit la définition proposée par Open Street
Map (OSM).

• Sous-réseau (niveau 4) : un sous réseau est représenté pour une entité logique gérant la
dynamique du trafic au niveau d’un groupe donné de segments (e.g. autoroutes, quartiers,
villes, etc).

• Réseau (niveau 4) : Le niveau le plus macroscopique de l’infrastructure, il contient l’entité
logique liée au réseau routier géographique étudié.

Dans l’architecture proposée, les entités communiquent avec d’autres entités du même niveau
ou à des niveaux différents. Dans cette communication flexible, chaque entité du réseau routier
peut jouer deux rôles : l’entité fournissant des données, qui collecte des données sur le trafic et
partage ses observations avec des entités à d’autres niveaux, et l’entité de traitement, qui perçoit
des données à partir des autres et estime la prévision du trafic. L’entité fournisseur de données se
situe toujours à un niveau plus bas que l’entité de traitement.

1.6.2 Problème de prévision du trafic multi-échelles : Définition

Nous définissons ainsi le problème de prévision du trafic multi-échelle considéré dans notre étude
par :

Étant donné un flux de données de trafic DS = {DPT s1 , . . . , DPT st , . . . , DPT sN
} constitué d’une

séquence de N points de données (DP) arrivant pendant les timestamps Ts1, . . . , T st, . . . , T sN et
envoyés par des entités fournissant des données, les entités de traitement analysent et apprennent,
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à chaque Tsi, les DPT si perçus et calculent les prévisions de trafic pour les timestamps futures
(jusqu’à l’horizon de prévision requis).

1.7 ADRIP - Adaptive multi-agent system for DRIving behaviors Pre-
diction

Cette partie résume la présentation d’ADRIP détaillée dans le chapitre 7 ADRIP - Adaptive multi-agent
system for DRiving behaviors Prediction.

Pour résoudre le problème de prévision du trafic à différentes échelles, nous proposons le
système ADRIP (Adaptive multi-agent system for DRIving behaviors Prediction) possédant les
caractéristiques suivantes :

• apprentissage continu : L’adaptation du comportement d’ADRIP aux changements de
l’environnement.

• apprentissage local : processus de distribution de l’apprentissage du modèle au niveau de
l’agent pour renforcer l’ouverture du système, décentraliser le stockage et la collecte des
données et réduire le temps de calcul, ce qui permet un traitement en temps réel des flux de
données de trafic.

• explicabilité du modèle : la capacité d”ADRIP à fournir l’explication de la causalité entrée-
sortie.

• prévision coopérative : processus de collecte des données nécessaires à une prévision précise
basé sur l’interaction coopérative entre les entités.

• forte flexibilité du modèle : la capacité d’instancier ADRIP pour la résolution de diverses
applications.

1.7.1 ADRIP : Architecture générale

L’architecture générale d’ADRIP est présentée dans la figure 1.2. ADRIP se compose de deux
processus principaux : processus d’apprentissage local (L-ADRIP) et processus de prévision
coopérative (P-ADRIP).

Le processus d’apprentissage est composé d’un système de clustering adaptatif et dynamique
basé sur un SMA pour détecter localement différentes dynamiques de trafic à partir du flux de
données transmis des entités fournissant les données aux entités la traitant. Le processus consiste
à regrouper les données dans différents clusters, chacun représentant une dynamique de trafic.
L’ensemble des clusters construits constitue une base de données locale apprise par une entité de
traitement. Pour effectuer le clustering dynamique, L-ADRIP définit deux types d’agents : Agent
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Figure 1.2: ADRIP : Architecture générale

donnée représentant une donnée (une dynamique du trafic) et Agent cluster représentant un cluster.
Un nouvel agent donnée interagit avec des agents cluster existants pour intégrer la dynamique
qu’il présente dans le système. Leurs interactions sont illustrées dans la Figure 1.3. Le nouvel agent
donnée recherche une liste d’agents cluster similaires en envoyant une demande à tous les agents
cluster existants. Ces derniers communiquent en évaluant leur degré de similarité. Trois cas sont à
distinguer :

• Si aucun agent cluster existant est similaire, l’agent donnée crée un nouveau cluster pour sa
donnée.

• S’il existe plusieurs agents cluster similaires, ces agents s’auto-évaluent pour décider s’ils
doivent fusionner.

• S’il existe un agent cluster similaire, cet agent est ajusté pour prendre en compte la nouvelle
donnée.

Simultanément au processus d’apprentissage, le processus de prévision P-ADRIP exécute
une méthode de prévision coopérative qui fournit des estimations de prévision du trafic jusqu’à
l’horizon de prévision requis. Pour effectuer le calcul des prévisions, P-ADRIP définit un agent
analyse.

• Agent analyse (AA) : un AA est associé à chaque entité de traitement de données, il est
responsable du calcul de la prévision.
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Figure 1.3: Diagramme d’interaction et règle de décision dans le L-ADRIP

L’AA est capable d’analyser la base de données locale issue du processus d’apprentissage au
sein de l’entité de traitement et de coopérer avec les AA des entités de traitement voisines afin
de rassembler les informations nécessaires au calcul de la prévision. La définition du voisinage
d’une entité du réseau routier dépend des applications qui visent à étudier la propagation de la
dynamique du trafic. Le processus de prévision prend donc en compte les dépendances spatiales. Le
comportement de l’AA suit les étapes illustrées dans le schéma 1.4. Le principe de ce comportement
est, étant donné une configuration du trafic constitué localement sur un ensemble de segments
voisins à un instant donné Ts, de déterminer la configuration la plus similaire dans le passé, appelée
la configuration historique. La prédiction est alors définie comme la dynamique du trafic qui a été
observé après cette configuration historique similaire. Cette prédiction dure aussi longtemps que
la dynamique du trafic sélectionnée a duré dans le passé. Si l’horizon de prévision n’atteint pas
l’horizon demandé, l’AA lance à nouveau l’algorithme de prévision en utilisant comme entrées la
dernière dynamique calculée et son timestamp. Ce processus est répété jusqu’à ce que l’AA atteigne
au moins l’horizon de prévision demandé.

L-ADRIP et P-ADRIP fonctionnent en parallèle pour garantir que les prévisions fournies sont
à jour et de haute précision. Cependant, il est difficile de maintenir une bonne performance de
prévision à long terme. Pour pallier à cela, chaque AA intègre un mécanisme d’auto-correction
permettant de détecter et corriger les mauvaises prévisions. Concrètement, l’AA compare la
dynamique du trafic prévue par P-ADRIP et celle observée par L-ADRIP. Si la différence entre les
deux dépasse un seuil de similarité prédéfini, l’AA recalcule la prévision en utilisant la configuration
actuelle. En effet, ce mécanisme permet de réduire la dégradation des performances de prédiction à
long terme.
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Figure 1.4: Les étapes du processus de prévision dans le P-ADRIP

1.7.2 Généricité du comportement d’ADRIP

ADRIP est présenté comme une solution générique capable de résoudre les problèmes de prévision
du trafic à différents niveaux de l’architecture du réseau routier étudié. Ses comportements sont
décrits par l’échange de données sur le trafic entre les entités fournissant les données et les entités de
traitement et par l’estimation de la prévision au niveau des entités de traitement. Ainsi, appliquer
ADRIP nécessite de spécifier deux éléments principaux qui s’adaptent aux scénarios envisagés.
Le premier élément concerne les caractéristiques des flux de données de trafic utilisées comme
entrées et sorties. La représentation de la dynamique du trafic à différents niveaux du réseau
routier peut être variée. Par exemple, les données de trafic collectées à partir des véhicules offrent
des informations microscopiques telles que les profils de conduite individuels. Parallèlement, les
données agrégées collectées par des capteurs peuvent fournir des informations macroscopiques
sur le trafic, telles que le flux ou la densité du trafic. Deuxièmement, la diversité des données sur
le trafic nécessite la prise en compte de mesures de similarité et seuils distincts. Le choix de ces
éléments doit garantir la représentativité de différents états du trafic.

1.8 Instantiation et Évaluation

Cette partie résume l’application d’ADRIP et son évaluation présentées dans le chapitre 8 ADRIP
Instantiations and Evaluations.

Dans le cadre de cette thèse, nous avons instancié ADRIP sur deux cas : prévision du trafic pour
le niveau d’information microscopique (véhicule-segment) et prévision du trafic pour le niveau
d’information macroscopique(capteur-segment). Pour chaque cas, nous détaillons l’instanciation
d’ADRIP, y compris les entités du réseau routier qui jouent le rôle de fournisseurs de données et
d’entités de traitement, la définition de la dynamique du trafic, la définition de la similarité et le
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seuil de similarité adapté.

• Prévision du trafic pour le niveau d’information microscopique (véhicule-segment)

Figure 1.5: Scénario de prévision du trafic pour l’instanciation du niveau d’information micro-
scopique

Entités fournissant des données : un ensemble de véhicules V = v1; v2; ...; vn. Chaque
véhicule suit un itinéraire I segmenté en une séquence de segments de route notés I =
{rds1, . . . , rdsd}.

Entités de traitement : un ensemble de segments de route déterminé en fonction du réseau
routier dans Open Street Map (OSM), leurs points de départ et d’arrivée étant localisés par
des dispositifs GPS.

Figure 1.6: Illustration de MP

L’information du trafic étudiée dans ce scénario est représentée par le Profil de Mobilité (MP)
(l’illustration graphique est montrée dans la figure 1.6 ). Le profil de mobilité est défini comme
la distribution du temps de passage sur le segment par rapport à différentes plages de vitesse.
Avec un MP, il est possible de communiquer aux conducteurs des informations précises telles
que la durée totale du trajet, la vitesse moyenne ou la variation de la vitesse. En outre, par
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rapport à la série temporelle des vitesses, un MP est plus succinct et s’adapte aux restrictions
de mémoire et de temps de calcul pour l’apprentissage continu et la prévision en temps réel.

• Prévision du trafic pour le niveau d’information macroscopique (capteur-segment)

Figure 1.7: Scénario de prévision du trafic pour l’instanciation du niveau d’information macro-
scopique

Entités fournissant des données : un ensemble de capteurs fixes installés sur les segments de
route dans le réseau considéré. Des capteurs peuvent collecter des données agrégées sur le
trafic provenant des véhicules qui se croisent pendant une fenêtre temporelle, telles que la
vitesse du trafic, le flux du trafic, etc. Plusieurs capteurs peuvent être déployés sur le même
segment de route, ce qui permet d’observer différents états du trafic à différents endroits de la
route.

Entité de traitement : un ensemble de segments de route déterminé en fonction du réseau
routier dans Open Street Map (OSM), leurs points de départ et d’arrivée étant localisés par
des dispositifs GPS.

L’information du trafic étudiée dans ce scénario est représentée par le Vecteur d’observation.
Un vecteur d’observation est désigné par OT st = {o1

T st
, . . . , oi

T st
, . . . , oI

T st
}, où oi

T st
représente

les données de trafic provenant du capteur i et I le nombre de capteurs sur un segment de
route donné. Les vecteurs d’observation sur différents segments de route n’ont pas la même
taille, en fonction du nombre de capteurs installés sur le segment de route considéré. Par
exemple, les segments de route de grande longueur ou à voies multiples peuvent être équipés
de plusieurs capteurs afin de capturer des données sur le trafic à différents endroits.

L’évaluation d’ADRIP se fait en deux étapes : l’évaluation du processus d’apprentissage
continu et du processus de prévision coopératif. Le processus d’apprentissage est évalué à l’aide
d’un ensemble de données simulé et réel. Dans le premier ensemble de données, ADRIP a obtenu
de meilleures performances que CluStream en termes de métriques de silhouette. Pour le second
ensemble de données, une évaluation prédictive basée sur le clustering a été réalisée. ADRIP a
démontré son efficacité, en particulier dans les scénarios où les données de trafic présentent une
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grande variation, en surpassant le clustering agglomératif, K-Means et le clustering spectral à l’aide
de la métrique MAPE. Dans les deux cas, la méthode d’apprentissage continu d’ADRIP a montré
son avantage par rapport aux méthodes statiques lorsqu’il s’agit de données à forte variation.

L’évaluation du processus de prévision coopératif comprend la comparaison des valeurs
prédictives avec les observations réelles du trafic, l’évaluation de la précision de la prévision,
l’évaluation du mécanisme d’auto-correction et le stockage des données. Trois points essen-
tiels ressortent de cette évaluation. Premièrement, le mécanisme d’auto-correction s’avère effi-
cace pour corriger les prévisions inexactes et limiter la dégradation de la qualité des prévisions.
Deuxièmement, le nombre d’instances d’activation du mécanisme d’auto-correction reste raisonnable,
ce qui garantit la faible exigence en termes de temps et de coûts de calcul d’ADRIP. Troisièmement,
ADRIP permet un stockage efficace des données tout en maintenant des performances de prévision
adéquates.

En résumé, ADRIP améliore considérablement la prévision du trafic, en particulier dans les
scénarios caractérisés par une forte variation du trafic, en surpassant les méthodes actuelles de
pointe. Il assure également la mise à jour en temps voulu des informations prédites afin de garantir
la précision des prévisions. En outre, ADRIP fait preuve d’efficacité dans le stockage des données,
soulignant sa capacité à gérer et à stocker efficacement les informations tout en garantissant des
prévisions robustes et précises.

1.9 Conclusions et Perspectives

Cette partie résume le chapitre 9 Conclusion and Perspectives. Dans cette thèse, nous avons présenté
ADRIP, une solution générique pour les prédictions dynamiques du trafic à plusieurs niveaux,
basée sur l’approche du clustering dynamique et les systèmes multi-agents.

L’architecture d’ADRIP permet de traiter efficacement les défis du problème de prédiction du
trafic à plusieurs niveaux : L’analyse temporelle est incluse dans le processus d’apprentissage en
étudiant la durée des dynamiques du trafic et la transition entre eux, l’analyse spatiale est traitée
grâce à la coopération entre les agents analyse dans le processus de prédiction, l’analyse du flux est
intégrée dans l’algorithme de clustering dynamique, l’explicabilité claire du modèle est obtenue en
comprenant la décision d’affectation de l’algorithme de clustering et finalement la forte flexibilité
du modèle est obtenue grâce à l’ouverture des systèmes multi-agents.

Dans les expériences menées, ADRIP est instancié sur deux cas : prédictions de trafic pour des
données microscopiques et macroscopiques. Dans les deux cas, ADRIP montre une meilleure
performance pour la prédiction du trafic lorsque les données du trafic expriment de grandes
variations. La performance robuste d’ADRIP pour différents scénarios de test démontre sa capacité
à gérer des échelles de données multiples.

Pour les travaux futurs, de nombreuses possibilités sont intéressantes à explorer pour améliorer
ADRIP. Tout d’abord, nous visons à intégrer le clustering dynamique pour regrouper les segments
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de route présentant des caractéristiques similaires. Cela permettra d’améliorer la qualité de la
prédiction, en particulier en cas de manque de données. Deuxièmement, les critères de comparaison
entre les configurations pourront également prendre en compte la saisonnalité du trafic afin d’aider
ADRIP à détecter les schémas de trafic répétés. Ensuite, une expérience de prédiction du trafic
avec un pourcentage variable de voitures connectées partageant leurs données sera intéressante
à étudier car elle permettra à ADRIP d’approcher les applications du monde réel et d’évaluer ses
performances lorsque les données sont manquantes. En outre, un cas de test appliquant ADRIP pour
les prédictions de trafic à différents niveaux de trafic sera intéressant pour analyser la corrélation
entre les prédictions à plusieurs niveaux de données de trafic.



Chapter 2
Introduction

2.1 Background

Nowadays, the improvement of our life quality has motivated innovations across various aspects,
especially in transportation and human mobility. To answer the increasing demands of consumers,
significant advances have been developed within the transportation system. As a result, the
volume of vehicles in daily traffic shows a rapid increase on our roadways. However, despite the
simultaneous efforts to enhance transportation infrastructure in line with this growth of mobility,
numerous adverse effects have persisted, with the most noticeable being the increase in traffic
congestion during the morning and evening peak hours.

Traffic congestion has evolved into a significant challenge in modern cities due to the severe
inconveniences, including substantial travel expenses, environmental issues, detrimental effects
on human mental health, and especially, degradation of traffic safety. According to [55], congested
traffic leads to increased transportation costs for both individual travelers and businesses due to
prolonged travel times. The increased costs in long traffic congestion mainly arise from higher fuel
consumption due to frequent idling, acceleration, and braking, as well as the extended periods
of non-productive activity. Besides, traffic congestion substantially contributes to the increase of
CO2 emissions. This consequence is primarily due to the stop-and-go traffic conditions associated
with the congestion and the increase in the acceleration and deceleration events experienced by
vehicles [73]. The implications of this effect on human life are evident as CO2 and other greenhouse
gas emissions from traffic are the main contributors to global warming. Global warming, leading
to severe climate changes, is getting more and more attention from governments, authorities,
and societies worldwide. Nowadays, people have already experienced severe events such as
intense floods, wildfires, heat waves, stronger hurricanes, storms, etc. which are consequences of
such climate changes. Additionally, traffic congestion also impacts the human mental health of
drivers during and post-congestion driving. A study with the North York business sector and the
York University [80] showed that driver’s stress is more significant in high congestion conditions.

1
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Stressed and frustrated behaviors can lead to road rage and reduce driver’s health. In addition, the
study in [111] demonstrated that drivers tend to exhibit more aggressive behaviors with degraded
situation awareness and declined speed perception after driving in long congested traffic conditions.
This finding underlines the long-term negative effect of traffic congestion on human cognitive
awareness.

The most critical consequence of traffic congestion that is getting the attention of ITS researchers
is the decrease in traffic safety and reliability due to the accidents, collisions, etc. that are very
likely to happen at the End of Queue (EoQ) where the jam is not totally formed and where the
speed quickly decreases. Indeed, more collisions occur at near locations where the downstream
traffic condition is congested and upstream traffic is free-flow [194], [189]. The risk of rear-end
collision is maximum when the downstream is congested while the upstream reaches its maximum
capacity [114]. Indeed, when the upstream occupancy becomes higher than maximum capacity, if
the approaching vehicles do not intend to gradually alter their velocity before entering the queue,
the collision risk thus increases. Furthermore, the estimates of collision likelihood can be described
following the joint normal distributions, which show the increase in accidents when both temporal
and spatial proximity toward jam queue [115].

The danger at the end of the jam queue is obvious. Thus, anticipating the existence of traffic
congestion leading to a change in the driving behaviors of approaching drivers is necessary to avoid
and mitigate the severity of traffic collisions. Vehicle crash is less severe if the entry vehicle velocity
is low. Meanwhile, the sudden deceleration can cause dangerous rear-end collisions [150], [164],
[136]. Indeed, the lateness of recognition of ahead traffic queue and driving behavior change can
lead to grow the collision risk [115]. Thus, a warning system is necessary to help drivers recognize
and start decelerating far from the end of queue.

From the addressed inconveniences resulting from traffic congestion, it is essential to anticipate
the existence of congestion in advance and predict the position of EoQ. This proactive information
can offer effective solutions to improve the overall quality of mobility, mitigate the negative effects
on the economy and environment, and enhance traffic safety.

2.2 Motivation

Queue Warning System (QWS) nowadays is an interesting topic, especially in connected traffic
environments where the vehicles can communicate with other vehicles and traffic infrastructures
through V2X connectivity (Vehicle-to-Everything).

QWS leverages the Connected Vehicle (CV) technologies to enable vehicles within a traffic jam
queue to automatically broadcast their queue status to the upcoming vehicles and to traffic infras-
tructures. The exchanged messages can contain information such as lane location, traffic density,
rapid required deceleration, etc. This information is transmitted to upcoming vehicles aiming at
preventing rear-end collisions at EoQ. Additionally, the appropriate warnings communicated by

Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions 2



Chapter 2. Introduction

QWS can help approaching vehicles to decrease their speeds safely, make lane change decisions,
or select alternative routes if necessary. The advantages of QWS are significant in case of limited
visibility (e.g. road bends, bad weather conditions, etc.) to extend the vehicle’s horizon or in case
of heavy vehicles to give them sufficient reaction time because of their longer stopping distances.
Especially in the context of Autonomous Vehicles (AV), QWS helps drivers have a better driving
experience with the automated ADAS (Advanced Driver Assistance Systems) deployed in AVs.
Indeed, besides their obvious advantages in improving driving safety, these systems usually bring
many inconvenient driving experiences due to the conflicts of take-over control between drivers
and automated functions, especially in traffic congestion situations [29]. Therefore, the proactive
information provided by QWS allows drivers to manually activate/deactivate the automated brak-
ing systems if necessary or allows AV manufacturers to improve automated systems by adapting
their functions to traffic states. As the global view of traffic management, QWS helps mitigate
traffic perturbations, makes better itineraries for route choices, and reduces the risk of formation of
prolonged traffic congestion.

Numerous queue warning algorithms and communication protocols have been developed to
optimize communications, extract pertinent and succinct information before sending, and provide
long-distance warning capabilities by leveraging the V2X/V2E technologies. Despite the improve-
ments in studied methods, they still have several limitations. Firstly, they are constrained by the
availability of vehicle connections, making them unsuitable for use in dead zone situations where no
network connection exists or bandwidth is limited for the massive amount of data transfers. Second,
the transferred traffic data are based on real-time observation from leading vehicles. Given the
highly dynamic nature of traffic, the conditions observed by leading vehicles may differ from those
encountered by the following vehicles when they arrive at the following road segments. Third,
the warning horizon is limited by the communication range of V2X connectivity, which may not
always provide a sufficient reaction time for vehicles, particularly in cases involving heavy vehicles
or rapidly propagating traffic queues.

Motivated by these challenges, Continental Digital Services France (CDSF), an automotive
company and affiliated company of Continental AG, proposes the research topic for this doctoral
thesis for on-board predicting dynamics of traffic jams towards modeling and anticipating the
End of Queue based on the traffic prediction approach. This topic can contribute to the main
activities of CDSF that aim to develop digital services for connected vehicles, from in-vehicle data
to applications via the cloud.

The traffic prediction approach can offer several advantages across different aspects. In the
context of congestion prediction, the computed traffic prediction holds the potential to not only
predict the location of traffic congestion but also anticipate its queue length and propagation
characteristics. Moreover, gaining insights into the evolution of future traffic conditions empowers
the ability to proactively prevent and mitigate the formation of traffic congestion before it occurs.
Furthermore, these predictions can provide invaluable support to traffic control centers in the
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efforts to systematically manage the road network and allocate resources effectively, including lane
management (opening and closing lanes as needed), dynamic pricing for parking facilities, and the
implementation of adaptive traffic signal systems, all facilitated with a high degree of automation.

2.3 Research contribution

This thesis introduces ADRIP (Adaptive multi-agent system for DRIving behavior Prediction),
which is based on an Adaptive Multi-Agent System (AMAS). ADRIP is capable of continuously
learning from traffic data streams and predicting future traffic dynamics in real time. An adaptive
MAS is composed of multiple autonomous and interacting entities called agents, which can partially
perceive information from the dynamic environment, make decisions based on their perceptions
and knowledge, and cooperate to achieve their local goals. Thanks to the distribution of global
tasks among agents and the decentralization of the system’s functioning, MAS has been proven
to be well-suited for tackling complex problems [33]. Given that the traffic prediction problem
involves numerous connected and interacting vehicles and traffic infrastructure elements evolving
within a dynamic driving environment, ADRIP emerges as a promising solution for addressing
traffic prediction challenges.

The novelty of ADRIP lies in developing two processes:

• L-ADRIP - continuous learning process of ADRIP: utilizing a dynamic clustering method,
aiming at learning historical traffic dynamics from communicated data streams. L-ADRIP
is capable of continuously updating the learned model and database, adapting to new data,
and taking into account the instant changes in the driving environment in the calculation of
traffic prediction. In ADRIP, the learning process is performed at the agent’s level, allowing
for localized learning and adaptation.

• P-ADRIP - cooperative prediction process of ADRIP: designed based on the cooperative
interaction in MAS, aiming at estimating the future traffic dynamics in real-time by leveraging
the learned database from the learning process. P-ADRIP consists of a local prediction
algorithm of each agent, a set of cooperative interactions among related agents, and the
self-adaptation functions as self-organization, self-correction allowing ADRIP to overcome
the potential conflicts that may arise during the exchange of information and enhance its
prediction capabilities.

ADRIP proposes a novel solution for traffic prediction issues whose benefits are shown through
the following characteristics:

• Dynamic: In today’s real-world road network context, traffic exhibits a high degree of
dynamism. Traffic entities and the driving environment undergo rapid and continuous
changes. Therefore, the traffic prediction method taking place in this condition must evolve
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alongside these dynamic conditions to ensure its relevance and long-term sustainability. With
the continuous learning process, ADRIP allows the integration of the new changing states of
the surrounding environment into its predictive model.

• Openness: The openness of a system refers to its ability to allow participating entities to enter
or leave without disrupting its operation. In ADRIP, the learning and predictive tasks are
distributed at the agent’s level. Thus, the entry or exit of entities does not prevent the system
from continuing to work.

• Interpretability: Traffic prediction is a topic related directly to human safety. Thus, it is im-
portant to be able to explicitly explain the causality between inputs and outputs of predictive
models. Some of existing methods lack this characteristic due to their black-box nature. The
dynamic clustering method in ADRIP can provide a clear understanding of input-output
relations.

• Ability for multi-traffic level application: Traffic data are also interesting to study at different
scales as this analysis enables us to analyze the traffic influences among different urban areas.
A traffic prediction model that performs well across different data scales can be beneficial for
multi-level traffic management applications since it allows a better understanding of traffic
patterns at various scales.

• Privacy friendly: It refers to the ability of the system to avoid the diffusion of personal data.
In the traffic domain, driver’s locations, particularly GPS data, are among the most sensitive
information to share. Predictive models are required to respect this privacy by avoiding the
exchange of precise location data among processing entities. In ADRIP, a privacy-conscious
approach is adopted. Data are locally learned to generate representative information. Only
this synthesized data is shared within the system. Besides, ADRIP does not require any
personal data of drivers or vehicles.

These five characteristics are the primary keys that enable ADRIP to adapt to the current
traffic context. The dynamism of ADRIP enables the data stream processing within the context
of extensive and continuous traffic data transfers. Furthermore, its openness aims to address
the dynamic changes occurring in the driving environment, such as road closures, maintenance
activities, speed limit adjustments, and the installation or removal of traffic lights, etc. This openness
characteristic ensures uninterrupted functionality without the need for re-initialization. Moreover,
the last characteristics collectively contribute to enhancing the reliability, flexibility, and safety of
predictive models within ADRIP.

2.4 Manuscript Organization

This manuscript is organized as follows:
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• Chapter 2: This chapter introduces a comprehensive overview of Intelligent Transportation
Systems (ITS), highlighting some well-known services within the ITS framework. Then, we
discuss the significant role of traffic prediction within ITS services, examining the challenges
and opportunities posed by modern transportation prediction systems. Furthermore, we
explore the motivation for using Big Data Analysis in ITS, showing existing applications of this
paradigm to enhance its potential for traffic prediction problems. Finally, the chapter engages
in a thorough discussion of the prospects and challenges associated with the application of
Big Data Analysis for traffic prediction systems.

• Chapter 3: This chapter describes the well-known methods employed for the traffic prediction
problem. We discuss their advantages and limitations according to five components: temporal
modeling, spatial modeling, stream analysis, model interpretability, and model versatility.
These components are defined as the goals of our proposal.

• Chapter 4: This chapter provides an introduction to the main characteristics of the data
stream and dynamic clustering as a well-known approach for stream analysis. The existing
methods are described and analyzed according to their ability to address the properties of
data streams. Then, their ability to address the stream analysis is presented through some
existing applications in various domains motivating their usage for our study.

• Chapter 5: This chapter brings an introduction to multi-agent systems and adaptive multi-
agent systems as a distributed and decentralized solution for complex problems. The dis-
cussion lies in the properties of self-organization and cooperation of agents to achieve the
objectives of the system from the emergence of local functionalities. Then, some applications
of ADRIP are presented to motivate their usage for our study.

• Chapter 6: This chapter presents the contribution of this thesis. ADRIP - a multi-agent system
for continuous learning and cooperative prediction is introduced. This system aims to provide
an effective solution for multi-level traffic prediction by fulfilling five components defined in
the discussion of Chapter 4. In this chapter, we present a generic description of ADRIP by
clarifying its principles, agent behaviors, and main functions.

• Chapter 7: This chapter demonstrates the performance of ADRIP through two applications.
We describe the generated and real data sets used for the experiment and detail ADRIP
for each application. Then, we compare the prediction quality of ADRIP with well-known
baselines of the traffic prediction problem and discuss the obtained results.

• Chapter 8: This chapter presents the conclusion and the perspectives of our study, both on
scientific and applicative points of view.
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Chapter 3
Intelligent Transportation Systems and Big
Data Analytics

This chapter presents:

• An overview of Intelligent Transportation Systems (ITS) as well as some well-known services
in ITS.

• The importance of traffic prediction in ITS’s services, the challenges and opportunities of
traffic prediction systems in modern transportation.

• The motivation towards Big Data in ITS and its existing applications.

• A discussion about the opportunities and challenges when applying Big Data Analytics for
traffic prediction systems.

3.1 Intelligent Transportation Systems

3.1.1 Motivations

Transportation is fundamental for human society, allowing the movement of people and goods
through the world. Along with the evolution of human society, transportation, and infrastructures
have continuously changed and significantly impacted our society and environment.

In modern transportation, the significant increase in volume and density of vehicles in road
traffic has raised many issues, such as traffic congestion and accidents that negatively impact the
economy, environment, and life quality. This situation required the evolution of transportation
systems when the current rules, regulations, infrastructures, and traffic control methods became
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obsolete and insufficient to face these new challenges. The expansion and construction of new roads
and infrastructures are considered as quick solutions to attenuate the pressure of crowded traffic.
However, they are insufficient and unsustainable for addressing the underlying problems due to
their expensive requirements of economic investments and lands.

Nowadays, advances in computer science and communication network technologies have
paved for new methods and applications of transportation systems, generally called Intelligent
Transportation Systems (ITS). ITS brings innovative solutions based on the analysis of data gathered
by sensors and equipment of vehicles and road infrastructures, aiming to improve the quality of
current transportation systems, making them safer, more efficient, sustainable, and environmentally
friendly.

3.1.2 Intelligent Services in ITS

Numerous intelligent services of ITS have been developed and deployed in the real-world market-
place for different transportation modes and across various aspects. Among these innovations, the
improvement of traffic safety in high-density traffic is the main focus of ITS’s research. In the next,
we present a quick overview of three systems of ITS that provide direct or indirect solutions for
traffic congestion detection, avoidance, and anticipation, leading to mitigate vehicle collisions.

• Advanced Traffic Management System (ATMS): ATMS provides the management perspec-
tive from the macroscopic view that primarily integrates technologies to manage and improve
the traffic flow. According to the National ITS Architecture [2], the goals of ATMS include
increasing transportation system efficiency, enhancing mobility, improving safety, reducing
fuel consumption and environmental cost, increasing economic productivity, and creating an
environment for an ITS market. ATMS contains several services such as real-time traffic moni-
toring, automated warning systems, travel demand management, traffic signal monitoring
and control, route guidance, etc.

• Advanced Driver-Assistance System (ADAS): ADAS consists of technologies developed
to assist driver safety and better driving, enabling autonomous driving at different levels.
ADAS uses the automated technologies installed inside the cars to detect nearby obstacles
or driving errors and respond adaptively. Features provided by ADAS can be categorized
into three groups: safety, adaptive, and assistance features. Safety features such as collision
avoidance systems aim to detect danger risks, alert the driver to problems such as unsafe
lane changes or hide obstacles, implement safeguards, and take control of the vehicle if
necessary. Adaptive features provide suggestions to help vehicles safely adapt to their driving
environment, such as automated lighting, adaptive control cruise, intelligent speed adaptation,
etc. Assistance features include technologies helping drivers to have better visibility of the
surrounding environment, such as automotive night vision, automotive head-up display,
traffic sign recognition, etc.

Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions 8



Chapter 3. Intelligent Transportation Systems and Big Data Analytics

• Advanced Traveler Information System (ATIS): ATIS refers to systems that assist travelers in
trip planning from their current position to destination with optimal itinerary and comfortable
driving experience. ATIS can gather both micro and macro traffic information from intelligent
vehicles (e.g. ADAS) and traffic management (e.g. ATMS). Some relevant information may
include locations of incidents, weather and road conditions, optimal routes, recommended
speeds, lane restrictions, traffic conditions, etc. ATIS transfers traffic information to travelers
by text messages using in-vehicle communication or variable-message signs, etc.

3.1.3 Traffic Prediction in Intelligent Transportation Systems

In ITS, traffic prediction constitutes a fundamental component of the effectiveness of numerous
services. In fact, the success of many intelligent transportation systems depend on the availability
of timely and accurate estimates of future traffic conditions [43].

In ATMS, the estimations of future traffic flow can assist management authorities in imple-
menting adaptive strategies for different areas and periods. One of the relevant applications of
traffic prediction in ATMS is dynamic traffic signal control and modeling [183]. In dense areas,
traffic signal control can be automatically adjusted based on the anticipated traffic conditions. This
adjustment involves dynamically adapting signal durations and phases to accommodate the flow of
vehicles, effectively mitigating traffic disruptions. Moreover, transportation authorities can allocate
resources and infrastructures effectively based on traffic predictions [40]. For instance, they can
adjust the deployment of control or maintenance crews to expand or close roads to address specific
traffic challenges. Other applications of traffic prediction in ATMS are lane management, route
guidance, etc.

Traffic prediction is necessary to convey reliable information about the future states of traffic
in ATIS [148]. The drivers can be provided accurate and real-time traffic predictions, as well
as suggestions for alternative routes, allowing them to make informed decisions, avoid traffic
congestion, and have shorter travel times, especially during peak hours. Furthermore, traffic
prediction in ATIS can help public transportation agencies adjust schedules, itineraries, and
resources in real-time to respond to traffic demands. These assistance services of ATIS lead
to smoother traffic flow, efficient and reliable public transportation services, and better driving
experience.

Additionally, traffic prediction in ADAS aims to provide the anticipations at the microscopic
level, such as providing individual vehicles available and updated predictions following the
vehicle’s itinerary [132]. It aids in preventing unexpected traffic conditions, allowing ADAS to warn
drivers about the appearance of potentially dangerous situations in advance. Collision avoidance
system is among the most advantageous features in ADAS from accurate and long-term traffic
prediction, mainly when the driver’s visibility is limited by road topology or weather conditions.
To extend the observation horizon, collision avoidance systems use specific cameras such as LIDAR
that can function under extreme conditions or gather information from other vehicles via V2X
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communication. However, these methods often provide only a short reaction time due to the
limitation of camera resolution and communication range. Consequently, drivers may not have
sufficient time to respond to critical situations such as traffic jam queues, increasing the risk of
sudden braking incidents. Long-term traffic prediction aims to address this challenge by providing
drivers the anticipation with necessary reaction times to safely decelerate, avoid collisions, or reduce
their impact.

From the above advantages, traffic prediction has become one of the most interesting research
topics in ITS. The detailed literature review of this topic is presented in chapter 4.

3.1.4 Discussion

The advantages of ITS have encouraged researchers in both academia and industry to deploy new
hardware technologies and develop novel software to improve transportation services. Thus, the
development of ITS goes along two interdependent directions: infrastructure installation and
software development by modeling transportation networks or analyzing traffic data, etc.

Nowadays, numerous intelligent transportation devices have been widely installed. With the
innovation of digital technology, ITS technologies have developed significant advances, including
electronic sensors, data transmission, and intelligent control technologies [146]. These advances, on
the one hand, provide intelligent assistance, and on the other hand, observe the information, store
and analyze it to improve the services. As a result, complex, diverse, and massive data sets have
been generated in ITS. To enable analyzing these data, the need for ”Big Data Analytics” concept in
ITS was born.

In the next section, we focus on the overview of Big Data in ITS, including the introduction,
motivations, and existing applications.

3.2 Big Data Analytics in ITS

In the digital age, information devices have become ubiquitous - a cell phone in every pocket, a
laptop in every backpack, and information workstations in every office. During the early stage
of this era, people were interested in the novelty of technologies, such as how they functioned,
evolved, and contributed to human life. However, the notice about information itself is lacked [128].
It is understandable since the initial generation of information systems was not as widely accessible
and practical as today (small size, versatile applications, intelligent features, etc.). Consequently,
the volume of collected data was not noteworthy. Half-century computers entered our society, the
pace of information growth accelerated significantly, leading to the growth of collected data in both
quantitative and qualitative aspects. Around the 2000s, the term ”Big Data” was first coined to
describe this phenomenon. The era of ”letting the data speak” has begun.

The inception of big data emerged from the exponential growth of massive and complex data sets
from diverse digital sources. These large data sets necessitated the development of new processing
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tools because they no longer fit into the computer’s memory with conventional processing methods.
Thus, along with the widespread of big data, a new generation of data processing techniques was
explored, including data mining, management, processing, analysis, visualization, etc. The big data
technologies marked the beginning of significant transformations, unlocking novel solutions that
were previously impossible to achieve at smaller ones. Moreover, these technologies empowered
us to extract new insights and make predictions about future values. These transformations have
changed the ways of human interactions with the world, altered our daily routines, facilitated social
relationships, and more. Nevertheless, they also come with numerous unprecedented challenges,
especially concerning the reliability and security of information that big data utilizes and provides.

Despite the challenges, the benefits of big data are bigger. Over the past few decades, big data
has become a hot research topic in academia and industry across all fields of human life, including
healthcare, education, business, environment, energy, transportation, etc. From the success of big
data in many domains, its applications for ITS hold a big promising opportunity.

3.2.1 Motivation of Big Data Analytics in ITS

The adoption of Big Data Analytics in ITS was motivated by the increase of collected traffic data
through innovative data mining technologies and the advancement of data processing methods.
These novel data mining technologies facilitate the collection of diverse and large-scale data, with
the ability to transmit it at high speeds and low latency, thereby enabling the extraction of a wide
range of insights. To effectively analyze these data, the evolution of data processing methods
has played an important role. Numerous innovative techniques have been developed to leverage
the full potential of collected traffic data, extracting valuable and helpful information to drive
transportation improvements. In the next, we provide an overview of data mining and processing
technologies in ITS. This overview will show the details of traffic data associated with each mining
technology and highlight the effective processing method adapting to different types of available
data and research objectives.

3.2.1.1 Data Mining Technologies

Advances in ITS technologies have led to an increase in the amount, complexity, and diversity of
collected data. Different categories of big data in ITS are presented in Table 3.1 inspired by the study
in [210].

• Data from Smart Cards

Automatic Fare Collection (AFC) systems have been widely deployed in urban rail systems
and public transportation networks, enabling ITS to investigate the passengers’ movement
patterns [118], [22]. The primary purpose of AFC is revenue collection by requiring passengers
to validate their cards when using transportation services. Electronic readers capture the
essential trip details and passenger information such as anonymous personal information,

11 Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions



Chapter 3. Intelligent Transportation Systems and Big Data Analytics

Table 3.1: Categories of big data in ITS

Source Tools Data
Smart cards Smart cards OD flows, travel time, trip de-

tails
IVs perception sensors GPS, radars, LIDAR, vision sen-

sors, CAN
Vehicle position, vehicle speed,
vehicle density, coordinate,
speed, acceleration, etc.

Vehicular communications V2V, V2I, V2X, VANET, digital
maps

Surrounding vehicle and envi-
ronment information

Fixed sensors Induction loops, road tubes, mi-
crowave radar, LIDAR/Infrared
acoustic, video camera, toll
plazas

Vehicle position, vehicle speed,
vehicle density, vehicle classifi-
cation

Other sources Social media, mobile phone
data, smart grid, smart meters,
cellular services, dedicated tests

Travel time, OD flows, electric
and energy consumption, loca-
tion, channel data

boarding time, location, origin-destination (OD) information, etc. This functionality of AFC
opens the potential use of smart cards as a valuable transport data source for analyzing travel
behaviors, helping service providers improve customer’s experience and facilitate customer
relationship management.

In recent years, substantial works have explored the potential powers of smart card data for
various ITS services. These data have been employed for short-term prediction of passenger
volume, leading to improving passenger flow management and shuttle scheduling, especially
in large networks with multi-destination transit hubs [192]. Furthermore, [52], [204] have
leveraged smart card data to study travel behaviors and activity patterns. These longitudinal
data sets from smart cards offer insights beyond the limitations of survey data. Additionally,
the values of data from smart cards have been proven in studying passenger behaviors during
specific situations such as the COVID-19 pandemic to understand the change in travel patterns
better and demonstrate the influence of socioeconomic status on mobility behaviors [11].

• Data from Environmental Perception Sensors of Intelligent Vehicles

Numerous internal and external sensors have been installed, allowing vehicles to obtain the
in-car data and perceive the driving environmental information. According to [209], intelligent
vehicles acquire information through the following installed devices:

– Global Positioning System (GPS): is the most popular tool for location tracking. Integrat-
ing with geographic information system (GIS) and map visualization technologies, GPS
provides time and location information of objects. However, GPS can introduce mea-
surement errors, necessitating the use of techniques such as map matching to align GPS
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data with road network positions, particularly in applications such as vehicle itinerary
identification.

– Radars: is an object detection system based on the signal of radio waves.

– LIDAR: is extensively applied for obstacle detection systems and can provide the distance
to objects using laser light.

– Vision sensors: can be camera, low-light level night vision, infrared night vision, and
stereo vision. They are well suited for intelligent vehicles since they provide diverse and
rich data sets at different conditions. The raw information is the light intensity.

– Controller Area Network (CAN): this tool can link the sensors, engines, and controllers
to provide detailed vehicle data such as acceleration, inertial measures, etc.

• Data from Vehicular Communications

Vehicular-infrastructure communications such as Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure
(V2I), and Vehicle-to-Everything (V2X) technologies give communication protocols to vehicles
for different communication contexts. This connectivity allows intelligent vehicles to com-
municate with others and with transport infrastructures to exchange information. Several
solutions have benefited from these technologies [17] such as anti-collision systems, intelligent
navigation systems, driver notification systems, assisted parking systems, and autonomous
driving.

Vehicle Ad Hoc Network (VANET) consists of groups of vehicles and infrastructures connected
by wireless networks. VANET was developed to extend the coverage area and enhance the
capacity of vehicular communications. Thanks to the benefit of cooperation between numerous
connected entities, VANETs can generate large amounts of data helping to warn and detect
traffic congestion [90], accidents [208], traffic prediction [4], etc. However, the security of
VANET architecture and protocol is the most important issue that needs a serious study before
deploying it in the real-world [77].

Additionally, positioning and digital maps are also data sources for intelligent vehicles. Indeed,
data collected from intelligent vehicles are sent, stocked, and processed at the data logical
centers to assist the upcoming vehicles. Indeed, upcoming vehicles download from the cloud
a local map enriched with important information (danger, accidents, road hazards, weather
information, etc.) that could perturb the driver’s journey. This information provides the global
traffic view at a given area, help vehicles avoid dangerous situations, and extend their horizon
to prepare for upcoming traffic conditions.

• Data from Fixed Sensors

The fixed position sensor technologies are summarized into the following types: inductive
loop, magnetic sensors, video image processors, microwave radar sensors, infrared sensors, laser radar
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sensors, and audio sensors [101]. Inductive loops are deployed at a fixed position at the roadside
or under the road surface (i.e. intrusive sensors) to detect vehicles based on the changes of
electromagnetic field caused by the vehicle’s ferrous body. Magnetic sensors detect vehicles by
measuring the change in the Earth’s magnetic field caused by the presence of a vehicle near
the sensor. Video image processors analyze the video image of the roadway from surveillance
cameras and provide traffic flow data across several lanes. Microwave radar sensors emit
microwaves and then detect the objects’ reflections. Infrared sensors have two types: active and
passive. Active infrared sensors emit low-level infrared energy into a specific zone to detect
vehicles by observing energy interruptions when vehicles appear. Passive infrared sensors
detect energy emitted from vehicles and other objects nearby. Laser radar sensors are active
sensors that transmit scanning infrared beams in the near-infrared spectrum over one or more
lanes. Audio sensors are passive sensors and use different audio signal processing techniques
to calculate traffic density or volume.

Fixed sensors measure data such as traffic count (i.e. volume), speed, or density. The collected
data at a fixed sensor can be described as an ordered sequence of measurement (i.e. time series
of measurement) or temporal data. The most important advantage of fixed sensors compared
to mobile sensors relates to the high quality of collected data. In addition, an installed sensor
can capture all crossing vehicles. Thus, the aggregate statistics can be estimated with high
precision. However, the expensive costs of the deployment and the maintenance of the large
number of sensors are its main inconveniences, leading to the limitations for large-scale
applications. Moreover, the fixed sensor cannot observe the data for all the paths of vehicles.
Thus, it is hard to observe the relations between the sequence of road segments (upstream
and downstream segments).

• Data from Other Sources

In addition to the data gathered from sensors and techniques designed specifically for ITS
applications, Big Data in ITS can be obtained from other sources. The rapid development of
mobile technologies has led to the collection of massive amounts of data, including mobility
data. While these data are not intentionally generated for ITS purposes, they nonetheless
provide valuable insights for analyzing human mobility, travel behavior, transportation
planning, and passenger preference.

Moreover, social media network is also a rich passive data source for big data in ITS. With
the widespread of Facebook, LinkedIn, Twitter, etc., people feel more comfortable to create
and share information and ideas on these networks. Thus, they become the practical way
for communications, announcements, and interactions between providers and customers.
Through data collected via social media, traffic managers and providers can study mobility
patterns from different social groups [10], passengers’ attitudes to transit disruption [140],
and more.
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Then, other data, such as energy and electric consumption, can be collected via smart grids
to enable optimizing performance vehicles. In special cases, some dedicated tests can be
conducted to generate data on-demand.

3.2.1.2 Data Processing Methods

Numerous Artificial Intelligence (AI) models and algorithms have been adopted thanks to the
diversity of data sets in ITS. Machine learning-based models are well-known for data processing in
ITS [27]. In this section, we analyze the existing models employed for Big Data Analytics in ITS,
structured according to four main learning types in AI: unsupervised learning, supervised learning,
reinforcement learning [198] and semi-supervised learning as the hybrid version of unsupervised and
supervised learning. This categorization addresses the different methodologies that AI models
acquire knowledge data, construct their underlying model, and make estimations or predictions.
The usage and development of AI models depend on the characteristics and completeness of data
sets.

• Unsupervised Learning

Figure 3.1: Unsupervised learning scenario

Unsupervised Learning (UL) [129] is well-known for dealing with data sets without labeled
variables and involving high dimensionality. UL aims to understand and discover the hidden
structure of input data by reducing its dimensionality and representing data points under
distinguished clusters (Figure 3.1). This method is mainly applied for pattern detection,
recommendation systems, segmentation, prediction, etc. Some well-known unsupervised
learning methods include K-Means, KNN (K-Nearest Neighbors), PCA (Principal Component
Analysis).

• Supervised Learning

Supervised Learning (SL) [129] models the relationships and dependencies between input
variables and label variables in labeled data sets (Figure 3.2) There are two phases in super-
vised learning: the training phase and the testing phase. The training data sets provide the
inputs and the associated labels of each data point. A supervised learning model learns from
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Figure 3.2: Supervised learning scenario

training data to build the mapping functions between inputs and labels by estimating the
parameters in its model. Then, it applies the built model to the inputs of testing data sets to
estimate the corresponding labels. In supervised learning, the testing data sets also provide
the label so that we can evaluate the model’s performance by comparing the real and estimated
labels. Supervised learning is mainly used in two major problems: classification and regression.
Classification models such as support vector machine (SVM), tree decision, random forest,
etc. are used to group data points into different categories. Meanwhile, regression models
are applied for problems whose output is real or continuous values. The most well-known
regression model is linear regression, which tries to fit data with the linear model through the
points of training data.

• Semi-Supervised Learning

Figure 3.3: Semi-supervised learning scenario

Semi-Supervised Learning (SSL) [39] is characterized by using the data set combining a small
amount of labeled data (following the supervised learning paradigm) and a large amount of
unlabeled data (following the unsupervised learning paradigm) (Figure 3.3). Semi-supervised
learning represents a valuable approach for tackling the remaining challenges of both unsu-
pervised and supervised learning. Compared to unsupervised learning, supervised learning
provides labeled outputs that give more informative insights for real-world applications.
However, obtaining labeled data is often a challenging, expensive, and time-consuming task
demanding significant human resources. One application that highlights the advantages of
SSL is noise detection. The noises can manifest in various forms, but it is not necessary to
categorize and label them. SSL is trained by a small data set with only correct data, learning
the underlying nature of these data by, for example, constructing a probabilistic distribution
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function. Then, during the testing phase, data points that deviate from this learned function
can be considered as noise.

• Reinforcement Learning

Figure 3.4: Reinforcement learning scenario

Unlike previous approaches that only learn from training data, Reinforcement Learning (RL)
[129] reaches the optimal solution by taking into account the interaction between models and
the environment (Figure 3.4). In RL, models estimate the optimal policy from experimental
data and explore other opportunities in the interacting environment to maximize the long-
term accumulative rewards. The balance between exploitation and exploration phases allows
RL to adapt to the dynamic environment and overcome the over-fitting issue in AI. In an
RL scenario, multiple agents can coexist and interact within a shared environment, known
as Multi-Agent Reinforcement Learning (MARL). Agents in MARL operate independently
to optimize their individual rewards and impact on others, either positively if they have
the same interest or negatively if their interest is opposed. The goal of MARL is to develop
collaborative decision-making algorithms that optimize the collective rewards of a group of
interacting agents. Therefore, this field is closely related to the concept of game theory [135]
and multi-agent systems [186]. Thanks to their underlying principle, single RL and MARL
are highly relevant to control and optimization problems, AI gaming, skill acquisition, robot
navigation, and real-time decisions.

3.2.2 Applications of Big Data Analytics in ITS

Big Data Analytics in ITS has quickly grown and become an attractive research topic in academia and
industry. The expansion of big data research is demonstrated through two measures: publication
numbers and average citation per year. The study in [94] conducted a bibliometric analysis of
existing works for the period of 1997–September 2019 to provide a deep insight into applications
of Big Data algorithms in ITS. Both indicators have shown a smooth increasing trend with a
remarkable growth rate throughout the year. Moreover, Big Data Analytics not only stays in
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Figure 3.5: Number of publications and citations per year

academic research. Numerous services have been deployed in ITS thanks to the outcomes of these
analyses for Advanced Driver-Assistance System (ADAS), Advanced Traveler Information System
(ATIS), etc.

3.2.2.1 Objective of Big Data Analytics in ITS

The advancements in data mining and processing technologies have motivated numerous applica-
tions of Big Data Analytics in ITS. The objective of Big Data Analytics in this domain is to exploit
the massive and complex datasets gathered within the diverse sources of transportation system
to extract meaningful insights from these data. By applying suitable processing methods such as
machine learning techniques, Big Data Analytics aims to uncover patterns, trends, and correlations
within traffic data. Depending on the purpose of each application, researchers can leverage different
data types and employ adequate analytical methods to reach their goals. In the following, we
present main applications of Big Data Analytics in ITS that have been implemented successfully,
illustrating the expansion of this field to highlights the growth of Big Data Analytics in ITS.

3.2.2.2 Existing Applications

Wide applications of Big Data Analytics in ITS have been studied.

• Traffic Accident Analysis and Forecast

Road traffic accidents are one of the most significant causes of injuries and death worldwide.
According to the global status report on road safety of WHO [137], over 1.2 million people
die each year on the world’s roads (18/100000 in global proportion), and between 20 and 50
million suffer non-fatal injuries. Therefore, analyzing traffic accidents to provide a method to
prevent, warn, and mitigate them has become an essential field of research in ITS.

Using Big Data Analytics, researchers conduct an in-depth analysis of historical traffic acci-
dents and construct prediction models to prevent their existence in advance. The advanced
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technologies in data mining provide data sets incorporated from diverse sources of infor-
mation such as government data sets and open data, onboard equipment, measurement
technologies, and social media. Data sets for traffic accident analysis mainly contain demo-
graphic information, level of detail of road conditions and environmental features, vehicle’s
technical information and their geographical positions, degree of accident severity, etc. More-
over, additional information about drivers, passengers, and pedestrians, their habits, and
daily activity, as well as the information about events and incidents on neighboring roads, are
helpful for an accurate traffic accident prediction.

By using data analysis methods, researchers aim to determine the variables describing the
characteristics of road accidents. These variables allow us to discover hidden patterns, identify
repeated behaviors, determine the impacts of driver’s behaviors and environmental features
on the existence of road accidents, and construct inferences. Study in [171] employed a decision
tree classifier, multi-layer perceptron, and Naive Bayes to determine the most important
variables impacting the severity of a traffic accident. In [166], the prior violation and crash
records of road users and roadway were demonstrated as important risk indicators of crash
severity. Moreover, a Bayesian network approach was developed to explore their impacts on
crash severity and their interactions. Another study in [144] presented an experiment using
machine learning methods to explain driver-injury severity in run-off-roadway and rollover
types of accidents. The obtained results highlighted the importance of using safety belts,
psycho-physical conditions, and injury localization on the severity of accidents.

From the understanding of risk indicators impacting accident severity, several studies have
focused on developing prediction methods to assess the likelihood of accidents, prevent them,
and suggest solutions for mitigating their severity. Authors in [202] conducted a comparative
study to evaluate the prediction performance of crash and injury severity methods. Four
well-known machine learning methods, K-Nearest Neighbor, Decision Tree, Random Forest,
and Support Vector Machine, were compared with the highest prediction accuracy obtained
by Random Forest. Some recent works presented novel prediction methods for traffic accident
severity. In [191], a hybrid model integrating random forest and Bayesian optimization was
developed. The results highlighted the high prediction accuracy and model interpretability of
the proposed model, leading to providing insights to mitigate the severity of traffic accident
consequences and contribute to the sustainable development of transportation. Another work
in [207] introduced an accident duration prediction model based on heterogeneous ensemble
learning. This study gave a comprehensive interpretation of the importance degree of factors
and features influencing traffic accidents, such as the time, location, weather, and historical
statistics of the accident on accident duration.

• Traffic Prediction

The diversity of big data in ITS enables various predictive information of traffic dynamics
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such as the mean of vehicle’s speed, traffic flow, traffic density, travel time, etc. at different
ranges of prediction horizon. Figure 3.6 shows an example of a typical traffic flow prediction
framework in ITS presented in [210]. The original ITS data is first preprocessed to get the
adequate data set by eliminating noises and re-formalizing the data format. Then, using the
adaptive data analysis method, the traffic model is established by learning from data. The
traffic model gives decision support to the traffic management department and gets feedback
from the environment to update the model. The deep review of traffic dynamic predictions
will be in Chapter 4.

Figure 3.6: An example of typical traffic flow prediction framework in ITS [210]

• Public Transportation

Public transportation systems bring substantial solutions to reduce traffic congestion and
improve the efficiency of urban traffic. The application of Big Data Analytics in public
transportation facilitates a comprehensive understanding of individual behaviors and the
functioning of a large public transit system, thereby informing decisions to enhance ser-
vice quality. The sources of big data used in public transportation applications are diverse,
mainly GPS points and traces, Automated Passenger Counts (APC), Automated Fare Control
(AFC), Automated Vehicle Location (AVL), sensor data, mobile phone data, web data, and
social media data. The utilization of big data are highlighted in various aspects of public
transportation.
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– Service/performance improvement: By using Big Data Analytics, agencies can evaluate
their services, discern customer’s needs and identify potential improvements across
different aspects. This approach proposes several web tools/applications such as:
Strategway [70] to build an optimal route network based on residents’ preferences while
minimizing total cost of ownership, BusViz [16] to help bus service operators and transit
regulators in monitoring and visualizing the performance of bus fleet with large streams
of data and ESTRI - an optimized and efficient spatio-temporal trajectory data retrieval method
based on the Cloudera Impala query engine to improve the efficiency of massive data sharing.
Moreover, for public transit performance analysis, it can provide comprehensive passen-
ger OD data across the city to identify potential passenger service improvements such as
rerouting, stop changes, and route optimization [76], generate bus routes with increasing
service efficiency and decreasing costs [168], and optimize public transit adapting to
route changes [24]. Big Data Analytics also addresses delay identification [184], schedule
optimization [46] and real-time transit timetables [84]. In addition, the service for transit
passengers with disabilities is important in public transportation and can be improved
by analyzing traffic data [100].

– Transit user’s behavior analysis: Understanding passenger behaviors is important for
designing and scheduling a public transit system [99]. Transit user behaviors analysis
can address several interesting aspects, such as analyzing relationships between transit
user’s behaviors and weather conditions [133], [185], evaluating transit passengers’ travel
patterns, identifying the groups of passengers with similar behaviors [138], [57], and
determining changes in passenger behavior and abnormal situations [86].

– Travel demand: Studying travel demands in public transportation allows providers to
adapt their services to the number of demands. Big Data Analytics in this application
focuses on the definition of OD matrices to evaluate passenger flow in normal situations
[116] or in special events/emergencies [113], estimate the mode split between different
transport modes [147], analyze the impact of a new transit opening [61], etc.

• Personal Itinerary Planning

The concept of MaaS (Mobility as a Service) has recently gained widespread recognition. This
notion refers to a type of service that offers travelers personalized solutions for multi-modal
trip planning, such as travel recommendation systems for route choice and itineraries for
public transportation with optimal time and cost. MaaS has a great vision in the future ITS,
especially in the era of Big data. Massive sharing data from cellphones, personal computers,
etc. allows ITS to understand the needs of travelers and learn their preferences, thereby
providing adapted suggestions.

Several technologies have been exploited for personal travel planning. Wireless sensor net-
works allow the enhance of data collection and transmission from services to users, leading to
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providing better context awareness, real-time recommendations, opportunities to redesign
the route during the trip, and adapting to changed circumstances [63], [158]. Additionally,
to understand the historical user’s preferences, several AI models are applied for data pro-
cessing, such as Bayesian network [83], fuzzy logic [121], case-based reasoning [12] and
genetic algorithm [117]. In personal itinerary planning, most applied AI models are based
on context-aware decision-making principles aiming to propose suggestions adapting to
gathered environment information. Besides, ontology and semantic web technologies [151]
play an important role in sharing processed information under various formats to enhance
the accessibility of services. Recently, agent-based technologies have been widely applied for
personal itinerary planning due to their ability to decentralized and distributed modeling [78],
[13], [93]. The agent-based method is capable of personalizing the decision-making algorithm
at the user’s level and dynamically adapting to the user’s characteristics.

• Rail Transportation Management and Control

Rail transportation is one of the primary beneficiaries of Big Data Analytics in ITS. Indeed,
the collection of trip data in rail transportation guarantees the completeness of data sets with
large amounts and high frequency since this domain does not encounter the personal privacy
issue as in individual mobility. Moreover, due to the strict control, data on rail transportation
is precise and detailed. For example, in public transportation, it is difficult to determine
the destination of travelers. Meanwhile, in rail transportation, detailed trip information is
contained in the ticket. Big data in rail transportation includes real-time train speed and
position, train departure and arrival time from and to certain stations, and passenger OD
information. Big Data Analytics can help to improve the system operation efficiency and
operate better control and management for rail transportation. Therefore, this technique is
attractive for both industry and academia.

In industry, Bay Area Rapid Transit (BART) is a well-known rail transportation system that
maintains supervision over all necessary phases of train operations, including train operations,
passenger services, power delivery, and wayside facilities. Big Data Analytics is used in this
system to monitor and analyze train arrivals and departures, monitor the flow of passengers
based on ticket information, and reach the accurate projection of service schedules [20].

In academia, Big Data Analytics is explored in substantial works to improve the operation of
rail transportation systems. First, by analyzing the passenger OD information, work in [92]
proposed a method to evaluate the efficiency of train timetables. Then, an intelligent train
operation method is introduced in [195] that provides better solutions for energy consumption,
riding comfort, punctuality, and parking accuracy than conventional methods. Moreover,
several works investigated the accuracy of train stops. Work in [82] presented three train stop
control algorithms based on initial braking position and braking force. An online learning
control algorithm for automatic train stop control was proposed in [42].
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• Asset Maintenance

In public transportation systems, especially in railways, the two main goals of an efficient
system are reducing operational costs and increasing performance in financial assets and
safety. To achieve these objectives, the Computerized Maintenance Management System
(CMMS) has been employed to follow the asset’s status and assist service managers in making
informed decisions (repairing cost estimation, preventive maintenance, etc.. To properly
control the maintenance of a facility, CMMS needs information from Big Data Analytics.

Data used in maintenance systems can be grouped into three types [173]. First, infrastructure
and vehicle state data such as temperature, humidity, surface condition, etc. can be processed
with data-driven methods to obtain the condition indicators. Second, symbolic description
and experience-based information are collected under text format and processed to extract the
keywords. Third, the physics of failure describes the pavement degradation, track geometry,
ballast aiding, etc. By analyzing these data, maintenance systems can provide insights into
asset condition and determine the remaining useful life of assets to give recommendations for
maintenance activities.

A typical application of Big Data Analytics in asset maintenance is accurately modeling
the diagnostic asset condition. Works in [173] and [177] prove the usefulness of Big Data
Analytics in informing the maintenance decision-making. Another application is the track
defect position that allows a significant reduction in the repairing time of the rail track [200].
Then, to estimate the likelihood of system failure, several machine learning-based methods in
[112] aim to learn regulations and build failure estimation models.

3.2.2.3 Benefits of Big Data Analytics in ITS

From the above discussion, we can draw some benefits of Big Data Analytics for ITS applications:

• Handling Complexity: Transportation systems are inherently complex with dynamic and
interconnected variables. Big Data Analytics can approach more to the complexity of real-
world traffic scenarios and capture unpredictable patterns that can not be addressed by
traditional approaches, such as physical modeling, due to their strong assumptions.

• Real-Time Adaptability: Big Data Analytics leverages real-time data streams, enabling
immediate responses to changes in the environment. Unlike static models, which may be fixed
for regular situations, Big Data Analytics can adapt dynamically, providing more real-time
insights.

• Scalability: As transportation systems grow and evolve, Big Data Analytics offers scalability.
It can handle massive data volume, variety, and transmission velocity.

• Data-Driven Insights: Big Data Analytics derives insights directly from data, thus offering
more knowledge about irregular and unpredictable traffic patterns. Meanwhile, traditional
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models relying on oversimplified or inaccurate representations may result in incorrect under-
standing.

3.2.2.4 Open Challenges

Although Big Data Analytics has brought significant benefits to ITS, there are still important
challenges that have not been fully studied.

• Data Privacy: In the era of Big Data, privacy emerges as the most challenging and concerning
issue. While data collection and transfer are essential for processing, the potential leakage of
personal information during transmission, storage, and usage becomes a significant challenge.
In ITS, this concern is particularly raised by the collection of the location of individuals and
vehicles. Even if these data are necessary for several services, such as route recommendations
for users, the owner of data can be harmful if they are used for malicious purposes. Therefore,
one solution for privacy protection in ITS involves limiting data leakage during transmission
through local processing. By implementing processing mechanisms at the local level, sensitive
information can be safeguarded.

• Data Processing: The applications of complex processing methods for Big Data Analytics
lead to high time and computational costs. The diverse formats of traffic data from various
sources necessitate a flexible approach for effective processing. Additionally, the high-speed
transfer of traffic data streams imposes specific time constraints. Therefore, ensuring timely
calculations with large and fast data streams becomes a significant challenge in traffic data
processing.

• Data Storage: Collected data in ITS has massively increased, surpassing the capacity of
traditional data storage solutions. Consequently, managing the storage of big data has become
a significant challenge in ITS. Nowadays, some cloud storage providers such as Google or
Amazon have offered services for cloud-based data storage that is emerging as an efficient
solution for handling large data sets. However, alongside adopting cloud-based storage,
it remains important to select relevant data for retention while eliminating redundant or
unnecessary information in data processing.

• Openness: Openness in the context of Big Data Analytics relates to the dynamics of the
road network and driving environment. The capacity to maintain smooth functionality
across diverse scenarios characterized by dynamic and heterogeneous inputs is important for
enhancing the effectiveness of Big Data Analytics in this domain.
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3.3 Discussion

In this chapter, we discussed the importance of ITS’s services in our society, the role of traffic
prediction, and the opportunities to apply Big Data Analytics in ITS. This motivates us to approach
a traffic prediction method based on Big Data Analytics.

However, developing a data-driven traffic prediction method is challenging since traffic implies
many factors that vary rapidly and unpredictably. These factors include weather conditions, special
events, traffic accidents, peak hours, vacations, etc. Besides, traffic is influenced by many variables,
such as number of vehicles, speed, density, driver’s behaviors, etc. Previous studies have pointed
out two indispensable elements: long-term temporal and spatial dependency analysis that must be
included in traffic prediction methods to capture the influences of these factors on traffic. Temporal
dependencies include strong seasonality (e.g. holidays impact on traffic dynamics) and complex
properties such as non-stationarity and non-linearity, making theoretical assumptions challenging
to adapt in real-time. Besides, spatial dependencies due to the road network topology require
prediction models to analyze multivariate observations and evaluate the correlations between
neighboring roads. By analyzing the evolution of traffic data in space and time, we can gain insight
into historical traffic patterns and traffic propagation between road segments.

Moreover, traffic data are collected at a massive scale through time and continuously transmitted
with high speed and low latency between devices as data streams. The growing demand for
analyzing such data encourages researchers to adopt an approach known as streaming analysis
[62] for traffic data. This approach is able to continuously capture temporal dependencies over
upcoming data while also providing the required outputs in real time. However, it also comes
up with a new challenge regarding the balance between model complexity to ensure complete
dependency analysis, and model flexibility for dynamic updates.

Additionally, traffic prediction models need to provide an explicit explanation of input-output
causality to manage the quality of predictive information. Thus, the consideration of model
interpretability is also necessary.

Finally, traffic data are also interesting to study at different data scales and levels as it enables
analyzing the traffic influences among different urban areas. A traffic prediction model that
performs well across different data scales can be beneficial for applications in multi-level traffic
management since it allows us to gain a better understanding of traffic patterns at various scales
[181].

The next chapter discusses the fundamental principles, advantages, and limitations of existing
methods for traffic prediction according to the context presented in this chapter. These solutions
are analyzed based on their abilities of spatio-temporal dependency analysis, stream analysis,
interpretability, and model versatility. These components are defined as the key advantages of our
proposal.
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Chapter 4
State of the Art of Traffic Prediction

Objectives of this chapter:

• Discussing the traffic prediction problem

• Discussing the essential components of traffic prediction approaches

• Introducing main AI approaches that have been exploited for traffic prediction problem

• Discussing their advantages and remaining challenges

4.1 Traffic Prediction

Accurate and real-time traffic forecasting is essential for urban traffic control, safety, and guidance
functions of the ITS. It is widely applied for various transportation services to make better travel
recommendations, reduce the consumed energy, improve traffic efficiency, and especially alleviate
traffic congestion and dangerous collisions at jam queues. Indeed, traffic prediction provides
advanced warnings about the appearance of traffic congestion, enabling drivers to decelerate their
vehicle’s speed before approaching the queue. Furthermore, by estimating future traffic dynamics
on the road network, we can anticipate the approximate location of the traffic jams, their queue,
and their propagation characteristics.

Traffic prediction refers to the task of estimating the future traffic dynamics of a studied road
network based on analyzing the historical data. The predictive information can be classified into
three categories: microscopic data: the detailed information at the individual vehicle level such as
vehicle’s speed, acceleration, and travel time; mesoscopic data: the lane-level information, providing
a slightly higher level of aggregation compared to microscopic data and macroscopic data: higher-
level traffic characteristics such as mean traffic speed, traffic flow, traffic density. Furthermore, the
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prediction horizon has various ranges adapting to different applications: short and medium term
(5-60 min): employed for controlling and optimizing vehicle behaviors towards applying energy
management strategy or for route planing problems, long-term (over 60 min): mainly applied for
urban traffic control and management [107].

Due to the promising benefits of traffic prediction, numerous methods have been developed
adapting to various studied scenarios, available data sets, and applications. According to the
considered context and the scope of this research discussed in Chapter 3, we only focus on analyzing
the traffic prediction approaches based on Big Data Analysis. We categorize these models into three
main groups based on their underlying technique: time series-based models, clustering-based
models, and neural network-based models, as illustrated in the following schema 4.1. Time series
and neural network-based models are widely applied for addressing the traffic prediction problem,
while the clustering-based model operates a similar principle to our learning method developed
further.

Figure 4.1: Traffic prediction methods. The presented algorithms categorized according to the
nature of their underlying techniques

According to the challenges mentioned in the discussion of Chapter 4, the selected methods are
analyzed according the 5 following components: temporal analysis, spatial analysis, interpretabil-
ity, streaming analysis, and multiple data scale adaptability.

4.2 Time Series-Based Models

Time series-based models are well-known as parametric models based on the mathematical formula
expressing the next values of time series from the linear combination of different terms such as the
previous data, the random noise, the seasonal property, moving average, etc. There are two groups
of time series-based models:

• Univariate models: applied for time series consisting of scalar observations (speed, flow) at
each timestamp.

• Multivariate models: applied for time series consisting of observation containing many
features (an observation vector) at each timestamp. In the traffic problem, multivariate time
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series-based models allow the integration of spatio-temporal relations with neighboring road
segments to predict future values of considered location.

In order to apply time series-based models, the behaviors of data need to satisfy some assump-
tions such as linearity (i.e. data points have a linear dependency on each other), stationarity (i.e. the
distribution of data does not change over time (constant mean and variance)). These assumptions
aim to guarantee the reasoning of mathematical calculation in the underlying models.

In the following sections, we present ARIMA, SARIMA, and two multivariate models known as
VARMA and STARIMA to analyze. These models can highlight the progression of time series-based
models by expanding domain applications across different data types and reducing the assumption
requirements [28].

4.2.1 ARIMA model

4.2.1.1 Principle

The basic model assumes that the future values of traffic information depend linearly only on the
previous values and the random noise. Auto-Regressive (AR) and Moving Average (MA) are the
main components to model time series. AR estimates the next value of the time series at time t Xt

using the linear combination of previous value Xt−1, Xt−2, . . . , Xt−p and the noise term σt at time t.
An auto-regressive model of order p, noted AR(p) is expressed as:

Xt = ϕ1Xt−1 + ϕ2Xt−2 + · · ·+ ϕpXt−p + σt =
p∑

i=1
ϕiXt−i + σt (4.1)

where Xt is required to be stationary, σt is the noise at t generated following a normal distribution
and ϕ1, . . . , ϕp are model parameters. The hyper-parameter p is called the model order representing
the number of previous values that are used to compute Xt.

However, models using only AR component ignore the correlated noise structure in the time
series. Thus, noise terms in previous steps σt−1, σt−2, . . . , σt−q must be integrated into the model.
They are called the MA component. A moving average of order q or MA(q) model is defined as
follows:

Xt = σt + θ1σt−1 + θ2σt−2 + · · ·+ θqσt−q = σt +
q∑

j=1
θjσt−j (4.2)

where σt−1, σt−2, . . . , σt−q are the noise following a normal distribution and θ1, . . . , θp are model
parameters.

Auto-regressive and moving average models can be combined together forming ARMA models.
An ARMA(p, q) model is described as:
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Xt = σt +
p∑

i=1
ϕiXt−i +

q∑
j=1

θjσt−j (4.3)

In most situations, especially for traffic data, time series have a trend and seasonality, which
impact future values. Thus, they are not stationary. An extension of the ARMA model called
ARIMA (Auto-regressive Integrated Moving Average) can deal with non-stationary property by
considering the differentiation (the differences between consecutive observations). The expression
of an ARIMA(p, d, q) model can be written as follows:

ϕ(B)(1−B)dXt = θ(B)σt (4.4)

where:

• B is the backshift operator: BXt = Xt−1

• ϕ(B) is the auto-regressive operator: ϕ(B) = 1− ϕ1B − ϕ2B2 − · · · − ϕpBp = 1−
∑p

i=1 ϕiB
i

• θ(B) is the moving average operator: θ(B) = 1 + θ1B + θ2B2 + · · ·+ θqBq = 1 +
∑q

j=1 θqBq

• (1 − B)d = ∇dXt is the differencing operator of order d. The first order of differencing
operation is defined as: ∇Xt = Xt −Xt−1 = (1−B)Xt

4.2.1.2 Application

The first application of the ARIMA model for traffic flow prediction was studied in [134]. This study
fits the ARIMA model as well as a multiplicative model to traffic data by using the Box and Jenkins
(BJ) technique for model identification [28]. Since ARIMA models have numerous parameters
and hyper-parameters, the BJ technique proposes an iterative three-stage approach to identify an
adequate ARIMA model and estimate its parameters. The first stage chooses the suitable ARIMA
model by checking the stationarity and seasonality and estimating the order of differencing. The
second stage computes the parameters that give the best fit to the selected ARIMA model using
the maximum likelihood estimation or non-linear least squares estimation. The last stage relates to the
model checking; if the test is failed, the process goes back to the first stage. The advantages of the BJ
technique relate to improve the accuracy and flexibility of ARIMA models.

In [26], authors focused on using the ARIMA model to study the arterial travel time prediction
problem. This study shows the promising effectiveness of applying ARIMA models for travel time
prediction.

In [110], authors applied a subset ARIMA model, which is represented with only a few nonzero
coefficients, for short-term traffic volume forecasting. The typical ARIMA contains large numbers
of parameters associated with the orders of auto-regression and average moving. The BJ technique
is used to determine the hyper-parameters (p, d, q), and then the Akaike Information Criterion (AIC)
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[8] was applied to estimate the parameters of the selected model. According to the conclusion, the
subset ARIMA model obtains more stable and more accurate results than other time series models,
especially the full ARIMA model.

4.2.1.3 Analysis

The most relevant limitation of the ARMA model is that it can deal only with the stationary
time series. The stationary property refers to the independence of statistic values of data on time.
To address non-stationary time series, ARIMA was developed and has shown its effectiveness
for traffic prediction problems. However, traffic prediction models require the integration of
other relevant properties of traffic data to obtain more accurate estimations: (1) the seasonality,
characterized by definite periodic cycles of traffic data, and (2) the spatio-temporal relationships
between neighboring road segments. Some extended models, such as SARIMA, were developed to
overcome this limitation.

4.2.2 SARIMA Model

4.2.2.1 Principle

To deal with the lack of seasonality of the ARIMA model, an extended version of ARIMA called
Seasonal Auto-regressive Integrated Moving Average (SARIMA) is proposed. A seasonal ARIMA
model is defined by integrating the seasonal terms in the ARIMA model, denoted as:

ARIMA(p, d, q)(P, D, Q)m (4.5)

i.e.

ϕ(Bm)ϕ(B)(1−Bm)D(1−B)dXt = θ(Bm)θ(B)σt (4.6)

where m represents the number of observations per seasonal period, (p, d, q) is the orders of non-
seasonal components and (P, D, Q) is the orders of seasonal components. The seasonal components
of the model consist of terms that are similar to the non-seasonal components of the ARIMA model
but also involve the backshifts of the seasonal period.

4.2.2.2 Application

In [188], the theoretical basis for predicting univariate traffic condition data streams using SARIMA
processes was presented. The empirical experiment shows that the seasonal difference of a one-week
lag induces stationarity. This study proves that the seasonal difference significantly impacts results,
and it is the key to the proper application of ARIMA modeling to time-indexed traffic volumes.

The SARIMA model was also studied to forecast the traffic flow in [187] by combining it with
an exponential smoothing model. The auto-correlation function and the partial auto-correlation
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function were used to determine the seasonal lag for each data set, thus contributing to model
identification.

4.2.2.3 Analysis

The above studies have shown that the integration of seasonal components in time series models
allows for improvement in the model performance for traffic prediction applications. However,
these models can only apply and test for univariate time series. Meanwhile, traffic conditions on
a road segment are highly dependent on its neighbors. Thus, spatio-temporal relations between
road segments need to be considered in traffic prediction models. The multivariate extensions of
the ARIMA model were developed to deal with this challenge.

4.2.3 Multi-Variate Models

4.2.3.1 Principle

The multivariate models describe the traffic flow in various locations through the state-space
formulation. The consideration of the spatio-temporal relations allows to quantify the effects of
the traffic conditions occurring at a road segment on its neighbors. Two well-known multivariate
models are the Vector Autoregressive Moving Average (VARMA) and Space-Time Autoregressive
Integrated Moving Average (STARIMA) [143], which are, respectively, the multivariate extensions
of standard ARMA and ARIMA.

The VARMA model can estimate the interdependent interactions between multiple time series.
As the ARMA model, the VARMA model consists of two components: the p auto-regressive order
and the q moving average order and can be written as:

Xt = ϵt +
p∑

i=1
ΦiXt−i +

q∑
j=1

Θjϵt−j (4.7)

where Xt = (x1
t , . . . , xk

t ) is the vector of measurements at time t of the k time series, Φi and
Θj are respectively the matrices of unknown coefficients of auto-regression and moving average
components which need to be estimated and ϵt = (ϵ1

t , . . . , ϵk
t ) is the vector of white noise process.

The consideration of spatio-temporal relationships in multivariate models leads to the increase of
parameters, resulting in demanding high computational capacities. Fortunately, a multivariate time
series model called STARIMA can be refined by systematically expressing the spatial correlation
between road segments. STARIMA expresses the value at time t of ith road segment as the linear
combination of auto-regressive, moving average components and the spatial lag. The spatial lag
operator of order l L(l) is described as follow:

L(0)xi
t = xi

t; L(l)xi
t =

k∑
j=1

w
(l)
ij xj

t (4.8)
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where w
(l)
ij is the dependence weight between the locations i and j with

∑k
j=1 w

(l)
ij = 1 and w

(l)
ij

is nonzero if locations i and j are the lth-order neighbors. The configuration of road segments
can reflect the specification of weight value, and it may depend on the distance or the ease of
accessibility between road segments.

4.2.3.2 Applications

The study in [95] proposes two applications of VARMA and STARIMA models for traffic prediction
and compares them to the univariate models. The results show a significant improvement in
prediction performance when using multivariate time series models in cases of large road networks
with a high number of installed loop detectors.

The paper [130] introduces a refined version of VARMA to reduce the number of parameters.
In this study, the authors integrated the spatial correlation matrices into the standard VARMA
model. These matrices are noted Sri ∈ {0, 1}N×N with r being the index of the current road and i

being the number of intermediate steps that the other road can reach the current road following the
considered road network. Thus, the values of matrices Sri are nonzero if other roads can reach rth

road in i steps. Based on the mentioned principle, this study achieves a highly accurate prediction
and fine granularity while guaranteeing reasonable computation.

4.2.3.3 Analysis

Multivariate models overcome the limitation of previous time series-based models by addressing the
spatial correlations within the road network. These advancements have led to enhanced prediction
accuracy compared to univariate models. This capability allows the handling of larger datasets
with complex temporal and spatial dependencies in traffic data. Nevertheless, these models
currently lack a method to evaluate how other road segments influence the ones being considered
and how large the neighborhood optimizes prediction performance.

Restricting the analysis to a small neighborhood might result in nearby roads demonstrating
similar traffic dynamics, potentially lacking in expressing beneficial traffic propagation characteris-
tics. In contrast, an extensive neighborhood analysis risks including redundant information; roads
too distant from the considered segment may not significantly impact or correlate with its traffic
dynamics.

Hence, evaluating neighboring influence is essential in determining variables integrated into
the prediction model and reducing the complexity and calculation resources.

4.2.4 Conclusion

This section presented the well-known time series-based models for traffic prediction problems.
The presentation has shown their adaptation to deal with specific properties of traffic data, such
as seasonality and multi-variate interdependence. However, despite these enhancements, time
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series models rely on the linear nature of data for optimal performance and thus cannot deal with
non-linear problems. They achieve good performances when traffic exhibits regular variations.
However, the prediction error becomes significant when irregular situations occur.

In the following sections, clustering-based and neural network-based models are introduced to
address the non-linear modeling for traffic data, known as non-parametric models. Non-parametric
models do not fix the dependencies between variables; the set of parameters and the model structure
can change by adapting to arrival data. This property brings high flexibility for models but requires
training them on large and diverse data sets to calibrate parameters. Thus, they are well-suited for
analyzing complex and large data sets.

4.3 Clustering-Based Models

4.3.1 Principle

Clustering-based approach is one of the most well-known unsupervised methods applied for
various aspects of AI, including classification, pattern detection, prediction, etc. by discovering the
structure of the analyzed data sets. They assign input data to different groups based on the distance
between them such that the data belonging to the same group are more similar to each other than to
those in other groups. In traffic prediction problem applications, clustering-based models find the
adequate cluster to assign the current observation of the traffic state and predict the future states by
considering the successive states of historical observations assigned to this cluster. Clustering-based
models do not require assumptions concerning the data. They are able to model the non-linear,
non-stationary behavior and are highly expansible. The process of applying these models for traffic
prediction includes three steps: Build data, Apply clustering models and Predict.

In the data construction phase, traffic data is preprocessed before its usage as inputs of the
clustering model. This process relates to clean noises, check up the duplicates, and standardize
data. Then, an appropriated vector space is also defined to describe the traffic state. Each vector
is a sliding window with size q noted as: Xt = {xt, xt−1, . . . , xt−q}. Xt indicates the number of
previous measures relevant to qualify the traffic state at time t. The value q must be reasonably
chosen since the small window can produce excessively similar values when comparing the traffic
state. Meanwhile, large windows may contain redundant values to describe the traffic state, thus
affecting model performance.

Then, depending on the data nature as well as the needs of applications, different clustering
models are applied for traffic prediction problems. Work in [190] presented a complete list of
clustering algorithm categories based on the technique used to group data into clusters. However,
in the next, we highlight four groups that are widely applied to the traffic prediction problem:

• Centroid-based clustering: These models aim to determine the centroids of data and group
data points together based on the proximity of data points to the centroid (cluster center).
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K-Nearest Neighbors (KNN) [59] and K-Means [125] are the most well-known models of this
group.

In KNN, the pairwise distances between all data points are computed using a distance measure
such as Euclidean distance. Then, the k nearest neighbors of each data point are selected to
build a cluster. The parameter k is a user-defined constant and needs to be delicately chosen
to achieve the optimal clustering structure.

Unlike KNN, K-Means is designed to separate data points into k distinct and non-overlapping
clusters where each data point belongs to only one cluster. To do that, K-Means performs
iterative updates of the centers of clusters (centroids) until the criteria for convergence are
reached. The convergence criteria are defined to create clusters in which data points within
each cluster are more similar to each other than data points in other clusters. For example, K-
Means is considered to obtain the optimal clustering structure if the sum of squared distances
between the data points and their cluster’s centroid is minimized. The main steps of the
K-Means algorithm can be summarized as follows:

1. Specify the number of clusters k

2. Randomly select k data points as the k initial centroids

3. Assign data points to the closest centroid

4. Recompute the centroids of clusters by taking the average of all data points assigned to
each cluster

5. Evaluate the convergence criteria

6. Repeat steps 3 to 5 until reaching the convergence condition

• Density-based clustering: The density-based models define clusters as the areas with high
density in data space. DBSCAN [54] is the most well-known algorithm of density-based
clustering algorithms. DBSCAN groups the close data points together to construct a cluster.
Only the data points that have enough neighbors can be assigned to a cluster; otherwise, they
are considered as noise. Due to this characteristic, DBSCAN can be applied for noise detection
issues. Before deploying DBSCAN, two parameters need to be defined: the radius of the
neighborhood ϵ and the minimum number of points in a neighborhood minPts. The main
steps of DBSCAN can be resumed as follows:

1. For every point, find the neighboring points that are inside the neighborhood circle.

2. Identify the points having more than minPts neighbors, called as core points.

3. Find the connected components of core points on the neighbor graphs.

4. Assign each non-core point to a nearby cluster represented by a core point; otherwise,
assign it to noise.
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• Distribution-based clustering: These models assume that data follow a single or mixture dis-
tribution such as the Gaussian distribution. The data points belonging to the same probability
distribution will be grouped into the same cluster. GMM (Gaussian Mixture Model) [149] is
a typical algorithm in this group. GMM algorithm aims to fit the original data set into the
mixture models combined from different Gaussian distributions. Data points following the
same independent Gaussian distribution are considered to belong to the same cluster. To
apply GMM, the number of Gaussian components and the initial center of these components
must be defined.

• Hierarchical clustering: The hierarchical algorithms evaluate the distance between data points
to create the tree of clusters. They start by supposing that each data point stands for an
individual cluster in the beginning, and then, the two closest neighboring clusters are merged
into a new cluster until there is only one cluster left. Agglomerative algorithm [50] is a typical
example of this group, with the main steps resumed as follows:

1. Compute the dissimilarity matrix for every pair of data points.

2. Search for the closest pairs.

3. Group this pair into a new cluster and replace the original data points with the new
cluster.

4. Repeat the above steps until reaching one cluster.

In the final phase, the prediction will be computed. Once the new data is assigned to a cluster,
many strategies can be applied to estimate the prediction. The most used strategy is taking the
average/weighted average of the next traffic states of all historically assigned data in the same
cluster.

4.3.2 Applications

The applications of clustering models in traffic prediction problems relate to both temporal and
spatial aspects.

For temporal clustering, clustering-based models aim to determine the similar historical situ-
ations to the current one and observe the following traffic progression to estimate the prediction.
In [203], KNN was first applied for traffic flow prediction. The used data set shows the uncertain,
non-linear, and complex characteristics. The high accuracy achieved according to the chosen
evaluation metrics shows the feasibility of the proposed method for short-term traffic flow predic-
tion without data constraints. An improved version of the KNN model for traffic prediction was
introduced in [30]. The spatiotemporal correlation is highlighted, where the nearest neighbors are
selected according to the Gaussian Weighted Euclidean Distance to estimate the forecasted value
at the final step of KNN. Besides, DBSCAN is mainly applied for detecting and predicting traffic
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congestion or abnormal traffic situations due to its principle. Paper [157] presents a model for
traffic pattern identification under both normal and abnormal conditions based on DBSCAN. The
obtained prediction accuracy shows that this model outperforms KNN, ARIMA, and Support Vector
Regression (SVR) algorithms. [161] introduces a short-term traffic congestion prediction method
based on DBSCAN and Random Forest (RF) algorithms. DBSCAN was applied to identify the
different levels of traffic congestion. The combination of these models achieves good performances
with 94.36% of prediction accuracy. GMM was applied in [211] combined with the Bayesian network
for network-wide traffic prediction. The proposed model has shown its advantages in terms of the
interpretability, generalization, and efficiency compared to both traditional and advanced deep
neural work-based models. Agglomerative clustering was applied in [15] for a dynamic data-driven
local traffic state estimation and prediction method. This method shows the advantages for its
flexibility in incorporating additional explanatory variables.

Besides, for spatial clustering, clustering models are applied for road partitioning. The roads in
traffic networks can be grouped according to GPS position, similar dynamics of traffic evolution,
etc. This partitioning allows us to determine the roads with high impacts on a given road. Indeed,
many studies have demonstrated the advantages of spatial relationships over neighboring roads to
improve prediction performance. However, only neighboring roads that have significant effects
or similar traffic dynamics to the considered road are beneficial for the prediction. Considering
insignificant neighbors risks including useless and redundant variables for the learning model.
Moreover, grouping road segments with similar traffic properties enables the adaptation of pre-
dictive models for each road group. In [91], [156], authors apply the K-Means algorithm for road
locations to cluster urban networks, define the new similarity matrix between observations, and
apply the N-cut algorithm for the assignment decision. Another work presented in [36] applies
different partitioning methods to divide the network into groups and uses an adaptive prediction
model for each group.

Recently, many works have aimed at constructing clustering models for both time and space.
Traffic regularity was studied using a 3D map, which consists of a joint partition of space (road
network links) and time (time series observations) into homogeneous clusters applied for traffic
congestion detection presented in [119] and for traffic prediction in [35], [37].

4.3.3 Analysis

Clustering-based models have broadened their utilization for traffic prediction problems due to
their ability to work without specific data assumptions. This ability allows them to deal with
non-linear and non-stationary data sets. Additionally, their functions, including the assignment rule
and cluster identification, can be explicitly explained. Thus, they gain the advantages in terms of
model interpretability and explainability, helping users to understand the effects of input variables
on the output predictions and retain the control of intellectual functions.

Nonetheless, the most important inconvenience of clustering-based models is about the selection
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of pre-defined parameters such as similarity threshold, number of clusters, minimum required
data points to define a cluster, etc. The experiments in the studied papers demonstrate that the
values of these parameters significantly influence the model’s performance. Moreover, the optimal
parameter values vary for the different used data sets. This inconvenience decreases the capacity
of re-productivity and robustness of clustering-based models. Additionally, most clustering-based
models necessitate the computation of distance between data points, which raises two issues. First,
the chosen distance function must adapt to the characteristics of the data. Second, the computational
cost can substantially scale up when dealing with large data sets.

4.4 Neural Network-Based Models

Recent research in the field of traffic prediction has highlighted the promise of Neural Network-
based (NN) models in handling the analysis of big data and high-dimensional features. With
advancements in computational power and graphics processing, computers can efficiently execute
complex NNs, facilitating the analysis of large amounts of data within reasonable time frames.

These enhancements empower the models to learn from more complex traffic patterns and
capture higher dependence levels in traffic data. In the following, we provide an overview of
various types of NNs that are widely employed to solve traffic prediction problems.

4.4.1 Feed Forward Neural Network

4.4.1.1 Principle

Feed Forward Neural Network (FFNN) [152] is a simple type of neural network in which the data
flow in one direction from the input layer to the output layer, called forward direction. FFNN
consists of an input layer, single or multiple hidden layers, and an output layer. Each layer contains
a set of nodes or neurons (Multi-layer perceptron). The neurons are connected by weighted links to
transfer the information from one layer to the subsequent one. FFNN is illustrated in the figure 4.2.

The output of FFNN y′ is the value of the function f of the input x = (x1, . . . , xd) (d is the dimen-
sion of input) which is weighted by a vector of connection weights w = (w1, . . . , wd), completed by
a bias b , and approximate non-linear function with an adaptive activation function ϕ:

y′ = f(x) = ϕ(< w, x > +b) (4.9)

Back-propagation is the most used common technique to train the FFNN. The objective of this
algorithm is to adjust the weighted parameter and the bias step by step to reach the minimum value
of the loss function. The loss function is defined as:

L =
N∑

i=1
(yi − y′

i)2 (4.10)
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Figure 4.2: Feed Forward Neural Network with one hidden layer

where yi is the real value of output and y′
i is the estimated output of FFNN and N is the size of

training data set.

4.4.1.2 Application

Many recent researches illustrate the capacity of FFNN in traffic prediction. In [170], several FFNNs
with one hidden layer were introduced with different structures to estimate the traffic flow in one
or multiple next steps for one or multiple road links. In these models, the future traffic flow is
estimated from five historical previous flows. This paper also employs Graphical Lasso for relevant
feature selection. Similar to [170], [106] applies FFNN with one hidden layer to predict the traffic
flow for the next 5 minutes. However, instead of only using the previous traffic flow as input
variables, this model uses 19 input variables, which are the traffic density, the number, and the
average speed of different types of vehicles. This study reinforces the stable performance of FFNN
for short-term traffic prediction by confirming its ability in heterogeneous traffic conditions.

With the development of deep learning architecture, many researchers have proven that the
multiple hidden layers are more capable of capturing the non-linear dependencies between input
variables and outputs than a single hidden layer. In [145], authors use an FFNN with a stack of
hidden layers to predict the traffic speed from the 40-previous speed measures of a set of sensors.
Since only a few sensors have a significant influence on the target one, a regularized linear vector
auto-regressive model is used to identify the spatial-temporal correlation between the sensors to
simplify the model. The obtained results show that the MSE (Mean Squared Error) decreases 14%
compared to the traditional FFNN with one hidden layer.
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4.4.1.3 Analysis

FFNN with single or multiple hidden layers is a powerful approach for short-term traffic prediction
thanks to the ability of non-linear modeling. FFNN is flexible for integrating the environment
variables, other traffic information, or the traffic parameters of neighboring roads/sensors in the
model.

However, capturing the complex and long-term dependencies of traffic time series data is
a big challenge for FFNN due to the increased model complexity. Indeed, the more previous
measures are taken into account, leading to the higher dimension problem in which FFNN is not
an appropriate solution. Because of this drawback, few researchers used FFNN to analyze the
spatiotemporal relations because the number of variables increases exponentially with the number
of considered neighboring roads.

4.4.2 Recurrent Neural Network

4.4.2.1 Principle

The standard Recurrent Neural Networks (RNNs) [53] and the variations such as Long Short Term
Memory (LSTM) [81] and Gated Recurrent Units (GRU) [45] have shown their success in time series
forecasting by their ability to capture more complex and non-linear temporal dependencies than
conventional neural networks. Their advantages are very important in network traffic prediction
since the time series of traffic data have demonstrated complex and long-term dependencies and
high degrees of non-linearity. Unlike other feed-forward neural networks, RNN can use internal
memory cells to handle timing inputs of any length.

One of the most critical challenges for estimating the prediction of sequential data is the repre-
sentation of serial order and the high-level interaction between the input and output sequences. For
example, in natural language processing, to predict the next word in a sentence, the representation
of previous parts of the sentence, including the word order, the meaning of words, or the grammar
of language, must be considered. Unlike conventional neural networks, RNNs are capable of scan-
ning the variable-length input sequences (i.e. the time series of previous data) to create powerful
representations from these contexts. The representations express what RNNs see in the past and
capture all high-level dependencies of previous data to produce the subsequent data. Thus, RNNs
are dynamic processing systems that are responsive to temporal sequences [53]. To do that, RNNs
must provide the network memory.

In this part, three well-known variations of RNNs will be considered:

• Elman recurrent networks (standard RNNs)

• Long Short-Term Memory (LSTM)

• Gated Recurrent Units (GRU)
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The standard recurrent unit was introduced in [53]. Figure 4.3 describes the structure of an
Elman recurrent unit. Compared to the conventional FFNN, RNN includes the hidden cell or context
cell in its architecture. In Figure 4.3, the hidden state at t−1 and at t are respectively noted ht−1 ∈ Rd

and ht ∈ R (where d is the cell dimension), Xt ∈ Rm is the input at t with size m and Yt ∈ Rd is the
input at t. The relationships between the hidden state, input, and output are expressed as:

ht = σ(Wh.ht−1 + WX .Xt + bh) (4.11)

Yt = tanh(WY .ht + bY ) (4.12)

Where Wh ∈ Rd×d, WX ∈ Rd×m, WY ∈ Rd×d are respectively the weight matrices of hidden
state, input and output cells; bh ∈ Rd, bY ∈ Rd are respectively the bias vector of hidden and output
cells. Note that RNNs use only one set of weight matrices and bias through all time steps. In
Equation 4.11, σ is the activation function of the hidden state (ex. sigmoid function), the hyperbolic
tangent function (indicated by tanh in Equation 4.12) as the activation of the output. In Equation
4.11, the current hidden state ht depends on the current input Xt and the hidden state of the
previous time step ht−1. Then, the hidden state, which captures all information of previous contexts
contained in the previous hidden state and the current context, is used to calculate the output.
This recurrent connection is the key of RNN, which explains the network memory principle and
guarantees the consideration of past information when updating the output.

Figure 4.3: Elman recurrent unit [53]

However, the standard RNN suffers the vanishing and exploding gradient problem when
learning long-term dependencies [23]. This problem degrades the update of weight matrices during
back-propagation algorithms for long-term learning. RNNs train the model by back-propagating
the gradient through time. If the effect of the previous layer on the current layer is small, then
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the gradient value will be small, and the back-propagated gradients tend to shrink exponentially.
Consequently, the model does not consider the previous inputs. In contrast, when the gradients are
large, the product of derivatives can explode over numerous time steps, resulting in an unstable
model. The mentioned problem implies that the standard RNNs are inefficient for capturing
long-term dependencies.

To overcome the addressed problem of standard RNNs, Long Short-Term Memory (LSTM)
was proposed in [81]. LSTM unit uses multiple gate mechanisms to control the gradient to avoid
vanishing/exploding issues. LSTM cell has four gates: input gate, output gate, update gate, and
forget gate. Besides the hidden state, LSTM adds a state component called the internal cell state
into each cell. The structure of the LSTM unit is described in Figure 4.4.

Concatenating vector : X = [Xt, ht−1] (4.13a)

Forget gate : ft = σ(Wf .X + bf ) (4.13b)

Update gate : ut = σ(Wu.X + bu) (4.13c)

Output gate : ot = σ(Wo.X + bo) (4.13d)

Input gate : it = tanh(Wi.X + bi) (4.13e)

New cell state : ct = ct−1 ∗ ft + it ∗ u (4.13f)

New hidden state : ht = ot ∗ tanh(ct) (4.13g)

In the above equations, the description of the mentioned terms are as follows:

• X ∈ Rd+m is the concatenation of input and previous hidden state vectors where d is the cell
dimension and m is the input dimension.

• it ∈ Rd is the input gate, Wi ∈ Rd×(d+m) and bi ∈ Rd are the weight matrix and the bias
associating to the input gate.

• ct ∈ Rd is the cell state which corresponds to the long-term memory component.

• ht is the hidden state which corresponds to the short-term memory component.

• ft ∈ Rd is the forget gate, Wf ∈ Rd×(d+m) and bf ∈ Rd are the weight matrix and the bias
associating to the forget gate.

• ut ∈ Rd is the update gate, Wu ∈ Rd×(d+m) and bu ∈ Rd are the weight matrix and the bias
associating to the update gate.

• ot ∈ Rd is the output gate, Wo ∈ Rd×(d+m) and bo ∈ Rd are the weight matrix and the bias
associating to the output gate.
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These three gates learn the behaviors of inputs to identify the unnecessary parts to forget
(ft), the important information that will persist through many time steps (ut), and the part
participating in updating outputs (ot). The applied activation function for these three gates is
the sigmoid function, thus their values are between 0 and 1. The value close to zero kills most
of the input signal, and the value close to one lets the signal pass through nearly unchanged,
adapting to the purpose of each gate.

Figure 4.4: LSTM unit

The calibration of parameters in LSTM requires a high computational complexity since it has
four sets of weight matrices and bias parameters that need to be estimated. Another variant of
RNNs called GRU (Gated Recurrent Unit) [45] is well known as a simpler and more efficient manner
to deal with long sequences. Indeed, GRU considers only one component of the state, i.e., the
hidden state, instead of two components in the case of LSTM. Moreover, GRU has only two gates:
the update gate and the reset gate, whereas the update gate plays the combined role of the forget
gate and input gate in LSTM. GRU can yield similar performance as LSTM while requiring less
computational cost. Figure 4.4 shows the structure of a GRU cell. The relations between the elements
are expressed as follows:

Concatenating vector : X = [Xt, ht−1] (4.14a)

Update gate : ut = σ(Wu.X + bu) (4.14b)

Reset gate : rt = σ(Wr.X + br) (4.14c)

Candidate hidden state : h̃t = tanh(Wh ∗ [Xt, rt ∗ ht−1] + bh) (4.14d)

New hidden state : ht = ut ∗ h̃t + (1− ut) ∗ ht−1 (4.14e)

The weight matrices and bias follow the same notation and have the corresponding dimensions
with their associated gates. The reset gate decides the part of the previous hidden state that
contributes to the candidate state of the current step. Since there is no forget gate in GRU, (1 - ut)
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Figure 4.5: GRU unit

is an alternative. Indeed, since ut indicates the important part of the input signal that contributes
to the hidden state, (1 - ut) can refer to the irrelevant part that can be ignored from the previous
hidden state.

4.4.2.2 Applications

One of the first applications of RNN for traffic prediction was introduced in [123]. This paper
enables long-term traffic forecasting by using the Bayesian normalized combined with the Elman
neural network to overcome the influence of the hidden layer nodes on prediction accuracy. The
reliability and stability of this model have been demonstrated by the comparative analysis with
different classical NNs.

In [174], LSTM was applied for traffic flow prediction, aiming at determining the optimal
time lags dynamically without requiring the predefined and static length of the input historical
data. Moreover, the conducted experiment shows the efficiency and generalization for difference
prediction horizons of the proposed model. Additionally, to address the traffic prediction problem
in extreme conditions, the study in [197] builds a deep neural network based on long short-term
memory (LSTM) units. This model was applied to predict peak-hour traffic and identify unique
characteristics of the traffic data. Moreover, it was also improved for post-accident forecasting
to model regular traffic conditions and the pattern of accidents jointly. In [47], a deep stacked
bidirectional and unidirectional LSTM neural network architecture was proposed for network-
wide traffic speed prediction, which can capture spatial features and bidirectional temporal
dependencies from historical data. This model is scalable for both freeway and complex urban
traffic networks. In [131], a temporal information-enhancing LSTM (T-LSTM) was proposed for
traffic flow prediction. This model can integrate the view of the similar characteristics of traffic
flows at the same time each day to capture the correlation between traffic flow and temporal
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information. A combined prediction method for short-term traffic flow based on the ARIMA model
and LSTM neural network was proposed in [120]. In this study, both linear and non-linear features
of traffic data are captured respectively by the rolling regression ARIMA and LSTM. This combined
model has shown its outperformance compared to the single ones.

Recently, GRU has been widely applied to tackle traffic prediction problems. [201] proposes
an urban traffic flow prediction considering weather conditions using GRU. In [48], GRU was
applied combined with a spatio-temporal analysis for short-term traffic flow prediction. The
novelty of this model relates to the ability to define the optimal input time interval and spatial
data volume by spatio-temporal analysis. In the experiment, this model outperforms the single
GRU and CNN in accuracy and stability. Authors in [169] aim at increasing model efficiency and
reducing the computing cost of traffic prediction models applied for complex road networks. To do
that, the Selected Stacked Gated Recurrent Units model (SSGRU) was proposed, enabling to limit
the number of potential hyper-parameters for a reasonable model complexity. The two most
recent applications of GRU are presented in [199] and [160]. Paper [199] enables the integration
of heterogeneous data sources within a preprocessing data pipeline, resulting in hybrid feature
space. This research applies a variety of deep learning algorithms such as LSTM, GRU, CNN,
and their combinations to test their performance on these hybrid data. The hybrid LSTM–GRU
model outperforms the rest with a Root Mean Squared Error (RMSE) of 4.5 and Mean Absolute
Percentage Error (MAPE) of 6.67%. In [160], a Random Forest- Gated Recurrent Unit- Network
Traffic Prediction algorithm (RF-GRU-NTP) was developed for the network traffic flow prediction
in the context of Vehicular Ad hoc Networks (VANETs), Vehicle-to-Vehicle (V2V) and Vehicle-to-
Road Side Units (V2R) communications. To deal with the combined data from different sources, a
hybrid model was proposed to select the important features. The obtained results show that the
proposed RF-GRU-NTP model has better performance in execution time and prediction errors than
other well-known algorithms for network traffic prediction.

4.4.2.3 Analysis

RNN-based models (LSTM and GRU) have been widely applied for traffic prediction recently
thanks to their capacity to analyze long-term dependencies. Their design with sequences of layers
enables processing sequences of inputs, making them well suited with the sub-sequences of
time series inputs. Through the existing works, RNNs have demonstrated their efficiency for
traffic prediction problems in which the analysis of long-term temporal dependencies is necessary.
Moreover, the applications of RNN-based models for traffic prediction is diverse. LSTM and GRU
have been successfully applied to process different data sets with various constraints in various
scenarios of road networks and driving environments. Besides, they are combined with other
advanced techniques to improve prediction performance.

Nonetheless, most of the works using RNN-based models have not addressed the spatial
relationships in traffic networks. Indeed, RNN-based models are not well-suited with multi-
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variate analysis. The high dimensionality of observation leads to significantly increasing the
model’s complexity. Therefore, when dealing with time-space traffic data, they need to combine
with other methods to improve prediction performance.

4.4.3 Deep Convolutional Neural Network

4.4.3.1 Principle

Convolutional Neural Network (CNN) [109] is a class of Neural Network which is successfully ap-
plied in computer vision domain such as image classification and recognition. The most significant
advantage of CNN compared to the classical NN is the consideration of the locality of features.
Indeed, the analysis of small zones in an image allows to capture the local spatial dependency be-
tween the pixels and their neighbors. The capacity of CNN can respond to the important challenge
in traffic prediction, which is the integration of both temporal evolution and spatial dependencies
of collected data of road networks. In this application, traffic network data are transformed as an
image which extracts the spatiotemporal traffic features. Then, CNN is employed to predict traffic
parameters using the traffic images.

Apart from the input and output layers, a CNN architecture includes different types of hidden
layers, such as the convolutional layers, pooling layers, and fully connected layers. A convolutional
layer convolves the input features with different kernels, which are the set of weights learned over
the training process. The kernel convolves across the width and height of the input volume and
computes the dot product between them and the pixels covered by the size of the kernel at each
move. As a result, the convolutional layer detects some specific local connections at some zones on
the image. A pooling layer is applied after a convolutional layer to downsample and aggregate data.
One of the most popular types of pooling layers is maxpooling, which applies the max operation on
the adjacent values in the specific zone to extract only max values from them. The pooling layers
guarantee extracting the invariant and prominent features of CNN. These two types of hidden
layers allow the extraction of the relevant features from inputs. After that, the matrices are flattered
before passing through the fully connected layers for prediction. The CNN model is illustrated in
figure 4.6

Figure 4.6: CNN model illustration
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4.4.3.2 Applications

[124] proposes a convolutional neural network (CNN)-based method that learns traffic as images
and predicts large-scale, network-wide traffic speed with a high accuracy. Spatio-temporal
traffic dynamics are converted to images to describe the time and space relations of traffic flow
via a two-dimensional time-space matrix. In [196], a spatiotemporal recurrent convolutional
network (SRCN) was proposed based on DCNNs and LSTM. This study introduces a network grid
representation method that can present network-wide traffic speeds as a series of static images.
Thus, the spatial dependencies of network-wide traffic can be captured by DCNNs via image
analysis, and LSTMs can learn the temporal dynamics via time series analysis. Paper [75] proposes a
novel end-to-end deep learning model, called ST-3DNet, for traffic raster data prediction. ST-3DNet
introduces 3D convolutions to automatically capture the correlations of traffic data in both spatial
and temporal dimensions. This model can explicitly quantify the difference of the contributions
of the correlations in space. The study in [41] aimed at jointly capturing multiple spatio-temporal
dependencies. A multiple gated spatio-temporal CNNs (MGSTC) was developed with a novel
gated scheme to control the spatio-temporal features, enabling extracting spatio-temporal features
simultaneously from low-level to high-level layers and dynamically combining these features with
external factors.

4.4.3.3 Analysis

The applications of CNN-based models for traffic prediction problems have enabled the extraction
of spatio-temporal traffic features in large road networks. The conversion of traffic data as the time
series of images has leveraged the strong ability of CNN-based models to extract representative
features from high-dimensional data. Over numerous studies, CNN has shown a significant
improvement in prediction accuracy when taking into account the complex spatial dependencies
of the road network for traffic prediction. Moreover, the combination of CNN and RNN-based
models is able to complete the analysis of long-term temporal dependencies realized by RNNs and
spatial dependencies done by CNN. These combined approaches have shown their outperformance
compared to the single ones.

Nevertheless, CNN is essential for addressing problems in Euclidean space, such as images
and grids. Meanwhile, the spatial dependence in traffic networks is highly complex due to
road topological structure. Thus, CNN may not provide the most appreciated solution for spatial
modeling in traffic-related challenges.

4.4.4 Graph Neural Network

4.4.4.1 Principle

Spatio-temporal dependencies in traffic data are complex due to the strong temporal dynamics
of traffic conditions and the complex relationships of road networks. Thus, modeling these de-

Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions 46



Chapter 4. State of the Art of Traffic Prediction

pendencies is a challenging task for traffic prediction models. NN-based models such as CNN
tackle this problem by transforming the time-space data into images (grid-structured data). How-
ever, this data format is insufficient to express the flexibility and complexity of spatio-temporal
dependencies in traffic data. Indeed, it is necessary to describe how the roads impact each other
(downstream/upstream dependencies, opposite/parallel direction, etc.

Recently, graphs have become well-known as a powerful data representation tool due to their
ability to express the complex relationships and interactions between entities. However, processing
graph data requires specific characteristics of the learned model. In NN-based models, Graph
Neural Networks (GNN) [159] are designed to deal with this data format.

To apply GNN, the road network is first transformed into graphs. In [206], an unweighted graph
G = (V, E) is used to describe the topological structure of the road network. In this graph, each
road is associated with a node; thus, V = {v1, v2, . . . , vN} is a set of N road nodes, and E is a set
of edges. The adjacency matrix A is used to represent the connection between roads, A ∈ RNXN .
The adjacency matrix contains only elements of 0 and 1. The element is 0 if there is no link between
roads, and 1 denotes there is a link. A feature matrix Xt ∈ RNXP is defined to describe the traffic
data at t, where P is the number of features for each node equal to the length of the historical time
series. Xt ∈ RN is an observation on road network at each timestamp t. Thus, the goal of GNN is to
estimate a mapping function f on the premise of road network topology G and feature matrix X to
compute the traffic information in the next T time intervals based on the n historical observations.

[Xt+1, . . . , Xt+T ] = f(G; (Xt−n, . . . , Xt−1, Xt)) (4.15)

4.4.4.2 Applications

Work in [206] proposes the temporal graph convolutional network (T-GCN) model, which is a
combination of the Graph Convolutional Network (GCN) and gated recurrent unit (GRU). Specif-
ically, the temporal dependence is captured by GRU, while the spatial dependence is learned
by the complex topological structures of GCN. The experiments conducted on real-world data
sets demonstrated the outperformance of T-GCN compared to state-of-the-art baselines. In [182],
another spatial-temporal graph neural network for traffic flow prediction was proposed. This
method is able to dynamically model the influence of the traffic on one road to others instead of
using static modeling. [89] investigates a data-driven, long-term, high-granularity traffic speed
prediction approach based on graph deep learning techniques. To reach these objectives, this study
adopts a graph convolution-based multi-scale latent information extraction mechanism to construct
the predictive model. The experiments on real-world data sets show consistent improvements in
their performance compared to the baselines. In [141], a long-term traffic flow prediction method
based on dynamic graphs was developed. The novelty of this model relates to the policy network
based on reinforcement learning to generate dynamic graphs to deal with data sparsity issue. The
test demonstrated that this model can achieve stable and effective long-term predictions of traffic
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flow and can reduce the impact of data defects on prediction results.

4.4.4.3 Analysis

Recently, GNN-based models have been widely exploited for traffic prediction problems due to
the efficient spatio-temporal modeling. Using this technique, the topological structure of the road
network is represented through the set of nodes and edges of the graph to keep the original spatial
dependence between traffic data. Moreover, the flexible structure of the graph allows it to adapt to
different road network scenarios, leading to the high versatility of the predictive model. This point
has been demonstrated by the impressive results achieved by recent research applying GNN-based
models for traffic predictions. Their outperformance has crossed diverse experiments with different
prediction horizons, traffic information, road scenarios, etc.

However, like other NN-based models, GNN exhibits a black-box nature that cannot provide an
explicit explanation of the model’s functionality and limits the interpretability of the model. Further-
more, the prediction calculation is complex and costly due to the addition of a graph transformation
step that is not appreciated to deal with traffic data streams arriving at high frequency.

4.5 Discussion

Approach Model Temporal
modeling

Spatial
modeling

Stream
analysis

Model
inter-

pretability

Model
versatility

Time
series-
based

ARIMA + - - - - ++ - -
SARIMA + - - - - ++ - -

Multi-
variate
models

+ + - - ++ - -

Clustering-
based

Temporal
clustering

+ - - - ++ +

Spatial
clustering

+ + - - ++ +

Neural
network-
based
models

FFNN + - - - - -
RNN ++ - - - - - -
CNN ++ + - - - - -
GNN ++ ++ - - - - +

Table 4.1: A comparative list of traffic prediction models

Table 4.1 summarizes the advantages and limitations of the above methods according to five
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characteristics of the traffic prediction model: temporal modeling, spatial modeling, stream analy-
sis, model interpretability, and model versatility. The evaluation indicators are placed following
their abilities addressing to these components: (++) methods can fully address a component and
provide the appreciated solution to deal with related challenges, (+) methods address a component,
but the following methods have proven that this component can be tackled by other approaches, (-)
methods are able to deal with a component but they are not the appreciate one, (- -) methods cannot
deal with a component due to their characteristics or the existing researches have never mentioned
about this ability.

According to this table, all methods address the temporal modeling component especially
recent methods like RNN, CNN, and GNN that presented their strong ability to capture historical
temporal traffic patterns.

Concerning the spatial modeling, its handling was limited to some methods. The time series-
based models include the spatial modeling by analyzing the inter-dependency between time series
that are observed on multiple road segments by multi-variate models. The clustering-based models
address this component by regrouping road segments having similar characteristics and adapting
learning models to each cluster. Among the solutions for the spatial modeling, GNN has proven to
provide an appropriate solution for this challenge. However, the strong modeling ability comes
with a trade-off of higher model complexity. Indeed, RNN, CNN, and GNN exhibit their black-box
natures, restricting the explanation of the input-output causalities. From the interpretability point
of view, the time series-based models gain the clear interpretation thanks to their explicit equation
to express the dependencies between parameters and the clustering-based models are explained by
understanding the assignment rules. In addition, the versatility of methods is limited when they
rely on many data assumptions (in case of time series-based models) and lack the interpretability (in
case of neural network-based models). Finally, all well-known methods did not explore the stream
analysis component to evolve and adapt themselves in real-time when data arrive continuously.
From the limitations of previous methods, we aim to develop a traffic prediction system composed
of continuous learning and cooperative prediction, which can effectively address and provide the
appropriate solutions for the mentioned challenges.

4.6 Conclusion

This chapter presented a short state of the art of traffic prediction problem. The existing methods
were described and discussed according to five characteristics: temporal modeling, spatial mod-
eling, stream analysis, model interpretability, and model versatility. These characteristics enable
addressing the challenges of traffic data stream analysis and enhance the accuracy and reliability
of traffic predictions under different test scenarios. While the discussed methods have addressed
the main issues of traffic prediction problems, and their solutions significantly improve prediction
performance, none of them can fulfill these characteristics.
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In the following chapters, we introduce the dynamic clustering and multi-agent paradigm. We
explore their fundamental principle, key features, and applications. Dynamic clustering offers an
effective analyzing method for data streams, while a multi-agent system is well-known for complex
problem-solving. They are widely employed across various domains to address challenges similar
to those encountered in traffic prediction and have achieved promising results. Therefore, we base
our proposal on these techniques to fulfill the aforementioned five characteristics.

Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions 50



Chapter 5
Dynamic Clustering

Objectives of this chapter:

• Introducing main properties of data streams

• Introducing key characteristics of dynamic clustering

• Discussing the existing methods for data stream clustering

• Discussing their deployed applications.

5.1 Introduction

Nowadays, every simple transaction by credit cards, phones, web browsers, and transport cards
has led to automated data transfer and storage. Indeed, recent advances in all hardware, software,
and connection technologies have allowed data acquisition at large scale and continuous flows.
As a result, for the last decades, we have seen the massive and unbounded sequences of data
transferred every second, the so-called data stream [6]. The data stream is defined by the following
characteristics [162].

• Data arrive continuously.

• The size of a stream is potentially infinite.

• Data generation process is unknown and possibly non-stationary (i.e. its probability distribu-
tion may change over time)

The characteristics of the data stream lead to several challenges for the conventional data
processing methods in terms of storing, querying, analyzing, extracting information, and processing
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to compute predictions. First, with the increase of data volume, storing all data requires an
expensive cost and, in some cases, becomes impractical. Thus, random access to the entire data set
is not feasible. Second, the processing of large data volume needs high computational capacity of
computers. Third, as data may evolve over time, the straightforward adaptation of one-pass mining
algorithms may not be an efficient solution for this task. Indeed, this property of conventional
methods can lead to the over-fitting problem. Thus, the challenges require a novel approach
designed by focusing on the evolution of data streams.

Numerous methods for data stream mining have been developed, including clustering, classi-
fication, frequent pattern mining, change detection in data streams, and stream cube analysis of
multi-dimensional streams [6]. Among them, clustering is widely studied as an essential domain of
data stream mining. In order to analyze the structure of the data stream, the dynamic clustering
technique is based on its ability to structural changes referring to the following behaviors [14]:

• Formation of new cluster: When new data cannot be assigned to existing clusters since its
behaviors differ from the learned ones, a new cluster is created to represent this data.

• Merging of clusters: Two or more clusters can be merged into one new cluster if they are
sufficiently close to each other.

• Splitting of clusters: If the similarity zone of a cluster is too big, it becomes dispersed (low
density) and appears as two or more clusters when it absorbs historical data. In this case, that
cluster is split into several smaller clusters.

• Destruction of clusters: Clusters may be removed if there is no new data being assigned or
their representative behavior is obsolete due to changes in the environment.

• Adjustment of clusters: When new data is assigned to a cluster, that cluster gradually moves
towards the new data by adjusting its centroid.

Thanks to these interesting properties, various approaches for data stream clustering have been
widely investigated in diverse domains such as network intrusion detection, financial transactions,
phone recording, web click stream processing, etc. [67].

5.2 Data Stream Clustering Methods

In this section, we discussed different existing data stream clustering approaches following their
category grouped according to their underlying principle.

5.2.1 GNG Based Algorithms

Growing Neural Gas (GNG) is an incremental network model inspired by the family of topological
maps such as Self-Organizing Maps (SOM) [102], Neural Gas (NG) [127]. GNG is an unsupervised
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learning algorithm able to learn the topological structures of a given input data set distribution and
construct a graph of nodes and edges representing clusters and connected links (edges) between
them. Each node in the graph has the position and an accumulated error variable. Two nodes can
be connected by an edge that is characterized by an age. The main steps of GNG are described by
the following steps [60]:

• Start with two nodes a and b at random positions wa and wb respectively.

• Generate the new input data ξ.

• Among the existing nodes, determine the nearest node s1 and the second-nearest node s2 of ξ.

• Increment the age of all edges from s1

• Compute the Euclidean distance from ξ with the position of s1 and add it to the accumulated
error of s1.

• Slightly move s1 and all the nodes connected with s1 towards ξ.

• If s1 and s2 are connected by an edge, set the age of this edge to zero. Otherwise, create it.

• Check all the existing edges nodes. The edges having an age larger than agemax and the nodes
having no connection with others will be removed.

• If the number of data points passed is an integer multiple of a parameter β, insert a new node.

• Decrease errors of all units.

From the basic algorithm, various variations of GNG have been proposed to adapt to different
applications and challenges. GNGC (Growing Neural Gas for Temporal Clustering) introduced in
[163] modifies the original version of GNG by detecting incrementally emerging cluster structures.
To do that, GNGC creates a new node whenever the new data is significantly far from all existing
nodes. Then, the studied method in [64] addresses the ability of a self-organizing network model
with time constraints for real-time applications. Indeed, this study conducted an experiment to
estimate the optimal parameters in GNG to achieve good pattern detection under a given time
limit. Another variation of GNG named AING (Adaptive Incremental Clustering Method Based on
the Growing Neural Gas Algorithm) aims to limit the large incorrect nodes in the graph that can
decrease the computational efficiency over time. In AIGN, when the number of nodes reaches a
given upper bound, nodes are merged. A recent version of GNG is presented in [66] that performs an
exponential fading function, weighted edge management, and reservoir management.
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5.2.2 Hierarchical Stream Methods

A hierarchical clustering method analyzes the hierarchical structure of a given data set by construct-
ing a tree of clusters. Two strategies are used to build this tree:

• Agglomerative or bottom-up approach where each observation starts in its own cluster, then the
merging step combines pairs of clusters to move up the hierarchy;

• Divisive or top-down approach, where all observations belong to one cluster, is recursively split
to move down the hierarchy.

The obtained hierarchical tree is presented in a dendrogram shown in figure 5.1. In the dendro-
gram, the ordinate axis presents the distance or the dissimilarity measure between clusters (leaves).
This measure is determined using a cluster linkage criterion such as maximum linkage, minimum
linkage, average linkage, etc. When applying this approach to clustering problems, partitioning
clusters at a desired level of precision is achieved by selecting a cutting line along the tree. Typically,
the cutting location can be decided visually at the ordinate with a significant cluster distance or at
the minimum cluster distance required for the considered problem.

Figure 5.1: Illustration of a dendrogram

For data stream clustering problems, several adaptations have been introduced. Balanced
Iterative Reducing and Clustering using Hierarchies (BIRCH) [205] is well-known as the first
method based on hierarchical clustering for data streams. BIRCH introduces a new data structure
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called clustering feature (CF). The CF is considered a concise summary of each cluster with three
pieces of information: the number of data points N , the linear sum LS, and the squared sum SS

of N data points. When a new data point arrives, it traverses down from the root until it finds
the appreciated leaf with the closest CF to assign. If the closest cannot absorb this data, a new
CF is created. If the size of the tree does not allow the creation of a new leaf, the parent node
is split. Note that BIRCH is not primarily designed for data stream problems. Thus, it cannot
address the concept of drift problems, such as the self-evolution of clusters. Another method called
E-Stream (Evolution-based stream clustering) [178] addresses the five categories of data evolution:
appearance, disappearance, self-evolution, merge and split. E-Stream highlights the split step with
Fading Cluster Structure (FCS) representing each cluster. FCS uses a α-bin histogram to present
each feature of the data set. Cluster split is based on the distribution of feature values summarized
by the cluster histogram. If a statistically significant valley is found between two peaks in histogram
values along any dimensions, the cluster is split. ClusTree - a parameter-free method based on
hierarchical approach is introduced in [105]. ClusTree is capable of processing the stream in a single
pass with limited memory usage. This advance comes from the usage of the micro-cluster structure
as a compact representation of the data distribution. However, ClusTree needs an offline phase
using k-means or DBSCAN to determine the global partitioning structure of a given data set.

5.2.3 Partitioning Stream Methods

A partitioning-based clustering algorithm aims to group the data points in a given set into partitions
(or clusters). The clusters are determined based on a distance function such as k-means or k-nearest
neighbors algorithms. This approach is also known as the distance-based clustering approach to
distinguish with density-based approach presented in the section 5.2.4. Two well-known methods of
partitioning-based clustering approach are CluStream and StreamKM++.

CluStream [7] is able to divide the clustering process into an online component and extend
the algorithm over different portions of streams. The process of CluStream is divided into two
phases: online micro-clustering and offline macro-clustering. In the online micro-cluster phase,
the arrival of new data from a stream can either be appended to an existing micro-cluster or create a
new one. The decision is based on the comparison of the distance between the new data and the
existing micro-clusters and the maximum boundary defined for each cluster. Thus, if the new data
does not lie within the boundary of its nearest cluster, a new cluster is created. Then, the offline
macro-cluster phase regroups the micro-clusters obtained from the online process to determine the
final set of clusters based on the K-Means algorithm [87] where K is the defined number of clusters.
The obtained clusters are specific for the data stream perceived during a given time horizon. The
drawback of CluStream is that the number of clusters is fixed and provided by the user, which
limits the adaptability of the algorithm.

StreamKM++ [5] proposes a novel method to compute small weighted samples, called the coreset
of the data stream. The coresets in StreamKM++ are constructed following the tree structure that
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aims to significantly speed up the time necessary for sampling non-uniformly during the coreset
construction. After the coreset tree is extracted from the data stream, the K-Means++ algorithm [19]
is applied to detect the final set of clusters that presents the structure of the original data stream.

5.2.4 Density-Based Stream Methods

The density-based stream methods are based on the underlying principle of density-based clustering
described in Section 4.3. However, the process of density evaluation in these algorithms can be
intensively costly. Therefore, in the application for data stream scenarios, the main challenge is
constructing density-based algorithms that can efficiently process a single pass of data streams
within a reasonable time frame. Some well-known density-based data stream clustering methods
are DenStream, SOStream, and SVStream.

DenStream [31] is an improving algorithm which does not require the assumption on the
number of clusters and enables to deal with evolving data stream with noise. The principle
of determining the micro-cluster is similar to the CluStream one. Its main improvement is the
mechanism for detecting the outlier micro-clusters (i.e. noise) based on data density. The criterion
used to distinguish the normal micro-cluster and noise is due to the different constraints on weight,
w > threshold and w ≤ threshold, respectively. As the weights of micro-clusters that do not match
new data decay gradually, micro-clusters that do not satisfy the condition on weight are considered
as noises. On the other hand, noise clusters can turn to micro-clusters if new data matches with
them. Finally, to generate meaningful clusters for a time horizon, DenStream applies the DBSCAN
algorithm [54] on the set of micro-clusters in the online phase.

SOStream [85] is a density-based clustering algorithm inspired by both the principle of the
DBSCAN algorithm to identify the set of neighbors and self-organizing maps (SOM) to describe the
influence of the winner cluster on its immediate neighborhood. SOStream also starts with a set of
micro-clusters with a predefined radius. However, clusters are self-adapted through the upcoming
data using the novel online cluster update and merging strategies to establish the final representative
clusters for the data stream. When the closest cluster adjusts its centroid when assigning new data,
the clusters in its neighborhood determined based on DBSCAN are also updated to move closer to
new data. Additionally, the online merging strategy allows the identification and correction of the
overlapped clusters. Thus, the final representative clusters become less sensitive to outliers.

SVStream (Support Vector based Stream clustering) [180] is a data stream clustering algorithm
based on support vector domain description and support vector clustering. In this algorithm, data
points are projected into a kernel space such as a Gaussian kernel. The support vectors are used as
the summary information of original data points to establish the cluster boundaries. The mapped
data that are enclosed by a sphere belong to the same cluster. To adapt to both dramatic and gradual
changes, multiple spheres are dynamically maintained, each describing the corresponding data
domain presented in the data stream.
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5.2.5 Agent-Based Methods

The above data stream clustering models were tested on applications with homogeneous clusters.
That means clusters have the same assignment decision and the same data natures/characteristics.
To enable the local decision at the cluster level, a clustering system needs to distribute the assignment
decision at the cluster level and decentralize the control and data storage. This requirement can
be satisfied by the Multi-Agent System (MAS) paradigm. The aims of MAS are to decentralize the
modeling and distribute the global task at the agent’s levels. An agent is defined as an autonomous
entity pursuing its own local goal, having partial knowledge of the system environment as well as
a local processing mechanism consisting of a three-step cycle (perception, decision, and reaction).
Agents have to cooperate together to achieve the global goal of the system that cannot be reached
individually. During their interactions, agents can autonomously organize and evolve to adapt to
different situations and solve potential conflicts.

Work in [71] introduces a self-organization mechanism to form the clusters with continuous
adaptive decisions. Agent’s actions are evaluated, and they are validated if these actions allow an
increase in the overall system performance (e.g., density of cluster).

[38] presents a multi-agent clustering system whereby each cluster is agentified. The decisions
of cluster agents are based on K-Means and KNN strategies. The K-Means-based strategy aims
to minimize the sum of the distance from all data points to their nearest cluster. Meanwhile, the
objective of the KNN-based strategy is to ensure that each data point is assigned to its closest cluster.
However, the existing MAS-based clustering methods need to memorize all the historical data to
evaluate the agent’s actions. That is why, for the data stream, this requirement can lead to a high
demand for storing capacity and costly computational capacity due to the huge amount of arrival
data.

5.3 Applications

Data stream clustering methods have been widely applied across various domains to address
diverse problems. In the next, we introduce an overview of relevant applications of data stream
clustering that are developed recently.

Application Paper Proposition

Internet of things
(IoT) management

[97] Pattern recognition and occurrence identification in IoT data streams,
towards improving the efficiency of storing, transmitting and com-
puting of large data streams and detecting anomalies

[98] Weighted reservoir sampling algorithmic framework based on K-
Means for stream event identification, aiming at revealing the black
swans referring to rarely occurring events deserving special handling
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[18] Streaming sliding window local outlier factor coreset clustering algo-
rithms for real-time anomaly detection from IoT data

[65] Distributed denial of service for attack detection in IoT-based net-
works, involving the role of machine learning and deep learning in
cyberattack identification from smart sensing devices

Geochemistry
[25] SOM and K-means clustering to reveal the regional geochemical pat-

terns of regularly sampled stream sediment data, allowing to detect
the anomalous zones helping for ”delineating ore-related geochemical
anomalies”

[44] SOM for the recognition of geochemical patterns, element associa-
tions and anomalies related to mineralization, providing guidance for
further mineral exploration

Data privacy protec-
tion

[167] Privacy-preserving location data stream clustering method with effec-
tive integration of edge computing, cloud computing and differential
privacy for location-based data clustering, providing an essential
element for service recommendations

Network intrusion
detection

[88] A K-Means clustering and SVM based hybrid concept drift detec-
tion technique for network anomaly detection, helping to detect the
intrusion and protect the network

[103] Real-time event detection in social media streams using semantic
representation and Semantic Histogram-based Incremental Clustering
based on semantic relatedness, aiming at improving analysis of noisy
terms, representation/embedding of contents, and summarization of
event clusters in social media streams

Web graphs [104] Clustering-based partitioning for large web graphs, including three-
steps pipelined techniques consisting of streaming clustering, cluster
partitioning, and partition transformation for web graph construction

Intelligent trans-
portation system

[9] Cauchy density-based model for VANETs clustering in 3D road envi-
ronments, ensuring the reliability and stability of VANETs communi-
cations

Medical [193] Clustering algorithm based on information entropy to detect outliers
in the high-dimensional medical data stream, helping for disease
prevention and source analysis

Customer
segmentation

[34] A customer segmentation method based on stream clustering for
transactional data adapting to evolving and dynamic context of e-
commerce, helping to improve marketing strategies
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[122] Hierarchical fragmentation-coagulation processes for dynamic cus-
tomer segmentation, allowing to understand better customer’s behav-
iors, towards developing efficient marketing strategies or tailoring
social programs adapting to public values

Financial market
analysis

[79] Real-time cluster configurations of streaming asynchronous features
for online state descriptor of financial markets, enabling capturing
salient features of limit order book and efficient near-real-time use

[21] Tracking method for cluster’s evolution of financial time series adapt-
ing to fluctuated and dynamic stock market

Table 5.1: Applications of data clustering

This short overview demonstrates the effectiveness of data stream clustering methods for solving
diverse problems in various domains. The aforementioned applications commonly aim to detect the
different patterns or behaviors of data in the context of large and high-speed data transmission,
which are similar to the current ITS context considered in our study. Therefore, we consider the
data stream clustering-based method as an appreciated solution to traffic prediction problems in
the current ITS context. However, due to the specific characteristics of traffic data and the objectives
of this study, we aim to develop a novel data stream clustering-based method that fully expresses
the main properties of the data stream analysis approach while adapting to our study case. The
following discussion will detail the potential of data stream clustering-based methods in traffic
prediction solving and the components that we aim to consider in our proposal.

5.4 Discussion

In data mining and analysis of ITS, clustering tasks for traffic pattern detection is an important
topic since it helps to enhance traffic management strategies, both in terms of timing and location,
towards improving the efficiency and safety of urban transportation. Indeed, understanding the
real-time traffic conditions across diverse locations and time frames helps predict the occurrence
time and the locations of traffic bottlenecks in a city [175]. Additionally, it provides data on the
available capacity of roads at different times, enabling assessments of the network’s robustness. Or,
by integrating historical and live data, irregular states in traffic patterns, such as accidents, can be
detected.

Besides, in the modern ITS, traffic data is continuously gathered in real-time from diverse
sources, including sensors, cameras, GPS devices, and other monitoring technologies, etc. to provide
dynamic and updated observations of traffic conditions, vehicle movements, and infrastructure
status. These data are nowadays essential to improve the quality of transportation networks.
However, they also come up with challenges in terms of efficiently storing, processing, and
extracting meaningful insights from the constant data streams. First, data streams may contain
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new and unpredictable behaviors, requiring processing methods to possess a dynamic and flexible
structure capable of self-evolving and adapting to novel situations. Second, the huge volume of
traffic data makes storing all of them impractical due to the high cost associated with storage
capacity, organization, and maintenance. Third, with the rapid transfer of traffic data streams
facilitated by high-speed, low-latency 4G connectivity, processing methods need to deliver results
within a reasonable calculation time, necessitating a completely online processing mechanism.
Finally, traffic data streams may involve data from various sources, resulting in heterogeneous data
types. To extract valuable insights that a single data type cannot provide, a heterogeneous data
processing method with a dynamic decision-making algorithm becomes an essential solution.

Considering the two arguments presented above, we highlight four components of a streaming
clustering method for traffic data: dynamic and flexible structural changes, online processing,
dynamic assignment decisions, heterogeneous data processing, and efficient data storage.

Methods
Dynamic and flexible

structural changes
Online

processing

Dynamic assignment
decisions and heterogeneous

data processing

Efficient
data storage

ClusTree + - - -
CluStream + - - -
DenStream + - - -

GNG + + - -
MAS-based + + + -

Table 5.2: Evaluation of existing methods for traffic data stream clustering

Table 5.2 presents the evaluation of relevant data stream clustering methods within each category
according to four adequate components for the traffic prediction application. ClusTree, CluStream,
and DenStream enable the online construction of clusters from the arrival data stream. However,
the final clustering structure is still determined by the offline algorithms, which are inadequate
for the continuous and infinite data stream. GNG, on the other hand, can capture data structure
by finding topological structures that closely reflect the structure of the input distribution. How-
ever, it performs with homogeneous clusters that have the same assignment decision and data
natures/characteristics. Finally, existing MAS-based clustering methods address three character-
istics and perform a completely online processing by evaluating, integrating each arriving data
and adjusting existing clusters adapting to this data. Thanks to their distributed and decentralized
function at agent’s level, these methods can deal with heterogeneous data, for instance processing
different data types using different types of agents, and adapt the choice of the assignment deci-
sions by taking into account the characteristics of agents. However, it is mandatory in MAS-based
clustering methods to memorize all historical data for evaluating agent actions. Consequently, they
lack an efficient data storage component.
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5.5 Conclusion

In this chapter, data streams are introduced as the current trend of data acquisition and transmission
due to the advances in hardware, software, and connection technologies. This type of data requires
specific processing methods known as dynamic clustering. The key characteristics of dynamic
clustering were highlighted with the ability of dynamic structural changes to adapt to new arrival
data. Moreover, the applications of dynamic clustering for data stream analysis have been widely
deployed with different approaches in various domains.

The above discussion has justified the opportunity of using a dynamic clustering approach for
traffic prediction problems in this thesis.
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Chapter 6
Multi-Agent System

Objectives of this chapter:

• Introducing multi-agent systems

• Presenting the self-organization and cooperation properties of agent-based methods towards
adaptive multi-agent systems

• Discussing the existing applications of multi-agent systems in ITS

6.1 Multi-Agent System

Nowadays, real-world applications become more and more complex, characterized by numerous
components, the open and dynamic environment, and the diverse interactions between them,
leading to a large amount of unpredictable situations. Therefore, traditional information modeling
that aims at centrally controlling and studying all potential situations of systems is no longer
suitable for complex problems. To tackle the complex system, the agent-based systems known as
Multi-Agent Systems (MAS) are the most representative [186] among artificial tools. The MAS
paradigm offers an efficient solution for complex problems through distributed computation and
decentralized control at the agent’s level. Agents can dynamically change their behaviors, adapting
to a local dynamic environment and allowing them to address unpredictable events. Then, they can
interact with each other to reach the global goal. The MAS-based systems are composed of three
main elements: agents, environment, and their interactions.

6.1.1 Agents

A well-known definition of agent is introduced in [186]: An agent is a computer system that is situated in
some environment and that is capable of autonomous action in this environment to meet its design objectives.
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Agents are highlighted by the following characteristics:

• Autonomous: Agents can decide their behaviors by themselves (no external intervention).

• Located in an environment: Agents are situated in an environment. Their behaviors affect
this environment and vice versa.

• Having partial representation of environment: Agents perceive information from the part of
the environment they interact with.

• Having local decision functions/skills and goals: Each agent pursues an individual goal
achieved by its local skills, allowing agents to react to different perceptions, evolve, and adapt
to environmental states.

• Able to interact with the environment and other agents: The interactions with other entities
allow the exchange of information inside the system, enabling the emergence of the global
goal of MAS from a set of local goals of agents.

An agent performs a continuous life cycle including three steps: perception, decision, and
action. In the first step, agents perceive new information coming from their environment. In the
decision step, agents choose the action depending on their perceptions of the environment. In the
last step, agents perform the selected action in the previous step and modify the local part of their
environment where they are situated.

Depending on the relevant properties in an agent, three main classes of agents exist: reactive,
cognitive and hybrid agents.

6.1.2 Multi-Agent Systems

A MAS is composed of a set of interacting agents. Each of them has its individual objective,
knowledge, and skills. They interact with each other to reach their own goals, thus resulting in the
global goal of MAS. The MAS is highlighted by the following properties:

• Autonomous: As MAS is composed of autonomous agents, MAS can autonomously function,
and there is no external global control.

• Distributed and decentralized: Knowledge is distributed at the agent’s level since agents
own a partial representation of the environment. Moreover, the control is distributed, and no
supervisor controls the global system.

• Asynchronous and parallel: These properties refer to the execution ways of agents.

• Open/close: A close MAS performs with the fixed set of agents. Meanwhile, agents in an
open MAS can be created or removed during the system’s execution.
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• Heterogeneous/Homogeneous: MAS can contain the same type of agents (homogeneous
MAS) with the same patterns and models or different agents (heterogeneous)

6.1.3 Environment

The environment of the MAS is defined as all external entities of the world that influence MAS.
As mentioned, agents in MAS are situated in it, interact, and modify it. Thus, depending on the
characteristics of the environment, the decision-making process of agents has different levels of
complexity. According to [155], the environment is mainly characterized by the following properties:

• Accessible / Inaccessible: In an accessible environment, agents can access the environment
information at any time. Otherwise, only partial information is available for agents. The more
accessible the environment, the simpler operation of agents is performed.

• Discrete / Continuous: The environment is discrete if its state, the set of percepts, and the
actions of agents are clearly defined and distinct. In the continuous environment, they are
infinite.

• Deterministic / Stochastic: In the deterministic environment, the next states are completely
determined based on the current state and the action of agents. Contrastingly, the effect of
agent’s actions can be diverse in different contexts.

• Dynamic / Static: The dynamic environment can evolve independently of the actions of
agents. Otherwise, the static environment cannot evolve without actions from the system.

• Episodic / Sequential: In the episodic environment, at each episode, agents receive and
perform a single perception and action. The next episode does not depend on the results of
actions from previous episodes. Otherwise, in a sequential environment, the current decision
can affect all future episodes.

6.1.4 Self-organization

One of the most important properties that make MAS suitable for solving complex problems is
the bottom-up strategy in its design. In this strategy, the system is built from the base elements
or agents towards the high levels until forming a complete top–level of the system. Thus, global
behaviors emerge from every individual behavior and the interactions between agents at micro
levels. However, agents at low levels only have a partial view of the environment and limited
skills. Therefore, to guide agents’ behaviors and their dynamic interaction leading to the emergent
phenomenon, MAS performs the self-organization mechanism.

Self-organization is generally defined as a set of dynamic interactions that raise the appearance
of global structures of a system from interactions among its lower-level components. In MAS, the
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embedded self-organization mechanism helps the agents to self-organize and to achieve, at the
macro level, the objective of the system the designer expects.

However, ensuring the emergence that leads to desired behaviors at the global system level
is a challenging task. On the one hand, emergent behaviors cannot be controlled by any global
supervisors. Thus, their appearance can be under different manners. On the other hand, software
designers aim to build systems and ensure they achieve the desired objective while considering
constraints from environments. To tackle this antinomic situation, the solution is to understand
relations between micro and macro levels of the system and implement the codes containing the
functions allowing self-organization and self-adaptation of the system during interactions with
environmental dynamics.

6.2 Adaptive Multi-Agent System

In the previous section, multi-agent systems have been introduced with the definitions of agent,
environment, and self-organization. MAS highlighted the cooperation between agents to emerge
the global system’s goal from individual goals. However, leading the emergence towards the
expected objective or adequate function of system is still challenging since there is no external
entity evaluating the system’s performance. Thus, to self-organize, the system needs to evaluate
itself. In other words, agents must assess their actions and behaviors with local knowledge while
ensuring adequate global behavior.

To tackle this challenge, the AMAS approach has been introduced in [33]. AMAS proposes the
cooperation between agents as the answer, enabling the design of the system to perform complex
tasks.

6.2.1 Fundamental theory

The AMAS approach guarantees the convergence towards the desired global function by following
the theorem of functional adequacy: For any functionally adequate system, there exists at least one coop-
erative medium system that fulfills an equivalent function in the same environment, which is demonstrated
in [69]. The functional adequate system implies that the system has no antinomic interaction with
its environment. This theorem aims to indicate that the cooperative medium system is functionally
adequate.

A cooperative internal medium system is a system composed of parts that always interact
cooperatively. Thus, a MAS becomes a cooperative internal medium and has an adequate function
if all agents in this system are in a cooperative state. To conclude, all agents in this MAS need to
interact with each other and with the environment cooperatively to guarantee the emergence of an
adequate global function (shown in Figure 6.1).
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Figure 6.1: Emergent function

6.2.2 Non-cooperation situations

Previous sections showed that cooperation is the key mechanism of AMAS to implement solutions
for complex problems. The functional adequacy theorem ensures that for a calculable problem, a
MAS whose agents are in cooperative states can find the desired solution. To reach cooperative
states, the obvious way is that agents need to avoid all non-cooperation situations. Indeed, the
non-cooperation interactions within the system result in the non-adequacy of the system.

An AMAS needs to identify the perturbing situations and define the associated solutions to
help agents overcome them when they encounter the perturbations. We call these situations as
Non-Cooperation Situations (NCS). There are seven types of NCS that an agent can encounter [68].
They can happen at all three steps of the agent’s life-cycle.

• Perception:

– Incomprehension: the agent cannot understand received information

– Ambiguity: the perception can be understood in different ways, and agents are not sure
which one is correct

• Decision:

– Incompetency: the agent has no skill to process the received information

– Unproductivity: the agent cannot propose any useful action

• Action:

– Concurrency: the chosen action puts the agent in concurrence with others since their goals
are the same

– Conflict: the performed action of the agent is incompatible with the actions of other agents
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– Uselessness: the agent proposes an action that does not change the state of the common
environment or that is not interesting for other agents

To solve the NCS, agents in AMAS define the set of associated cooperative actions. Three types of
cooperative actions of agents have been identified [32]:

• Tuning: the agent adjusts its internal parameters to modify its behavior.

• Reorganization: the agent modifies the way it interacts with its neighborhood

• Evolution: the agent can create other agents or delete itself when its functionality is useless.

6.3 Application of AMAS in ITS

Nowadays, the evolution of ITS technologies is directing our focus towards the concept of user-
centric services. This concept highlights the importance of personalized services that prioritize
the consideration of user’s needs in the development of digital mobility solutions. Moreover, the
evolution of a large number of intelligent vehicles, connected infrastructures, etc. and numerous
interactions between them make the current transport problems complex. Therefore, traditional
modeling approaches that address the macro-level transport are no longer suited to the current
context. Meanwhile, the concept of MAS oriented to micro-level agents holds promise in addressing
this challenge due to its characteristics discussed in previous sections.

MAS has been employed for various applications in ITS, including the simulation, controlling,
and management of ITS. A Ph.D thesis presented in [126] tackles the problem of communication
in the fleet of autonomous and connected vehicles using the AMAS approach. Indeed, connected
vehicles highlight the advances of V2X technologies in exchanging data between vehicles. However,
since the amounts of exchanged information and the sources are large, vehicles need to know what
information to transmit, receive, and how. This work proposes two AMAS-based modules allowing
vehicles to extract useful information adapting to their reference and optimize the information
exchanges within a fleet. The good performance of the AMAS approach in optimizing information
exchanges also enhances its ability to offer solutions for data confidentiality preservation and
efficient data utilization. [74] proposes a constructivist approach based on MAS for a self-adaptive
decision-making system of road traffic control. The proposal leveraged the concept of MAS and
reinforcement learning to tackle unknown and changing complex environments where the con-
struction of a complete representation of the system is not feasible. Another Ph.D thesis in [165]
applied MAS for the conception of cooperative and intelligent transportation. This work focuses
on the behaviors of autonomous vehicles in the decision-making protocols for ITS. Work in [49]
introduces a multi-agent model for resource allocation and scheduling in vehicle fleets to improve
on-demand transport (ODT) systems. In this study, autonomous vehicles can communicate via
peer-to-peer radio channels to address passenger needs and satisfy trip requests in an online ODT
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system. The proposed multi-agent model demonstrates proficiency by handling diverse constraints
and allowing different approaches to find solutions and coordinate vehicles.

6.4 Discussion

The management of modern transportation has become challenging nowadays due to the increase
of intelligent and interactive entities and numerous interactions between them. Thus, a distributed
and decentralized process would be an effective solution for the following reasons:

• Fault tolerance: Distributed and decentralized systems help mitigate the impact of faults or
failures in one part of the system on the rest, minimizing disruptions to the functioning of the
transportation system.

• Openness: Transportation systems must change and update dynamically, adapting to varying
needs and demands. A decentralized management allows to easily scale up, add, or remove
some entities from the network.

• Reduced latency: A distributed system can delegate the decision at the local entity level. This
distribution enables the adaptation of transportation services according to specific conditions.
Moreover, it can reduce the processing time, allowing the system to react quickly to urgent
events.

• Enhanced privacy and security: Distributed systems improve privacy and security compared
to centralized alternatives. Personal data and sensitive information can be stored and locally
processed, reducing the risk of data breaches or unauthorized access.

• Efficient communication and exchange: Distributed systems can be designed to be more
interoperable with diverse components and technologies. This is particularly important in ITS,
where various vehicles, sensors, and infrastructure elements need to communicate effectively.
That helps to avoid the bottleneck, especially during peak usage, and ensures smoother and
more efficient operation by distributing the operation across multiple nodes.

The AMAS approach deals with complex problems in a dynamic environment through the
bottom-up design of multiple cooperative agents, where the decision is decentralized, and the
global task is distributed at the agent’s level. Thus, the AMAS approach is a potentially adequate
solution for the management tasks of modern transportation, including traffic prediction.

6.5 Conclusion

This chapter introduced the MAS approach as an effective solution for complex problems in an
open and dynamic environment by the bottom-up design of agents. The AMAS approach deals
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with complex problems by distributing the global objective into the local task of agents and enabling
the cooperation between agents to solve global tasks that cannot be pursued individually. This
approach allows for addressing problems that cannot be achieved by centralized modeling since
the number of participating entities and their interactions are numerous.

Autonomous agents in the AMAS approach are known for their two main functionalities: local
decision and cooperation. The local decision of agents consists of the set of skills allowing them
to pursue their individual goals by interacting with a part of the environment. The cooperative
behaviors allow agents to interact with other agents, enabling the emergent phenomenon. This
mechanism, known as self-organization of agents, leads the local tasks to achieve the global
objective of the system.

It is challenging to design a self-organization mechanism that can lead the system to the
expected behaviors without global controls. Thus, to guarantee the convergence towards the
desired functionality, the AMAS-based systems, at design time, define the cooperative behaviors
of agents. According to the functional adequacy theory, these behaviors enable the emergence of a
system’s functionality that would solve unexpected and disturbing situations or Non-Cooperation
Situation (NCS) towards adequate performance.

Seven general NCSs are defined that can happen during the interaction of agents. They are gen-
eralized to cover unpredictable situations encountered in a large variety of complex problems. The
definition of NCSs allows developers to identify them and build associated cooperative behaviors.

Finally, various applications of the MAS and AMAS approach in ITS were presented, demonstrat-
ing the potential of employing MAS to address transportation-related challenges. These findings
enhance optimism regarding their efficacy in solving traffic prediction problems.
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ADRIP - Adaptive multi-agent system for
DRIving behaviors Prediction

Objectives of this chapter:

• Introducing the multi-level traffic prediction problem

• Presenting ADRIP - a continuous learning and cooperative prediction system that addresses
this problem

• Describing ADRIP’s architecture

• Introducing the definition of agents and their behaviors to learn and predict traffic dynamics

• Describing the self-adaptation mechanisms of agents

The two previous chapters provided an overview of the dynamic clustering method for data
stream processing, the MAS paradigm, and the AMAS approach for complex problem-solving.
Dynamic clustering addresses continuous learning, allowing the system to evolve by integrating
new data. Meanwhile, the AMAS approach emphasizes the ability of self-organization among
cooperating agents to jointly solve problems that cannot be tackled individually. These approaches
present significant potential for addressing the complexities of traffic prediction problems.

This chapter defines the multi-level traffic prediction problem studied in this thesis. The
objectives of the proposed solution to address the challenges of this problem are determined. Then,
we introduce ADRIP - an agent-based model for continuous learning and cooperative prediction
applied to traffic dynamics prediction. The description of ADRIP justifies the adoption of the
dynamics clustering and AMAS approach to fulfill the objectives of the system. Lastly, we describe
the role and generic function of the proposed system when dealing with multi-level traffic prediction
problems.
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7.1 Multi-Level Traffic Prediction Problem

Road traffic management has become increasingly challenging and intricate in the context of the
current road network and transportation infrastructure. This complexity is due to the growing
number of vehicles, the integration of intelligent traffic equipment, and the complex nature of
road network topology. These factors result in many possible interactions between heterogeneous
entities, including physical and logical ones, in a dynamic environment. Therefore, adopting a
multi-level, intelligent, and distributed approach is valuable in traffic management.

In this way, the promising approach involves a multi-level architecture using the multi-agent
approach. This approach focuses on understanding the system’s behavior at the agent level, assigns
agents to different levels based on the road network’s architecture, and considers their interactions
to observe the emergence of global system behaviors. On the one hand, it facilitates understanding
the influences of each road network entity on the others through the analysis of their interactions.

On the other hand, decentralizing road network modeling enhances the system’s openness for
diverse applications and studies, mainly when the interest or the available data addresses only
specific entities within the road network rather than the entire network.

Lastly, the multi-level road network architecture allows to demonstrate the versatility of the
prediction system. It accomplishes this by acknowledging that observations from different road
network levels exhibit distinct characteristics regarding traffic features, data variability, data scales,
etc. Achieving consistent and reliable performance across these different network levels strengthens
the prediction system’s robustness.

7.1.1 Multi-Agent Road Network Architecture

The hierarchical organizational architecture of road networks is based on the AGRE (Agent-Group-
Role-Environment) meta-model suggested by [58]. The selection of agents and the organization of
multi-agent architecture are selected based on the studied context. The main elements of the AGRE
model are determined as follows:

• Set of agents: vehicle, sensor, road segment, sub-network, and network

• Groups: groups of the same types of agents that are located at the same level in road network
architecture

• Role: a representation of the function of a given agent, its service or identification

• Environment: including the physical areas and surrounding entities such as other roads, Geo-
graphic Information System (GIS), GPS, vehicles, drivers, servers, communication equipment

Based on the AGRE model, [96] introduced a hierarchical organizational architecture of road
network, shown in Figure 7.1 (left). This architecture involves three types of agents: city, road
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Figure 7.1: Hierarchical multi-agent road network architecture proposed by [96] (left) and its
extension for this study (right)

supervisor, and intelligent vehicle agents. Agents at lower levels are grouped together if they are
situated within the supervision of the same agent at high levels. The communication between
levels is restricted at the adjacent levels, meaning that agents must pass the intermediate levels to
communicate with the following ones. This property does not correctly reflect the V2X connectivity
in the dynamic environment of ITS. Therefore, we propose an architecture adapted for our study
shown in Figure 7.1 (right).

Our architecture presents four key enhancements. Firstly, entities within our architecture can
communicate flexibly with others at any level without passing intermediate levels. This adaptation
aligns with the real communications in ITS with V2X connectivity. Secondly, it includes fixed sensor
entities in this architecture since we are interested in the macroscopic traffic data they collect. Thirdly,
sub-network entities are introduced to address road segments with similar traffic characteristics or
specific road types. In the last level, the network entity is defined as the highest level, referring to
city, region, country, etc.

The definition of road network entities is presented from the microscopic to macroscopic levels
as follows:

• Vehicle (level 1): the entities at the lowest level of the road network architecture. They are
equipped with onboard units and V2X connectivity, allowing them to collect the Floating Car
Data (FCD) with high frequency along their itineraries and share these data with other entities
of the road network architecture. Connected vehicles can perform direct communication
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between them to exchange data and traffic observation through V2X connectivity. Data
collected from connected vehicles nowadays play a significant role in the development of ITS
services.

• Fixed sensor (level 2): the sensors installed on the road segment enabling the collection
of aggregated data from crossing vehicles such as mean speed, number of vehicles, etc.

These sensors can refer to physical inductive-loop traffic detector or virtual software in data
collection servers that can process data from different sources and extract traffic information.
The data collected from them can provide collective traffic information for a higher scale of
traffic management than the individual data from vehicles.

• Segment (level 3): the logical entity associated with a road segment as defined by Open
Street Map (OSM). Segment entities manage the data communicated from vehicles or sensors
located on them. Analyzing traffic data at the segment level allows the local understanding of
the evolution of traffic dynamics and thus enhances traffic information provided for future
vehicles.

• Sub-network (level 4): the logical entity that manages traffic dynamics at the level of a given
group of segments (e.g. motorways, districts, cities, etc). Studying the traffic dynamics by the
type of road segments allows us to understand the inter-impacts between them as well as the
propagation of traffic events through the different road types.

• Network (level 4): the logical entity linked to the studied geographical road network. Network
entities aim to understand traffic dynamics at the network level, which helps with high-level
traffic management, for example the dependence of traffic between cities, the impact of a
given urban area, etc.

The entities presented in road network architecture can communicate with each other to ex-
change data. Two types of communication can be established at each level. The first type is
inter-level communication from lower to upper levels. The entities, able to directly collect the traf-
fic data as vehicles or sensors, aim to share them with entities at higher levels to enable multi-scale
traffic management. The second is the intra-level communication. Indeed, the entities can decide
to share the raw observations or process these data before sending them. They can communicate
with other entities at the same level to enhance their knowledge and decide together the adequate
information to share with entities at the higher level.

7.1.2 Roles of Road Network Entities

With flexible established communication, each road network entity participating in the road network
architecture can play two roles:
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• Data provider entity: the road network entity that collects traffic data and shares their
observations with entities at other levels. The recent communication technologies allow road
network entities to establish a stable connection, enabling real-time and high-speed data
exchange. Therefore, traffic data are transferred as a data stream. The nature of the shared
traffic data varies depending on the type of data providers. Vehicles and sensors mainly play
the role of data provider entities since they directly collect traffic data. Nevertheless, other
road network entities can act as data providers when the traffic prediction is estimated at
higher levels than theirs.

• Processing entity: the road network entity aiming to estimate the traffic predictions at its
level. The processing entity interacts with data provider entities to learn historical traffic
observations and cooperate to compute the prediction jointly. Road segments, sub-networks,
and networks mainly play the role of processing sensors.

Data provider entities can interact with each other to enhance their observations and with
processing entities to exchange data to other levels. They are always located at a lower level than
processing entities. Each data provider entity communicates with only one processing entity at a
time. The established communication can be fixed or dynamically changed. The following scenarios
illustrate two communication types between data provider and processing entities.

• Scenario 1: connected vehicles as data provider entities and road segments as processing
entities: in this scenario, connected vehicles share their FCD with the road segment they
are crossing using GPS locations. Consequently, when they move to new road segments,
their communication change to the road segment entities associated with those segments.
Road segment entities process data from communicating vehicles to compute the prediction
of driving behaviors. This scenario exemplifies a dynamic communication between a data
provider and processing entities.

• Scenario 2: fixed sensors as data provider entities and road segments as processing entities: in
this scenario, sensor entities communicate with road segment entities where they are installed.
Since sensors are stationary and attached to a specific road segment, the communication
between them is static. Road segment entities perceive data from fixed sensor entities and
compute the prediction of aggregated traffic information.

7.1.3 Definition of Multi-Level Traffic Prediction Problem

Traffic prediction based on data analytics is defined as the task of estimating the future traffic
dynamics of a studied road network based on analyzing historical traffic data. Therefore, to scope
our studied traffic prediction problem, the following elements need to be clarified: input, expected
output, characteristics of used traffic data, and environment.
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Linking the context of multi-level traffic defined previously in the two previous sections, we
define the multi-level traffic prediction problem considered in our study as follows:

Given a traffic data stream DS = {DPT s1 , . . . , DPT st , . . . , DPT sN
} consisting of a sequence of

N Data Points (DP) arriving during timestamps Ts1, . . . , T st, . . . , T sN sent from data provider
entities, processing entities analyze and learn, at each Tsi, the perceived DPT si and compute the
traffic predictions for future timestamps (up to the required prediction horizon). The provided
definition of traffic prediction applies to each combination of data provider and processing entity in
the road network architecture.

This problem exhibits the following characteristics:

• Traffic data continuously arrive over time and are processed sequentially by processing
entities.

• A processing entity does not have global knowledge of the entire environment. Indeed, they
only perceive the traffic information that is exchanged with them by the corresponding data
provider entities, which is essential for their prediction computations. Consequently, traffic
data are locally stored and processed. Additionally, the actions of a road network entity only
influence the local part of the environment, comprising entities within its neighborhood.

• Local learned information of processing entities can be insufficient for prediction calculation
due to the complex traffic propagation in the road network. Therefore, the cooperation
between processing entities is appropriate for obtaining adequate predictions.

• Due to the diverse types of data provider and processing entities, the interacting environment
exhibits a high level of dynamics and openness. Moreover, road network entities can be
either physical or logical, having strong evolution over time, such as entering or quitting the
system, modifying their behaviors, and adapting to the environment’s states. Therefore, the
prediction method must have solid versatility to perform robustly in diverse scenarios.

7.2 System objectives

The previous section defined the multi-level traffic prediction problem that is studied in this thesis,
as well as detailing its significant characteristics. To deal with this problem, we propose ADRIP
(Adaptive multi-agent system for DRIving behaviors Prediction) with the following expected
characteristics:

• continuous learning from traffic data streams to evolve the learning and predictive algorithms,
databases, and decision-making strategies. This self-evolution allows ADRIP to adapt their
behaviors to the changes of the environment.
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• local learning process to distribute the model training at the agent’s level. This distribution
enhances the openness of the system, where its entities can be added or removed without
requiring the re-installation of the entire system. Moreover, the local training process allows
the system to decentralize the data storage and collection. In fact, agents in the system only
process a part of the studied data set that directly affects them. This property can answer the
data privacy issue since data do not need to be shared with all entities of the system. Finally,
the local learning process can reduce the calculation time, leading to real-time processing for
traffic data streams.

• explicit model interpretability of ADRIP to provide the explanation of input-output causal-
ity. To overcome the black-box nature of learning models, ADRIP is based on a clustering
algorithm that can facilitate the understanding of the dependency of the outputs on the input
features or parameters of the models. That leads to the efficient management of the system’s
performance.

• cooperative prediction process to gather the necessary data for the accurate prediction.
The local learned database of the system’s processing entity lacks features expressing the
dependencies of each entity on each other. This cooperation can fulfill the limitations of the
local learning process by enabling the interaction between entities, allowing them to share
processed information to reinforce the quality of prediction estimation.

• strong model versatility for various applications. As ADRIP aims to address the multi-level
traffic prediction problem with the diversity of road network scenarios, interacting entities,
etc., the system must show strong robustness to guarantee its efficient performance for
different applications.

To reach these objectives, ADRIP must rely on the following characteristics:

• Self-evolution: agents in ADRIP need to perform the dynamic and adaptive behaviors
to adapt to the environment and perceived data. This characteristic is essential for the
continuous learning to update the learned database, the definition of neighborhood, the
choice of parameter, etc.

• Self-organization: within cooperation mechanism, agents in ADRIP must organize themselves
to avoid conflicts and make the cooperation operate smoothly. For example, participating
entities are willing to put on sleeping mode to give priority to other entities. By guaranteeing
this characteristic of agents, ADRIP can obtain the benefits of local and distributed learning
process while ensuring the adequate data sharing in the cooperative prediction process.

• Self-correction: agents in ADRIP are capable of self-detecting prediction errors and self-
correcting them. This property is essential to ensure a robust performance when the envi-
ronment shows its new behaviors. In such situations, ADRIP integrates these new behaviors
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thanks to its continuous learning process. However, the prediction may not be reliable due to
the lack of historical information. Thus, agents need to launch the auto-correction mechanism
to ensure the quality of the provided prediction.

In the context of ITS, the expected objectives and required characteristics of ADRIP are essential
to provide sustainable solutions that are feasible to deploy and apply for real-world traffic issues.
As the traffic environment is highly dynamic, the decentralization of ADRIP is expected to enhance
its openness, enabling reducing the installation costs when the environment changes in large-
scale applications. Additionally, the distributed calculation in ADRIP can offer fast and updated
predictions, guaranteeing their availability for drivers.

7.3 System architecture

Figure 7.2: ADRIP’s architecture

The architecture of ADRIP is shown in Figure 7.2. ADRIP consists of two main processes: local
learning process (L-ADRIP) and cooperative prediction process (P-ADRIP).

The learning process is composed of a MAS-based adaptive and dynamic clustering system
to locally detect different traffic dynamics from the perceived data stream of a given processing
entity. Traffic data are grouped into different clusters, each representing a traffic dynamic. The set of
constructed clusters forms a local learned database of a processing entity. To perform the dynamic
clustering, L-ADRIP defines two types of agents Data Agent and Cluster Agent.

• Data Agent (DA): a DA represents a Data Point (DP) arriving at timestamp Ts from the
communicated data stream DS, where DS = {DPT s1 , . . . , DPT st , . . . , DPT sN

}. Each DA is
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created when a DP, in the data stream communicated by data provider entity, interacts with
the processing entity.

The traffic information contained in DAs can be different depending on the data shared by the
data provider entity, for example, the mobility profile if traffic data comes from the vehicles
or the mean speed of crossing vehicles during a given time interval if data is sent from fixed
sensors. DA also contains the communicating timestamp (Ts).

Each DA actively participates in the learning process of ADRIP, is integrated in the learned
database of the processing entity and is subsequently removed from the system.

• Cluster Agent (CA): each CA is a logical entity associated with a cluster representing a traffic
dynamic extracted from the communicated data stream by the dynamic clustering method.
Each CA is described by a centroid DP that is the combination of all historical DPs and a
list of Ranges of Use (RUs) indicating the moments when the DAs are assigned to that CA.
The ranges of use of a CA provide information about historical moments when the traffic
dynamics represented by this CA occurred and how long they lasted. Memorizing these
ranges allows for the integration of temporal analysis in ADRIP.

L-ADRIP describes the interactions between DAs and existing CAs to continuously learn traffic
data and build the learned database of the processing entity. The learned database contains a set of
CAs. The clustering decisions and learned database are updated at each DA arrival. That enables
the system to locally self-adapt to traffic dynamics evolution and study the temporal dependencies
by observing the transitions between clusters.

Simultaneously with the learning process, the prediction process P-ADRIP performs a coopera-
tive prediction method that provides traffic prediction estimations until the required prediction
horizon. To operate the computation of predictions, P-ADRIP defines the Analyzer Agent.

• Analyzer Agent (AA): an AA is associated with a logical entity that is responsible for comput-
ing the prediction. AA is capable of analyzing the local learned database from the learning
process within the processing entity and cooperating with the AAs of neighboring processing
entities to gather the necessary information for prediction computation.

The AA in the processing entity uses the learned database from the dynamic clustering and
cooperates with the AA of neighboring road entities to compute the predictions. The definition
of the neighborhood of a road network entity depends on applications that aims to study the
propagation of traffic dynamics. Given that, the prediction process takes into account the spatial
dependencies. The interactions between AAs are implemented based on the principles of self-
adaptive MAS with cooperation mechanisms to overcome the potential non-cooperation situations
that can happen during the exchange of information.

Additionally, ADRIP also contains the mechanisms: noise detection and self-correction. The
noise detection mechanism aims to detect and filter the abnormal DPs from the data stream.
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The abnormal DPs are ignored and not considered in the learning and prediction process. This
mechanism is applied before L-ADRIP performs the dynamic clustering method. The self-correction
mechanism aims to manage the quality of computed prediction. Therefore, it observes both the
real traffic dynamics from L-ADRIP and the predicted ones from P-ADRIP and interferes when
detecting significant prediction errors.

7.3.1 Noise detection mechanism

Before diving into the main steps of the learning process, this section introduces the noise detection
method in ADRIP that is developed to eliminate insignificant data. When a new DP arrives, ADRIP
first verifies if it contains traffic information describing singular behaviors that do not correctly
reflect traffic conditions on the road network. The singular behaviors can be due to several reasons:

• Malfunctions of sensors that can provide unreliable traffic data.

• Environmental factors such as bad weather conditions, construction activities, etc.

• Connectivity errors between road network entities

• Vehicles with special privileges (e.g. ambulance, police cars) may exhibit distinct behaviors,
causing their Floating Car Data (FCD) to deviate from typical traffic conditions

• Vehicles moving with particular behaviors of drivers

Depending on the application, one or several types of noise must be detected and eliminated.
Addressing and mitigating these sources of noise is essential for improving the quality of traffic
data and ensuring that the analyses and predictions based on the data are reliable and accurate.
Therefore, we construct the noise detection mechanism of ADRIP as a multi-criteria method to
detect singular behaviors according to each established application. The detection method can
be diverse, mainly depending on the expert knowledge of the application scenario. For example,
the noise detection mechanism can use the vehicle’s information to identify privileged vehicles or
compare data with the previous and following ones to detect singular driving behaviors.

If the new data is considered as noise, it is rejected. Otherwise, it is represented by a DA interact
with the existing CAs in the learned database.

7.3.2 Learning process

This section introduces the behaviors of DAs and CAs in the dynamic clustering system to detect
the clusters of different traffic dynamics and ensure the continuous updates of the learning database
of a road network entity at each new DP. All entities perform the same learning behaviors to cluster
the perceived DPs. Nonetheless, depending on the stream of perceived DPs, each road network
entity possesses a different cluster structure and learned database. This distribution of clustering
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mechanism enables several benefits. Firstly, road network entities function simultaneously and
independently from each other to facilitate system control, mitigate the potential damage of a
centralized processing node, and reduce the calculation time by enabling parallel processing on
multiple processors. Secondly, it enhances the openness and flexibility of the system since road
network entities can be easily added or removed when there are some changes in the network.
Thirdly, it self-adapts to the continuous update when traffic dynamics change on the road network.
For example, when the correlations between road segments evolve, the system only needs to
update the relationships between related road segments rather than recomputing for the entire road
network.

7.3.2.1 DA’s behaviors

The DA interacts with existing CAs in the learned database of the processing entity. It performs
three behaviors, including:

1. Searching the list of similar existing CAs SimCAs by asking them for the similarity evaluation

2. Creating a new CA

3. Asking an existing CA for the assignment

Algorithm 1 DataAgent: searching the list of similar existing CAs

1: {—perceive—}
2: DP: data point in the data stream
3: Ts: communicating timestamp
4: {—decide and act—} // DA interacts with all existing CAs to find the list of similar CAs SimCAs

5: for all CAs in Learned Database do
6: askForSimilarityEvaluation(CA,DP)
7: end for
8: SimCAs←− list of similar CAs containing their identification and the associated similarity

measure

Algorithm 1 describes the first behavior of DA for searching the list of existing similar CAs
SimCAS in the learned database. A new DA enters the system upon the arrival of a data point (DP)
in the communicating data stream. DA perceives the traffic data point DP and the communicating
timestamp Ts from the data provider entity (Algo.1, lines 2-3). Then, DA interacts with existing CAs
in the learned database to ask for the evaluation of the similarity between its DP and CAs’ centroid
( Algo.1, line 6). The decision of similarity is made by CAs based on their local decision. Only similar
CAs return the similarity measure between their centroid and the DP of this DA, forming the list
SimCAs.
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Algorithm 2 DataAgent (SimCAs): creating a new CA

1: {—decide and act—} // DA evaluates SimCAs

2: if len(SimCAs) == 0 // no similar CA has found then
3: NewCA = createCA(DP, Ts) // create a new CA
4: Add NewCA to the learned database
5: end if

Algorithm 2 describes the second behavior of DA. Following its interaction with the existing CAs,
DA determines SimCAs containing the identification of similar existing CAs and the associated
similarity measure between the centroids of these CAs and its DP. Then, DA proceeds with an
evaluation of SimCAs. If SimCAs is an empty list, signifying the absence of similar existing CAs,
DA creates a new cluster agent (Algo.2, line 3). The centroid of the new CA is the new perceived DP,
and the first range of use is the communicating timestamp Ts. Then, the created CA is appended to
the learned database of the processing entity.

Algorithm 3 DataAgent: asking an existing CA for the assignment

1: {—decide and act—} // DA evaluates SimCAs

2: if len(SimCAs) ≥ 1 // At least one similar CA has found then
3: // DA chooses the most adequate similar CA to assign
4: OrderedSimCAs← SimCAs ordered increasingly based on the similarity measure to the

perceived DP
5: ExpectedCAToAssign = argmind(SimCAs) = OrderedSimCAs[0]
6: Send the assignment request to ExpectedCAToAssign

7: if len(SimCAs) ≥ 2 then
8: SecondClosestCA← OrderedSimCAs[1]
9: Send the SecondClosestCA to ExpectedCAToAssign

10: end if
11: end if

In the case where there is at least one existing CA similar to the DP of DA, DA requests for
the assignment by following the steps shown in Algorithm 3. Firstly, DA sorts the list SimCAs in
ascending order based on the similarity measure to the perceived DP (Algo.3, line 4). The resulting
ordered list is denoted as OrderedSimCAs. Then, DA identifies the most similar cluster as the
expected cluster to be assigned to (Algo.3, line 5). Additionally, DA checks if the SimCAs contains
more than one similar cluster. In that case, DA retrieves the SecondClosestCA (which is the second
closest CA) (Algo.3, line 8) and sends it to the ExpectedCAToAssign (which is the closest CA) for
further processing.
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7.3.2.2 CA’s behaviors

In the interaction with DAs, an existing CA in the learned database of the processing entity performs
the following behaviors:

1. Evaluating the similarity between its centroid and DP of the required DA

2. Merging with another CA

3. Assigning a DA to the learned database

Algorithm 4 ClusterAgent: evaluating the similarity with DA

1: {—perceive—}
2: CA receives a request to compute similarity measure from a DA := (DP, Ts)
3: {—decide and act—}
4: d = similarity measure(CA.centroid, DP)
5: if d ≤ α then
6: Send d to DA and CA’s identification
7: else
8: Ignore the request
9: end if

When receiving the request of DA for the similarity evaluation, CA performs the algorithm
4. CA first computes the similarity measure between its centroid and DP of the requesting DA
(Algo.4, line 4). The similarity measure is defined depending on the types of traffic data contained in
DA. This measure must evaluate the discrepancy between different traffic conditions. Then, the
computed similarity measure d is compared with the similarity threshold α that is adapted to the
characteristics of CA (Algo.4, line 5). The similarity threshold α is defined as a value indicating
that two traffic data points are considered similar if the distance between them is smaller than it.
Therefore, if d is smaller than α, implying that CA is similar to the interacting DA, then CA sends
its identification and the similarity measure d to this DA (Algo.4, line 6). Otherwise, CA ignores this
request (Algo.4, line 8).

In case where CA is the cluster agent that a DA expects to be assigned to, and it perceives the
information of SecondClosestCA from this DA. CA verifies if merging with SecondClosestCA is
necessary before assigning the communicating DA. This function is described by the algorithm 5.
Firstly, CA computes the similarity measure d between its centroid and the one of SecondClosestCA

(Algo.5, line 4). If d is smaller than its similarity threshold α, they merge together. The new centroid
is computed as the mean of their centroids (Algo.5, line 6), and the list of ranges of use listRUs

is the aggregation of their list of ranges of use (Algo.5, line 7). This merging step allows CA’s
behaviors and the learned database to adapt to new arrival data without depending on initial data.
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The merging of clusters is a local process that avoids costly calculations. Then, the learned database
of the processing entity is updated (Algo.5, line 9).

Algorithm 5 ClusterAgent: merging with another CA

1: {—perceive—}
2: CA perceive the information of SecondClosestCA of a DA
3: {—decide and act—}
4: d← similarity measure(CA.centroid, SecondClosestCA.centroid)
5: if d ≤ α then
6: CA.centroid = (CA.centroid + SecondClosestCA.centroid)/2
7: CA.listRUs.append(SecondClosestCA.listRUs)
8: end if
9: Update the learned database of processing entity

Algorithm 6 ClusterAgent: assigning a DA to the learned database

1: {—perceive—}
2: CA receives an assignment request from a DA := (DP, Ts)
3: {—decide and act—}
4: CA.centroid = adjustCentroid(DA.DP,γ)
5: CA.listRUs = updateRUs(DA.Ts)

If CA is the cluster agent that DA expects to be assigned to, it proceeds to integrate the com-
municating DA in the learned database (cf. Algorithm 6) using data point DP and communicating
timestamp Ts contained in this DA. CA integrates the perceived DP (Algo.6, line 4) by adjusting its
centroid using γ as an adjustment coefficient (cf. Equation 7.1). In this function, γ plays a similar
role as learning rate in the optimization algorithms as in the gradient descent that makes the chosen
cluster gradually move towards the new DP. The communicating timestamp of DA is added to the
list of ranges of use of CA (Algo.6, line 5).

centroidadjusted = centroid + γ ∗ sign(DP − centroid) (7.1)

7.3.3 Prediction Process

The prediction process P-ADRIP is performed by AAs, aiming to compute the chain of the
next changes of traffic dynamics (i.e. next changes of CAs) for a required prediction horizon.
Thus, the predicted data is denoted as: P = {(predCA1, T s1) −→ (predCA2, T s2) −→ · · · −→
(predCAH , T sH)}. Tsi is the predicted timestamp where the traffic on a given road network
entity changes to predCAi. predCA1, T s1 is predicted using current traffic state. A prediction
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(predCAi, T si) is computed using the previous prediction (predCAi−1, T si−1). H is the required
prediction horizon.

To complete the functioning of an adequate traffic prediction system, P-ADRIP addresses two
points: spatial dependency and real-time update.

Spatial dependency in the context of traffic dynamics refers to the influence of the traffic
conditions of neighboring road segments on the behavior of the considered segment. Considering
this dependency is crucial for enhancing the accuracy of traffic prediction methods. It enables the
learning of historical traffic patterns not only for the specific segment but also for upstream and
downstream road segments. Indeed, the incorporation of spatial dependency allows the model
to understand how traffic dynamics propagate through different road segments over time. By
examining historical traffic patterns in neighboring segments, the model can discover the evolution
of traffic dynamics between these road segments. To illustrate the spatial dependency, we consider
a simple road network with traffic flows in a specific direction, shown in Figure 7.3. In this scenario,
the traffic dynamics on a second road segment are significantly influenced by the number of vehicles
entering from the first and on-ramp road segments. Analyzing historical inflow traffic patterns
provides valuable insights, leading to an improved estimation of future traffic dynamics on the
second road segment.

Figure 7.3: Example of a road network

To include spatial dependency, AAs are based on the fact that the traffic dynamics on a
road network entity are impacted by the traffic of its neighborhood (traffic propagation). Each
AA cooperates with the neighboring AAs to collect the historical information required for the
estimation of predictions (cf. Algorithm 7). Through these interactions, each AA computes the
predictions based on how its traffic dynamics in the past have been influenced by its neighboring
AAs. The information of considered AA and its neighbors constitute what we defined as a local
traffic configuration.

Definition 1. Local traffic configuration
The configuration at a time T under the point of view of an AA is the set of observed traffic dynamic

clusters (CAs) with their corresponding ranges of use at T on itself and on its neighboring AAs.
For example, using the road network in Figure 7.3, the local traffic configuration under the point of view

of the second road segment is the set of observed traffic dynamic clusters (CAs) with their corresponding
ranges of use on itself, the first and on-ramp road segments.

The second characteristic that we aim to integrate into P-ADRIP is real-time extension. This
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characteristic refers to the capability of updating traffic predictions dynamically, ensuring that
predictions are always available up to the required time horizon. When the current prediction
horizon is shorter than the required one, AAs use the farthest prediction to compute the next
one. This extension mechanism is continuous through time. However, as the following prediction
is computed based on the previous one, the bad performance of a previous step can propagate
and make the prediction accuracy degrade quickly. Thus, the real-time update also includes a
self-correction mechanism (presented in Section 7.3.4) using real-time observed data. This ability
allows for the enhancement of the availability and reliability of the prediction process.

7.3.3.1 AA’s behaviors

To proceed the computation of prediction, AA performs two main behaviors:

1. Prediction estimation

2. Solving the non-cooperation situations

Algorithm 7 AnalyzerAgent: Prediction estimation

1: currentTs←− Current timestamp of prediction process
2: Ts←− currentTs

3: while Ts < currentTs + H do
4: ConfigT s←− buildConfig(AA, neighAAs,Ts)
5: listRUs←− getRUs(LearnedDatabase.CAT s)
6: histConfigs = []
7: for RU ∈ listRUs do
8: histConfigs.add(buildConfig(AA, neighAAs, RU.start))
9: end for

10: mostSimConfig←− evalutateConfigSim(ConfigT s, histConfigs)
11: predCA, RU predCA←− getFollowingCA(mostSimConfig)
12: Ts←− Ts + RU predCA

13: end while

Algorithm 7 details the behaviors of an AA to predict traffic dynamics. It starts from the
current timestamp currentTs (the timestamp when the prediction is launched) with the observed
configuration until the desired prediction horizon H . The main principle is, given a local traffic
configuration constituted by the traffic dynamics on road network entity associated with the
considered AA and its neighbors at a given timestamp, to find the most similar traffic configuration
in the past denoted historical configuration. The prediction of AA is then defined as the succeeding
traffic dynamics that were observed after this historical configuration. This prediction lasts as long
as the selected CA lasted in the past (RUpredCA).
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At each timestamp Ts of P-ADRIP (Algo.7, line 3), AA builds (buildConfig()) the configuration
ConfigT s from its CA and by requesting the observations from its neighbors (Algo.7, line 4). Then,
AA extracts the ranges of use (listRUs) of the current CA at Ts (getRUs()) (Algo.7, line 5) and
constructs, for each range of use (Algo.7, line 7), the historical configuration containing the CAs of
its neighbors at the beginning of this range of use (Algo.7, line 8). AA then compares each historical
configuration with ConfigT s (evalutateConfigSim()) based on two ordered criteria:

• the number of neighboring entities with different CAs in both configurations to address the
difference in traffic dynamics;

• the time gap between the beginnings of ranges of use in both configurations to address the
difference in dynamic propagation time. This gap is computed as the difference between the
beginning of the CA of neighboring processing entities and the beginning of the CA of the
considered processing entity. Indeed, since the change of traffic dynamics on a road segment
or an area can result from the changes of traffic dynamics in its neighbors, this criterion aims
to evaluate the difference between the two configurations regarding the time of dynamics
propagation. Figure 7.4 illustrates the calculation of this criterion.

Figure 7.4: Illustration of the calculation of the time gap criterion

For each AAi belonging to the neighborhood of a given AA, ∆tT s,AAi is the time distance
between the beginning of CA observed at Ts on road segment entity associated with AA, and
the beginning of the CA observed at Ts on road segment entity associated with AAi. Similarly,
∆thistT sk

,AAi
is computed in the same way with the CAs observed at a historical range of use

(hist Tsk that is the beginning of a historical range of use). Thus, the second criterion is expressed
as follows:

c2(ConfigT s, ConfighistT sk
) =

M∑
i=1
|∆tT s,AAi −∆thistT sk

,AAi
| (7.2)

where M is the number of neighboring AAs.
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We consider a concrete example: an AA1 who has 2 neighbors AA2 and AA3. At Ts, the observed
CAs on AA2 and AA3 are respectively CAT s

2 and CAT s
3 . The time distance between the beginning

of those two CAs with Ts is respectively ∆tT s,AA2 = 2 minutes and ∆tT s,AA3 = 3 minutes. Now,
we consider a historical configuration at histT sk

where the observed CAs on AA2 and AA3 are
respectively CA

histT sk
2 and CA

histT sk
3 . The time distance between the beginning of those two CAs

with histT sk
are respectively ∆thistT sk

,AA2 = 5 minutes and ∆thistT sk
,AA3 = 7 minutes. Consequently,

the time gap criterion c2 is equal to:

c2(ConfigT s, ConfighistT sk
) = |∆tT s,AA2 −∆thistT sk

,AA2 |+ |∆tT s,AA3 −∆thistT sk
,AA3 |

= |2− 5|+ |3− 7| = 7 minutes

The most similar historical configuration (mostSimConfig) is then defined as the historical
configuration minimizing both criteria. Then, AA gets the next CA and its ranges of use of this
configuration as the prediction for the next minutes from Ts. AA computes the achieved horizon
of this prediction step by forwardly shifting Ts for a time interval equal to the ranges of use of
predicted CA. If the desired horizon H is not reached yet, all described steps are repeated.

During interactions between AAs, several non-cooperation situations can happen and disturb
the functioning of AAs. That requires AAs to self-adapt. Thus, a set of resolutions allowing
AAs to overcome those situations and maintain the adequate functioning of the system has been
defined. They are presented as follows: the description of the cooperation failure situation and the
cooperative behaviors for the resolution.

• Incompetence in Responding to Requests

Failure description: During the construction of traffic configuration, AA faces an issue where
it does not receive responses from its neighbors for their demands of observed CAs. As a
result, AA is unable to establish the complete configuration. This situation happens since some
neighbors have not yet estimated their prediction at the requested timestamp, preventing
them from sending this information to demanding AA.

Resolution: AAs with shorter prediction horizons launch their calculation first. The remaining
AAs wait until the required predictions are computed. Through this mechanism, AAs self-
organize their execution based on different situations.

• Unproductivity in Predictive Calculation with New Information

Failure description: In cases where the communicated DA contains a DP that has not been
observed yet, AA does not have the historical information necessary for the prediction process.

Resolution: To address this lack of information, AA uses the newly created CA for this DP as
the prediction until the required prediction horizon. When AA detects a significant difference
between the centroid of predicted CA and the observed DP, it activates the self-correction
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mechanism to correct the prediction. Noting that, in parallel, the learning process will cluster
this new DP into the learned database, allowing the prediction process to perform better in
the future.

• Ambiguity in Multiple Prediction Propositions

Failure description: When several historical configurations are similar to the configuration at
time Ts, AA must select the most accurate one for its prediction.

Resolution: If the configurations are considered equivalent, AA opts for the most recent one.
This choice is coherent with the objective of continuous learning, emphasizing the significance
of recent changes in the driving environment.

7.3.4 Self-Correction Mechanism

The goal of the self-correction mechanism is to detect when the predicted CA is different from the
observed CA and correct it. To do that, when a change in traffic dynamics is detected, AA compares
the perceived DP with the centroid of the predicted CA. If the difference between them is larger than
the similarity threshold (α), AA relaunches the prediction process using its current configuration.
The local self-correction mechanism at an AA level can lead to changes in traffic prediction on its
neighboring AAs as they build their traffic configuration using incorrect information. Thus, once
the self-correction mechanism of AA detects an error, AA informs its neighboring AA to verify
its predictions. This process can propagate to their neighboring AAs for the same reason. This
mechanism allows to reduce the degradation of prediction performance due to the dependence of
following predicted steps on previous ones.

7.4 Genericity of ADRIP Functioning

ADRIP is presented in the previous section as a generic solution capable of addressing traffic
prediction problems at different levels of the studied road network architecture, described by
the exchange of traffic data from data provider entities to processing entities and the prediction
estimation at processing entities.

The application of ADRIP for traffic prediction problems in the multi-level road network
architecture is illustrated by the following scenarios. In the first scenario shown in 7.5(a), connected
vehicles at level 1 are data provider entities, and road segments at level 3 are processing entities.
In the second scenario shown in 7.5(b), road segments at level 3 are data provider entities and
sub-networks at level 4 are processing entities. In both scenarios, ADRIP is able to manage traffic
data streams sent from data provider entities and perform the prediction computation at processing
entities.

In the experiments, the applications of ADRIP need to specify some elements that adapt to the
considered scenarios. The first element is the characteristics of traffic data streams used as inputs
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(a) Scenario 1: ADRIP applied at level 1 and 3 (b) Scenario 2: ADRIP applied at level 1 and 2

Figure 7.5: Two examples of ADRIP functioning

and outputs. The representation of traffic dynamics at different road network levels can be various.
For example, traffic data collected from vehicles offer microscopic information such as individual
driving profiles. Meanwhile, aggregated data collected from sensors can provide macroscopic traffic
information such as traffic flow or density. The diversity of traffic data necessitates considering
distinct similarity measures and thresholds. The choice of these elements must ensure their
representation for different traffic states.

7.5 Conclusions

This chapter presented ADRIP, a MAS-based system for continuous learning and cooperative
prediction, addressing the multi-level traffic prediction problem. By applying ADRIP, the road
network entity is able to study traffic data streams, continuously extract historical patterns, and
compute the estimates of future traffic states. This enables the prediction of traffic at different
traffic levels in real-time and with continuous updates. Leveraging this prediction, many intelligent
services can be developed to improve transportation quality regarding time-saving, efficiency, and
safety, leading to a better driving experience for drivers.

ADRIP is highlighted by the following characteristics: decentralization, distribution, and
cooperation. The control and decision are decentralized at three types of agents: DA, CA, and
AA. Therefore, it allows the system to perform in an open and dynamic environment, such as a
road network, where the entities can be added or removed without re-initialization. The learning
process is distributed, enabling the local training process on each agent with partial data sets
that are interesting for this agent. That avoids the centralization of data collection, leading to
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improve data privacy, fasten calculation time and increase the efficiency of data management.
Finally, the cooperation behaviors are embedded in the functions of agents, allowing to complete
the functioning of ADRIP by leveraging their knowledge for the joint decision-making strategy and
adaptation.
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ADRIP Instantiations and Evaluations

Objectives of this chapter:

• Underlying ADRIP generality by its instantiation on two study cases:

1. Traffic prediction for microscopic information level

2. Traffic prediction for macroscopic information level

• Testing and validating ADRIP instantiation on simulated and real-world data scenarios

• Comparing the results obtained by ADRIP and the state-of-the-art methods

The previous chapter presented a generic description of ADRIP for the multi-level traffic
prediction problem. This description contains the main processes, agents’ behaviors, the generic
function of ADRIP, and how ADRIP addresses the multi-level traffic prediction problem.

In this chapter, the experiment presents two instantiations of ADRIP: traffic prediction for
microscopic information level and traffic prediction for macroscopic information level. For each
instantiation, we detail the instantiation of ADRIP, including road network entities that play the role
of the data provider and processing entities, the definition of traffic dynamics, similarity definition,
and adapted similarity threshold. The obtained results of each instantiation for dynamic clustering
and cooperative prediction are analyzed and compared to the well-known baselines of related
domains. The experiments in this evaluation are conducted in a single iteration since the decisions
of the agents are deterministic that leads the same results obtained from the ADRIP when using the
same database.

8.1 Traffic Prediction for Microscopic Information Level

This instantiation applies ADRIP to compute the traffic prediction at road segment entities from the
stream of data points communicated by connected vehicles, as shown in Figure 8.1.
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Figure 8.1: Scenario of traffic prediction for microscopic information level instantiation

Therefore, data provider and processing entities are defined as:

• Data provider entities: a set of vehicles V = v1; v2; ...; vn. Each vehicle follows an itinerary I
segmented into a sequence of road segments noted I = {rds1, . . . , rdsd}.

• Processing entities: a set of road segments determined according to the road network in Open
Street Map (OSM), their starting and ending points located by Global Positioning System
(GPS) devices.

Connected vehicles divide their itinerary according to the road segments of OSM. Thanks to
GPS equipment, each connected vehicle can locate the entry and exit positions of road segments
appearing in its itinerary. At the entry of each road segment (Tentry), the connected vehicle starts
collecting traffic data. At the exit (Texit), it send these data to the road segment entity it crossed. The
entry-exit time interval [Tentry; Texit] is also exchanged.

Each road segment entity receives the traffic data stream from the crossing connected vehicle
entities that is denoted as:

DS = {DPT s1 , . . . , DPT st , . . . , DPT sN
}

consisting of a sequence of N data points arriving during timestamps Ts1, . . . , T st, . . . , T sN

sent from crossing connected vehicle entities. It is important to note that the set of communicating
timestamps of DPs from DS on each road segment is irregular depending on the crossing time of
vehicles.

8.1.1 ADRIP Instantiation

From the generic description of ADRIP, we need to instantiate the following elements:

1. For Data Agent: the representation of traffic dynamics
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2. For Cluster Agent: the components of a cluster, the similarity measure of studied traffic
dynamics, the definition of similar traffic dynamics and the similarity threshold of associated
road segment entity

3. For Analyzer Agent: the definition of AA’s neighborhood

4. For Noise detection method: the method using to detect and eliminate the noise. This element
is optional, depending on the expert knowledge about the application scenario

8.1.1.1 Instantiation of Data Agent

Traffic dynamics contain at Data Agent level is defined by:

• An entry-exit time interval [Tentry; Texit]

• A DP represented by the Mobility Profile of a vehicle crossing a road segment entity

Definition 2. Mobility Profile (MP).

The MP of a vehicle on a road segment is the travel time distribution on different speed ranges.

When a connected vehicle enters a road segment at Tentry, it starts collecting its speed. At
the exit of road segment at Texit, it computes the Mobility Profile (MP) which is defined as a
representation for traffic dynamic. Previous studies define traffic dynamics as the mean speed,
volume, or density of traffic. However, these macroscopic traffic parameters cannot express
the variation of vehicle information on a road segment over time. For example, the predicted
mean speed at 30km/h can refer to both cases: a constant speed of vehicles on a considered
road segment or a homogeneous change of vehicle speeds from 0km/h to 60km/h. Therefore,
we aims to introduce MP to provide drivers with the more detailed information.

From the graphical point of view (Fig.8.2), MP is an histogram whose element is the travel
time during which vehicle speeds are within the associated speed range. The speed ranges
are sorted in increasing order. Figure 8.2 illustrates the MP of a vehicle crossing a segment of
72m length with the maximum speed of 30km/h using 7 speed ranges.

Given a MP, perspicuous information such as total travel time, mean speed, or speed variation,
can be communicated to drivers. Additionally, compared to the time series of speeds, a MP is
more succinct to adapt to memory and calculation time restrictions for continuous learning
and real-time prediction.

8.1.1.2 Instantiation of Cluster Agent

Each CA contains a known MP (i.e., the centroid of the cluster) that is the combination of all
historically assigned MP to this cluster, and a list of Range of Use associated to this known MP
defined as follows.
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Figure 8.2: Illustration of MP

Definition 3. Range of Use (RU) In a given time interval and a traffic dynamic, vehicles follow their
previous one, leading to drive with similar MPs. Thus, the range of use of an MP is a time interval
[Tstart; Tend] during which consecutive vehicles compute similar MPs. Tstart refer respectively to the first
vehicle’s entry time of that fleet, and Tend is the entry time of a vehicle that starts communicating a different
MP. Each known MP can have many ranges of use, and each range of use indicates the time intervals where
consecutive vehicles compute similar MPs to this known MP.

As an example, consider a connected vehicle entering a road segment at Tentry = 10am and communi-
cating its MP. This MP is then assigned to a CA of this road segment entity. Following connected vehicles
crossing this road segment communicate their MPs, all of which are assigned to the same CA as the first con-
nected vehicle, continuing until a vehicle enters at Tentry = 10 : 30am and communicates an MP belonging
to another CA. Consequently, the range of use of this CA is determined as [Tstart; Tend] = [10am; 10 : 30am].

Each CA possesses a similarity threshold α to evaluate the similarity between its centroid
and an arriving MP. The value of α is pre-defined or computed based on the characteristics of the
associated road network entity where it is located such as maximum speed or length. Therefore, it
is locally adapted for each road segment entity, according to its length or its maximum speed.

To enable the calculation of MP difference and the evaluation of MP similarity, we introduce the
definition of MP similarity (Def.4).

Definition 4. The difference between two MPs (MP k, MP l) is an array whose elements are the absolute
differences in time travel of respective speed ranges of two MPs. We formulate the expression of MP difference
as follows:

MPDiff(MP k, MP l) = (|MP k
i −MP l

i |)i=1,...N (8.1)

where N is the number of speed ranges, MP k
i and MP l

i are the values of time travel corresponding to the ith

speed range.
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Two MPs are similar if all elements of MPDiff (Eq.8.1) are smaller than the similarity threshold
α. Otherwise they are different.

MP k, MP l are similar⇐⇒ ∀i ∈ {1, . . . , N} : MPDiff(MP k, MP l)i ≤ α (8.2)

8.1.1.3 Instantiaion of Analyzer Agent

In ADRIP, AA operates the prediction process. To enable the cooperation in the prediction process,
each AA must determine its neighborhood comprising the AAs with whom it interacts to exchange
information necessary for prediction calculation.

In this instantiation, the neighborhood of an AA is defined as the AAs of the direct upstream
and downstream road segments. To identify these road segments, we observe two intersections
at the entry and exit points of road segment associated with a given AA. Then, all road segments
connecting with those intersections are gathered and define the neighborhood of a given AA.

8.1.1.4 Instantiation of Noise Detection

Using trajectory data of vehicles as representative of traffic dynamics requires consistency. Indeed,
we can only deduce the dynamics of traffic from the time series of vehicle speeds when vehicle’s
behaviors correctly reflect what happens on road segments (no-outlier existence assumption).
This required consistency is not always guaranteed, for example, emergency vehicles moving with
particular priorities or vehicles moving with individual behaviors in free-flow traffic. In such
cases, the learning process is disturbed since it may consider such behaviors as new clusters of traffic
dynamics, whereas these discrepancies are due to the diversity of individual vehicle behaviors.

In this instantiation, we explore detecting singular behaviors in free-flow traffic. For that, we
compare the distance between the position of the vehicle communicating MP and its leading vehicle
to the Stopping Sight Distance (SSD).

Definition 5. Stopping Sight Distance (SSD) [56]

SSD is the minimum distance required on a roadway to enable a vehicle traveling at or near the design
speed to stop before reaching a stationary object in its path.

SSD differs from different road properties. Report in [56] analyzes the values of SSD according
to the design speed of road segment and braking coefficient. [108] resumes the obtained results
reported in Table 8.3.

If the distance between the position of the vehicle communicating MP and its leading vehicle is
greater than the SSD of the road segment, that vehicle may have singular behavior since it is not
constrained by the security restrictions, and the new perceived MP is thus considered as noise. At
the system initialization, this noise detection method is not applied on the first vehicle to avoid
considering all vehicles as noise on a road segment with few crossing vehicles.
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Figure 8.3: Design Stopping Sight Distances and Typical Emergency Stopping Distances [108]

The effectiveness of ADRIP relies on the quality of its learning and prediction processes. There-
fore, to evaluate ADRIP’s performance, the following evaluation plan consists of two parts: a
Learning Process Evaluation to assess the clustering quality for traffic dynamics detection and a
Prediction Process Evaluation to analyze prediction accuracy.

8.1.2 Learning Process Evaluation

8.1.2.1 Data Description

To assess the effectiveness of the proposed dynamic clustering method, we aim to perform it on
a data set containing a variety of traffic dynamics. Therefore, the selected scenario consists of
two main road segments, with lengths of 1000m and 500m and the maximum speed at 90km/h,
respectively. The traffic flow is influenced by a straightforward bottleneck created by an on-ramp
segment, as illustrated in Figure 8.4.

Floating Car Data (FCD) are generated using microscopic traffic simulation in MovSim (Multi-
model open-source vehicular-traffic Simulator) [176] in which vehicles follow Intelligent Driver
Model (IDM) for moving behaviors and Adaptive Cruise Control (ACC) models for lane change
behaviors. This simulation generates traffic for about five hours. The entering traffic flow for
the main road increases from 1000 vehicles/hour to 1500 vehicles/hour from t0 to t0 + 300s and
maintains a flow of 1500 vehicles/hour until the end of the simulation. The entering on-ramp
flow increases from 0 to 500 vehicles/hour between [t0; t0 + 300s], decreases to 300 vehicles/hour
between [t0 + 300s; t0 + 600s], and maintains this flow for the rest of the simulation. This simulation
is run twice. Trajectory data are collected from 10000 vehicles that cross both road segments with
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the frequency of speed measurement at 1Hz.

Figure 8.4: Road scenario of data generation using MovSim

8.1.2.2 Experimental Settings

To conduct the experiment, we introduce methods that are compared with ADRIP, detail their
parameters and select the evaluation metric.

1. Compared Methods and Parameters

The performance of dynamic clustering in ADRIP are compared with CluStream using the
dataset generated by MovSim. The parameters in ADRIP and CluStream are set as follows:

• For ADRIP, we base the value’s choice of the similarity threshold α on the length of the
road segment. In this case, we set α = 10 for the 1st road segment and α = 5 for the 2nd

road segment since the 1st road segment is twice longer than the 2nd road segment. The
values of α are selected by experimentation to obtain a reasonable number of clusters
on each road segment. The choice of different values of similarity threshold shows the
benefit of distributed learning, which is the adaptation of model parameters for each
agent.

• For CluStream, we use its implementation in Python [3]. The maximum numbers of
micro-clusters and macro-clusters are respectively set at 50 and 10 as defaults. The time
horizon is equal to 10000 (corresponding to the size of used data), and other parameters
are set as defaults. The time horizon is divided into 20 frames. Each frame contains 500
MPs.

2. Evaluation Metric

To measure the effectiveness of clustering algorithms, several measures can be used [139], we
focus now on the silhouette coefficient [154] as it indicates if each point is associated with the
adequate cluster. The expression of silhouette for one data point i is given as:

s(i) = b(i)− a(i)
max(a(i), b(i)) (8.3)

where a(i) presents the average distance between i and the other points of its cluster, b(i)
presents the average distance between i and the points of the closest cluster to i′s cluster. The
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silhouette score of a clustering method is obtained by considering the average silhouettes of
all data points. The silhouette’s value ranges from -1 to 1. This coefficient is interpreted as
follows: the higher the silhouette value is, the better the classification is; i.e., the data points
are assigned to the best cluster and poorly match other clusters.

To evaluate clustering quality for data stream, the silhouette coefficient of clusters is computed
over different frames. The obtained clusters over a frame show the complete performance of
an algorithm.

8.1.2.3 Results and Analysis

Figure 8.5: The set of known MPs representing the CAs in the 1st road segment obtained by ADRIP
after perceiving the 1000 first MPs

Figure 8.5 shows 27 known MPs representing the CAs in the 1st road segment after clustering
the 1000 first perceived MPs. Thanks to the clustering mechanism, ADRIP detects a reasonable
number of representative traffic dynamics from large amount of communicated data, enabling an
efficient data storage.

Figure 8.6 shows the silhouette values over 20 frames on the two main road segments of the
selected scenario. On the 1st road segment (Fig.8.6(a)), the means of silhouette scores of CluStream
and ADRIP over 20 frames are respectively 0.22 and 0.40 (improvement of 82% compared to the
silhouette value of CluStream). On the 2nd road segment (Fig8.6(b)), the mean of silhouette scores
over 20 frames of ADRIP is 0.42 against 0.24 of CluStream (improvement of 75% compared to the
silhouette value of CluStream). For both studied road segments, we can observe that the silhouette
scores of CluStream are low due to the non-adaptive property (which fixes the number of clusters).
Meanwhile, our algorithm’s silhouette scores are high but sometimes drop to values worse than
the silhouette score of CluStream. This phenomenon is due to the existence of some close clusters
that have not been detected to merge yet or the arriving data contain new behaviors. Once ADRIP
detects this issue, it modifies the clustering structure (by merging close clusters or creating a new
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cluster), the silhouette scores are thus recovered in the following frames.

(a) 1st road segment (b) 2nd road segment

Figure 8.6: Silhouette values over 20 frames of ADRIP and CluStream

The obtained results from the comparison between ADRIP and CluStream show the efficiency
of the dynamic clustering of ADRIP based on the silhouette coefficient using generated data from
MovSim within a simple traffic scenario. ADRIP consistently demonstrates higher silhouette values
than CluStream across all frames and shows the capacity of dynamic adaptation to new behaviors
introduced by incoming data. This observation highlights the efficient performance of ADRIP’s
dynamic clustering method in handling evolving datasets.

8.1.3 Prediction Process Evaluation

8.1.3.1 Data description

To evaluate the cooperative prediction method, we must extend our analysis to a larger and real road
network to account for spatial dependencies between adjacent road segments. However, MovSim
does not support the import of real road networks for the simulation. Therefore, for this evaluation,
traffic data are generated by the GAMA platform (GIS Agent-based Modeling Architecture) [72].

GAMA is a simulation platform widely used for building explicit agent-based simulations,
including traffic simulation with the illustration of many interactions between agents (vehicle, road,
infrastructure, people, etc.). GAMA allows simulations using real road networks by importing
external road networks from shape files or OSM files.

In this simulation, we chose a more extensive road network than the previous one. The selected
road network scenario is located on the campus of the University of Toulouse III - Paul Sabatier.
Indeed, the campus of the University of Toulouse III - Paul Sabatier can be considered as a ”small
city” as it includes:

• Diverse road types: roundabouts, intersections, pedestrian crossings, car parks, barriers.

99 Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions



Chapter 8. ADRIP Instantiations and Evaluations

Figure 8.7: The scenario from OSM (left) and the projection of chosen zone in GAMA

• Multi-modal mobility: buses, cars, motorbikes, bicycles, gyro vehicles, pedestrians, metro,
cable car.

• Huge number of users: students, staff, visitors, etc.

• Infrastructures: building, services, road infrastructures;

• Private territory with two zones: free access, controlled access, authorization, security

In this campus, the platform autoCampus is deployed as a field of experimentation and innova-
tion that will help define the campus of the future with new modes of autonomous, intelligent, and
sustainable mobility.

We selected 63 road segments (Fig 8.7) with various lengths, including roundabouts and
different intersection types. However, many road segments among them are divided by the
crosswalks, making them very short and expressing the low variation of traffic dynamics (Fig 8.8).
As the low variation is also studied on longer road segments, we decided to eliminate those short
road segments. Thus, 30 remaining segments were used for this comparison divided into two sets:
(1) 9 road segments with high diversity of traffic dynamics mainly located at the main entries and
exits of the considered area crossed by many vehicles, (2) 21 road segments with low variation of
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traffic dynamics. Figure 8.9 shows the boxplots and standard deviations of travel time on the 30
studied road segments. Roads framed by a dotted line express high variation of traffic dynamics.

Figure 8.8: Boxplots and standard deviation of travel time on the short road segments

Figure 8.9: Boxplots and standard deviation of travel time on the 30 studied road segments. Roads
framed by a dotted line express high variation of data.

The behaviors of vehicles in this simulation follow Advanced Driving Skill [172], which is
inspired by the Intelligent Driver Models and the MOBIL model for lane changes. The number
of vehicles at every instant of the simulation is inhomogeneously varied between 50 and 200 to
get enough diversity in traffic dynamics. The starting position of vehicles and the destination are
randomly chosen. Then, GAMA computes all possible paths between these positions and picks
the optimal one considered as the trajectory of the vehicle. We simulated the traffic and registered
the obtained data for 3 hours, totaling approximately 9300 vehicle trajectories. The generated data
include the GPS position, speed, and distance to the closest leading vehicle at every second for
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every vehicle.
The complexity of the road network studied in this simulation allows us to observe the traffic

propagation along neighboring road segments, enabling the evaluation the cooperative prediction
process of ADRIP.

8.1.3.2 Settings

To conduct the experiment, we introduce methods that are compared with ADRIP, detail their
parameters, select the evaluation metric and the preprocessing step of data.

1. Compared Methods and Parameters

ADRIP has two parameters to be defined a priori which are the adjustment coefficient γ of
the adjustment process of CA’s centroid chosen by experimentation at 0.05 and the similarity
threshold vector α defined as 20% of the time required to cross the segment with the average
speed of each speed range. We compare ADRIP with five models studied in the state-of-the-art.
Their implementations are found in Python modules with the parameters set as follows:

• ARIMA (statmodel): Order = (30,1,1), numbers of lags = 30.

• KNN (sklearn): k = 18

• FFNN (keras.layers): Hidden layers = 2, units = 256, learning rate = 1e−3, dropout rate =
0.1, decay rate = 1e−2, batch size = 256, optimizer: stochastic gradient descent algorithm.

• RNN (LSTM, GRU) (keras.layers.recurrent): Hidden cells with 64 units, dropout layer
= 0.2.

2. Evaluation Metrics

To evaluate the prediction performance, we adopt 2 metrics: MAE (Mean Absolute Errors)
(equation 8.4) and RMSE (Root Mean Squared Error) (equation 8.5) defined as follows.

MAE = 1
N

N∑
i=1
|yi − ŷi| (8.4)

RMSE =

√√√√ 1
N

N∑
i=1

(yi − ŷi)2 (8.5)

where yi is the ith true value, ŷi is the ith predicted value and N is the number of data points.

3. Data Preprocessing

We train ARIMA, KNN, FFNN, RNN models, and ADRIP with the data set corresponding
to the first 2 hours of simulation. Learned models are used to estimate future data for the
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next hour. All predicted travel time for the next hour will be compared with data from the
simulation. Note that the state-of-the-art models do not update themselves during the testing
phase, while the learning process of ADRIP continuously self-adapts over time.

The inputs of the compared models are the time series of travel times of all crossing vehicles
on each road segment registered every 10 seconds. Those models predict the next value by
analyzing its dependence on the previous 5-minute observations. During the testing phase,
the vectors of 5-minute previous observations are used to estimate the predictions for the next
5 minutes. Data rescaling transformations such as normalization, standardization, etc. are not
applied since it is impractical for continuous learning to set up the rescaling parameters due
to the dynamic arrival and generation of data [153].

Remind that ADRIP provides the real-time predictive MP changes denoted as:

P = {(predMP1, T s1) −→ (predMP2, T s2) −→ · · · −→ (predMPH , T sH)}. Tsi is the pre-
dicted timestamp where the traffic on a given road network entity changes to predMPi.
predMP1, T s1 is predicted using current traffic state. A prediction (predMPi, T si) is com-
puted using the previous prediction (predMPi−1, T si−1). In this evaluation, the prediction
horizon H is selected at 5 minutes. The predicted MPs are evaluated every 10 seconds, thus
the prediction horizon is equivalent to 30 following points, allowing the comparison with
other models.

In the ADRIP’s version without the self-correction mechanism, the prediction calculation
of following step uses the predicted information of previous ones. However, with the self-
correction mechanism the prediction can be recomputed using the current observations if the
incorrect prediction is detected.

From the predicted MPs, the travel time is computed as the sum of all elements of MP as
T =

∑N
j=1 MPj .

8.1.3.3 Results and Analysis

The prediction performance of ADRIP is studied by three evaluations: the comparison of travel
time prediction with state-of-the-art methods, prediction accuracy, performance of self-correction
mechanism and data storage

1. Travel time prediction

Table 8.1 shows the comparison results on road segments with low variation of traffic data
and highlights four key points. Firstly, with the limitation of linear modeling and strict
data assumptions, ARIMA obtains significant prediction errors. Secondly, KNN, FFNN,
LSTM, and GRU, thanks to their capacity to capture long-term temporal dependencies and
non-linear modeling, perform well in travel time prediction for low variation data. High
accuracy achieved in KNN is due to the benefits of static clustering, which analyzes the
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data structure from a complete database, thus having a better understanding for cluster
detection. In contrast, the dynamic clustering attempts to detect and gradually update data
structure from small samples. That leads to potentially inadequate clustering structures
initially, requiring more data and time to improve. Thirdly, results obtained by both versions
of ADRIP are comparable with other models. In addition, ADRIP gains in explicability since
we can determine which historical configuration brings this prediction and the impacts of each
neighboring road segment on the predictions. That helps to analyze better and understand
the traffic evolution. Fourthly, we note that the self-correction mechanism does not enhance
prediction accuracy in traffic with low variations. Indeed, ADRIP does not frequently launch
the self-correction mechanism when dealing with low variation data since no MP change is
detected. ADRIP can misunderstand that its predictions are good. Further tests and analysis
are required to identify the situations where AAs must launch this mechanism.

Table 8.1: Prediction errors in second of travel time prediction on road segments with low variations
of traffic

Method MAE RMSE

ARIMA 21.52 26.75
KNN 8.75 14.80
FFNN 10.76 16.71
LSTM 9.05 14.90
GRU 9.11 15.18
ADRIP without
self-correction 10.64 16.87
ADRIP with
self-correction 7.05 11.42

In Table 8.2, the comparative results between ADRIP and other models on road segments
with high variation of traffic data are presented (road segments framed by a dotted line in
Figure 8.9). Firstly, ARIMA remains obtaining the worst performance. Secondly, we remark
that ADRIP without self-correction obtains worse accuracy than KNN, FFNN, LSTM, and
GRU. That is resulted from the emergence of new behavioral patterns of the high dynamics
of traffic. The function of the prediction process in AAs is often disturbed since many new
MPs are created, and AAs do not have historical information about them. Thus, the prediction
is quickly degraded since the following prediction step depends on the previous one. In such
cases, ADRIP proposes the current MP as the prediction and relies on the self-correction
mechanism to correct them if errors are detected. Therefore, ADRIP with the self-correction
mechanism outperforms all compared models in both criteria. This comparison results have
proven the advantages of the self-correction mechanism and its importance when dealing
with highly dynamic traffic.

2. Prediction Accuracy
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Table 8.2: Prediction errors in second of travel time prediction on road segments with high variations
of traffic

Method MAE RMSE

ARIMA 149.29 190.68
KNN 91.49 122.02
FFNN 90.14 126.23
LSTM 110.24 145.07
GRU 108.06 141.71
ADRIP without
self-correction 134.53 181.08
ADRIP with
self-correction 52.90 78.09

In this section, we evaluate the prediction accuracy of MPs by ADRIP. At every 10 seconds, we
verify if the observed MP from the learning and prediction processes are similar and compute
the good performance percentage. With the version of ADRIP with the self-correction mecha-
nism, we evaluate the predicted MP computed by the last correction using this mechanism.

Figure 8.10: Accuracy of MP prediction by ADRIP without and with the self-correction mechanism

Figure 8.10 shows the percentages of good predictions at all road segments obtained by both
ADRIP’s version. The accuracy of ADRIP without the self-correction mechanism is relatively
low with a wide accuracy range between 0.1 and 1, and with an average accuracy of 0.4.

This figure also highlights the variation of ADRIP’s performance across different road seg-
ments, influenced by several factors:

(a) Number of learned clusters: the higher number of clusters may result in poorer predic-
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tions due to diverse transitions between the clusters

(b) Traffic dynamics in the evaluation set: more stable traffic on a segment in the evaluation
data set can bring the better prediction accuracy

(c) New traffic dynamics in the evaluation set: new MPs can lead to incorrect predictions as
ADRIP requires time to learn and update its predictions

(d) Number of neighboring road segments: ADRIP’s prediction process relies on the cooper-
ation with neighboring AAs, thus AAs with few or no neighbor may perform poorly as
they lack sufficient data for the prediction process.

Furthermore, the obtained results demonstrate a significant improvement of prediction accu-
racy when using the self-correction mechanism compared with the non-self-correction version.
With ADRIP incorporating the self-correction mechanism, prediction accuracy surpasses 0.9
for all road segments, indicating its effectiveness in overcoming the degradation of prediction
performance. Indeed, in ADRIP, the calculation of subsequent prediction steps depend on
previous ones. Thus, if the incorrect estimations are computed at the first steps and are not
detected, these wrong calculation can spread to the next steps. However, it’s noteworthy that
employing this mechanism frequently could optimize the prediction decision-making algo-
rithm but might also lead to increased calculation time. The assessment of the self-correction
mechanism regarding relaunching frequency becomes important.

3. Self-Correction Mechanism Evaluation

Figure 8.11: Ratio of activation instances of the self-correction mechanism versus total predictions

In this section, we study the rate between the number of launches of self-correction mecha-
nism versus the total prediction time, and illustrate the effectiveness of this mechanism by
plotting, at every second, the prediction errors. To conduct this evaluation, we memorize all
predictions of every launch.
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Figure 8.11 shows the ratios between the instances of activating the self-correction mecha-
nism and the total predictions for each road segment. In this evaluation, all road segments
need to provide traffic predictions at every second during one hour, resulting in a total of
3600 predictions. The self-correction mechanism is used at a rate of 0.17% of the total pre-
diction time for the least-utilized road segment, and at a rate of 13.1% for the most-utilized
road segment. These relatively low rates underscore the tolerate usage of the self-correction
mechanism, reflecting the reliability of the prediction quality.

(a) Road 18 (road segment with the minimum activation instances of the self-correction mechanism)

(b) Road 25 (road segment with the average activation instances of the self-correction mechanism)

(c) Road 46 (road segment with the maximum activation instances of the self-correction mechanism)

Figure 8.12: Prediction errors over time on 3 representative road segments

To clarify the efficiency of the self-correction mechanism, we selected three representative
road segments: Road 18 (Figure 8.12a), Road 25 (Figure 8.12b) and Road 46 (Figure 8.12c)
respectively with the minimum, average and maximum activation instances of the self-
correction mechanism and plotted at every second, the differences of travel time between
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the observed MP and the predicted MP. In the case Road 18 and Road 25, we observed that
prediction errors are significantly smaller and less than those in Road 46 since their traffic data
contain less variations than the case of Road 46. Furthermore, the self-correction mechanism
consistently identifies prediction errors in these three cases, triggering a recalculation of the
predictions. This recalculation effectively corrects prediction errors since the error peaks of
blue lines (representing ADRIP with self-correction) have short durations. Most of the time,
incorrect predictions are immediately corrected, and errors promptly return to 0.

4. Data Storage Evaluation

Figure 8.13: Registered data versus perceived data in Segment 46

Regarding data storage, ADRIP can perform the prediction with a small amount of memorized
data. Figure 8.13 shows the total perceived MPs on the most crowded road segment versus the
registered MPs in its learned database through time. Even though the amount of perceived
MPs increases over time, the number of clusters (registered MPs) remains stable when ADRIP
detects all the relevant traffic dynamics on the road segment. Therefore, ADRIP proves to be
efficient in reducing the amount of data that needs to be memorized while achieving an
adequate prediction performance. This efficiency is due to its dynamic clustering approach,
which allows the system to detect traffic dynamics and adapt effectively to new data patterns.

8.2 Traffic Prediction for Macroscopic Information Level

The deployment of on-board sensors of connected vehicles enables the application of ADRIP to
address traffic prediction challenges at a microscopic information level, as detailed in the previous
section. Floating car data collected from these sensors are used to predict traffic dynamics to
provide drivers with the anticipated mobility profiles on each road segment. However, real-world
applications currently face limitations, as the number of connected vehicles and the percentage of
them willing to share data remain insufficient for a comprehensive evaluation of ADRIP. Therefore,
fixed sensors contribute as stable and primary data sources for real-world applications in ITS due
to their wide deployment. Fixed sensors can be installed on roadsides and stably collect traffic
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data aggregated from crossing vehicles such as traffic speed, flow, density, etc. These data enable
the instantiation of ADRIP for macroscopic traffic information prediction and its application with
real-world data.

In this instantiation, ADRIP is applied to compute traffic predictions at road segment entities
using traffic data streams communicated by fixed sensors.

Figure 8.14: Scenario of traffic prediction for macroscopic information level instantiation

Therefore, the data provider and processing entities are determined as follows:

• Data provider entity: a set of fixed sensors installed along road segments in the considered
network. Fixed sensors can collect the aggregated traffic data from crossing vehicles during a
time window, such as: traffic speed, traffic flow, etc. Several sensors can be deployed on the
same road segment, allowing to observe different traffic states at different positions on the
road.

• Processing entity: a set of road segments determined according to the road network in Open
Street Map (OSM), its starting and ending points located by GPS devices.

Sensor entities can determine the associated road entity with their location and transmit their
traffic measures to it every time interval. Unlike the instantaneous floating car data collected by
connected vehicles that are typically recorded and sent immediately, fixed sensors capture traffic
information over specific time intervals. For example, to measure traffic flows, sensors count the
number of crossing vehicles over a period (e.g. 5 minutes) and record this as an observation. In this
instantiation, the communicating timestamp of each DP is the beginning of collecting time interval
of sensor.

Each road segment entity receives the traffic data stream from sensors located on them. The
data stream perceived at each road segment entity is denoted as:

DS = {DPT s1 , . . . , DPT st , . . . , DPT sN
}
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consisting of a sequence of N data points arriving during timestamps Ts1, . . . , T st, . . . , T sN sent
from fixed sensor entities. As the communication between fixed sensor and road segment entities is
static, we consider the same set of communicating time intervals for all road segment entities.

Road segment entities apply ADRIP to learn traffic dynamics from their associated DS to build
the learned database and compute their predictions. The learned database contains a set of cluster
agents CAs representing different traffic dynamics.

8.2.1 ADRIP instantiation

Similar to previous scenario, we need to define following elements to enable the instantiation of
ADRIP:

1. For Data Agent: the representation of traffic dynamics

2. For Cluster Agent: the components of a cluster, the similarity measure of studied traffic
dynamics, the definition of similar traffic dynamics and the similarity threshold of associated
road segment entity

3. For Analyzer Agent: the definition of AA’s neighborhood

4. For Noise detection method: the method using to detect and eliminate the noise. This element
is optional, depending on the expert knowledge about the application scenario

8.2.1.1 Instantiation of Data Agent

Each DA contains

• A communicating timestamp

• A DP: an observation vector OT s

Traffic data collected from all sensors located on the same road segment form an observation
vector for that road segment entity during the timestamp Tst. The observation vector is
denoted as OT st = {o1

T st
, . . . , oi

T st
, . . . , oI

T st
}, where oi

T st
is traffic data from the sensor i and I

is the number of sensors on a given road segment entity. Unlike the previous instantiation,
observation vectors on different road segment entities do not have the same size, depending on
the number of sensors installed on the considered road segment. For example, road segments
with long lengths or multiple lanes can be equipped with multiple sensors to capture traffic
data at different locations. To deal with the diversity of observation’s size in this instantiation,
the distributed and local learning process of ADRIP is an appropriate solution.
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8.2.1.2 Instantiation of Cluster Agent

Each CA contains a centroid that is the combination of all historically assigned observations to this
cluster, and a list of Ranges of Use (RU) associated to the cluster. In this instantiation, the range of
use is defined as a set of consecutive timestamps when the communicated observation vectors are
assigned to a same cluster.

Each CA possesses a set of similarity thresholds to evaluate the similarity between its centroid
and an arriving observation vector. Their pre-defined or computed based on the characteristics
of the associated road network entity where it is located such as maximum speed, length or the
number of installed sensors.

To evaluate the similarity between two observation vectors, let OT s1 and OT s2 be the observations
arriving at time intervals Ts1 and Ts2.

OT s1 = (o1
T s1

, . . . , oI
T s1

)

OT s2 = (o1
T s2

, . . . , oI
T s2

)

We define a threshold αi for the i communicating sensor in the observation vector OT s. αi can
be the same if the sensors provide the same traffic information or can be different if the sensors
measure different types of traffic data. To evaluate whether two elements in two observations are
similar, the difference between them is compared to the corresponding αi. If the difference between
two values is smaller than αi, they are considered similar and the Comparison Vector (CV) of OT s1

and OT s2 denoted CV (OT s1 , OT s2) takes the value 1. Otherwise, it takes the value 0.

CVi(OT s1 , OT s2) =

1 |oi
T s1
− oi

T s2
| ≤ αi,

0 |oi
T s1
− oi

T s2
| > αi

, i = 1, . . . , I (8.6)

If the number of communicating sensors that give different values is smaller than a similarity
threshold β, then, two observations OT s1 and OT s2 are considered similar.

OT s1 , OT s2 are similar⇔ Card(CV (OT s1 , OT s2) = 0) ≤ β (8.7)

For example, considering a road segment entity with a maximum speed at 90 km/h having
four fixed sensor entities located on it, the value of similarity threshold can be defined as αi =
30km/h, i = 1, . . . , 4, meaning that if the difference of observed speeds at the sensor i is greater
than 30 km/h, the value of comparison vector at this sensor is equal to 1 ,i.e CVi = 1. The value of
β is equal to 2, meaning that if there are more than two sensors giving different speeds (i.e.CVi = 1),
two observation vectors are considered different.
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8.2.1.3 Instantiation of Analyzer Agent

The definition of AA’s neighborhood in this instantiation are the same as the description provided
in Section 8.1.1.3. However, it’s important to note that only highways within the road network are
considered. Therefore, certain road segments may not have neighbors if they are not connected to
other highways.

8.2.1.4 Instantiation of Noise Detection

We do not consider noise detection in this instantiation since the data collected from fixed sensors
are well-pre-selected.

8.2.2 Learning Process Evaluation

8.2.2.1 Data description

The real-world traffic data set used in this experiment is provided by the Swedish Transport
Administration through MMTL (Multimodal traffic management, grant number TRV 2020/118663)
project within the collaboration between KTH Royal Institute of Technology, Sweden and IRIT
Computer Science Research Institute of Toulouse, France. This collaboration is part of a three-month
PhD exchange program associated with this thesis.

This data set is collected from microwave sensors located on highways around Stockholm,
Sweden (Fig.8.15). There are about 800 sensors collecting traffic speed data during 2017 and 2018.
The same preprocessing methods are applied as in [37] involving:

• Focusing on the daytime period between 05:00 and 21:30 and aggregating speed observations
to 64 time intervals of size 15 minutes.

• Choosing only days and sensors that are active during all time intervals, including about 500
sensors and 349 days in 2017 and 292 days in 2018.

The locations and standard deviation of measured traffic speeds of studied sensors are shown in
Figure 8.15(a). Traffic speed variation is very different depending on the sensor’s location. For exam-
ple, three sensors A, B and C located near the on-ramps and off-ramps of Stockholm and Södertälje
often experience congestion during morning and afternoon peaks (Fig.8.15(b), (c), and(d)). The
high variation of traffic speeds of their neighbors also implies a strong dynamic of traffic in these
areas. In addition, traffic shows the seasonal property but with different periods and patterns on
different sensors. Thus, our clustering approach with flexible time windows is well suited to this
case study.

This dataset, obtained from a large-scale road network, enables the validation of ADRIP at
multiple traffic levels. Indeed, ADRIP can be applied to the sensor level by incorporating data from
all sensors or at high levels, such as road segments or networks, by aggregating data from sensors
located at the same considered level.
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Figure 8.15: Case study in Stockholm, Sweden.
(a) Location of all sensors with their standard deviation of speed measurement;
(b), (c), (d) Speed time series of three example sensors having high speed variations.

8.2.2.2 Settings

To conduct the evaluation, we introduce methods that are compared with ADRIP, detail their
parameters, select the evaluation metric, and the preprocessing step of data.

1. Compared Methods and Parameters

We conduct tests to compare the prediction performance of ADRIP with three well-known
distance-based clustering algorithms: Agglomerative clustering [50], K-Means [125] and
Spectral clustering [179].

ADRIP requires defining two parameters in advance: similarity thresholds αi for each com-
municating sensor and β, defined as the threshold for the number of sensors giving different
values. Since our studied scenario includes only the motorways, we define the same value
for all αi, i = 1, . . . , I . In the following experiments, we vary the similarity thresholds:
αi = [10, 20, 30]km/h and β = [5%, 10%, 15%]× I (size of observation vector).

One of the most important parameters of the compared algorithms is the number of clusters.
To make the comparison fair, we vary this parameter equal to the number of clusters obtained
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Table 8.3: Number of clusters according to similarity thresholds

Data scales

Similarity
thresholds αi = 10

β = 5%
αi = 10
β = 10%

αi = 10
β = 15%

αi = 20
β = 5%

αi = 20
β = 10%

αi = 20
β = 15%

αi = 30
β = 5%

αi = 30
β = 10%

αi = 30
β = 15%

All sensors 9903 3097 868 2678 420 70 667 61 7
Data reduction

using correlation
9222 3221 1001 2640 455 88 637 71 9

Data aggregation
by GPS clustering

1572 668 309 67 14 7 7 2 1

from ADRIP as it creates clusters dynamically. Table 8.3 shows the number of clusters
according to tested thresholds of ADRIP. Other parameters are kept the same as default
settings presented in [1]. However, spectral clustering encounters difficulties in reaching
convergence due to the high dimensionality of the data. Thus, we modify some parameters
from the default setting to accelerate the convergence such as:

• eigen solver = amg: the eigenvalue decomposition strategy to use.

• eigen tol = 0.01: stopping criterion for eigen decomposition of the Laplacian matrix.

• assign labels = cluster qr: the strategy for assigning labels in the embedding space

2. Evaluation Metrics

The Mean Absolute Percentage Error (MAPE) is used to evaluate the prediction accuracy
in this experiment. The MAPE can be more beneficial than other metrics as MAE or RMSE
because it expresses the percentage difference between prediction errors and true values.
However, a significant disadvantage of MAPE is that it produces undefined values when the
values of data are 0. Therefore, MAPE is not used in the previous case since the simulation
contains a lot of traffic jam leading to vehicle speeds can be decreased at 0. In this experiment,
real-world data are collected on highways, thus MAPE can be a more appropriate evaluation
metric.

The expression of MAPE between the centroid of observed cluster Yobs and Ypred is given as
follow:

MAPE(Yobs, Ypred) = 1
I

I∑
i=1

∣∣∣∣∣Y i
obs − Y i

pred

Y i
obs

∣∣∣∣∣ (8.8)

3. Data Preprocessing

We evaluate the dynamic clustering of ADRIP over three data scales using the real-world data
set described in the previous section.

• Data from all sensors: observations from all sensors will be taken into account. Thus,
data in this case express the high variation. An observation vector at Tst is summarized
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as: OT st = {o1
T st

, . . . , oi
T st

, . . . , oI
T st
}, where oi

T st
is traffic data from the sensor i and I is

the number of communicating sensors.

• Data reduction using correlation: an observation includes only data from representative
sensors of groups consisting of correlated sensors. Sensors located on the same road or
close to each other can express high correlation (Fig.8.16). Road segments observe the
measures on their sensors and locally decide or cooperate with their neighbors to identify
representative sensors. At this scale, road segment entities show their cooperation ability
to select adequate data.

The sensors in the used dataset are provided with group identification. Sensors within
the same group are located in close proximity to each other. For each group, we consider a
representative sensor that has the highest mean correlation with other sensors belonging
to the same group. By applying this method, the dimension of the observation vector
decreases from 500 to 164. An observation vector at Tst is summarized as: OT st =
{o1

T st
, . . . , ok

T st
, . . . , oK

T st
}, where ok

T st
is traffic data from the representative sensor k and

K is the number of sensor groups.

Figure 8.16: Histogram of mean correlation values of observed speeds on sensors belonging to the
same group.

Analyzing this data scale is important because learning with high dimensional data (high
number of variables or features in observation vector, 500-dimension vector in our case
study) can risk computational and statistical issues such as over-fitting due to redundant
features.

• Data aggregation by GPS position clustering: at this scale, road segments are clustered
using K-Means on their GPS locations. The number of clusters depends on the required
data granularity. Data from sensors belonging to the same group will be gathered and av-
eraged. An observation vector at Tst is summarized as: OT st = {o1

T st
, . . . , ol

T st
, . . . , oL

T st
},

where ol
T st

is mean values of observations from sensors within the cluster l and L is the
number of clusters.
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We first launched the learning process using data of 2017 and started the prediction process
simultaneously using data from the beginning of 2018.

8.2.2.3 Results and Analysis

Fig.8.17(a) shows the speed prediction of studied models using data from all sensors. In general, all
clustering models tend to decrease MAPE with more clusters. For all tested numbers of clusters,
spectral clustering has the worst prediction performance (MAPE equal to 11.3% at 9903 clusters).
On the other hand, ADRIP achieves the best performance (MAPE equal to 7.4%). When the
number of clusters increases, agglomerative clustering and K-means initially decrease the MAPE
to a minimum of 11% before increasing it with higher numbers of clusters. ADRIP shows a
continuous drop in MAPE and obtains the best accuracy for all tested numbers of clusters. However,
using a large number of clusters is time-consuming, while MAPE improvement is moderate.
Therefore, depending on applications, we can choose the adaptive similarity thresholds so that
dynamic clustering creates a reasonable number of clusters and achieves the balance between
performance and calculation time (using Table 8.3 as a reference). Additionally, when conducting
tests involving various road types, the selection of the similarity threshold can be tailored to
the specific characteristics of each road segment, enabling the optimized number of cluster and
calculation time.

Table 8.4: Calculation times of compared methods for without and with data reduction

Method ADRIP Agglomerative K-Means Spectral
Test cases Case 1 Case 2 Case 1 Case 2 Case 1 Case 2 Case 1 Case 2

Calculation time
using data

from all sensors
240s 6022s 124s 5790s 30s 1776s 84s 24060s

Calculation time
with data reduction

using correlation
331s 4737s 42s 1098s 10s 224s 71s 19508s

The prediction results from data reduced by correlation have the same interpretation as the
previous case (Fig.8.17(b)). However, we aim to underline two behaviors in this case. Firstly, we
are interested in the decrease in calculation time compared to the application using data from all
sensors. The calculation time for the entire data set (containing 46793 observations) is compared
through 2 extreme cases that give the smallest (Case 1: αi = 30km/h, β = 15%) and biggest (Case
2: αi = 10km/h, β = 5%) numbers of clusters (Table.8.4). Secondly, other methods improve their
performance with reduced data, while ADRIP does not improve its performance. This is due to
the used similarity distance. Indeed, other methods use the Euclidean measure that calculates the
similarity by averaging the distances at all features. Thus, when having many correlated features
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Figure 8.17: MAPE of ADRIP and compared models

with similar data evolution, they dominate in the average distance and ignore the effect of other
features that leads to inadequate similarity evaluation. Meanwhile, ADRIP evaluates the similarity
at each order in the observation vector, thus, the redundant features impact on ADRIP less than
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the others.

Fig.8.17(c),(d) show speed prediction using data aggregation by K-Means clustering with k = 50
and k = 25. Firstly, we notice that with the same number of clusters, the ranges of errors of
aggregated data are smaller than in previous cases (MAPE varies between 5% and 8% in case
k = 50 and between 4.5% and 7% in case k = 25 while the error range of the two above cases is
between 7% and 12%). That is due to the lower variations caused by the data aggregation. Secondly,
when k is smaller, meaning aggregated data contain lower variation, other methods outperform
ADRIP. Indeed, the classical clustering methods are well-known to perform well on data with
low variations. In these cases, they show the benefits of static clustering compared to dynamic
clustering since they can understand better data structure from the complete database. Meanwhile,
dynamic clustering attempts to detect and gradually update data structure from small samples.
However, when clustering involves more clusters, ADRIP obtains prediction with higher accuracy
than others.

8.2.3 Prediction Process Evaluation

8.2.3.1 Data Description

Figure 8.18: Case study in Stockholm, Sweden (left) and the testing area for the traffic prediction at
segment level

This evaluation uses the same data set described in Session 8.2.2.1. However, due to the extensive
number of road segments (267 road segments) in the studied area, deploying the prediction process
becomes prohibitively expensive for laboratory-scale experiments as all agents in ADRIP require
an independent and parallel processor to operate. From this reason, we focus our test for the
prediction of traffic speeds on the central area of Stockholm (shown in Figure 8.18), containing 75
road segments.

8.2.3.2 Settings

1. Compared Methods, Parameters and Evaluation Criteria
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ADRIP has two parameters to be defined a priori which are the adjustment coefficient γ fixed
at 0.2 and the similarity threshold vector α defined as 20km/h. The value of β is set at 0,
signifying that two observation vectors are similar only if all sensors need to provide similar
speeds. The parameters of baselines and evaluation criteria are chosen as presented in Section
8.1.3.2.

2. Data Preprocessing

We train ARIMA, KNN, FFNN, RNN models, and ADRIP with the data of 2017. Learned
models are used to estimate future traffic with the horizon at one next hour. The prediction is
evaluated using data from 01/01/2018 to 31/05/2018.

The inputs of compared models are the time series of observation vectors. Those models
predict the next value by analyzing its dependence on the 4 previous time intervals (equivalent
to one hour). During the testing phase, the vectors of 4 previous observations are used to
estimate the predictions for 4 next time intervals (one hour). Likely to the previous application,
data rescaling transformations such as normalization, standardization, etc are not applied.

For ADRIP, the prediction process continuously computes traffic prediction as described in
the data preprocessing of Section 8.1.3.2.

For all evaluated methods, the mean speed is computed as the mean value of observation
vectors.

8.2.3.3 Results and Analysis

We categorize the analyzed road segments into two distinct groups: those with low and high
traffic variation, determined by assessing the standard deviation of traffic speeds. As illustrated
in Figure 8.19, road segments with a standard deviation of traffic speeds less than 10km/h are
classified as having low traffic variations, while those with a standard deviation exceeding 10km/h
are considered as experiencing high traffic variations. This classification results in 60 and 14 road
segments with respectively low and high traffic variations.

1. Mean Speed Prediction

Table 8.5 shows the comparative results for road segments characterized by low traffic data
variation between ADRIP with the self-correction mechanism and the baseline models. Note
that, as the efficiency of the self-correction is clearly demonstrated in the first instantiation,
we have excluded the version of ADRIP without it in this instance. Several key points are
highlighted from the obtained results:

• The table does not include the results of the ARIMA model because it failed to converge.
The large dataset used for model training poses a significant challenge for ARIMA,
causing difficulty in parameter calibration and requiring a long time to achieve the
convergence condition.
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Figure 8.19: Standard deviation of traffic speed data

Table 8.5: Errors of mean speed prediction on roads segments with low traffic variations (i.e. std <
10)

Method MAE RMSE

KNN 2.31 4.14
FFNN 2.97 4.37
LSTM 2.92 4.90
GRU 2.51 4.13
ADRIP with
self-correction 3.64 4.87

• KNN and GRU models outperform the others by delivering the best performance with
the lowest prediction errors, with KNN achieving the smallest MAE and GRU achieving
the smallest RMSE.

• ADRIP, on the other hand, exhibits the highest prediction errors in both selected
metrics. Similar to the previous evaluation, when using data sets with low standard
deviations, well-known baselines achieve a good performance, benefiting from their
static modeling capabilities. In contrast, ADRIP’s prediction mechanism relies on dy-
namic clustering, primarily focusing on exploring and updating model knowledge. This
property allows ADRIP to maintain its performance in a dynamic environment. However,
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in static conditions, the dynamic and exploratory aspects can lead ADRIP to incorrect
decisions or insufficient capacity for prediction estimation.

Table 8.6: Errors of mean speed prediction on roads segments with high traffic variations (i.e. std ≥
10)

Method MAE RMSE

KNN 5.58 10.27
FFNN 5.50 9.33
LSTM 4.96 8.95
GRU 5.07 9.04
ADRIP with
self-correction 5.36 7.17

Table 8.6 presents the comparative results of ADRIP against baseline models for road segments
characterized by high traffic data variation. ADRIP demonstrates a competitive performance
in this application when compared to other methods. Using MAE, ADRIP obtains smaller
errors than KNN and FFNN but more significant errors than RNN-based models. LSTM and
GRU consistently demonstrate their ability to capture complex temporal dependencies in
high-variation data. However, KNN and FFNN, which lack strong temporal and dynamic
properties, perform worse than ADRIP. When evaluating performance using RMSE, ADRIP
stands out as the best performer, with the lowest error among evaluated methods. Since
RMSE results in a higher penalty on large errors than MAE, we can infer from this result that
ADRIP tends to make more small-scale errors but fewer large-scale errors than the other
methods. ADRIP proposes the predictions based on not only the centroid of clusters but also
their ranges of use. Consequently, if the range of use of an incorrectly predicted cluster is
extensive, this may result in multiple errors stemming from a single prediction calculation.
However, these errors are generally smaller than those from other methods. This explains
why the MAE obtained from ADRIP is larger than other methods, but the RMSE is smaller,
reflecting the trade-off between small and large errors. Lastly, it is important to note that
ADRIP achieves a comparative results with FFNN, LSTM and GRU while gaining a higher
level of explainability in the predictive model.

2. Prediction Accuracy

Figure 8.20 shows the percentages of good predictions at all road segments obtained by two
versions of ADRIP with the real-world data set. In ADRIP without the self-correction, we ob-
tain the mean accuracy for all selected road segments at 0.65 while this value is achieved at 0.90
when integrating the self-correction mechanism. This mechanism consistently demonstrates
its efficiency in traffic prediction problem by significantly improving the accuracy.

3. Self-Correction Mechanism Evaluation
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Figure 8.20: Accuracy of cluster prediction of real-world data

Figure 8.21: Ratio of activation instances of the self-correction mechanism versus total predictions

Figure 8.21 shows the ratios of instances where the self-correction mechanism is activated to
the total prediction time for each road segment. In this evaluation, all road segments need
to provide traffic predictions at every 15 minutes time interval during the selected period
from 01/01/2018 to 31/05/2018, resulting in a total of 8910 predictions. The self-correction
mechanism is used at a rate of 0.06% of the total prediction time for the least-utilized road
segment, and at a rate of 55.3% for the most-utilized road segment. An exceptional case is
observed at Road 277338565, where the self-correction mechanism is triggered in over half of
the total predictions. This anomaly is attributed by the substantial traffic variations on this
road, experiencing the highest number of traffic dynamic transitions (1321 transitions) among
the considered roads, and lacking neighboring segments to improve predictions.

Similar to the first instantiation, we study specific road segments: Road 244936062 (Figure
8.22a), Road 23997026 (Figure 8.22b) and Road 277338565 (Figure 8.22c) respectively with the
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(a) Prediction errors over time on Road 244936062 (road segment with the minimum activation instances of
the self-correction mechanism)

(b) Prediction errors over time on Road 23997026 (road segment with the average activation instances of the
self-correction mechanism)

(c) Prediction errors over time on Road 277338565 (road segment with the maximum activation instances of
the self-correction mechanism)

Figure 8.22: Prediction errors over time on 3 representative road segments

minimum, average and maximum activation instances of the self-correction mechanism.
The differences between observed traffic speed and predicted traffic speed are plotted from
the 5000th communication time intervals until the end of the evaluation data set. These
time intervals are selected to be able to observe the activation of the self-correction mech-
anism on these three road segments. For the road segment with the minimum activation
instances, no noticeable difference in prediction errors is observed between the two versions
of ADRIP. However, in the two other cases, the self-correction mechanism markedly detects
bad predictions, prompting a recalculation of predictions. This recalculation consistently
demonstrates effective correction for prediction errors, since the short durations of error peaks
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in the blue lines is short (representing ADRIP with self-correction). The incorrect predictions
are immediately rectified, and errors promptly return to 0 for the majority of the time.

4. Data Storage Evaluation

Figure 8.23: Registered clusters versus total perceived data points

Figure 8.23 shows the total perceived DPs versus the number of registered clusters at each
road segment entity. All road segments perceive 34383 DPs during this evaluation, however,
the number of detected and registered clusters are relatively small, ranging from 2 to 56
clusters on the considered road segment entities.

8.3 Discussion

This chapter presented the instantiation of ADRIP on two cases: traffic prediction for microscopic
and macroscopic information level. The used data sets are diverse including both simulated and
real-world data on different selected road networks. The representation of traffic dynamics is
different, adapting to collected traffic data and the predictive information that the applications aim
to provide. The instantiation detailed the required components of the generic description of ADRIP,
adapting to the considered scenario. Then, ADRIP is evaluated on both learning and prediction
processes and compared with the well-known methods of the state of the art.

Each instantiation details the application context and the adaptation of ADRIP for this instanti-
ation. In the application context, we describe the level of road network architecture where ADRIP is
applied with the introduction of data provider and processing entities.

Then, the used traffic data stream is defined, corresponding to the objectives of each scenario.
Based on this introduction, the agents of ADRIP are adapted. Then, the similarity measure and
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threshold are defined to enable the evaluation of traffic data similarity.
For the experiments, we use three data sets with different scenarios. Data sets are selected to

suit with the purposes on each evaluation and the development of the thesis. Performing ADRIP
on different testing scenario allows to demonstrate its versatility.

The evaluation of ADRIP is conducted in two steps: the assessment of the continuous learning
process and cooperative prediction process. The learning process is assessed using both simulated
and real-world datasets. In the first dataset, ADRIP obtained a better performance compared to
CluStream under silhouette metrics. For the second dataset, a predictive evaluation based on
clustering was performed. ADRIP demonstrated its efficiency, particularly in scenarios with traffic
data exhibiting high variation, outperforming agglomerative clustering, K-Means, and spectral
clustering using the MAPE metric. In both cases, the continuous learning method of ADRIP
showed its advantage when dealing with high-variation data compared to static methods.

The evaluation of the cooperative prediction process consists of the comparison of predictive
values with actual traffic observations, prediction accuracy assessment, evaluation of the self-
correction mechanism, and data storage. Three key highlights emerge from this evaluation. Firstly,
the self-correction mechanism proves efficient in correcting inaccurate predictions and limiting the
degradation of prediction quality. Secondly, the number of activation instances of the self-correction
mechanism remains reasonable, ensuring the low requirement on time and computational costs of
ADRIP. Thirdly, ADRIP demonstrates efficient data storage while maintaining adequate prediction
performance.

In summary, ADRIP significantly enhances traffic prediction, particularly in scenarios charac-
terized by high traffic variation, outperforming current state-of-the-art methods. It also performs
the timely update of predicted information to ensure accurate predictions. Furthermore, ADRIP
demonstrates efficiency in data storage, emphasizing its ability to manage and store information
effectively while guaranteeing robust and accurate predictions.
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9.1 General Conclusion

Aiming at mitigating traffic collisions and accidents at the End Of Queue of traffic congestion,
the aim of this thesis is to answer the question: How can we anticipate the existence of traffic
congestion and provide this information for drivers/autonomous vehicles? Nowadays, ITS offers
Queue Warning Systems, leveraging V2X connectivity, to inform upcoming vehicles about jam
queue status from leading vehicles. However, the performance of this technology is limited by
the communication ranges. Therefore, the state-of-the-art has led us to a promising answer by
estimating future traffic dynamics.

Nowadays, Big Data Analytics plays an essential role in many services of modern ITS since its
development gets along with the advances in data collection and processing technologies. Their
benefits have been demonstrated across numerous applications in improving the quality of services
compared to traditional modeling approaches. Therefore, our proposal is based on the Big Data
Analytics approach.

However, the state-of-the-art also shows the limitations of Big Data Analytics regarding the
data privacy, efficiency of the processing method, data storage, and openness. To answer these
challenges, our proposal ADRIP is designed based on dynamic clustering and adaptive MAS. Their
ability for solving big data streams and complex problems across various domains motivates us
to build ADRIP with the highlighted characteristics: dynamic and openness, answering the data
storage and openness challenges by the adaptation of system for changes in the environment with
low-rate data storage; strong interpretability and ability for multi-traffic level application, show-
ing the efficiency of the processing method and privacy friendly, aiming limiting data exchanges
and decentralization.

The learning process of ADRIP performs a dynamic clustering algorithm at the road network
entity level, enabling distributed and decentralized learning. Our dynamic clustering shows the
interactions between Data Agent (DA) and Cluster Agent (CA) to detect the set of CAs representing
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different traffic dynamics at every road network entity. Through this algorithm, ADRIP learns
and integrates each DA, representing data arriving in the communicating traffic streams, into
the learned database of the associated road entity to adapt to the rapid and continuous changes
of the driving environment. Therefore, the learning process in ADRIP addresses the dynamic
characteristic. Additionally, the distribution of the learning process at the local agent level limits the
centralized collection of data, enabling the data privacy prediction. Moreover, this local learning
also allows ADRIP to function without disruption if agents enter or leave the system, thus enhancing
its openness.

In parallel with the learning process, ADRIP performs a cooperative prediction based on AMAS
theory. This process highlights the interactions between the Analyzer Agents (AAs) to compute
future traffic dynamics jointly. Each AA uses the local learned database of its associated road
entity and cooperates with the AAs of neighboring entities to determine the helpful information for
the prediction estimation. The local learning and cooperative prediction processes complete and
enhance the quality of the calculation of prediction by taking into account the spatio-temporal
dependencies while maintaining a reasonable model complexity and strong interpretability.

In the conducted experiments, ADRIP is instantiated on two cases: traffic predictions for micro-
scopic and macroscopic data. In both cases, ADRIP shows a better performance for traffic prediction
when traffic data express high variations. The robust performance of ADRIP for different testing
scenarios demonstrates its ability for multi-data scales towards multi-level traffic predictions.

9.2 Contributions

9.2.1 Scientific Contributions

The main contribution of this thesis is ADRIP which proposes an effective solution for prediction
problems, addressing important components regarding the theoretical aspects: temporal and spatial
analysis, continuous learning for stream analysis, model interpretability.

The local learning algorithm of each entity in ADRIP is based on the standard principle of
the clustering approach. This approach relies on analyzing the historical data, identifying the
existing patterns, and grouping the similar ones into clusters. The information within each cluster,
representing similar data characteristics, can be used to predict future states by finding the closest
cluster with current states and observing the next cluster’s evolution after the historical data
assigned to that cluster. Therefore, the temporal dependence is shown across the transitions
between clusters. Besides, the spatial dependence is studied through the interaction between
neighboring entities. This cooperation is essential to reinforce the necessary information used
for computing predictions, especially when applying for traffic predictions to consider traffic
propagation.

We tackle common issues encountered in predictive models within dynamic environments:
How can we update models and adapt to incoming data? To overcome the under-fitting and over-
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fitting of static predictive methods, we propose a continuous learning process based on a dynamic
clustering approach. The clustering structure and the decision-making self-evolve to accommodate
the incoming stream of data. The dynamic property of the dynamic clustering approach, on the
one hand, allows the flexibility of learning model for the new data behaviors, on the other hand,
ensures the fitted representation for all historical data without storing all of them, allowing the
efficient data storage.

Additionally, ADRIP offers a predictive method characterized by a high level of model inter-
pretability, facilitating the explanation of input-output causalities and avoid the black-box nature
existing in NN-based models. Indeed, this explanation is clearly obtained by understanding the as-
signment decision in the dynamic clustering in the local learning process and the exchange protocol
between agents in the cooperative prediction process. This characteristic is crucial for managing the
quality of predictive information and providing a deeper understanding of the impacts of historical
data on future estimates.

Lastly, ADRIP allows to reduce the processing costs in terms of time, computational costs.
Indeed, the dynamic clustering and prediction algorithms in ADRIP do not contain the hyper-
parameter needed to be tuned. Thus, time and computational costs are significantly reduced,
enabling real-time prediction.

9.2.2 Industrial Contributions

In this work, ADRIP is applied to deal with traffic prediction problems that play an indispensable
role in many ITS services. Overcoming the existing limitations of other solutions, ADRIP makes a
significant contribution to enhancing ITS services by offering a robust solution for traffic prediction
problems.

In the conducted experiments, ADRIP is tested under two cases using both simulated and real-
world data sets under different scenarios. In the first case, ADRIP aims to provide traffic predictions
for individual and connected vehicles. Therefore, the processed data is at the microscopic scale to
detail the anticipated driving behaviors of vehicles on each road segment. In this scenario, traffic
dynamics are defined as the Mobility Profiles. The second case employs traffic speeds as input to
derive traffic predictions at the macroscopic scale. Results from comparisons with state-of-the-art
methods in both cases consistently demonstrate the outperformance of ADRIP in predicting traffic
dynamics within dynamic environments. This robust performance of ADRIP for two study cases
with different data scales has highlighted its relevant properties regarding the applicative aspects,
allowing it to deal with multi-level traffic prediction problems:

• Openness: ADRIP can operate without disruption, although the road network change or
traffic entities are added or removed from the transport architecture.

• Versatility: The design of ADRIP architecture is generic for different application scenarios.

• Dynamic: ADRIP self-evolves to adapt to the changes of the environment.
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In the applications for ITS, ADRIP aims to provide a long-term traffic prediction to overcome the
limitations of the existing Queue Warning System (QWS) using V2X/V2E connectivity. Indeed, the
anticipated traffic information allows vehicles to get informed about the potential traffic condition on
road segments ahead in the dead zone where no connection is available for V2X/V2E communication.
Additionally, the predicted information is computed and updated from historical data, adapting
to the changes of the dynamic environment. Lastly, the warning horizon of QWS using V2X/V2E
connectivity is limited by the communication range. Therefore, predictions offered by ADRIP with
a long horizon can provide to drivers more reaction time to deal with dangerous situations.

9.3 Perspectives

The development of the initial version of ADRIP in this thesis has paved for many potential
investigations and further researches.

9.3.1 Scientific Perspectives

The promising results of ADRIP open up many possibilities to investigate in future works to go
further in the learning, prediction processes and optimization of the self-correction mechanism.

For the learning process, firstly, a dynamic clustering method for road segment grouping will
be interesting to study to dynamically cluster the roads with similar traffic adapting to current
traffic. The aim is to obtain a better traffic network segmentation, leading to a more comprehensive
and more interpretative analysis of traffic dependence between urban areas. Furthermore, the
definition of neighborhood in the prediction algorithm is only based on the road network, resulting
in some road segments having few neighbors. The results obtained from conducted experiments
revealed that road segments with fewer neighbors exhibit poorer performance compared to those
with a greater number of neighbors. This grouping strategy will enable the identification of road
segments with similar traffic evolution, thereby enhancing the prediction accuracy, particularly in
the case of isolated road segments. Secondly, an experiment using real-world data on a scenario
with an important diversity of road types will be interesting to investigate. In this case, the local
similarity threshold α will be chosen differently, adapting to the limited speed of each road type
that allows to show the adaptability and the dynamic of proposed models. Lastly, the performance
of ADRIP must be evaluated with data distribution shift problem where the dynamic clustering
method is tested on the unseen areas or traffic data arriving with new behaviors.

For the prediction process, we first aim to extend the evaluation of ADRIP to other levels
of road network architecture to enhance its ability for diverse applications with different data
scales. Secondly, the detection of singular behaviors of vehicle data will be investigated with
different cases. For example, an online anomaly detection mechanism for traffic network data
presented in [51] is interesting to explore. Thirdly, the comparison criteria between configurations
can also consider the seasonality of traffic, the fading of outdated data, etc. to filter the redundant
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configurations and improve cooperation. Then, an experiment of traffic prediction with vary-
ing percentages of connected cars sharing their data will allow ADRIP to approach real-world
applications and evaluate its performance when data is missing.

For the self-correction mechanism, optimizing the spread of re-computation in predictions
involves investigating two interesting strategies. The first strategy locally occurs at AA that detects
prediction errors. In fact, ADRIP predicts a chain of traffic dynamic transitions through different
steps until reaching the required prediction horizon. Therefore, AA can verify if relaunching the
prediction computation provides the new predicted traffic dynamics at each step. If the AA detects
that the re-computation does not change the predictions at a step, it stops the re-computation process.
The second strategy aims to restrict the spread of re-computation of predictions to neighboring AAs.
As AAs construct their local traffic configurations, they may need to recompute predictions if errors
occur at a neighboring AA. In this case, AA can also verify whether the re-computation modifies
their predictions. If there is no impact, the AA stops the re-computation, thus limiting unnecessary
computational processes.

Finally, conducting a study on the computational cost of ADRIP is essential to complete the
evaluation. This cost includes the execution time of functions, the number of exchanged messages,
and the response time of agents during their cooperation.

9.3.2 Application Perspectives

ADRIP opens a wide ranges of potential applications. The End Of Queue problems still remain
challenging in ITS. The application of a traffic prediction system holds a promising solution for EoQ
identification, detection, and anticipation, enabling the enhancement of traffic efficiency and safety.
By leveraging historical traffic data and current observations, the system can estimate the future
traffic conditions of road networks, including traffic congestion. The anticipated information on
traffic congestion allows for predicting the appearance, formation, propagation, and location of the
end of jam queues. This predictive insight enables the estimation of time to arrival between vehicles
and the approaching queue. Additionally, the change in arrival time can be updated by observing
the propagation of traffic jams. Moreover, this system, from the predictive information, can identify
the parameters influencing the propagation of a traffic jam’s wave and how these properties evolve
from a free-flow regime to a congested state.

Integrating a traffic prediction system into collision avoidance systems represents a significant
advancement in enhancing road safety and driving experience comfort. The predictive traffic
conditions enable the identification of high-risk areas or situations where collisions are more likely
to happen. Linking with the context of EoQ, where the jam is not totally formed, and the traffic
speed quickly decreases, the predictive traffic conditions empower collision avoidance systems to
activate some adaptive functions such as warning drivers, adjusting vehicle speed, or triggering
emergency braking systems. Therefore, the application of a traffic prediction system in collision
avoidance contributes to the improvement of traffic efficiency by reducing accidents as well as
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traffic disruptions.
The two above applications directly address the issues in ITS using traffic prediction informa-

tion. However, ADRIP can be applied to solve diverse problems that are modeled as a dynamic,
distributed learning, and cooperative prediction. For instance, the dynamic clustering in the learn-
ing process of ADRIP can be deployed to detect regularities in users’ itineraries. Nowadays, the
movements of a user during the day can be followed using GPS-equipped mobile devices. Data
are retrieved at a given rate and can be combined to identify users’ itineraries. Finding itinerary
regularities provides information on a user’s regular movement behavior and enables adaptive
recommendations or improving public transportation management. In this context, the dynamic
clustering can be investigated to detect the regularity in user’s movement behaviors. A generalized
version of the dynamic clustering in ADRIP has been developed and tested in this application [142].
The obtained results show a promising opportunity to proceed to the next step of predictions.
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Glossary

• ITS – Intelligent Transportation System

• EoQ – End Of Queue

• QWS – Queue Warning System

• CV – Connected Vehicle

• ADAS – Advanced Driver Assistance System

• ATMS – Advanced Traffic Management System

• ATIS – Advanced Traveler Information System

• OD – Origin-Destination

• V2V – Vehicle-to-Vehicle

• V2I – Vehicle-to-Infrastructure

• V2X – Vehicle-to-Everything

• NCS – Non Cooperative Situation

• MAS – Multi-Agent System

• AMAS – Adaptive Multi-Agent System

• DA – Data Agent
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• CA – Cluster Agent

• AA – Analyzer Agent

• MP – Mobility Profile
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[64] José Garcı́a-Rodrı́guez, Anastassia Angelopoulou, Juan Manuel Garcı́a-Chamizo, Alexandra
Psarrou, Sergio Orts Escolano, and Vicente Morell Giménez. Autonomous growing neural
gas for applications with time constraint: optimal parameter estimation. Neural Networks,
32:196–208, 2012.

[65] Taher M Ghazal, Nidal A Al-Dmour, Raed A Said, Alireza Omidvar, Urooj Yousuf Khan,
Tariq Rahim Soomro, Haitham M Alzoubi, Muhammad Alshurideh, Tamer Mohamed Ab-
dellatif, Abdullah Moubayed, et al. Ddos intrusion detection with ensemble stream mining
for iot smart sensing devices. In The Effect of Information Technology on Business and Marketing
Intelligence Systems, pages 1987–2012. Springer, 2023.

[66] Mohammed Ghesmoune, Mustapha Lebbah, and Hanene Azzag. Clustering over data streams
based on growing neural gas. In Advances in Knowledge Discovery and Data Mining: 19th Pacific-
Asia Conference, PAKDD 2015, Ho Chi Minh City, Vietnam, May 19-22, 2015, Proceedings, Part II
19, pages 134–145. Springer, 2015.

141 Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions



Bibliography

[67] Mohammed Ghesmoune, Mustapha Lebbah, and Hanene Azzag. State-of-the-art on clustering
data streams. Big Data Analytics, 1:13, 12 2016.

[68] Marie-Pierre Gleizes. Self-adaptive complex systems. In European Workshop on Multi-Agent
Systems, pages 114–128. Springer, 2011.
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[127] Thomas Martinetz, Klaus Schulten, et al. A” neural-gas” network learns topologies. 1991.

[128] Viktor Mayer-Schönberger and Kenneth Cukier. Big data: A revolution that will transform how
we live, work, and think. Houghton Mifflin Harcourt, 2013.

[129] Ryszard Stanislaw Michalski, Jaime Guillermo Carbonell, and Tom M Mitchell. Machine
learning: An artificial intelligence approach. Springer Science & Business Media, 2013.

[130] Wanli Min and Laura Wynter. Real-time road traffic prediction with spatio-temporal correla-
tions. Transportation Research Part C: Emerging Technologies, 19(4):606–616, 2011.

[131] Luntian Mou, Pengfei Zhao, Haitao Xie, and Yanyan Chen. T-lstm: A long short-term memory
neural network enhanced by temporal information for traffic flow prediction. Ieee Access,
7:98053–98060, 2019.

[132] Abdallah Moujahid, Mounir ElAraki Tantaoui, Manolo Dulva Hina, Assia Soukane, Andrea
Ortalda, Ahmed ElKhadimi, and Amar Ramdane-Cherif. Machine learning techniques in
adas: A review. In 2018 International Conference on Advances in Computing and Communication
Engineering (ICACCE), pages 235–242. IEEE, 2018.

[133] Shirin Najafabadi, Ali Hamidi, Mahdieh Allahviranloo, and Naresh Devineni. Does demand
for subway ridership in manhattan depend on the rainfall events? Transport Policy, 74:201–213,
2019.

[134] Nancy L Nihan and Kjell O Holmesland. Use of the box and jenkins time series technique in
traffic forecasting. Transportation, 9(2):125–143, 1980.

[135] Ann Nowé, Peter Vrancx, and Yann-Michaël De Hauwere. Game theory and multi-agent
reinforcement learning. Reinforcement Learning: State-of-the-Art, pages 441–470, 2012.

[136] Cheol Oh, Seri Park, and Stephen G Ritchie. A method for identifying rear-end collision risks
using inductive loop detectors. Accident Analysis & Prevention, 38(2):295–301, 2006.

[137] World Health Organization. Global status report on road safety 2015. World Health Organization,
2015.

[138] Qi Ouyang, Yongbo Lv, Yuan Ren, Jihui Ma, and Jing Li. Passenger travel regularity analysis
based on a large scale smart card data. Journal of Advanced Transportation, 2018, 2018.

147 Continuous Learning and Cooperative Prediction Based on Adaptive Multi-Agent Systems Applied for
Traffic Dynamic Predictions



Bibliography

[139] Julio-Omar Palacio-Niño and Fernando Berzal. Evaluation metrics for unsupervised learning
algorithms. arXiv preprint arXiv:1905.05667, 2019.

[140] Brendan Pender, Graham Currie, Alexa Delbosc, and Nirajan Shiwakoti. Social media use
during unplanned transit network disruptions: A review of literature. Transport reviews,
34(4):501–521, 2014.

[141] Hao Peng, Bowen Du, Mingsheng Liu, Mingzhe Liu, Shumei Ji, Senzhang Wang, Xu Zhang,
and Lifang He. Dynamic graph convolutional network for long-term traffic flow prediction
with reinforcement learning. Information Sciences, 578:401–416, 2021.

[142] Alexandre Perles, Ha Nhi Ngo, Elsy Kaddoum, and Valérie Camps. Adaptive multi-agent
system for dynamic clustering applied to itineraries regularities and traffic prediction. In
International Conference on Cooperative Information Systems, pages 79–96. Springer, 2023.

[143] Phillip E Pfeifer and Stuart Jay Deutrch. A three-stage iterative procedure for space-time
modeling phillip. Technometrics, 22(1):35–47, 1980.

[144] Giovanny Pillajo-Quijia, Blanca Arenas-Ramı́rez, Camino González-Fernández, and Francisco
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