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RESUME (FRANCAIS)

Equations d’Einstein et solution dans le vide

Cette these porte sur I'étude asymptotique des champs sans masses dans des espaces-
temps purement radiatifs. En 1915, Einstein présente la théorie de la relativité générale
dans laquelle 'univers est décrit au moyen d’une variété différentiable de dimension 4,
notée M et munie d'une métrique, g, lorentzienne de signature (4, —, —, —) et on appelle
espace-temps le couple (M, g). La relativité générale stipule que la présence de matiere
et d’énergie dans l'univers (présence encodée dans le tenseur énergie-impulsion et notée

Tup) provoque la courbure de 'espace-temps et c¢’est ce que décrit I'équation d’Einstein :

1
Rab — igabScalg = 87TTab N

ou Ry est le tenseur de Ricci et Scal, la courbure scalaire, ¢’est-a-dire la trace du tenseur
de Ricci. On considére dans ce manuscrit que la constante cosmologique A = 0, autrement
dit, les solutions de I’équation d’Einstein que ’on étudie ici ne sont pas en expansion. La
solution la plus simple a cette équation dans le vide (c’est-a-dire quand Tj;, = 0) corres-
pond a la métrique de l'espace-temps plat, aussi appelée métrique de Minkowski, pour
laquelle R,, = 0 et qui constitue 'espace-temps de la relativité restreinte. La métrique

associée est alors (dans les coordonnées sphériques (¢, 7,6, ¢) usuelles) :
n=dt* — dr’ — r* (d6* + sin® fdy?) .

Dans cette these, la notion de temps retardé est fréquemment employée et nous com-
mencons par la définir dans le cadre de la solution de Minkowski. On appelle u le temps

retardé (ou coordonnée d’Eddington-Finkelstein retardée) défini par :
u=t—r.

Il est également possible de définir v, le temps avancé, comme v = t + r. Ces deux

coordonnées de temps sont particulierement adaptées pour décrire les courbes isotropes,



c’est-a-dire les courbes dont le vecteur tangent k% est un vecteur isotrope (ou de type

lumieére), dont la norme est nulle :
kK’ = 0.

Un tel vecteur correspond a un observateur qui se déplace a la vitesse de la lumiere. En

utilisant les coordonnées (u,r, 0, ¢), la métrique de Minkowski, notée 7, devient :

n = du® + 2dudr — r? (d92 + sin? 0dg02) :

Une autre solution des équations d’Einstein dans le vide est la solution décrite par Karl
Schwarzschild en 1916 qui représente le champ gravitationnel a ’extérieur d’une source de
gravitation, sphérique, non chargée et statique. La métrique de Schwarzschild est donnée

par :

2M 2M\
g = <1 - r) i - (1 - r) dr? —r? (d6” + sin® 0dg?) |

ou M est une constante positive qui correspond a la masse du trou noir de Schwarzschild.
La métrique de Schwarzschild exprimée dans les coordonnées sphériques présente deux
singularités : une lorsque » = 0 et 'autre lorsque r = 2M. La premiere correspond a une
réelle singularité, indépendante des coordonnées choisies ; la seconde dépend quant a elle

du choix de coordonnées.
En introduisant les coordonnées (u,r, 0, ¢), avec u le temps retardé défini par :
u=t— (r+2Mlog(r —2M)),
la métrique devient :

2M
¢ = (1 — ) du? + 2dudr — r? (d92 + sin? 9dg02) )
r

La métrique est désormais réguliere lorsque r = 2M et on appelle horizon passé des

évenements I’hypersurface isotrope :
H~ =R, x {2M}, x S%.
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De méme, en se plagant dans les coordonnées (v, 7,6, ¢) avec :
v="t+ (r+2Mlog(r —2M)),
la métrique devient :

2M
¢ = (1 — 7") dv? — 2dvdr — 72 (d02 + sin? 9d902) .

et ’horizon futur des événements est défini comme ’hypersurface isotrope :

AT =R, x {2M}, x S?.

Solutions purement radiatives

Un espace-temps est dit purement radiatif si le tenseur énergie-impulsion T, est non-nul

et qu’il peut s’écrire de la fagon suivante :
Ty = pkakb )

oll p représente la densité de radiation et k, = g.k® avec k* qui est un vecteur isotrope.
Un tel tenseur énergie-impulsion décrit un champ qui se déplace a la vitesse de la lumiere.
Il peut s’agir, par exemple, d'un champ électromagnétique ou bien de poussicres sans
masses. Cette theése porte sur ’étude de deux types d’espaces-temps radiatifs différents :

I'espace-temps de Vaidya et I'espace-temps de Robinson-Trautman.

Espace-temps de Vaidya et horizon des événements

L’espace-temps de Vaidya est un espace-temps purement radiatif, a symétrie sphérique,
qui représente un trou blanc qui perd de la masse via I’émission de spheres de poussieres
isotropes le long des courbes {u = cte}. Il est également possible de décrire un trou noir de
Vaidya comme un trou noir dont la masse augmente par accrétion de poussiere isotropes
le long des courbes {v = cte}. Dans le cas de la métrique de Vaidya représentant un trou
blanc en évaporation (ce qui correspond a la situation étudiée dans cette these), la masse
M devient une fonction dépendant du temps, et en particulier du temps retardé désigné
par u. Par conséquent, la métrique de Schwarzschild qui était statique devient pour la

solution de Vaidya une métrique dynamique qui dépend désormais du temps retardé wu.
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La métrique s’écrit alors dans les coordonnées (u,r,0, ¢) :

2
gv = <1 — m(u)) du? + 2dudr — 12 (d92 + sin? 9d<p2) ,

,
et le tenseur source de I’équation d’Einstein devient :

T =~ ). (),

472

Ainsi, afin de garantir que la densité d’énergie dans 1’espace-temps

m'(u)
Amr2

est positive, nous devons imposer que la masse soit une fonction décroissante de u sur un
intervalle de la forme [u_,uy]. De plus, dans cette these, nous faisons I'hypothese que la

masse admet des limites finies quand u tend vers u..

lim m(u) = mg avec 0 < my < m_ < 400, (1)
U—UL

avec

m'(u) <0 sur Ju_,uy[, —oo<u_<uy<+oo, m(u)=0 sinon. (2)

Il est alors possible de distinguer deux situations : soit la masse varie sur un intervalle
fini, soit ’évaporation se fait pour tout © € R. Dans ce dernier cas, on a u_ = —oo et

Uy = +00.

Une question naturelle qui se pose alors est la suivante : quel est le comportement
de T'horizon passé dans l'espace-temps de Vaidya? Cette question est traitée dans le
Chapitre 3, ou on rappelle les résultats obtenus par 'auteur et Jean-Philippe Nicolas
dans [15], et nous résumons ici les principaux résultats. L’'idée générale de cet article
est d’étudier le comportement des courbes intégrales des directions isotropes principales
entrantes dans la métrique de Vaidya. Du fait de la géométrie de la solution, ces courbes
sont des géodésiques. On étudie alors le comportement de la famille de courbes ~y(u)
indexées par w € S? :

y(u) = (u,r =r(u),w), ueR.
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Etant donné que ces courbes sont isotropes, cela implique que :

2m(u)
r(u)

Ainsi, la fonction r(u) doit satisfaire I’équation différentielle suivante :

Plu) = — (1 . 2:25?) . (3)

g(¥(u),(u) =1 - +2¢(u) = 0.

On obtient alors le théoreme principal de [15] :

Theorem 0.0.1. Soit m une fonction lisse et décroissante, dépendante du temps retardé u
et qui satisfait les hypothéses (1) et (2), alors il n'existe qu’une unique solution mazximale
rn, de (3) telle que :

im rp(u) =2m_ .

e Dans le cas ou my > 0 ou bien que uy = +00, r, existe alors pour tout u € R,
rn(u) = 2M, quand u — +o0o et toute autre solution mazimale v de (3) appartient

alors a l'une des deuz catégories suivantes :

1. r existe pour tout u € R, r(u) > rp(u) pour tout v € R, lim,_,_o 7(u) = +00

et lim, o r(u) = 2m, ;

2. r existe sur un intervalle de la forme |ugy, +00[ avec ug € R et satisfait : r(u) <

rn(u) pour tout u €Jug, +00[, limy_yy, r(u) = 0 et limy, o0 7(u) = 2my.

e Simy =0 ou siuy < —+oo, alors ry, existe sur un intervalle | — 0o, up[ avec uy <

up < 00 et limy ., 7n(u) = 0. Les autres solutions mazimales sont alors de deux

types :

1. 7 existe sur | — oo,ui| avec ug < uy < 4oo, r(u) > rp(u) sur lintervalle

] - OO,’U,()[, hmu%ul r(“) =0 et lim,_,_ T(u) = 400,

2. r existe sur lintervalle Juy, us| avec —oo < uy < us < ug, r(u) — 0 quand u

tend soit vers uy soit vers us et r(u) < rp(u) sur |uy, us].

De plus, comme les courbes étudiées ici sont des géodésiques, alors elles génerent des
hypersurfaces et la solution qui satisfait » = r, génere ’horizon passé des éveénements
dans I'espace-temps de Vaidya. On supposera désormais que my > 0, ainsi, r, > 0 pour

toute valeur de u € R, et cela décrit la situation physique suivante : un trou blanc de



masse m_ s’évapore via I’émission de poussieres isotropes avant de se stabiliser en un trou

blanc (et asymptotiquement en un trou noir) de masse m. .

Compactification conforme

L’une des thématiques principales de cette these est d’étudier le comportement asympto-

tique des ondes scalaires dans l’espace-temps de Vaidya.

L’analyse asymptotique est réalisée en utilisant les méthodes de compactification
conforme développées par Penrose dans les années 1960 dans une série d’articles ([72],
[69], et [70]). Cela consiste a plonger un espace-temps dit "physique" (M, g) dans un
espace-temps compactifié plus grand (M, g), ou M correspond a l'intérieur de M, et la

métrique se transforme de la fagon suivante :

Q est appelé facteur conforme et permet de définir le bord de MM = M- M.
Q vérifie 2 > 0 dans M, et au bord de 'espace-temps conforme 8M, ona:Q=0et
Va2 #0.

L’intérét de se placer dans l'espace-temps compactifié réside dans le fait que 1’'on
considére les points du bord M comme des points & 'infini de Uespace-temps physique.
Cela permet donc de transformer les méthodes asymptotiques dans M en des techniques

locales sur une hypersurface qui est le bord du compactifié conforme.

Lorsque l'on compactifie ’espace-temps plat de Minkowski, on obtient un espace-
temps conforme dont le bord est un compact composé de deux hypersurfaces isotropes
'+ appelées infini isotrope futur et passé, et de trois points 4y, 'infini spatial, i, I'infini

temporel futur et i_ U'infini temporel passé (cf. figure 1).

Ce n’est plus le cas lorsque 'on compactifie les espaces-temps de Schwarzschild ou
bien de Vaidya, et les points ig, i, et i_ deviennent des singularités du bord conforme.
On choisit alors le facteur conforme Q@ = R = 1/r et on obtient la métrique de Vaidya

compactifiée :
9" = R*(1-2m(u)R) du® — 2dudR — (d6* + sin® fde?) |
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FIGURE 1 : La compactification conforme transforme 1’espace-temps physique (a gauche)
en un espace-temps compactifié conforme (a droite) avec un bord. Les directions isotropes
(par exemple les courbes & u = cte et v = cte) sont préservées lors de cette transformation.

On définit alors I'infini isotrope futur #* et I'horizon passé 7~ :

It =R, x {0}r x 5%,
T :Ru X {1/Th}R X SZ.

L’infini isotrope passé ainsi que 1’horizon futur, du fait de ’hypothese (1), sont les mémes
que ceux de I'espace-temps de Schwarzschild. Toutefois, les coordonnées (u, r, 0, ¢) ne sont
pas adaptées pour décrire ces hypersurfaces. C’est pourquoi nous devons effectuer la com-

pactification conforme de la métrique de Schwarzschild dans les coordonnées (v, R, 0, ¢) :
9°" = R*(1 = 2M R)dv* + 2dvdR — (d6* + sin® 6dy?) .
L’infini isotrope passé ¢~ s’écrit alors comme
I~ =R, x {0}r x S%.

L’horizon futur du trou noir est situé dans I’espace-temps physique a r = 2m, puisque

nous avons assumé que la masse m(u) admettait une limite finie notée m. quand u — +oo.

11



Ainsi, I'horizon futur J# 1 est décrit dans I'espace-temps conforme comme 1’hypersurface :
P p yp

At =R, x {1/2m }r x S?.

FIGURE 2 : Diagramme de Carter-Penrose de 'espace-temps de Schwarzschild avec i, 7"
et i~ qui sont des singularités du bord conforme.

Equation des ondes et flux d’énergie

La mention dans ce manuscrit de I’expression "équations des ondes scalaires" renvoie a
I’équation qui régit I’évolution d’un champ scalaire sans masse, noté ¢, dans un espace-
temps donné (M, g) :

Dg(b =0 ) (4)

avec [, = V,V*?, ou V, est la connexion de Levi-Civita associée a la métrique g. Toutefois,
dans un espace-temps de dimension 4, cette équation n’est pas conformément invariante
et nous corrigeons cela en prenant en compte la courbure scalaire de la métrique g, notée

Scaly, de la facon suivante :

<Dg + éScalg) »=0. (5)
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Si nous considérons désormais la transformation conforme telle que § = Q%g et gg =QO"1o,

alors I’équation (5) est bien conformément invariante :

1 N
(Dg + 680&1@) ¢ = 0,

A

avec Scal; la courbure scalaire de la métrique conforme § et [J; = V.V

A

@ avec V la

connexion associée a §.

Dans cette these, les ondes scalaires sont considérées comme un champ test. Cela

signifie que le tenseur énergie-impulsion associé aux ondes scalaires ¢, donné par :

1
Tab = va¢vb¢ - 59ab<v¢7 v¢7

avec

(Vo,Vo) = VaipV9)

n’est pas la source des équations d’Einstein. Les ondes étudiées ici se propagent donc dans
I'espace-temps de Vaidya sans influencer sa géométrie. Il est important de noter que ce
tenseur énergie-impulsion n’est pas conformément invariant. Ainsi, cela implique que si le
tenseur énergie-impulsion T}, des ondes ¢ dans I’espace-temps physique (M, g) est sans
divergence, cela n’est généralement pas vrai dans I’espace-temps compactifié (M, g) pour
le tenseur énergie impulsion conforme T, associé au champ conforme gE = Q0 1¢. Nous
choisissons dans ce manuscrit de travailler avec le tenseur T, associé au champ ¢ et qui
satisfait :
VT =0.

L’inconvénient de ce choix est que désormais V*T,;, # 0, et cela fera apparaitre des termes

d’erreurs comme nous le verrons plus tard.

Les résultats obtenus dans les chapitres 4, 5 et 6 reposent sur des méthodes de champs
de vecteurs, aussi appelées méthodes d’inégalités d’énergie. Ces méthodes nécessitent de
calculer le flux d’énergie d’un champ mesuré par un observateur au travers d’une hyper-
surface. Soit V* un champ de vecteur dans (M, g) et soit T}, le tenseur énergie impulsion

associé a un champ ¢, alors on définit le courant d’énergie J, comme :
Jo = VT,
a — ab »

13



Le flux d’énergie mesuré par V* au travers d’une hypersurface > vaut alors :

52,V(¢) I/E*Ja|27

avec J,|x la restriction du courant d’énergie a I’hypersurface 3. xJ, correspond au dual
d’Hodge de la 1-forme J, et est défini de la facon suivante. Soit z°, 2!, 2%, 2° un systéme
de coordonnées dans lequel on exprime la métrique g, alors on définit I’élément de volume

de (M, g) comme la 4-forme notée dVolg et donnée par :
dVoly = /|detg|dz® A da' A da® A da?.
Dans ce contexte, le dual d’Hodge de la 1-forme w, vaut :
*wy = g™ w,ad Vol

ol g% est la métrique inverse.

Peeling et régularité asymptotique

Les chapitres 4 et 5 de cette these sont consacrés a ’étude de la propriété de peeling
pour les ondes scalaires dans 1’espace-temps de Vaidya. En d’autres termes, en se plagant
dans 'espace-temps compactifié conforme (M, g) de l'espace-temps de Vaidya, on cherche
a répondre a la question suivante : quelle est la classe de données initiales du champ
conforme ngﬁ = O~ '¢ qui assure la régularité du champ conforme au bord a I'infini isotrope ?
La méthode suivie dans cette these est celle développée par Mason et Nicolas dans [54]
et qui consiste & caractériser la régularité du champ non pas en termes d’espaces C* mais
plutot en termes d’espaces d’énergie. Ces espaces sont construits sur une hypersurface X
comme les espaces de Sobolev sur ¥ et dont la norme est donnée par le flux d’énergie d’un
champ ¢ mesuré par un observateur au travers de .. L’observateur choisi pour obtenir ces
normes doit étre transverse a l'infini isotrope, cela permet en effet un meilleur contréle de
la norme des dérivées du champ conforme et fournira des inégalités d’énergie plus précises.
On choisit pour cela un vecteur purement temporel a l'infini isotrope (c’est-a-dire que sa

norme est strictement positive a #*). Le vecteur choisi est un vecteur de "Morawetz"!

1. Ce vecteur est obtenu & partir de l'expression d’un vecteur défini par Morawetz dans [60] dans
I’espace-temps de Minkowski et on garde la méme expression dans ’espace-temps de Schwarzschild ou de
Vaidya
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avec pour expression dans les coordonnées (u, R, 0, ) :
V= u?0" — 2(1 +uR)0%,

Ce vecteur a pour propriété de n’étre un vecteur de Killing? qu’a I'infini isotrope ot 2 = 0.

Le courant d’énergie considéré pour le champ conforme ¢ est alors donné? par :
Jo = VT,
a — ab 5

avec 1
Tab = @aéﬁbé - §gab@céﬁcé .

Enfin, la méthode de Mason et Nicolas se concentre sur la régularité du champ
conforme dans un voisinage de l'infini spatial 7. L’idée est d’éviter qu’une singularité
du champ conforme en i3 ne se forme en cas de décroissance trop lente de ¢ et puisse

ensuite se propager le long du bord conforme du compactifié.

L’idée générale des chapitres 4 et 5 est d’obtenir des équivalences d’énergies entre
I’énergie associée aux données initiales du champ conforme sur une hypersurface des don-
nées initiales ¢ et I’énergie associée au champ conforme a £+, le tout en se placant dans
un voisinage arbitrairement proche de 7y. La principale difficulté provient du fait que le

courant d’énergie J, n’est pas parfaitement conservé dans (M ,g)
Ve, = VeVOT, + VT, £0.

Le premier terme du membre de droite ne s’annule que si le vecteur V' est un vecteur
de Killing et ne s’annule donc ici qu’au bord du compactifié, le second terme lui ne
s’annule pas étant donné que le tenseur énergie-impulsion des ondes conformes n’est pas
sans divergence. Ces termes induisent des termes d’erreurs, dans la loi de conservation

d’énergie, obtenue par application du théoreme de Stokes :

551,V(§£) - 552,V(§£) = /BVaJadVolg,

2. Un vecteur K est dit vecteur de Killing si il génere un groupe qui laisse la métrique invariante. De
plus il vérifie V(, Ky = 0.

3. Par souci de simplicité il existe des différences de notation entre cette introduction et les notations
dans le corps du manuscrit. En effet, des conventions différentes sont choisies et on désigne les quantités
conformes sans ”e”.
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ou B représente un domaine délimité par deux hypersurfaces S; et Sy. Ces termes d’er-

A

reurs, notés Err(¢) nécessitent d’étre controlés afin d’obtenir les inégalités d’énergie entre

A ~

Esov (@) et Eg= v (). Cela se fait en trois temps :

1. on commence par feuilleter le domaine sur lequel on souhaite établir nos lois de
conservation d’énergie par des hypersurfaces H, de type spatial de sorte a ce que
H, corresponde a l'infini isotrope dans un voisinage de iy et H; corresponde a ¥,

dans un voisinage de ig.

2. on montre ensuite qu’on peut majorer I'intégrale des termes d’erreurs sur chaque
hypersurface H, par I’énergie du champ conforme sur cette méme surface H;, notée

En,v(¢). En d’autres termes, il existe une constante positive C' telle que dans un

voisinage de l'infini spatial on a :
[ Br(@) dudoly, < C&u,v(9),
Ha

avec dw = sin? 6dOde.

3. en appliquant le lemme de Grénwall sur la loi de conservation de I’énergie, on obtient
I’équivalence entre la norme de I'espace d’énergie des données initiales associées a ¢

et la norme du champ conforme a .# dans un voisinage de 7.

Une fois ces équivalences obtenues pour qAb, on cherche a controler les dérivées suc-
cessives de ¢ de la méme manitre. L’application des dérivées 9, r et 8, sur la loi de
conservation d’énergie produit alors de nouveaux termes d’erreurs que l'on contréle de
facon similaire a ce qui a été expliqué précédemment. On montre alors le résultat prin-
cipal des chapitres 4 et 5 : ’énergie des dérivées successives de degré total d du champ
conforme ¢ & Dinfini isotrope (passé ou futur) est majorée (a une constante multiplicative
pres) par Iénergie des dérivées d’ordre total inférieur ou égal a d des données initiales sur
Y. Des inégalités dans 'autre sens sont également obtenue de la méme maniere et on
montre également que la classe de données initiales qui permet d’obtenir de telles équiva-
lences est aussi large que celle qui vérifie les propriétés de peeling dans I'espace-temps de
Schwarzschild et de Minkowski. La seule différence qui se manifeste par rapport aux cas
des espaces-temps de Schwarzschild et de Minkowski est que le contrdle de la régularité
des dérivées d’ordre supérieur du champ conforme nécessite désormais 1'utilisation d’une
combinaison de dérivées transversales et tangentes (respectivement dg et d,) du champs

conforme. Cette différence provient du fait que désormais la métrique, le d’Alembertien [,

16



et la courbure scalaire dépendent de R (comme pour la métrique de Schwarzschild) mais
aussi de u. L’application des dérivées successives 0, fait donc apparaitre des termes d’er-
reurs qui n’existaient pas lorsque la métrique était statique. Cependant, cela n’entraine

aucune perte de régularité globale.

Peeling dans le passé

Il faut noter qu’il existe une différence entre le controle du champ dans le futur et le
controle du champ dans le passé. Cette différence ne se manifestait pas dans les espaces-
temps statiques comme celui de Minkowski et celui de Schwarzschild car il y avait une
symétrie entre ’expression des coordonnées u et v. Par exemple, dans I'espace-temps de

Schwarzschild, on a :

U=1—"Ty,

V=141,

avec 1, la coordonnée de la tortue, définie par r, = r + 2M log(r — 2M) comme évo-
qué précédemment. Cette coordonnée est obtenue dans la métrique de Schwarzschild en

résolvant :

dr
dre =1z -

Dans le cas de la métrique de Vaidya, comme désormais la masse dépend du temps retardé

u, la coordonnée de la tortue, notée 7, satisfait :

dr
1— 2m(u) ’

7

di =

et il n’est pas possible de donner une expression explicite de 7. Par ailleurs, on avait la

relation suivante entre u, v et r dans la métrique de Schwarzschild :

2
d’U:dU—FlwdT.

r

Dans 'espace-temps de Vaidya, on montre que cette relation devient :

2y
1 2m(u)

T

dv = du + dr,
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avec 1 une fonction positive qui vérifie I’équation aux dérivées partielles suivante :

oy F(u,r)oy N 2m’(u)

ou 2 or Fr

=0,

et on pose ¢ = 1 a l'infini isotrope passé .#~ (cf. [15] pour plus de détails).

Ainsi, dans I'espace-temps de Schwarzschild, la classe de données initiales qui assurait
le peeling des ondes scalaires dans le futur était immédiatement la méme que celle qui
assurait le peeling dans le passé. Cette équivalence n’est plus évidente pour la métrique
de Vaidya. Nous montrons dans le Chapitre 5 comment résoudre cette difficulté en nous
plagant dans les coordonnées (v, R, 0, ¢) telles que définies dans [15]. Il apparait alors que

le vecteur de Morawetz V* exprimé dans les coordonnées (v, R, 0, ) :
V=020 +2(1 —vR)0%,

ne permet pas d’obtenir une décroissance suffisamment rapide dans les termes d’erreur
pour que ceux-ci puissent étre controlés par 1’énergie du champ conforme sur les hyper-
surfaces Hs. Le vecteur V¢ doit alors subir une légere modification afin de garantir la
décroissance des termes d’erreurs a l'infini isotrope passé et ainsi permettre d’établir la

propriété de peeling des ondes scalaires a .# ~. Il devient alors :
Ve =yn?9, +2(1 — vR)0.

Le reste de la méthode est ensuite completement identique a ce qui a été réalisé dans le

futur, et les résultats obtenus sont identiques.

Scattering Conforme

Le chapitre 6 est dédié a la construction de l'opérateur de scattering conforme pour
les ondes scalaires dans l’espace-temps de Vaidya. Une théorie du scattering permet de
caractériser I’évolution complete d'un champ, solution d'une équation de propagation, par
un opérateur de scattering qui associe le comportement asymptotique du champ dans le
passé a son comportement asymptotique dans le futur.L’intérét principal provient du fait
que généralement, le comportement asymptotique d’un champ est plus simple a décrire
que le comportement de ce méme champ pres de la source de rayonnement. L’idée est de

s’appuyer sur les méthodes conformes pour construire un tel opérateur. Ainsi, 'opérateur
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de scattering conforme associe la trace du champ conforme sur le bord passé de (M, g) a
sa trace sur le bord futur du compactifié conforme. En plus de montrer 'existence d’un
tel opérateur, on souhaite s’assurer que la solution est entierement caractérisée par son
comportement asymptotique passé ou futur. La construction d’un tel opérateur nécessite
de connaitre les lois de décroissance du champ conforme au voisinage des infinis temporels
(passé et futur). Si de telles lois sont connues pour les ondes scalaires dans 1'espace-temps
de Schwarzschild, ce n’est pas actuellement le cas pour 'espace-temps de Vaidya. C’est
pourquoi, dans le chapitre 6, nous considérons que la variation de la masse m(u) se fait
sur un intervalle de la forme [u_,u,] avec —o00 < u_ < uy < +oo. Cela implique que la
métrique est la métrique de Schwarzschild au voisinage de 7 et i_, et nous pouvons alors
utiliser les résultats de décroissance existants pour construire 'opérateur de scattering

conforme. La méthode de construction est la suivante :

1. On définit le bord passé (resp. futur) de notre espace-temps conforme comme 7~ U
S~ (resp. AT UIT) et on feuillette 'espace-temps conforme par des hypersurfaces
¥4 qui ont pour propriété d’étre transverses a la fois a l'infini isotrope passé (resp.
futur) et a I’horizon passé (resp. futur). Ensuite, on définit des espaces d’énergie
sur ces hypersurfaces . comme 1’espace des fonctions lisses a support compact sur
% complété par la norme donnée par le flux d’énergie mesuré par un observateur
Ve au travers de .. Contrairement au peeling ou l'on souhaitait avoir un controle
suffisamment fort de 1’énergie de ngS au bord, on choisit un vecteur temporel qui n’est

pas transverse a l'infini isotrope : V = 9,,.

2. On construit ensuite opérateur de trace futur, noté 7', qui associe, aux données
initiales lisses et a support compact, les données de scattering futur, c’est-a-dire
la restriction de la solution qg sur le bord futur. Nous montrons en utilisant des
inégalités d’énergie, que cet opérateur s’étend comme un opérateur borné, linéaire,

injectif et d’image fermée entre les espaces d’énergie définis auparavant.

3. Afin de prouver que 'opérateur de trace est un isomorphisme, il reste a prouver
que l'image de l'opérateur est dense. Nous démontrons cela en nous fondant sur
les résultats de Hormander [39] et de Nicolas [65], et en résolvant un probleme de
Goursat pour les données de scattering sur le bord conforme futur 2+ U.#". Nous
montrons alors que 'opérateur 7 s’étend comme un isomorphisme entre les espaces

d’énergies considérés.
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4. En appliquant la méme méthode pour définir 'opérateur de trace passé 7 —, nous
obtenons des résultats similaires. Enfin, nous construisons I'opérateur de scattering

S de la fagon suivante :

S=T7T" (7’_)71 ,

et cet opérateur s’étend comme un isomorphisme entre I’espace d’énergie des données
de scattering sur le bord passé et ’espace d’énergie des données de scattering sur le

bord futur du compactifié conforme.

Métrique de Robinson-Trautman

Le chapitre 7 est consacré a 'analyse deuxieme type d’espace-temps purement radiatif
étudié dans cette these : la métrique de Robinson-Trautman purement radiative. Cette
solution des équations d’Einstein peut étre vue comme une généralisation de la métrique
de Vaidya. Désormais, la métrique dépend de deux fonctions m(u) et P(u, 0, ) qui sont
reliées a la densité de rayonnement p via une équation différentielle d’ordre 4. Du fait
de la tres grande généralité des solutions de Robinson-Trautman, nous faisons dans cette
these les hypotheses suivantes : nous supposons que la métrique est de type D dans la
classification de Petrov et que la courbure gaussienne sur la sphere ne dépend que du

temps retardé u. En introduisant les coordonnées stéréographiques complexes & et € :
£=cotfe?,

cela revient a considérer que la fonction P se comporte de la facon suivante :

P(u,§,8) = A(u) + B(u)€ + B(u)€ + C(u)§€,

ou A et C' sont des fonctions réelles et B est une fonction complexe. Apres un rappel
de la construction de l’espace-temps de Robinson-Trautman en utilisant le formalisme
de coefficients de spins, on donne dans le chapitre 7 les propriétés géométriques de la
solution de Robinson-Trautman. Contrairement a ’espace-temps de Vaidya, il n’est pas
aisé d’interpréter directement la signification physique de m et de P. En effet, les coor-
données sphériques usuelles (u,r, 6, p) ne forment pas des coordonnées de Bondi pour la
métrique de Robinson-Trautman puisqu’ils ne satisfont pas les conditions asymptotiques
nécessaires. On rappelle alors les résultats obtenus par Von der Goénna et Kramer dans

[29] et par Cornish et Mickelwright dans [13] et on effectue le changement de variable
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qui permet de définir la masse de Bondi de la solution de Robinson-Trautman purement
radiative.

On cherche ensuite a étudier I’horizon passé en suivant la méme méthode que celle
définie pour la métrique de Vaidya. On considere donc les directions isotropes entrantes
et on en étudie les courbes intégrales. Toutefois, du fait de la géométrie de la métrique
de Robinson-Trautman, les directions isotropes entrantes ne sont pas orthogonales a des
hypersurfaces et les courbes intégrales de ces directions isotropes ne sont pas des géodé-
siques. La méthode qui fonctionnait dans le cadre de la métrique de Vaidya ne permet
pas d’étudier I’horizon passé dans la solution de Robinson-Trautman purement radiative.

Le cadre géométrique est le suivant : soit P la fonction :

p— P(u,é, § ) 7
1+&
on suppose que P > 0 et d,P > 0. De plus, on considére que la fonction P se comporte

comme :
1 Vue]—oo,u_],

P(u,&,€) =1 P(u,&,€) Vuelu,uy], |
P, Vué€ [uy,+oof,

avec —00 < u_ < uy < 400 et 1 < P, < +o0o. On montre en outre, que la masse de
Bondi Mg a les limites suivantes :
im Mgp(u) =m_, ul—i>I—PooMB(u) =M}, Mpy(u)>0VueR.

En d’autres termes, on étudie un espace-temps qui est I’espace-temps de Vaidya sur | —
00, u_| avec une masse m(u) qui converge vers un autre espace-temps de Vaidya sur
[, +oo[ dont la masse est donnée par m(u)/P?. Sur 'intervalle [u_, u,], la métrique est
celle de Robinson-Trautman, la fonction P n’est plus constante et la métrique perd sa
symétrie sphérique.

Finalement, nous classifions les courbes intégrales* R(u, ¢, 5) des directions isotropes
entrantes en étudiant I’équation différentielle ordinaire qui les gouverne. Nous observons
alors que le comportement des solutions est similaire a celui observé dans 1’espace-temps
de Vaidya, c’est-a-dire : il existe une unique solution qui admet une limite finie lorsque

u — —oo. On appelle cette solution Ry, et elle a pour limite :

4. avec R=r/P.
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1_1}11 Rh(“?&v&) =2m_.

Ry, existe pour tout u € R et converge dans le futur vers :

lim Ry(u,&,€) = 2Mj .

U——+00

Les autres solutions R(u, &, ) peuvent étre classées dans les deux catégories suivantes :

1. R existe Vu € R, sur I'’ensemble de son domaine d’existence R > Ry, et R a pour

limites :

2m+

lim R(u,0) =400, lim R(u,0)=

U—>—00 u—-+00 P_?_ ’

2. R existe sur un intervalle de la forme [ug, +0o[ avec ug > —o0. De plus, pour tout

u € [ug,+00[, on a R < Ry, et R a pour limites :

2
lim R(u,0) =0, lim R(u,0) = ——t
U—uUQ uU—>+00 Pi
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CHAPTER 1

INTRODUCTION

The results presented in this thesis deal with conformal analysis on two kinds of radiative
spacetimes, that are solutions to the Einstein equation with matter : the Vaidya and the
Robinson-Trautman spacetimes. The Einstein theory began in 1905 with special relativity
as a resolution of an incompatibility between two fundamental theories of classical physics
: the classical mechanics of the 17** century, and the electromagnetic laws, unified by
Maxwell and presented in their modern version by Heaviside in 1884. This can be exposed
in the following way : let R and R', be two frames that are in uniform rectilinear motion
relative to each other. Let (¢,z,y,2) and (¢',2',9/,2") be the coordinates respectively
associated to R and R’. Assuming that R’ translates with a constant velocity v with
respect to R along the x-axis, then, classical mechanic obeys to Galilean transformation

between frames :

¥ =t
= x—ut,
v =y,
2= z.

This entails that the velocity of a particle in R’ is obtained from the law of composition
of velocities, i.e. as the sum of the velocity in R and the translation speed between frames.

On the other hand, electromagnetism is governed by the Lorentz transformations :

t=v(t-3),
' =y(x —ot),
Yy =y,

2 =z.

With :
1

Ly iy el

and c is the light celerity. Moreover, in the Maxwell equations, light propagates in a vac-
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uum with a constant velocity, regardless of the reference frame. This is in stark contrast
to classical mechanics, where light is assumed to propagate instantaneously. Thus, this
creates an incompatibility between these two formalisms from a theoretical perspective.
Physicists” experiments also indicate that light behaves as an electromagnetic wave with a
finite constant speed, while classical mechanics accurately predicts the movement of mas-
sive objects. Special relativity and Einstein resolved this by adopting the electromagnetic

perspective through two fundamental postulates:
1. Physics laws are consistent in every inertial reference frame.

2. There exists a finite speed of information transmission between all these frames,
which is constant and the same in every inertial reference frame. This speed is

known as the speed of light, denoted as c.

This resulted in the rejection of classical concepts from Newtonian mechanics, including
the absolute nature of time and the Galilean transformation law between Galilean frames.
The notion of simultaneity also fades away, as a speed limit now exists for the transmission
of information. Classical mechanics remains a valid approximation when the speed v is
significantly smaller than c.

This theory is generalized in 1915 with general relativity that describes the deformation
of space and time in the universe, in terms of the energy and matter distribution expressed
by T,, a tensor of rank 2. Space and time are encoded in a smooth manifold denoted
by M of dimension 4 equipped with a Lorentzian metric (i.e. an object that allows to
compute distance in space or time in curved geometries, for more details see section 1.1
where a precise definition of the metric is given), called g, of signature (+, —, —, —). The
curvature of the spacetime (M, g) is now described using the Riemann tensor! Rgp.q and

the Ricci tensor R,p.Then, the Einstein equation reads :

1 8rG
Ry — —=Rgawy = — T,
b5 Yab oA b
with R being the scalar curvature, obtained from the Ricci tensor :

R="Tr(Rw) = g Ry .

In the remainder of this thesis, we will use geometrical notations, with units chosen so

1. definitions are given in Section 1.1.
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that :
G=c=1.

Several solutions of Einstein’s equations exist, beginning by the Minkowski solution, that
is the geometrical formulation of special relativity, also called flat spacetime. Here the

manifold is R? and the metric, in cartesian coordinates (¢, z,y, z) is :
n=dt* —dz? — dy® — d2*.
It is also useful to give the expression in terms of spherical coordinates (¢,r,0, ¢) :
n = dt* — dr* — r?(d6”* + sin® 6dy?) .

This model can be understood as the metric of a topologically trivial spacetime, without
any curvature, i.e. Ryeq = Rqp = 0 in the vacuum defined by T, = 0. Another vacuum
solution to the Einstein equation is the one obtained in 1916 by Karl Schwarzschild [86].
It describes the exterior of a static, spherical star, of constant mass m > 0, its expression

in spherical coordinates is :

2 1
gSch = <1 — m> dt* — [ m dr? —r? (d92 + sin? Hdgoz) :
7"‘ _ =

Note that this solution has two singularities, i.e., two points where components of the
metric become infinite. The first singularity occurs at » = 0, and the second is located at
r = 2m. These two singularities are of different nature; the first one is independent of the
coordinate choice and the scalar curvature diverges there. On the other hand, the second
singularity comes from an inappropriate choice of coordinate basis. The usual spherical
coordinates (t,r,0, ) are not well-suited for expressing this metric. This lead Eddington
and Finkelstein to introduce new coordinates independently in 1924 and 1958 in [19] and
[20]. These coordinates denoted by u and v known as the retarded and the advanced
time, resemble those used in electromagnetic theory to describe field propagation between
a source and an observer. In the flat case, these expressions are quite similar and read as

follows:

u=t—r,

v=t+r.

33



Part I, Chapter 1 — Introduction

In the Schwarzschild spacetime, these definitions do not apply, and we require more
complex expressions involving the mass m of the black hole. We will discuss this in sec-
tion 2.1.2. Now using coordinates (v, 7,0, ) or (u,r, 0, ¢) as the basis, the Schwarzschild
solution is respectively interpreted as a spacetime with a static black hole (white hole) of
constant mass, located at » = 0 and an event horizon at r = 2m from which physical par-
ticles cannot escape (or enter) if their velocity is less than or equal to the speed of light.
According to Birkhoff’s theorem, stated in 1923 in [6], the static Schwarzschild metric
describes the exterior of any spherically symmetric solution of the vacuum field equations
(Twy = 0). Another vacuum solution is the Kerr solution, published in 1963, [43], which
describes the geometry of a spinning, rotating, uncharged axially symmetric black hole in
a vacuum.

As alluded to earlier, the aim of this thesis is to study radiative spacetimes; in other
words, we focus on solutions to the Einstein equations where T, # 0. Before defining

radiative spacetimes, let’s recall some useful geometric definitions in general relativity.

1.1 Basic definitions

1.1.1 Manifolds, vectors and tensors

Definition 1.1.1. Smooth differential manifold, Wald [94] :
A n-dimensional smooth manifold, or a C*°-manifold, is a set M, and a collection of

subsets {O4} of M satisfying the following properties :
1. Each point p € M lies in at least one O,, i.e. the collection of {O4} covers M.

2. For each a, there is a map (called a chart or a coordinate system) 1o : O — U,

that is a diffeomorphism and where U, is an open subset of R".

3. If any two sets O, and Og overlap, i.e. On, N Og # 0, we can consider the map :

P50 Pa-1 1 Ya(Oa N Og) — 1¥3(0a N Op),

where
wa(Oa N Og) cU, C Rn,w/g(Oa 005) C Uﬁ C Rn,

with ¥, and g two smooth functions (i.e. infinitely continuously differentiable func-

tions).
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1.1. Basic definitions

Definition 1.1.2. Tangent vector and tangent space, Wald [94] Let M, be a n-dimensional
smooth manifold and let F be the collection of smooth functions from M to R. We define

a tangent vector v at point p € M to be a map :
v:.F — R,

that obeys to :
1. v(af +bg) = av(f) +bu(g), Vf,g € F;a,beR

2. v(fg) = f(p)v(g) + gp)v(f)-

The collection of tangent vector at a point p, called the tangent space of M at p, denoted

by T, M, has the structure of a vector space under
1. the addition law : (vy + v2)(f) = v1(f) + vo(f),
2. the scalar multiplication law : (av)(f) = av(f)

and has the following property (see [94] for more details):
dimT, M =n.

We also define the cotangent space, denoted by Ty M,the dual of T, M, i.e. the space

of continuous linear forms acting on 7}, M.

Definition 1.1.3. Vector field and 1-form
A wector field on a manifold M is an assignment of a tangent vector v(p) € T, M at

each point p € M. A 1-form is defined in the same way, respectively with cotangent space

T M.

Definition 1.1.4. Tensor, Wald [94]
Let V' be a finite dimensional vector space and let V* be its dual. Then a tensor T of type

(k,1) over V is the multilinear map :

T:V*x---thx]/x---xV—HR
\k:f TV

l

Such a tensor is said to be k— times contravariant and [—times covariant. The space of
tensors of type (k,l) is denoted by 7 (k,1).
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Definition 1.1.5. Tensor product

LetT € T (k,1) andT' € T (K',l"). Then one can construct another tensor TQT" € T (k+
K I+1") with ® that is called the tensor product in the following manner: given (k+k') dual
vectors v*, ..., vF* and (1+1') vectors wy, . .., wisy, then we define TRT' acting on these

!
vectors to be the product of T (Ul, IR ,wl) and T" (vk“, BT IR ,le/).

Introducing {v,} a basis of V' and {v"} its dual basis, we can decompose T" as :

n
_ 11 g . v
T= E: T%"M UH1® v,

Hi,.vp=1

where Tlf‘ll,jj;,’l‘k v, are referred to the components of the tensor T' with respect to the basis
{v,}. The transformation law of a tensor between two coordinate systems (z*) and (z"*')
of the tensor components reads :

T/u’l---u; o - L ox'™ o ox™

v = 2 T

i, =1
Abstract index notation

The idea of abstract index notation, given by Penrose in [74] is to use the advantage of
the concrete indices notation, like the Einstein summation convention, without having
to refer to a basis. In this formalism, a tensor of type (k,1) will be denoted by a letter
(say T') followed by k contravariant and [ covariant lower-case latin indices : Ty! ;. It is
important to note that this is an intrinsic manner to express tensor fields and this does
not refer to a collection of components. Contraction denotes the action of a 1-form on a

vector, e.g. a,V* denotes a(V'). For more details, see [74].

Metric and connection

In classical physics there is no difficulty to measure distance and time in a frame, because
these are absolute values, independent of the referential. In general relativity, this is more
delicate, because space and time are curved, hence they are not the same at any point of
the universe. In Riemann’s geometry, distances (in terms of space or time), scalar product,

etc. are encoded in a tensor of type (0,2) called the metric and defined as follows :

Definition 1.1.6. Metric
Let M be a smooth manifold of dimension n. A metric on M is a tensor field of type
(0,2) that is :
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1. symmetric, i.e. let vi,vy € T, M, then g(v1,ve) = g(ve, v1),
2. non-degenerate, i.e. let vy € T, M, if g(v,v;) =0 Vv € TyM, then v; = 0.

We shall assume a metric on M to be at least continuous on M.
Associated to the metric, we can define an intrinsic derivative operator, called the

connection, denoted by V and defined by :

Definition 1.1.7. Connection :
Let T € ., a connection V is a map :

VT — T(k1+1)
T s V,T,

that satisfies :
1. linearity, for A, B € J (k,l) and o, 8 € R,

V(eA+ pB) =aVA+ VB.

2. Leibnitz rule : VA e T (k,l), Be T(K,U) :

V(A® B) = (VA)® B+ A® (VB).

3. Commutativity with contraction : YA € 7 (k,l) :
V(Do) = g A0

4. Consistency with the notion of tangent vectors as directional derivatives on scalar

fields :Vf € F and Vv e T, M :

v(f) =v"'V.f.

Theorem 1.1.1. There exists an unique connection V, such that :
1. it is torsion-free, i.e. for any scalar field f : V Vyof = ViV, f.
2. it commutes with the metric (and the inverse metric) V,gp. = 0 and Vg% = 0.

This connection is called the Levi-Civita connection.
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1.1.2 Maps on manifolds and Lie derivative

Let M and N be two manifolds, not necessarily of the same dimension. Consider ¢ :
M — N to be a C* map, and let v be a tangent vector at p € M. We define the map ¢*
that carries along tangent vectors at p to tangent vectors at ¢(p) € N in the following

way:
gb* . TpM — T¢(p)N,
v o OV,

and for every smooth function f : NV — R, we have:
(@) (f) =v(fog).
Similarly, we can define ¢, to pull back dual vectors at ¢(p) to dual vectors at p:

qb* . T(Z(p)./\/’ — T;M 9
2 — ¢*M7

and this acts for all v* € T, M as :
(Qb*l‘)ava = o (¢*0)" .

Now, let ¢ : M — N be a diffeomorphism, i.e., a C> map that is one-to-one, onto,
and has a C* inverse. This implies that M and N are of the same dimension. Then we
can define the action of ¢* on a tensor of type (k,[) at p by considering that ¢, = (¢~1)"

(for more details, see [94]):
(6T )on ot (o = (o (02)* - (1) = T2 (07 ), - ((07)0) ™

Let us define on M a one-parameter group of diffeomorphisms, denoted by ¢;, and
generated by a vector field v € T, M. As defined above, we can use ¢; to carry along a
smooth tensor field T" of type (k, ). This leads to the definition of the Lie derivative with
respect to v, denoted by L,, such that:

T —T
e (7T,
t—0 t
where all the tensor are evaluating at the same point p € M.
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1.1. Basic definitions

The Lie derivative is independent of the choice of connection and measures the change
of a tensor field T of type (k,[) along the flow ¢, defined by another vector field v. We
do not go further into the details concerning the Lie derivative; for an extensive survey
of this notion, we refer to [35]. We state the following useful proposition that established

the Lie derivative of the metric along a vector field V:

Proposition 1.1.1. The Lie derivative of the metric along a vector field V¢ is given by
‘CVgab = gcbvavc + gacvbvc = Qv(a%) ’

Geodesics and light cones

In classical physics the scalar product of two vectors is still positive, but here, in Riemann’s
geometry, it could be positive, negative or zero. According to our choice of signature, the

squared norm of a vector v € T}, M, defined by :

(v,0) = g(v),

gives the type of the vector. So v is :

 timelike if its squared norm is positive,
« spacelike if its squared norm is negative,

o null if its squared norm is zero.

We are now able to generalize the notion of physical curves in Newtonian mechanics. This
is done by introducing geodesics that are an application of the Fermat principle in curved
geometry in the sense that a geodesic can be understood as the lines that curve the least
as possible. Naively, a geodesic is to a curved geometry what the straight line is to plane

geometry, i.e. the curved version of the free-falling trajectory.

Definition 1.1.8. Let v be a curve on a spacetime (M, g) equipped with the Levi-Civita
connection V. Let s be the parameter of the curve. Let t* € T,, M be the tangent vector
to v at each point. Then v is a geodesic if its tangent vector is parallel propagated along
itself, i.e. if :

Vo t' = at’, a e R.

If a =0, s is said to be an affine parameter of the geodesic. Geodesics are also classified,

depending on the squared norm of the tangent vector t* :
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1. if g(t,t) > 0, v is said to be timelike.
2. if g(t,t) <0, 7 is said to be spacelike.

3. if g(t,t) =0, v is said to null or lightlike.
This classification takes a lot of physical meaning by considering the light cone asso-

ciated to it :
timelike curve

future light cone

________

_____
_____
—— ~
-
-
-
-

past light cone

Figure 1.1: Lightcone and causal structure at a point P € (M, g).

It is now clear that if a point p’ € M does not lie in the light cone of p € M, then
there is no physical causality between these two points that can be joined uniquely with an
information going faster than the light. The physical trajectories are timelike for massive

particles and null concerning the object without mass (light for instance).
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Killing vector

A Killing vector field on a manifold M is a vector field K that generates a one-parameter
group of isometries ¢; : M — M, i.e. a group that leaves the metric invariant. In other
words, the Lie derivative of the metric along the Killing vector field K¢ is zero, L gap = 0.
It follows from the Proposition 1.1.1 that a differentiable vector field K on (M, g) is
Killing if and only if K satisfies the Killing equation :

VoK, + VoK, = V(oK) =0,

where V, is the Levi-Civita connection associated to the metric g,. One of the most

useful features of Killing vector fields is the following property.

Proposition 1.1.2. Let K be a Killing vector field on (M,g) and let v be a geodesic

with a tangent vector u®. Then the scalar quantity K,u® is conserved along .

See [94], Appendix C.3, for the proof.

1.1.3 Radiative spacetimes

As mentioned earlier, solutions to the Einstein equations exist in vacuum; however, these
solutions are considered as toy models from a physicist’s standpoint due to the absence
of matter and energy content in the universe. This is why we dedicate significant atten-
tion in this thesis to radiative spacetimes, which involve T, # 0. In other words, we will
study solutions to the Einstein equations with both matter and energy, not solely vacuum
solutions. Deriving a comprehensive general solution to the Einstein field equations is an
immensely complex task, leading us to adopt the methodology proposed by Friedmann,
Lemaitre, Robertson, and Walker ([25], [26], [48], [49], [78], [79], [80] and [95]). We assume
that on a large scale (spatial homogeneity), matter and energy in the universe are uni-
formly distributed, and the universe appears the same in all directions (isotropy). These

two assumptions lead the stress-energy tensor T, to adopt the form of a perfect fluid:

Tab = (P + p)uaub + PYab;

where p is the energy density, p is the pressure, and u® = ¢®u,; is a timelike vector
representing the 4-velocity of the fluid. When the fluid’s velocity approaches that of light,

we attain pure radiative spacetimes.
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Definition 1.1.9. Pure radiative spacetime : Let Ty, be a stress-energy tensor, the source
of the Einstein equations for the spacetime (M, g). If k* is a null vector field, i.e. k®k, = 0,

then (M, g) is classified as a pure radiative spacetime if:
Tab = pkakba )

with p representing the radiation density.

This describes a field that moves at the speed of light. According to [31], it can be
a null electromagnetic field, an incoherent beam of photons, or some forms of idealized
(massless) neutrino fields. In this context, we consider it to be null dust, essentially a
pressureless perfect fluid with a velocity approaching the speed of light. The two models
of pure radiative spacetimes that are studied in this thesis are the Vaidya metric and the
Robinson-Trautman metric.

In contrast to the Schwarzschild metric, these two spacetimes are dynamic and this
has consequences on the notion of global energy. In general relativity, energy of matter
are derived from the stress energy tensor T,;, that can be source of the Einstein equations
or not. This defines a local energy measured by a local observer. The way to construct
a global conserved energy is to use a timelike Killing observer (see 1.1.2), that defines a
conserved energy current. However a timelike Killing observer exists only on stationary
spacetimes, i.e. on metrics on which it is possible to choose a function ¢ that is timelike
and such that the metric is independent of ¢, hence the Killing observer reads as 0/0t.
In dynamical spacetimes, it is not possible to find a such timelike Killing vector and then

energy can only be defined locally, and this constitutes a significant topic in this thesis.

Vaidya’s spacetime

The Vaidya metric was derived in 1953 by Prahalad Chunnilal Vaidya? in [92]. Prior to
that, in 1943 and 1951, Vaidya also presented this metric in a more complex form (see
[12], [93]). The original intention behind this metric was to describe the outer region of
a radiating spherical star whose mass decreases due to the emission of massless dust at
the speed of light. Subsequently, the Vaidya metric, with its time orientation reversed,
was interpreted as depicting a spherical black hole with increasing mass, arising from the

accretion of pure radiation. In simpler terms, null dust particles fall into the black hole

2. Eric Gourgoulhon informed the author that a very similar expression of the Vaidya metric was
discovered by Henri Mineur in 1933 in [56], a full 20 years before Vaidya’s formulation.
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without breaking its spherical symmetry. Alternatively, the metric can be understood as
a white hole emitting pure radiation when the time orientation is reversed again. This
latter perspective is adopted in this work.

It is important to clarify that in our study, the pure radiative matter in the Vaidya
spacetime is entirely classical and therefore cannot describe phenomena like the evapo-
ration of a black hole, as explained by Hawking radiation. This is due to the fact that
if the radiation density is positive (a natural assumption in classical physics), it would
imply either a decrease in the black hole’s mass or an increase in the white hole’s mass.
More detailed geometrical analysis of the emission process of the white hole is provided
in section 3.1. More precisely, it will be explained that the Vaidya metric can be seen as
a radiating Schwarzschild black hole, where the constant mass m becomes a function of
advanced or retarded time3.

The attempt to model Hawking radiation using a Vaidya black hole is discussed by
Hiscock in 1981 in [37], where he studied a Vaidya spacetime in which the black hole
mass m(v), depending on the advanced time, decreases with v, implying physically that
negative-energy density falls into the black hole. However, the Vaidya model falls short
in explaining Hawking radiation for several reasons. Firstly, the radiation in a Vaidya
spacetime consists of pure radiation, with a trace-free stress-energy tensor. However, a
semi-classical spacetime is expected to have a non-zero trace for the stress-energy tensor.
Secondly, the radiation modeling is incorrect. In a Vaidya black hole with decreasing mass
m(v), the negative energy moves along ingoing principal null geodesics, i.e. it originates
from the distant past (both in distance and time): past null infinity (see section 2.1 for
a definition of this concept in the context of conformal compactification). On the other
hand, Hawking evaporation involves energy radiating from the black hole towards future

null infinity, i.e. along outgoing null geodesics.

Robinson-Trautman’s spacetime

Robinson-Trautman’s solution was first developed in the 1960s in vacuum in [83] and [82].
It is geometrically defined by the existence of a geodetic, shear-free, twist-free, expanding
null congruence. This metric was later generalized to describe a pure radiation field (as

well as other types of spacetimes, which we will not discuss here, see [87] and [31] for an

3. Advanced and retarded time are obtained through coordinate transformations, which naturally
resolve coordinate-related issues (such as metric components blowing up) at the horizon of the metric,
i.e. at r = 2m in the Schwarzschild spacetime.
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extensive survey of this class of solutions). In this thesis, we focus on the pure radiative
solution, which is a generalization of the Schwarzschild and Vaidya black holes. In a
coordinate basis (u, 7,0, ), the level hypersurfaces of u form the geodetic congruence
defined above, and they are considered as the hypersurfaces along which pure radiation is
emitted, with u being interpreted as a retarded time. r is then an affine parameter along

the rays and can be interpreted as the radial distance from the source of radiation.

The formulation of Robinson-Trautman solutions (see [62]) implies that the metric
depends on two functions: m and P. Robinson-Trautman solutions offer a broad general-
ization of other solutions to Einstein’s equations, encompassing various scenarios such as
vacuum solutions, spacetimes with electromagnetic fields, or pure radiative metrics. For
instance, the Robinson-Trautman metric can be specialized to yield the Schwarzschild so-
lution, the Vaidya spacetime, or the Reissner-Nordstréom metric. The nature of the space-
time, whether vacuum, pure radiative, or containing Einstein-Maxwell fields, is encoded
in a fourth-order differential equation, commonly referred to as the Robinson-Trautman
equation. Furthermore, these solutions can be extended to spacetimes with a cosmologi-
cal constant A, which may take positive, negative, or zero values. Due to the geometrical
construction of Robinson-Trautman solutions, they are all algebraically special, allowing
for classification using the Petrov classification. The study of Petrov types and associ-
ated principal null directions was conducted in [76]. For an in-depth exploration of the
Robinson-Trautman solution family, we direct readers to [87] and [31]. In this thesis,
as previously mentioned, our emphasis is on the generalization of the Vaidya solution,

specifically focusing on pure radiative Petrov type D spacetimes.

Concerning the pure radiative solutions, the Robinson-Trautman metric depends on
two functions, m = m(u) and P = P(u, 0, ¢), which are related to the radiation density via
a 4" order differential equation. One natural question that arises at this stage is to under-
stand the physical meaning of m and P. The initial formulation of the Robinson-Trautman
solution was indeed made in usual (u, 7, 0, ¢)-coordinates, and there is a term in the met-
ric proportional to r that contradicts the Bondi-Sachs conditions ensuring asymptotic
flatness. Thus, it is not possible to interpret m and P directly in terms of Bondi-Sachs
quantities. Instead, one needs to use more convenient coordinates. The transformation
cannot be expressed in closed-form, as proven by Newman and Unti in [63]. This trans-
formation can be achieved by introducing new coordinates as series of powers of 1/r. This

has been done in [13], [29], and [3] for pure radiative solutions.

A second difficulty arises from the generality of the Robinson-Trautman pure radiative
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solutions, necessitating the imposition of assumptions to confine our study to a physically
meaningful situation. Initially, we considered the assumption that it is possible to sepa-
rate the time variable and angular variables for the function P. However, this assumption
turned out to be too restrictive, effectively imposing the Vaidya metric on the space-
time. Consequently, we opted to follow the approach of [87] and [31] by assuming that
the spacetime is of Petrov type D, and that the Gaussian curvature on the Euclidean
sphere, denoted by K, is a function of the retarded time u. In terms of the stereographic
coordinates (£, €) defined by:

£=cotfe?,
this implies that the function P behaves as:

P(u,€,§) = A(u) + B(u)§ + B(u)§ + C(u)ge,

where A and C' are real functions, and B is a complex function.

1.1.4 Conformal analysis and field propagation

The study of field propagation in general relativity is highly relevant from a physical
standpoint, as it provides a common approach to gather information about astrophysical
objects. The emission of radiation or gravitational fields by a bounded source is of signif-
icant interest, as these emissions likely carry information about the source’s composition,
shape, temperature, and more.

Furthermore, due to the curvature of spacetime, the propagation of fields deviates from
that in flat spacetime. This deviation can be exploited to extract geometric data about
the studied spacetime, especially when analyzed asymptotically, i.e. at a large distance
and at a large time from the bounded source.

In this context, we focus on the asymptotic analysis of field propagation for two rea-

sSons:

1. Near the radiation source, the energy distribution is complex, and so is the metric.
Analyzing the field becomes challenging due to a loss of information. For example,
in the Vaidya spacetime, for a general choice of mass, there is no direct relation-
ship between advanced and retarded time, and the localization of the horizon is
not explicit. In contrast, the asymptotic study of a bounded source is compara-

tively easier. As we move away from the source, the source’s influence on spacetime
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(i.e., spacetime curvature generated by the source) diminishes with distance. Con-
sequently, over larger scales (in either time or space), the metric can be seen as a
perturbation of flat Minkowski spacetime. The goal is to extract enough information
from these perturbations to understand the specific characteristics of a given curved
spacetime. In this thesis, we consider test fields that do not act as sources of the
Einstein equation but are solely propagated through the spacetime without curving
it.

2. Physically, observing gravitational sources from Earth occurs in the framework de-
fined above: we are at a significant distance from the signal’s emission. Therefore,
the mathematical operators developed to associate the asymptotic behaviour of a
signal to its behaviour in the past (nearest the source) prove useful for gaining a

better understanding of the physics near the source of emission.

An important part of the asymptotic analysis of a field is contained in scattering theory,
which describes the entire propagation of a field by associating its asymptotic behaviour
in the past with its asymptotic behaviour in the future. These asymptotic behaviours are
in principle simpler compared to the dynamics of the field near the source. Furthermore, a
complete scattering theory ensures the existence and uniqueness of the solution based on
the past or future asymptotic data. Another important question is: how large is the class
of initial data that ensures sufficient decay and regularity asymptotically? This question
is answered by establishing the peeling-off property of a field and describing the class of

initial data that could have physical meaning asymptotically.

The asymptotic analysis of field propagation (particularly regarding scattering theory)
has taken two different paths. The first, known as the analytical way, was initiated by
Lax and Phillips in [47]. The idea is to use a spectral representation of the Hamiltonian
associated with the field equation and interpret the evolution as a translation with a
parameter ¢, associated with a Killing vector 0; on (M, g). Generally, the metric can
depend on time and then there is not existence of a such killing vector field, hence the Lax-
Phillips approach cannot be easily extended to time-dependent metrics. Other spectral
approaches have been used starting in the 1980’s with Dimock and Kay [17] and [18] but
they are equally ill-suited to generic time dependence. The second path, which we will
follow in this thesis, is the conformal way, first proposed by Penrose in [70]. It provides

an extension of the Lax-Phillips theory to time-dependent metrics.
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1.1.5 Conformal compactification

The conformal approach relies on a geometric transformation of the physical spacetime
known as conformal compactification, developed by Penrose in the 1960s ([72], [73]). For
an overview of conformal methods, we refer to [74] and [71].

The physical spacetime (M, g) is embedded into a larger spacetime denoted as (M, J),
which is termed the compactified spacetime or unphysical spacetime. M forms the interior
of M, and when there is no cosmological constant, the boundary of the compactified
spacetime M consists of two null hypersurfaces denoted as .#*, representing future and

*. 4. These points correspond

past null infinities, as well as three "points" denoted as ¢
to future and past timelike infinities and spacelike infinity. The metric g is obtained by
employing a conformal factor Q and setting § = Q2g. While Q is positive on M, at M
we have 2 = 0 and 0f) # 0.

A fundamental structure preserved in a conformal transformation is the null cone struc-
ture; two conformally equivalent metrics share the same null directions. Thus, causality
remains unchanged by a conformal transformation, and the type of a curve (null, spacelike,
or timelike) is preserved.

The advantage of conformal geometry lies in considering the points on the bound-
ary OM as points at infinity of the physical metric. This facilitates the transposition of
asymptotic methods on M into local techniques on a hypersurface .#. A more detailed ex-
planation of the conformal compactification of the Minkowski and Schwarzschild metrics

is provided in section 2.1.

1.1.6 Ideas of this thesis

The objectives of this thesis are twofold. On the one hand, there is a geometrical analysis
of the principal null congruences of two pure radiative spacetimes describes above : the
Vaidya spacetime and the pure radiative Robinson-Trautman spacetime. The method
employed here, relies on the method developed by Jean-Philippe Nicolas and the author
in [15] in the context of the Vaidya spacetime and that is to see incoming principal null
geodesics as the solutions of an ordinary differential equation. In this framework , the event
horizon is localised using the fact that its null generators are the only geodesics satisfying
the differential equation and admitting a finite (non-zero) limit in the past infinity. This
method was extended in this thesis to the pure radiative Robinson-Trautman spacetime,

where the horizon has an unexpected behaviour compared to the event horizon of a
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Schwarzschild or a Vaidya black hole. On the other hand, we perform in this thesis a
complete conformal analysis of the wave equation, i.e. the propagation of a zero rest-mass
scalar field of spin 0. This study is decomposed in two parts, firstly we establish that
the peeling-off property of the wave equation still holds in a dynamical spacetime and
that the class of data that peels at infinity in the Vaidya spacetime is as large as in the
Schwarzschild spacetime. In other words there is no loss of regularity due to the absence of
a timelike Killing vector field. We focus secondly on the conformal scattering of the wave
equation in the Vaidya spacetime and we construct a scattering operator on a dynamical
spacetime, following the construction done by Nicolas in [64]. As far as the author knows,
the only constructions of conformal scattering operator on non-stationary spacetimes was
done by Mokdad in the interior of a Reissner—Nordstrom-like black hole [57], [59] and by
Hafner, Mokdad and Nicolas in [32].

o Chapter 3 is devoted to the geometry of the Vaidya spacetime, with a specific focus
on the results obtained by the author and Nicolas in [15]. These results relate to the
geometry of incoming null geodesics in the Vaidya spacetime, particularly concerning
the past event horizon of the dynamical white hole. Due to the time dependence
of the metric, usual expressions between advanced and retarded time are no longer

valid and we present the method to construct the second optical function v.

o In Chapter 4, we establish the peeling-off property of the wave equation on the
Vaidya spacetime in the future. Following the approach of Mason and Nicolas in [54],
this peeling property is obtained in a neighbourhood of spacelike infinity 7y. Spacelike
infinity is directly connected to the mass-energy content of the spacetime. When the
spacetime contains energy, this point becomes a singularity on the boundary of the
conformally compactified spacetime. The decay rate of the propagated field must
be sufficiently fast to prevent a singularity at this point from propagating along the
entire null infinity. The peeling property of the wave equation in this spacetime is not
a straightforward extension of the peeling property observed in the Schwarzschild
spacetime due to the different nature of the spacetime—mow radiative (i.e., non-

empty) and dynamic.

o In Chapter 5, our focus shifts to the peeling property of the wave equation in the past
of the initial Cauchy data hypersurface. In static spacetimes like the Schwarzschild

spacetime, the relations between u, v, t, and r are well-known, making it easy to
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transform results obtained in the (u,r, 6, ) basis into the (v,7,0,¢) basis. How-
ever, in the Vaidya spacetime, which is time-dependent, this symmetry between the
two bases is disrupted. For a general choice of a smooth decreasing mass function
m(u), there is no explicit coordinate transformation law. Consequently, extending

the peeling-off property is not as immediate as it is in the Schwarzschild spacetime.

Chapter 6 concludes our conformal analysis of the wave equation in the Vaidya space-
time by examining the conformal scattering of the wave equation. The construction
of the conformal scattering operator is carried out on a dynamic spacetime, building
upon the method developed by Nicolas in the Schwarzschild spacetime ([64]). How-
ever, establishing the scattering operator requires determining the decay rate of the
scalar field near timelike infinity. While such a result is known for the wave equation
in a Schwarzschild spacetime (see [16]), it is not the case in the Vaidya spacetime.
We therefore restrict our study to spacetimes that are dynamic only over a finite
interval of the retarded time u, ensuring that a Schwarzschild spacetime exists in

the vicinity of both past and future timelike infinity.

Chapter 7 is dedicated to the study of the pure radiative Robinson-Trautman space-
time. We begin by calculating the metric expression based on geometrical assump-
tions, following the approach outlined in [62] and utilizing the spin coefficients for-
malism. Subsequently, we focus on the geometry of incoming principal null geodesics,
employing the method developed in [15] with particular attention devoted to the

event horizon of the white hole.

In this thesis, we follow the assumptions of [87] and [31], where we assume that the
Gaussian curvature on the 2-sphere of the Robinson-Trautman metric depends solely
on the retarded time, and we consider the metric to be of type D. This interpretation
leads us to view our model as a Vaidya white hole transforming into another white

hole by emitting pure radiation during a finite time interval.

A key distinction from the Vaidya solution arises in the pure radiative Robinson-
Trautman metric: the incoming null principal direction does not generate geodesics,
and thus, it is not hypersurface-forming. Consequently, studying the horizon differs
from the approach in [15] and requires analysis via the geodesic equation. Since
this equation is a second-order differential equation, a thorough examination will
be conducted in future work. In this manuscript, our focus centers on the incoming

principal null curves that are tangent to the incoming principal null direction.
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In this chapter, we establish that the integral lines of the incoming principal null
direction exhibit a behaviour similar to the Vaidya spacetime. Specifically, there is
a unique curve that possesses a finite limit in the past, exists on the entire real
line, and converges to the Schwarzschild horizon in the future. The other maximal
solutions fall into two categories: either they exist on the entire real line and blow
up in the past, or they reach zero at a finite retarded time value in the past. In both

situations, these solutions converge toward the Schwarzschild horizon in the future.
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CHAPTER 2

DEFINITION AND TECHNICAL TOOLS

2.1 Conformal compactification

The conformal compactification was introduced by Penrose in the 1960s in a series of
articles ([72], [69], and [70]). Conformal compactification consists of embedding a physical
spacetime (M, g) into a larger "compactified" spacetime (M, g), where M is the interior
of M and

9= g;

where () is the conformal factor and being a defining function of the boundary of M:
OM = M — M. Q satisfies Q > 0 on M, and at the boundary M we have: Q = 0 and
Va2 #0.

2.1.1 Compactification of the Minkowski spacetime

The metric of Minkowski spacetime is given in spherical coordinates (¢,r,0, ¢) by:
n = dt* — dr® — r?d#* — r*sin® fdyp . (2.1)
We introduce new coordinates (7, (, 8, ¢) such that:

T =arctan (v) + arctan (u) , (2.2)

¢ =arctan (v) — arctan (u) , (2.3)

with u =t —r and v = ¢ + r being the advanced and retarded coordinates. The metric

becomes in these coordinates:

(1 +u?)(1 4 v?)

p= LT (4o gy - o)

(d6? + sin” 6dp?) . (2.4)
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Introducing the conformal factor:

- 4
&= (1+u?)(L+0?)’ (2:5)

and remarking that:

202 — (v—u)?
(1+u?) (1402’
=sin’(,
we obtain the compactified metric:
fl=w?n=dr* —d¢? —sin® ¢ (d€2 + sin® 9d<,02) : (2.6)
which is nothing but:
f=dr* —ogs, (2.7)

with ogs the round sphere metric on the 3-sphere. The conformal spacetime is now de-
scribed by:
M={|T|+C§W,CZO,WES2}. (2.8)

The boundary OMis a compact hypersurface, made of two null hypersurfaces .#* referred

as the future null infinity and past null infinity:

It ={(r,¢w)lt+{=m(el0,2nwe 52} ;
I~ :{(T,C,w)]C—T:W,C €10,2n[,w € 52} .

The boundary is completed with 3 points i*, 477, iy that are respectively the future timelike

infinity, the past timelike infinity, and the spatial infinity:

it :{(T:iW,C:O,w);we 52} ,
iOZ{(TZO,CZW,w);WG 52} )

It is important to notice that these points are smooth points for  and that the boundary
is really compact. This will not be the case anymore when we will perform the conformal
compactification of curved spacetimes (Schwarzschild, Vaidya). That is why we define a

partial compactification for Minkowski’s spacetime, that brings back the null infinity at a
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finite distance; however, it leaves ig,7% and 7~ at an infinite distance from the boundary.
This is done by using the conformal factor Q2 = 1/r = R. We recall the expression of the

flat metric in the (u,r,w) coordinates:
f = du® + 2dudr — r*dw?, (2.9)

with,
dw? = d6? + sin? Adp? .

Then, the conformal metric is now:
fi = R*du® — 2dudR — dw?. (2.10)

The null infinity is now defined by:
ﬂ+={(u,R,w)\uER,RzO,wES2} ) (2.11)
The conformal compactification that gives .#~ can be obtained in the same way by work-

ing with (v, R,w) coordinates.

2.1.2 Compactification of Schwarzschild’s spacetime and space-
like infinity

The Schwarzschild metric describes a static space-time with a spherical, isolated black

hole of constant mass M in spherical coordinates (t,7,0, ¢) it is given by:

gsen = F(r)dt* — F(r)~'dr? — r’dw?, (2.12)
with: -
F(r)=1-"—, dw®=d#?+sin’fd¢’.
T

The metric has a curvature singularity at » = 0. The locus r = 2M is a fictitious singu-
larity that can be understood as the union of two null hypersurfaces (the future and the
past event horizon) by means of Eddington-Finkelstein coordinates. Outgoing Eddington-
Finkelstein coordinates (u,r,0,¢) are defined by u =t — r,, with

dr

ry =1+2Mlog(r—2M), dr,= P (2.13)
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In these coordinates, the Schwarzschild metric reads:
Gsen = Fdu? + 2dudr — r*dw? . (2.14)

This metric is analytic on R, X]0, +oo[,xS? and remains bounded on this domain. An
analogous construction can be done by using the ingoing Eddington-Finkelstein coordi-

nates: (v,r,w) with t = v — r,. The metric becomes:
Jsch = Fdv? — 2dvdr — r?dw? , (2.15)

and it is analytic on R, x]0, +o0c[,xS?. The restriction of these two metrics at r = 2M is

degenerate because F' = 0. However, the determinant of the metric is not zero:

det ggen = —1*sin? 0.

Hence, the surface at r = 2M is understood as a null hypersurface. The hypersurface
R, x {2M}, x 52 corresponds to the black hole horizon that separates the exterior region
and the interior of the black hole where nothing that is timelike or null can escape.
Similarly, the hypersurface R, x {2M}, x S? corresponds to the separation between the
exterior and the interior of a white hole. The conformal compactification of the exterior
of the white hole cannot be performed as in the Minkowski spacetime. Due to the mass of
the white hole, after compactification, there remains a singularity at spatial infinity, and
this point cannot be brought to a finite distance via the conformal compactification. The
same difficulties occur at the future and past timelike infinity, and this is why we perform
a conformal compactification of the exterior region of a Schwarzschild white hole, using

the conformal factor 2 = 1/r. The conformal metric becomes:
§g=0%g=R*(1—-2MR)du® — 2dudR — dw?.
The inverse metric is:
G '=—R*1-2MR)Or —20,0r — 0>,
with 9% as the inverse metric on the Euclidean sphere. The (u, R, 0, ) coordinates are
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adapted to define future null infinity .#* and the past horizon 77 :
It =R, x{0}px S2, # =R, x {1/2M}r x S>.

The conformal compactification of the exterior region of the black hole is done in the

same way, using (v, R, 0, ¢). The rescaled metric reads:
§=R*(1—2MR)dv* + 2dvdR — dw? .
In these coordinates, we define .~ and 77" as:
I~ =R, x {0}r x S2, #+T =R, x {1/2M}r x S2.
The boundary of the compactified metric is then made up of:
IM=stut U U,

and the points ig,7", and ¢~ are singularities of the boundary, i.e., they remain at an

infinite distance for the rescaled metric g.

2.2 Wave equation

2.2.1 Conformally Invariant Wave Equation

In this manuscript, we use the expression "wave equation" to designate the equation that
governs the evolution of a massless scalar field denoted by ¢ on a given spacetime (M, g).

This is equivalent to considering the Klein-Gordon equation for a massless field:
Oy =0, (2.16)

where [, is the wave operator (or the d’Alembertian). It is defined using the connection

V associated with the metric g by:
=VV,.
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Introducing local coordinates 2 = (2%, 2!, 2%, x?), its expression becomes:

1 0 0
0, = —————1/| det g[¢*® — .
g /’detg|@l’a | g’g al‘b

The approach chosen in this work is to study asymptotic properties of a field by using
conformal methods. If dim(M) # 2, equation (2.16) is not conformally invariant (see
Appendix D. in [94]) in the sense defined below:

Definition 2.2.1. Conformal Invariance:

Let ) be a conformal factor such that the conformal metric § is related to the physical
metric g by:

§=2.
An equation for a field v is said to be conformally invariant if there exists a real number

s such that v is a solution for the equation associated with the physical metric g, and @@

is the rescaled solution associated with the equation with the metric § where:
V=%,

s is sometimes called the conformal weight of the field.

Let us now slightly change (2.16) so as to have a conformally invariant wave equation.
Consider the definition above and study the action of the rescaled d’Alembertian (i.e.,
the wave operator associated with the conformal metric §) on the rescaled field ¢ with a

conformal weight s on a spacetime with dimension n:

D36 =3"VaVid,
_ Q—anb@avb(gsqﬁ) 7
= Q72" (Vo Vi (0 0) — Co Vo (09)]
=02V, Vi + sQ 299"V, V0
+ (25 +n — 2) Q3¢ ¢V, OVd + s(n + s — 3)QTIV,QV,Q.

Note that we use results about the conformal transformation of the connection. They are

summed up in Appendix D.1. It is now clear that in dimension 2, setting s = 0, the scalar
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wave equation is conformally invariant since:
040 =0 Oy =0.
In other dimensions, in particular n = 4, we set s = 1 —n/2 = —1 in order that:
0,0 = Q3g%®V, Vo — Q409 V,V,Q.

We may add the scalar curvature that has the "good" behavior under conformal rescaling,

for n = 4, (see Appendix D.1 for more details):

Scal, =Q 2 [Scal, — 69"V, V.InQ — 6¢g°(V,In Q)(V.In Q)] ,
=072 [Scal, — 6" (Q7'V, V0 — Q7°V,QV.Q) — 640V ,QV.Q] ,
=Q"* [Scal, — 6g“bQ’1VaVCQ} .

Hence adding the conformal scalar curvature in the wave equation leads to:
(0,6 + aScalyd = Q2¢V,Viyp — Q g™V, Vi + aQ3Scal, ¢ + 6024V, V, Q.
with « any real number. We set a = 1/6 in a way that cancels V,V,Q-terms:
n 1 " -3 ab 1 -3 ab
Oy + 68C&1g¢ =Q7¢"V,Vyo + 69 9"V ViScalyo ,
1 A 1
(Dg + 6Scalg) o=07"3 (Dg + 680a19> 0.

As an immediate consequence, we state:

Theorem 2.2.1. Let (M, g) be a physical spacetime and (M, §) be the rescaled spacetime

associated, with § = Q?g. There is an equality of operators acting on scalar fields on M.:
1 3 1 1
Dg + ESCalg =0 Dg + EScaIg Q

Then let ¢ € D'(M), the two following statements are equivalent:
1. ¢ is a solution of:
1
<Dg + 6Scalg> =0,

in the sense of distributions on M.

o7



Part I, Chapter 2 — Definition and technical tools

2. qu = Q7 L¢, referred to as the rescaled solution, satisfies:
1 N
Dg + EScalg gb = 0,

in the sense of distributions on M.

2.3 Energy fluxes

Our approach to asymptotic analysis relies entirely on vector fields methods (also called
energy estimates methods). The general idea is to work with fields governed by a prop-
agation equation (for instance, the scalar wave equation) and to study their regularity
between the hypersurface of initial data on the one hand and the boundary of the confor-
mal spacetime on the other hand. The regularity on the hypersurface is then completely
characterized by the energy flux of the field across the hypersurface, defining a Sobolev
norm that leads to the energy space where the fields live. We denote by Es v (¢) the energy
flux of ¢ measured by an observer V' through the hypersurface S. Note that we will drop
the observer V' when there is no ambiguity about it. In the remainder of this manuscript,
we will deal with stress-energy tensors associated with propagation equations. It is im-
portant to notice that we consider only test fields, i.e., fields that are not sources in the
Einstein equation. Hence, the fields we study do not influence the geometry of the space-
time. Similarly, when we talk about the stress-energy tensor of a field, it corresponds
to the stress-energy tensor of the test field and not the source of the Einstein equation.
In general, we take the stress-energy tensor to be divergence-free, and this imposes a

propagation law for the field. For instance:

Tab = va¢vb¢ - ;gab <v¢> V¢> ) (217>

with :
(Vo, Vo) = VoV = g°°V,dVi ,

is the stress-energy tensor for scalar waves and its divergence is :
1
VT =V (Vad¥i6 — 500 (V6 V4) )
1
=VVapVd + VagV'Vi0 — 5V, (VioV.9) ,
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= D9¢Vb¢ —+ VacﬁV“ngb - va¢vbva¢ 9
—,6V36.

Where we used the torsion-free nature of the connection:
VoV = ViV
Tup is divergence-free (in a non-trivial sense) if and only if:
0,0 =0. (2.18)

This is the conformally invariant scalar wave equation for a spacetime with Scal, = 0.

Remark 2.3.1. In general, the stress-energy tensor is not conformally invariant. This
implies that if T,y, the stress-energy tensor in the physical spacetime associated with ¢, is
divergence-free, this still does not remain true in the conformal spacetime (M, §g) for the
rescaled stress-energy tensor T, associated with the rescaled field gg Thus, we have chosen
to work with a stress-enerqy tensor Ty, that fulfills V*Ty, = 0. Unfortunately, the price to
pay will be to deal with error terms that arise from VT, # 0.

2.3.1 Volume form and Hodge dual

Definition 2.3.1. (Volume form)

The volume-form on (M, g), a 4-dimensional, time oriented manifold, is the 4-form de-

noted dVolg, whose expression in a coordinate basis (x°, x', 22 x3) is given by :

dVol} = /|detg|dz® A dz' A da® Ada®.

When there is no ambiguity in the choice of the metric we denoted the volume form dVol*.

In the context of conservation laws established in the vector field method, we have

to use Stokes’ theorem, hence to transform 1-forms into 3-forms. This is done using the
Hodge dual:

Definition 2.3.2. (Hodge dual).
Let w be a p-form, 0 < p <4, the Hodge dual of w is the (4 — p)-form such that

1. for a O-form f :
(%f)abea = fdVol*.
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2. for a 1-form « :

(*Oé)abc = ozd(d\/ol4)abcd .

3. for a 2-form [ : X
(*ﬁ)ab = §5Cd(dVO14)abcd .

4. for a 3-form ~y :
1
(*’}/)a = g/yde(dvorl)abcd .

5. for a 4-form ¢ :
(%6) = 2145ade(dVol4)abcd.

The two following propositions are useful in our study. The first one:

Proposition 2.3.1. For any two p-forms, 0 < p < 3, denoted by o and j3,

(4 —p)!
41

aA*xfp=(=1)? {a, B),d Vol

with

<Oé, 6>g = O‘m...apﬁalmap .

The second proposition describes the action of the exterior derivative, denoted by d,

on the Hodge dual of a differentiable 1-form:

Proposition 2.3.2. Let w be a differentiable 1-form, then:
1 e 4
(d(*w))abcd = —Zvew (dVol™) apeq -

Definition 2.3.3. Energy Flux:
Let ¢ be a solution of a propagation equation derived from a stress-enerqy tensor T,y,. Let
V@ be a vector field on (M, g), and X be a hypersurface. Then the energy current 1-form
Jo 18!

Jo=V"Ty,

The energy flur measured across X is:
52,V(¢) :/E*Ja‘ih
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where J,|x denotes the restriction of ¥V °Ty, to the hypersurface 3, with « being the Hodge
dual.

2.3.2 Energy conditions

The definition of energy given above is very general and not necessarily reasonable from a

physical point of view. This is why there exist energy conditions: weak energy condition.

Definition 2.3.4. Weak energy condition:
Let Ty, be a stress-enerqy tensor, let V* be a timelike observer. The two following asser-

tions are equivalent:
1. Ty, satisfies the weak energy conditions.

2. For all timelike observers V¢, the quantity €, named the energy density, satisfies:

e=T,VV>0.

Definition 2.3.5. Dominant energy condition:
Let T,y be a stress-energy tensor, and let V¢ be a timelike, future-oriented vector. The two

following assertions are equivalent:
1. Ty, satisfies the dominant energy condition.

2. For all V2, the quantity J* = TV should be a future-directed causal (timelike or

null) vector.

In other words, the speed of the energy current (the energy flow of the field) can never be
faster than the speed of light.

In the vector fields method, conservation laws are obtained using Stokes’s theorem,

which is recalled for a 3-form:

Theorem 2.3.1. (Stokes’ theorem):
Let Q be a bounded open subset of M with a piecewise C' boundary S. Let w be a differ-
entiable 3-form on M, C' on . Then,

/w:/dw.
S Q
1
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Now, consider w as a Hodge dual of a 1-form, denoted by «. Stokes’ theorem becomes:

Theorem 2.3.2. (The divergence theorem): Let Q be a bounded open subset of M with
a piecewise Ct boundary S. Let [* be a vector field transverse to S and outgoing, and n®
be a normal vector field to S such that it is normalized like l,n® = 1. Let o be a 1-form
C! on Q, then

/ an®(LadVolt) = / V,atdVol'.
S Q
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CHAPTER 3

GEOMETRY OF THE VAIDYA SPACETIME

3.1 Construction of Vaidya’s spacetime

The Vaidya metric is defined from (2.14) by allowing the mass m to depend of the retarded

time u.
2m(u)

r

g = F(u,r)du? + 2dudr — r’dw?, F(u,r)=1-

(3.1)

Alternatively we can construct the Vaidya metric using ingoing Eddington-Finkelstein
coordinates (v,r, 0, ¢) with v =t 4 r,.

2m(v) |

g = F(v,r)dv? — 2dvdr — r*dw?, F(v,r)=1-
,

(3.2)

Metrics (3.1) and (3.2) are solutions of Einstein equations with a source. (3.1) de-
scribes a white hole that evaporates classically via the emission of null dust whereas (3.2)
corresponds to a black hole that mass increases as a result of accretion of null dust. In
this work, we will deal with an evaporating white hole, in the coordinates (u, r, 0, w) with

the stress-energy tensor T,; in the Einstein equation Gy, = 87Ty, :

~m'(u)
472

T = (du)a(du)s . (3.3)

Hence the mass m is a non-increasing function of u to ensure that the energy density
n = —m/(u)/4nr? is positive. We assume that the mass is a smooth decreasing function
of u for uw € [u_,u,], with u_ < u;. Another natural assumption is that the mass has
finite limits as u tends to u.:

lim m(u) — my with 0 <m, <m_ < +o0, (3.4)

U—UL
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and such that :
m'(u) <0 on Ju_,uy[, —oo <u_ <u;y <+oo, m'(u)=0elsewhere. (3.5)

We then distinguish the case in which m(u) is decreasing on a finite interval and the case
in which the evaporation of the white hole is Vu € R. In the latter case, we have u_ = —o0

and uy = +00.

The Weyl tensor has Petrov type D (see D.2.1 for the Petrov classification of the Weyl
tensor in terms of the multiplicities of its principal null directions), i.e. it has two double

principal null directions that are given by :

This is well known (see [31]) and can be checked easily by observing that V' and W both
satisfy the condition ensuring that they are at least double roots of the Weyl tensor (see

R. Penrose, W. Rindler [74] Vol. 2, p. 224)
C(abc[d‘/e]vvb‘/C = Cabc[dWe] Wch =0.

We consider a null tetrad built using the principal null vectors above

3
[
= =

Y

1 (8 n i 0 >
m = _— — _
rv/2 \00  sinfdyp/)’
_ 1 ( 0 i 0 )
m = —|————].
rv/2 \00  sinf dyp
It is a normalised Newman-Penrose tetrad, i.e.
[ =nen® = mem® =mam® =1;m* =n,m* =0, [,n®=—-mym*=1.

Let {o*,:4} be the spin-frame (a local basis of the spin-bundle §* that is normalised, i.e.

04t = 1) defined uniquely up to an overall sign by

1o = OA—A’ A=A

ot , n"=. , mt=0"1", m*=1"0
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Since the spacetime has Petrov type D, the Weyl spinor ¥ 45cp has only one non-zero

component which is

mlu
‘112 = \IIABC’D OAOBLCLD = —% .
r

3.1.1 Conformal compactification of the Vaidya spacetime
The conformal compactification is performed with the conformal factor @ = R = 1/r:
G = R*F(u, R)du® — 2dudR — dw, F(u,R) =1 —2m(u)R. (3.7)
The inverse rescaled metric is :
G ' = —R*F(u, R)0% — 20r0, — 02 . (3.8)
The d’Alembertien associated to this compactified metric
O; =V, V*,

where V is the Levi-Civita connection associated to §, is given in terms of coordinates
(u, R,w) by :
Dg = —28u83 - 8RR2(1 - Qm(u)R)(‘?R - A52 . (39)

The Ricci scalar, also called the scalar curvature of g, i.e. the trace of the Ricci tensor

with respect to the rescaled metric is :
Scaly; = §° Ry, = 12m(u) R,
and the scalar curvature of the physical metric g is :
Scal, = ¢Ryy =0.
The metric (3.1) has the following non-zero Christoffel symbols, with m/(u) = dm/du :

Y, = —3R’m(u) + R, T}, = 3R*m(u) — R,
[y = 6R°m*(u) — 5R*m(u) + R*m/(u) + R?,

) cos 6
2, = —cosfsing, IS, = —.
sin 6
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3.2 The second optical function on the Vaidya space-

time

We can construct a second optical function analogous to v =t + r, in the Schwarzschild

spacetime. This has been done in details in [15].

On the Schwarzschild metric we have ¢ = Fdudv — r?dw?; for Vaidya’s spacetime we
have 5
g = Fdu(du + Fdr) — rdw?

2
and the 1-form du+ Fdr is not exact. However, introducing an auxiliary positive function

© we can write :

F
g= Edu (¢du + 21Z)F_1d7’) — r?dw? (3.10)
and arrange for the 1-form, ¥du + 2¢)F~1dr to be exact and null, if we assume :

o F(u,r) oy N 2m/ (u)
ou 2 Or Fr

W =0. (3.11)

This is an partial differential equation along the integral lines of the second principal null
direction (defined in (3.6)). This equation can be solved by setting, say, ©» = 1 on &~

and integrating along incoming principal null geodesics (see [15]). Then we define v by

dv:wdu+2;€dr

and v = —oo on £ . The gradient of v is given by :

a,, _ -1 a __ % a>a_ (8)‘1
Vi =29 F W —2F (au (0 ) (3.12)
and it is clearly null :
g(Vu,Vu) =0. (3.13)

This ensure that v is optical function. It is useful to define new radial and time variables
such that :



3.2. The second optical function on the Vaidya space-time

The relations between their differentials are

Y

dr :; (¢~ 1) du+ =dr (3.14)
at =5 (6 + 1) du+ jﬁdfr (3.15)

3.2.1 Family of null geodesics

The integral lines of V' and W, the principal null directions of Vaidya’s spacetime are
respectively the outgoing and ingoing principal null congruences, furthermore they are
family of outgoing (resp. ingoing) null geodesics. The function v and v are optical func-

tions, which means that their gradient are null vector fields :
g(Vu,Vu) =0 and ¢(Vov,Vv)=0. (3.16)

An important property of optical functions is that the integral lines of their gradient are
null geodesics with affine parametrisation. This is established in [34]. The more complete
Propositions (7.1.60) and (7.1.61) in Penrose and Rindler Vol 2 [71] state that for a null

congruence, the following three properties are equivalent :
1. it is hypersurface-orthogonal,
2. it is hypersurface-forming;
3. it is geodetic and twist-free.

We recall the proof of the fact that the integral curves of an optical function are null

geodesics, as it is a straightforward calculation.

Lemma 3.2.1. Let £ be an optical function and denote L = V. The integral curves of

L are geodesics and L corresponds to a choice of affine parameter, i.e.
VeL=0.
Proof. The proof is direct :

VLl = VgV,
- Vafvavbga
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= V£V Ve since the connection is torsion-free,
= V'(ViEVE) — (V'VaE) V€,
= 0 — V. EV2VP€ since V¢ is null and the connection torsion-free,

= —VeV%. O

Since :

Vu=V and Vuv=2F'W,

with V and W two distinct principal null directions of the Weyl tensor then a consequence
of Lemma 3.2.1 and of (3.16) is the following.

Proposition 3.2.1. The integral lines of V' (resp. W) are affinely parametrised null
geodesics; they are the outgoing (resp. ingoing) principal null geodesics of Vaidya’s space-

time.

For more details, see [15].

3.3 The incoming principal null congruence

Here the metric (3.1) describes a white hole with a mass m(u) that decreases from an
initial value m = m_ at u = u_ and then converges (in finite or asymptotically) toward
m(u) = my. In the final state, there is a Schwarzschild black hole with a mass m., hence
there exists a future horizon located at r = 2m,. The existence and the localisation of
the past horizon, i.e. the horizon of the white hole, is more tricky to define. The method
developed in [15] was to study the congruence of incoming null radial geodesics and to
classify them based on their behaviour when u — —oo. The starting point is to obtain
the ODE that governs incoming null radial geodesics : let y(u) be the family of curves
indexed by w € S?

y(u) = (u,r =r(u),w), ueR, (3.17)

and have the property of being null, i.e.

2m(u)

+27(u) = 0. (3.18)
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3.3. The incoming principal null congruence

Hence, the function r(u) satisfies the following ordinary differential equation

oy - (1 200, 19

The main theorem in [15] :

Theorem 3.3.1. Let m be a smooth decreasing function of the retarded time u satisfying

(3.4) and (3.5). Then, there exists a unique maximal solution 1, to (3.19) such that

im rp(u) =2m_ .

o If either my > 0 or uy = +oo, 1, exists on the whole real line, r,(u) — 2M,
as u — +oo and any other maximal solution r to (3.19) belongs to either of the

following two categories:
1. r exists on the whole real line, r(u) > r,(u) for allu € R, lim, , o, r(u) = +o0
and lim,_, oo 7(u) = 2my ;
2. 1 exists on |ug, +oo| with ug € R and satisfies: r(u) < ry(u) for allu €Jug, +00|,

limy,—y 7(u) = 0 and limy, 1o 7(u) = 2m..

o Ifmy =0 and uy < +o0, 1, exists on an interval | — 0o, up[ with uy < uy < 400

and limy_,, rr(u) = 0. The other mazximal solutions are of two types:

1. r exists on | — oo, uy[ with ug < uy < o0, r(u) > rp(u) on | — 0o, ugl,

limy, ., 7(u) =0 and lim,_,_ r(u) = +00;

2. 1 exists on |uy, us[ with —oo < uy < us < ug, r(u) — 0 as u tends to either uy

or uy and r(u) < rp(u) on Juy, usl.

The proof is done in [15].
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CHAPTER 4

PEELING OF THE WAVE EQUATION IN THE
VAIDYA SPACETIME

4.1 Introduction

In 1961, Sachs studied outgoing radiation fields from a source in curved space-times along
null geodesics. In [84], he expanded the Riemann tensor in negative powers of r, with r
an affine parameter along outgoing null geodesics. The Sachs peeling property of a field
can be described as the alignment of its principal null directions along the generator of
the geodesics when moving away from the source of radiation.

In 1965, Penrose proved in [70], that the peeling property can be reinterpreted in much
simpler terms using a conformal compactification. Penrose’s conformal methods consist
in embedding a physical spacetime (M, g) into a larger "compactified" spacetime (M, g),
where M is the interior of M and

§=Dy;

the conformal factor Q2 being a defining function of the boundary of M : OM = M\M
In the Ricci-flat case, this boundary is composed of two null hypersurfaces .#* referred
to as future and past null infinities. Penrose showed that the Sachs peeling property is
equivalent to the continuity of the conformal field at the boundary.

Then comes the question of how large a class of initial data ensures the peeling be-
haviour. On Minkowski spacetime, there is a simple answer based on a complete com-
pactification in which the rescaled spacetime really is compact. As soon as the spacetime
contains energy, it becomes singular at spacelike infinity and the question becomes diffi-
cult : if the field does not decay sufficiently fast at spacelike infinity, a singularity could
creep up null infinity and make the whole asymptotic behaviour singular.

In 2007, Lionel Mason and Jean-Philippe Nicolas gave a complete description of the
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peeling for scalar field on Schwarzschild’s spacetime in [54].

They established that the same assumptions of regularity and decay on initial data
as in Minkowski’s spacetime entailed the same regularity at null infinity of the conformal
field. The whole construction is based on a partial compactification with conformal factor
1/r including for Minkowski spacetime, which imposes weaker conditions on the fall-off
of the data that one would get from a complete compactification. In [41] they extended
their results to Dirac and Maxwell fields on Schwarzschild’s space-time. Then Pham and
Nicolas obtained similar theorems for linear and semi-linear scalar fields on Kerr metrics
in [66].

The peeling property defined by Mason and Nicolas is little bit different from the
Penrose version because regularity at infinity is characterised by Sobolev norms instead of
C* spaces. More precisely the functions spaces on a Cauchy hypersurface and null infinity
are obtained from energy norms associated to well chosen vector fields. The idea is to
obtain an equivalence at all orders between the energy of initial data and the energy at the
boundary. Then they compared regularity and decay assumptions with the corresponding
ones on Minkowski’s spacetime and show that they are equivalent.

As alluded to above, the singularity at 7y is directly linked to the black hole mass.
The peeling of massless field via the approach of [54] has so far only been studied in
stationary situations. Does the property still hold when the mass of the black hole varies
with time? We study this question for Vaidya metrics. Vaidya black holes are spherically
symmetric and have a varying mass due to the absorption or the emission of null dust
that is transported along null geodesics. In this article we focus on the case of a white
hole that evaporates via the emission of null dust.

In [15] Jean-Philippe Nicolas and the author studied the geometry of such spacetimes
with a particular emphasis on spherically symmetric optical functions and the correspond-
ing null geodesic congruences. The second optical function (analogous to the advanced
time of Eddington-Finkelstein coordinates on Schwarzschild’s spacetime) will be useful to
us in controlling the geometry of the spacetime near ig and .#.

For a completely general mass function, we characterise entirely the peeling property
of massless scalar fields and we prove that conditions for peeling at any given order are
analogous to those on flat spacetime.

The paper is organised as follows :

1. We recall the definition and properties of Vaidya’s spacetime, its conformal com-

pactification and the wave equation on this background. In the remainder of the
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paper we work only on the compactified spacetime.

2. We then present then the vector field method for the wave equation. We extend to
Vaidya’s spacetime the definition of the so-called Morawetz vector field and after a
choice of stress-energy tensor, we give the expression of the energy current and its
divergence. This divergence is non-zero due to the fact that the Morawetz vector
field is only an asymptotic Killing vector and the stress-energy tensor is not exactly
conserved. We establish that the divergence terms are controlled by the energy of

the field on the leaves of a foliation that we construct.

We obtain a first theorem that gives a "peeling at order 0".

3. We obtain similar results for higher order energies. The main difficulty here is linked
to the non-stationarity of Vaidya’s spacetime. We establish the peeling at all orders

and observe some subtle differences compared to the Schwarzschild case.

4.2 Equivalence between peeling theorems

4.2.1 Sachs’ ideas

The first formulation of the peeling-off property of a field in vacuum was introduced by
Sachs in 1961 in [84] and then extended by Sachs himself in 1962 in [85] for asymptotically
flat spacetimes. In these works, Sachs studied the decay of the outgoing gravitational
field and derived this information from a detailed analysis of the Riemann tensor. Sachs’
approach was based on earlier ideas in the 1950’s by Pirani [75], Trautman [90] and [91],
and Bondi, Pirani, and Robinson [8], which posited that at large distances from the source,
the Riemann tensor could be approximated as that of a plane wave. Deviations from the
asymptotic planar-wave structure become apparent as one moves closer to the source.
Sachs accomplished this by expanding the Riemann tensor along null curves in powers of
r~*, where r is the radial distance from the localized source of radiation. He stated the

following theorem:

Theorem 4.2.1 (Sachs, 1961). In general, the Riemann tensor of a vacuum metric with
geodesic rays i.e., in a spacetime that admits a family of null geodesics, can be expanded

along null geodesics as

Nabcd IIIabcd IIabcd I(zbcd -5
t—5 t—5 T +O0T),

Rabcd =
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where Napea, Ulapea; Hapea, and Lopeq correspond to the types in the Petrov classification (see
Appendiz D.2.1 for more details). Therefore, if k* defines a null geodesic ray congruence,
the following conditions hold:

Nabcdkd =0,
IIabc[dkcke] =0,
L peak’k ke = 0.

This expansion also holds true in asymptotically flat spacetimes. For more details, we
refer to [84] and [85].

To translate this theorem into the Penrose formalism of conformal infinity, we will state
a similar property for the Weyl tensor, which is conformally invariant. Let Cy.q be the
Weyl tensor associated with R4, and let v be an outgoing null geodesic with an affine

parameter A. The Weyl tensor is said to satisfy the peeling property if:

O(l) C(lz;) 0(3) 0(4) 1
A5/

abed + abed abed + abed + O

A A2 A3 A (4.1)

Cabcd =

where the components C’é?cd can be classified into the Petrov classification using k¢, the

tangent vector to the geodesic 7.

o (S}Zd is type IV.

° fjgd is type IIL
(3)

abc

° ggld is type L.

4 1s type 1L

4.2.2 Penrose’s version and the extension to zero rest-mass fields

In 1965, Penrose introduced a new definition for the peeling property of a field in [70],
expanding Sachs’ definition to zero rest-mass fields, not just the gravitational field, i.e., the
radiation of the Riemann tensor. This new definition, developed by Penrose, relies directly
on a conformal compactification, as the asymptotic decay studied by Sachs is now seen as
the behavior of the field in the neighborhood of conformal infinity. Penrose remarked that
any zero rest-mass field of spin s determines at each point p of the spacetime 2s principal

null directions. The Sachs peeling-off property in this framework is that for £ = 0,1, ..., 2s
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and r a linear radial parameter along a radial null direction, the part of the field that
decays like r=#=! has 2s — k principal null directions aligned along the generator of the

null geodesics. By setting s = 2 (the spin of the gravitational field), we obtain (4.1).

Proposition 4.2.1. Penrose, 1965 : Let ¢ be a physical field on (M, g) and ngS be the
rescaled field associated with the conformal spacetime (M,Q) such that ngS = Q7“¢, where
w s the conformal weight and ) is the conformal factor. Then the two following assertions

are equivalent:
1. The principal null directions of a physical field ¢ peel off.

2. The rescaled field gZ; remains finite and bounded at the conformal infinity and has
the reqularity C* at the boundary of the conformal spacetime, 0 < h < k — 1 with
k> 3.

The natural question that arises from this definition is: how large a class of initial data
associated with a field ensures the peeling behavior? The answer in Penrose’s framework

is formulated as follows in [54]:

Definition 4.2.1. A solution ¢ of (4.2) is said to peel at order k € N if the rescaled
solution ¢ = Q¢ extends as a C* function on (M, §). This is satisfied by a solution ¢ of
(4.3) arising from initial data ¢|i—g € C*(S?) and 0yp|i=o € C*71(S3)!. The corresponding
class of physical data, associated with the physical field ¢ in the physical space (M, g),

gives us solutions that peel at order k.

This is equivalent to studying a Cauchy problem; however, this leads to a new difficulty
as the regularity of the field is characterized in terms of C* spaces in Penrose’s definition.
Indeed, C* spaces are not suitable for the Cauchy problem for hyperbolic equations. For
instance, in Minkowski spacetime, if we study f, a solution of the wave equation, with
initial data f|,—o € C*(R?) and 0, f|;=o € C*"1(R?), f is generally not in C*(R3). That is
why, in 2009, Mason and Nicolas introduced a new definition of the peeling theory in [54]
in which the regularity of the field is given in terms of Sobolev spaces. We can notice that

the Definition 4.2.1 is true is the case k = oo.

1. where S3 denotes the 3-sphere.
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4.2.3 Mason and Nicolas’ method

In this work, the authors compared the peeling property of scalar waves between Minkowski’s
spacetime and Schwarzschild’s spacetime. By following a new approach to define the reg-
ularity of the field, they showed that the class of data that gives a solution that peels
on Minkowski spacetime is the same as that on Schwarzschild spacetime. This can be

summarized as follows concerning flat spacetime :

1. The conformal compactification of Minkowski spacetime is not the complete one.
By using 2 = 1/r = R instead of the conformal factor (2.5), ig,4", and i~ are not

in the boundary and remain at infinite distance.

2. The regularity of the field is not characterized in terms of C* spaces, but in terms
of energy spaces. These energy spaces on a hypersurface X are constructed with a

Sobolev norm that is the energy flux associated with an observer through 3.

3. In order to obtain these energy norms, they chose a timelike observer that is trans-
verse to null infinity to compute the energy. This leads to a better control in the
norm of the derivative of the rescaled field at infinity and provides more precise
estimates. On partially compactified Minkowski spacetime, there exists a timelike
vector, K% that is also a Killing vector, which leads to an exact conservation law

for the energy of the rescaled field.

The definition of peeling for a complete conformal compactification, i.e., with a conformal

factor:
0? 4

T (@)1 +e?)

is given by

Definition 4.2.2. A solution ¢ of (4.2) is said to peel at order k € N if the trace of
Okp € HY(FT). The set of solutions to (4.3) satisfying this property is exvactly the set of
solutions whose data at T = 0 satisfy ¢|l,—o € H*(S?) and 0,¢|,—0 € H*(S?). In the
physical space (M, g) with the physical field ¢, this gives the class of data for (4.2), giving

rise to solutions that peel at order k.

This definition is then modified for a partial conformal compactification Q = R = 1/r,
and we denote by Eg(¢) the energy flux measured by an observer K, across a hypersurface
S. We explain the method to compute it in Section 4.3. The definition of the peeling

becomes then:

78



4.3. Framework and method

Definition 4.2.3. Let .7 be the part of the future null infinity for u < ug, with uy < —1
to be in a small neighborhood of the spacelike infinity. Then, we say that a solution ¢ to
(4.3) peels at order k € R if, for all polynomials P in Or and Vg2 of order lower than or
equal to k, we have SJJO(PQS) < 00. This means that for all p € {0,1,...,k}, we have for
all g € {0,1,...,p}, EJJ()(@%VZ;I ) < oc.

This definition for scalar waves is then extended to Schwarzschild’s spacetime and, in
the following sections, to Vaidya’s spacetime. The extension to Schwarzschild’s spacetime
is not trivial due to the singularity on the conformal boundary, particularly at space-
like infinity. Furthermore, the purely timelike vector chosen in this context is no longer
a Killing vector. In [54], the authors introduce a "Morawetz" observer by expressing the
Minkowskian Morawetz vector K* (see [60] for the original expression) in (u, R,w) coor-
dinates as:

K* = 4?0, — 2(1 + uR)0x.,

and keeping this expression on Schwarzschild’s spacetime. This observer is transverse to
null infinity; however, it is only a Killing vector at infinity when R = 0. This implies
that some error terms appear and need to be controlled. The same holds for Vaidya’s

spacetime, which is non-stationary. This will be further explored in the following sections.

Notations :

1. We use the notation < to signify that the left-hand side of an expression is bounded
by the right-hand side, up to a constant independent of the parameters and the
functions in the inequality. In other words, a < b if there exists a positive constant
C independent of a and b such that a < Cb.

2. Ifa<band b < a, we use a ~ b.

4.3 Framework and method
Let ¥ be a solution to the equation
1
(g, + 6Scalg)\lf =0, (4.2)
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This is equivalent to ¢ = Q='W solution to :
1
(O; + éScalgW =0, (4.3)

We will study the peeling for solutions to (4.2) entirely at the level of the rescaled field ¢
by performing geometric energy estimates for solutions to (4.3). This can be obtained in

the following manner :

1. choose a stress-energy tensor T,;, and a timelike vector field (the observer) T%
2. contract these two quantities to compute the associated energy current;

3. use the divergence Theorem on a closed hypersurface.

The Energy flux of a field ¢ through a hypersurface S is defined by :

Es(¢) = /S «T°T,,

where * denotes the Hodge dual. We choose the energy momentum tensor as :

1 A c
Tab = Va¢vb¢ - igabvcgbv ¢, (44)

where, for the sake of clarity, we denote by V the rescaled connection associated with g,
the compactified metric. We need an observer that is transverse to null infinity so as to
have an energy on % that controls all tangential derivatives instead of merely d¢/du.

We choose the Morawetz vector field :
T =u*0, — 2(1 + uR)0g (4.5)

We establish in Appendix A.1 that it is timelike and future-oriented on a future neigh-
bourhood of the spatial infinity denoted by €2,, and defined below in Section 4.3.1. Note
that we choose 0, as the global time orientation for our spacetime.

The corresponding energy current is given by the 3-form :

*TaTab

TV x Vi — ;vcwcqs * T,
= [u¢] + R*F(u, R)(W’¢udr — (1 4+ uR)¢R) + (1 + uR)|Vg20|*] du A dw

+; [((2+uR)* — 2m(u)u’R*) ¢F + u’|Vg20|*] dR A dw
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Now to obtain the energy flux through an oriented hypersurface, we integrate on it the

previous 3-form.

4.3.1 Hypersurfaces and identifying vector

For uy << —1 given, let us consider the neighbourhood of 7°
Quy ={t>0}N{u<up}.

All our estimates will be established in €2,,, and ug will be chosen large enough in absolute
value to ensure a finite number of basic inequalities, such as those given in Proposition
4.3.1. Note that since ¢ > 0 on 2,, and uy << —1, we necessarily have that R << 1 in

this domain.

We define a foliation of €2, by spacelike hypersurfaces H,:
Hs ={u=—-sr}Nn{u<u}, 0<s<1, (4.6)
The co-normal 1-form on these hypersurfaces is given by:
w= 1+§(¢—1) du+s?dr, :

One can easily verify that g7 (w,w) > 0, whence the normal vector (§~'w) is timelike and
the hypersurfaces H, are spacelike. The hypersurface H; corresponds to ¢t = 0 and this is
where we shall set our initial data. We can in addition define the hypersurface H, as the
limit of H as s — 0; for fixed u, as s — 0, we have 7 — 400, so Hy is the set of points

at infinity for which v < uq,
_ gt _. g+
Ho=I" N{u<u}=:9,.
We choose an identifying vector v i.e. a vector that is transverse to all the surfaces of the
foliation, such that it crosses each surface only once and it satisfies v(s) =1 :

P R’F
V= ———
lu|
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Figure 4.1: Geometrical framework near spacelike infinity

And we have also on H; :

du

_ 251 dR B FR? s
"= PR R, = Sy [ aW D]k a8)

2

The boundary of €, is made of the hypersurfaces Hy = #,°, H, and a third one
defined by
Sy, i ={u=ug} N{t >0}. (4.9)

4.3.2 Energy fluxes and estimates

The expression of energy fluxes across the hypersurfaces H,, Hy and S, is as follows

2
En(9)= [ {u%ﬁ + u2R2F(u, R)$u65 + V520’ u21j‘:§/} (24 st — 1)) + (1 + uR>]
+R*F [H'Z(;i_l) ((2+uR)* — 2m(u)u’R*) — (1 + uR) gz%} du A dw|z,

£ 1 (9) :/HO (1262 + |Vs20]?] du A duw

Es,(9) :/ ; [((2 4 uR)? = 2m(v)u’R?) ¢3, + v’|Vs2 0’| dR A dw

Su

These expressions are rather complicated but in €2,,, they can be simplified to obtain more

usable approximate forms
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Proposition 4.3.1. Let ¢ > 0, then for uy << —1 large enough in absolute value, we

have in €, :

1<y <l+e l—e<rTR<1+c¢,
O0<Rlu<l4e 1l—e<1l-2m(u)R<1.

The proof is given in Appendix A.2 Section A.2.1.

Using this we can compute an equivalent form of the energy flux across H,.

Proposition 4.3.2. In Q,,, we have the equivalence:

il

ul 10r0|? + | V20| | du A dwly, (4.10)

En0) = [ [0 +

The proof is given in Appendiz A.2 Section A.2.2.

4.3.3 Error terms and Stokes’ Theorem

Our approach to the Peeling is based on energy estimates. Stokes’ Theorem will allow us
to obtain inequalities between the energy fluxes through our different hypersurfaces, from
a conservation law for the energy current. However, we have to be careful because the
conservation law is only approximate. There will be two types of error terms coming from
the non-zero divergence of the stress-energy tensor and from the fact that our observer is

not a Killing vector field:
vV (TPT,) = VT T, + TV T, .
The divergence of (4.4), provided ¢ satisfies equation (4.3), is given by,

VT = 0,6V = —2m(u) Rpdyo . (4.11)

The Morawetz vector field is not Killing but its Killing form (or deformation tensor) tends

to zero at infinity:
VT = (=’ R*m/(u) + 2mR*(3 + uR)) 0405 (4.12)
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Part II, Chapter 4 — Peeling of the wave equation in the Vaidya spacetime

Given 0 < s1 < s9 < 1, we define the domain
Quo,s1,s0 = Qg N {51 <5 < 5o}
and the part of S, that is in the boundary of €2, s, s,:
Sug.sr.s0 = Oug N {51 <5 <80}

The equations (4.11) and (4.12) as well as Stokes” Theorem give us the following identity

for any scalar field ¢ on €2,

Eney (D) + €50y (0) — Ept,, (9)
— / (030019 + (—w*R*m’ (u) + 2mR*(3 + uR)) Ty1(¢)) dVol®.

U0,51,52

(4.13)

The right-hand side of (4.13) can be decomposed into an integral in s over [sq, ss] of
integrals over H; this is done by splitting the 4-volume measure using the identifying
vector field v (see (4.7)) as follows

dVol* = ds A vadVol*

and
B (TR)?

ds A vadVol|y, = du A dw.

olul

Equation (4.13) then becomes

Erey (D) + €50y y 0y (@) — Ert, (D)
= /:2 (/ Err(¢)du A dw) ds, (4.14)

where
(TR)?

Err(¢) = (Dg¢3ﬂb + (—u’R%m/(u) + 2mR*(3 + uR)) T11(¢)) ol

(4.15)
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In the case where ¢ satisfies equation (4.3), the error term (4.15) becomes

(TR)?
olul
(4.16)

Err(¢) = [(—u’R*m’(u) + 2mR*(3 + uR)) ¢ — 2mR¢ (v’ du — 2(1 + uR)¢p)]

where ¢, and ¢g are respectively 0,¢ et Oro.

4.3.4 Control of the error terms

In this subsection we focus on the control of the error terms. We show that the error term
is almost entirely controlled by the energy density on H,, except for, a priori, a additional

L? term.

Proposition 4.3.3. For u < ug, ug < —1 and R — 0 :

R

[Err(o)] S u'ol+

R+ 97

The proof is given in Appendix A.2 Section A.2.3. Then we use a Poincaré-type esti-

mate proved in [54], in order to control the additional term.

Lemma 4.3.1. For ug < 0, there exists C' > 0 , in R such that for all bounded support
function f € C°(R) we have :

[ (rae< e [ u(fw)au.

with f'(u) = df/du. And an immediate consequence is that for 0 < s <1 :

A $Pdudw < Ex.(¢) .

This lemma together with Propositions 4.3.2 and 4.3.3 entail:

Theorem 4.3.1. In the domain §2,,, ug < —1 large enough in absolute value, we have :

/, Ere(0) dudul, S En,(0).
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4.4 Peeling

To obtain a peeling theory in Vaidya spacetime, we use the approximate conservation law
(4.14) for ¢ solution to (4.3) and its successive derivatives, in order to obtain estimates
both ways between the energy on .#+ and #H; at all orders of regularity. This is done as

follows:

1. we obtain the fundamental estimate for ¢ using the control of the error terms and

a Gronwall inequality;

2. then we work out the equations satisfied by ¢r, ¢,, 080 ¢ and follow the same

procedure to infer higher order estimates.

Remark 4.4.1. In the following sections, we will perform enerqy estimates for ¢, a
solution to (4.3) with smooth compactly supported data. The space of smooth compactly
supported data on a hypersurface 3, denoted by C3°(X), is completed by the norm given
by the energy flux across 3 to give the function space Hy. Thus, for the remainder of this
work, we will focus on data that are compactly supported, and the results will subsequently

be extended by density to data with finite energy.

4.4.1 Fundamental estimates

Theorem 4.4.1. For uy < —1, 0 < so < 1, for any ¢ solution to (4.3) associated with

initial data in C3°, we have :

For s =0, (4.17) becomes:

and for s =1, (4.18) gives

& (0) S gy (0) + &5, (9) -

Proof. Conservation law (4.14) entails

E,(6) + €5,y (0) = Eua(0) < [ [ [Bre(@)|dudds. (419)
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Before continuing the demonstration we have to prove that on surfaces S, we have a

non-negative energy. As a consequence of the estimates of Proposition 4.3.1, we have in
Qyy:
(2 4+ uR)? — 2m(u)u’R® ~ (2 + uR)* > 0

and the density of energy on S,, is therefore non-negative. Note that this can also be
inferred geometrically, since the Morawetz vector field T is timelike and future-oriented
on the whole of €2,,,, Sy, is null and we choose the future-oriented normal —dg on it and

finally the stress-energy tensor (4.4) satisfies the dominant energy condition.
So (4.14) yields:

En.(60) = €,(0) < [ [ [Bre(9)ldudwas. (4.20)

Theorem 4.3.1 allows to control the error term by the energy density on H;z and so:

En.(6) = & (0) < [ &, (0)a5. (421)

Gronwall’s lemma then gives equation (4.17).

The proof of (4.18) is similar. We have

En.(0) < €55 (9) + &5, () + /OS /H |Err(¢)|dudwds,

En.(0) 5 €15, (0) + B,y (0) + | s (0)d5.

and we conclude using Gronwall’s lemma. O

4.4.2 Higher order estimates

Theorem 4.4.1 gives us the basic estimates both ways between . and the initial data
hypersurface. In order to prove estimates for derivatives of the solution, we commute
partial derivatives into Equation 4.3. The Vaidya metric is not stationary and this means
that 0, does not commute with the wave equation. As a consequence, a control of d,¢

will require a joint control of Or¢ because of the relations:

[0,,0;] = 2m/(u)R*0% + 6m’' (u) R*0R, (4.22)
[0u, Scal;] = 12m'(u)R. (4.23)
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By contrast, when commuting the R derivative with the d’Alembertian, we only obtain

error terms involving Og:

[0r,0;] = —2R(1 —3mR)d% — 2(1 — 6mR)0xg, (4.24)
[Or,Scal;] = 12m(u). (4.25)

Hence, just as in the Schwarzschild case, we can control the successive derivatives with
respect to R independently of the other variables. However, the energy of 950! ¢ will need
to be controlled by those of 0%0%¢ with p+ ¢ <1+ k and k < p < k + 1. We obtain the

following result.
Theorem 4.4.2. We have the following inequalities:

1. The R derivatives, are controlled independently of the others, just like angular
derivatives: for all k € N,

ﬁ (aﬁﬁb) 8§¢
Etr g (ORD) SE.z (Od) + Es,, (0R9)
ﬂ+ (Vo) Sy (Vo)

S, o (V ) <6j+ V52¢ +ESHO(VSZ¢)

2. The general control on partial derivatives of all orders has the following form: for
all k,l,n € N,

Esi (ROVED) S Y En(0RIIVES),
’ gkl
Ettry (ROLVES) S D [E,: (0RIVED) + Es,, (0RIVED)] -

p+q<k+l

The proof is given in Appendix A.2.4.

4.5 Conclusion

The peeling-off property, as described in Section 4.4, gives us the existence of a large class
of initial data that satisfies the peeling condition at any order on the Vaidya spacetime.

It is important to notice that this class of data is as large as that which peels on the
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4.5. Conclusion

Schwarzschild spacetime. According to [54], where the authors established that the class
of data satisfying peeling on the Schwarzschild spacetime is the same as in Minkowski
space, we can state that the peeling-off property on the Vaidya spacetime is also a natural
generalization of the definition on Minkowski spacetime. The only difference that arises
compared to the cases of Schwarzschild and Minkowski spacetimes is that controlling the
higher-order regularity of the field requires the use of a combination of transverse and
tangential derivatives instead of simply the order of derivatives of the field. However, this

does not result in any loss of global regularity.
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CHAPTER 5

A NOTE ABOUT THE PEELING IN THE
PAST

5.1 Geometrical framework

In Chapter 4, we establish the peeling-off property of the wave equation in the future
of 9. This was done by determining the class of data that ensures the field’s sufficient
regularity on .# . In the Schwarzschild spacetime, this is entirely analogous to the data
class that guarantees regularity at the past null infinity : .# . This equivalence arises due
to the symmetry between past and future null infinity. However, in the Vaidya spacetime,
the framework is different, necessitating a careful examination of what occurs in the past,
particularly near the past null infinity and ¢5. Due to the mass variation and dynamic
behavior of the metric, we do not have an explicit expression for v in the Vaidya spacetime,
unlike Schwarzschild’s spacetime where v = u + 2r, = u + 2r 4+ 4mlog (r — 2m). In the
Vaidya spacetime, we turn to (v, R, 0, ¢) coordinates to establish equivalence between the
norm of the field ¢ near .#~ and the norm of the initial data on the hypersurface {t = 0}.

First, we have

1 2

_ 1
du wdv+ RQFdR’ (5.1)

hence : R 5

g= dv? + ZdvdR — dw?,
)2 (0
and the inverse metric becomes :

G ' = —R*FO% + 2¢0r0, — 0% . (5.2)

91



Part II, Chapter 5 — A note about the peeling in the past

The mass m(u) in this system of coordinates is now a function m = m(v, R) and because

the scalar curvature is coordinate independent, we have :
Scal; = 12m(v, R)R . (5.3)

The d’Alembertian operator [J; expressed in (v, R, §, ) coordinates is :

R?F
¥

0, = 200,05 — Vg ( ) Op — N . (5.4)

The stress energy tensor (6.5) is still the same, however (V¢, Vo) reads :
(Vo, Vo) = —R*Fo; + 20¢,6r — [Vs20[*. (5.5)

A crucial point is to chose the good Morawetz vector. Naively we would like to take the

Morawetz vector on the Minkowski spacetime in v, R, w coordinates :
T =v?0, +2(1 —vR)0g.

However, this will not bring the sufficient decay in the error term to apply the method

we develop before. That is why we use the vector :
T = yv°0, +2(1 — vR)OR. (5.6)

The sign of the norm near the spacelike infinity will be given later, in Remark 5.2.1.

5.2 Vector field method and energy fluxes.

As in the future we define the neighbourhood of iy for vy >> 1 :
Qy ={t <0} {v>w}.
We define a foliation of this domain by spacelike hypersurfaces H; :
He={v=sr}N{v>v},0<s<1, (5.7)
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5.2. Vector field method and energy fluzes.

with vg >> 1 given. The co-normal 1-form on these hypersurfaces is :

This form is clearly timelike near ig, hence H, are spacelike hypersurfaces and Hy,_1y,
denoted after Hj, corresponds to {t = 0} and we set it as the hypersurface of initial data.
Furthermore we define the hypersurface H,—oy as the limit of H, as s — 0, for fixed v,

then this corresponds to 7 — o0o. Hence H, is the set of points at infinity for which v > vy,
Ho=I N{v>uv} =5, .

The identifying vector v is chosen as in the future to be transverse to all the surfaces H;

and to cross them only once, by setting v(s) = 1, this leads to :

~ 2F
=B Ey (5.8)
v
and on H, we have : ,
R°F s 1

Finally we define S,, the hypersurface that closes the boundary of 2, together with H,
and H1 :
Sy ={v=uv} N{t <0}.

All our estimates will be established in €2,, and vy will be chosen sufficiently large to

ensure the following estimates :

Proposition 5.2.1. Let € > 0, then for vo >> 1 large enough, we have in ,,:

1<yYy<l+e l—e<rR<1+e¢,
O<Rv<l+4+e l—e<F=1-2m(v,R)R<1.

Proof : We just have to prove the estimate concerning vR. The three others, intro-

duced in Proposition 4.3.1 are still valid in €2,,. The fourth is proven directly :

o o
IA

AN
e ®

<1
<1
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2, A/Hs o

Figure 5.1: Geometrical framework in the past of the spacelike infinity

Rv
0<
~ TR
O0<Rv<l+4+e. O

<1

Remark 5.2.1. It is now clear, using Proposition 5.2 that T is a timelike vector in a

neighbourhood of iy. The norm of T s :
9(T,T) = v* (R*v* — 4Rv + 4 — 2R*v’m(v, R)) .

The function f(x) = x* — 4z + 4 is still positive, except for x = 2 so if we take v = vR,
we have x € [0,1] with f(0) =4 and f(1) =1, thus :

v* (1= 2R**m) < §(T,T) <v* (4 — 2R*vm(v, R)) .

For sufficiently large value of vy and v > vy we have §(T,T) > 0.

The energy current J, = T,,T* reads in this context as :

B R*F (R’Fv?  2(1 —vR)
g |we+ 5 (2 22

N ; (R25U2 N 2(1 ;UR)> |V52¢\2} dv

2.2
+ {2(1 —vR)¢F + ﬂgb

> Qﬁ% - RQFU2¢T¢U

2 v? 2
Rt E\Vsﬂ?\ dR,
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5.2. Vector field method and energy fluzes.

and the Hodge dual of this current is given by :

L R;F (rre+ 0 -om)

1
+ ” (R*Fv* + (1 —vR)) |V52<Z>|2} dv A dw?
L 50 s U 2 2
with in these coordinates : dVol* = —idv AdRAdw. Then we get the energy fluxes across

the hypersurfaces H,, S,, and &~ :

er @)= [ (o6 + Vo) dvnaut, (5.10)

2
Es,, (¢) = /S <(;U2R2F 201 - UR)) &+ “2|v52¢>|2> AR A dw? | (5.11)

and the energy flux through H; is :
2,,2
&)= | {wv% - BFong, + RF |0 4+ 31— oR)
1 s 1 v’ R*F 9
2,,2 2,,2
+ [R Z E +2(1—-ovR)+ RQUSF (1 - ;(1 - ;))] |V52¢>|2}dv A dw?.

Remark 5.2.2. Note that energy fluz Es,, (¢) is non-negative for vy sufficiently large

because, in this context :

1 1
§U2R2F +2(1 —vR) ~ §U2R2 +2(1 —vR).

The function f(z) = 1/22* — 2z + 2 is always non negative, so let x = vR € [0, 1+ €[ with

e >0, then :

—_

and this ensures that Es, (¢) > 0.
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Proposition 5.2.2. The energy flux across Hs is equivalent to :

En(¢) ~ /H (v%bi + fqbii + |V52¢|2> dv A dw?. (5.12)

s

The proof is done in Appendix B.

5.3 Error terms and energy estimates

As we did in subsection 4.3.3 we want to apply Stoke’s Theorem on the domain §2,, and

this requires to control error terms that come from the divergence of the current :
VJa =V (TVT,,) = VOTI T,y + TV Ty .

The divergence of the stress energy tensor is similar to what we obtained in (u, R,w)

coordinates :
VT = 03¢V = —2m(v, R)RpVid . (5.13)

The main difference comes from the Killing form of the Morawetz vector that is :

vert = K,,0? + Kyz0,0r + Krrd? (5.14)
with
N
a2,
Koy = 0" (5.15)
Kor = (2up(yp — 1) + 2R*v*m(v, R) — Rv* 4+ 2Rv — 2)22 : (5.16)
Kpp= — R%%%T — 2R + 2(R% — 3R®)m(v, R) + 2(R* — RS)ZZ; Y2R. (5.17)

We apply the same method as before, i.e. let €0, 5, s, be the domain defined by :
Qvo,shsg - Qvo N {31 S S S SQ}a
with 0 < s; < s5 < 1. The part of S, that is in the boundary of €, s, s, is referred as :

SU0751752 - S’U() N {sl S S S 82} .
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We obtain then an energy identity for any scalar field ¢ on €2,,, by applying Stoke’s theorem
between Hs,, Hs, and S, s, s, and we replace V*J, by the expressions (5.13) and (5.14):

E10,0(0) + €51y (0) = En (@) = [ (Dyodro + VETITy(g)) dVol' . (5.18)

Q

V0,951,852

The right-hand side of (5.18) is decomposed into an integral in s over [sq, so] of integrals
over H,; this is done by splitting the 4-volume measure using the identifying vector field
v (see (5.8)) as follows

dVol* = ds A (vadVol*)
and
(FR)*F

o dv A dw.

vadVol?|y, =

Equation (5.18) then becomes

1, (0) + €5y 00— €, 0= [ ([ Brn@)wndw)ds,  (519)

where
(RF)2F 1 ( R’F
Bre(9) = === | (Kan+ 5 ( “a Ko+ 2Kon ) R°F ) 6
R F R’F
+ <K1)R - ¢ (WK'U’U + 2K1;R>> ¢R¢v + Kv’uqqu; + (WK’U’U + 2K1)R) |v52¢|2

—2m(v, R)v*YRopp, — 4m(v, R)(1 — vR)Rodr | .

5.4 Control of the error terms and fundamental esti-

mates

The method is still the same, we want to obtain estimates in the both ways between the
energy norms of the initial data and the energy norms of the field on the boundary. This
implies to control error terms in the conservation law (5.19) in order to use Gronwall’s
lemma to obtain fundamental estimates as in section 4.4.1. This is ensured by the following

propositions and lemmas (proofs are done in appendix B)
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Proposition 5.4.1. For v > vy, v9 >> 1 and R — 0 :
1 20 R o 2 2
|EI'I'(¢)| S 78 v ¢'u + ;¢R + |v52¢| + ¢ 5
Then using a Poincaré-type estimate :

Lemma 5.4.1. For vy > 0 there exists a constant C > 0 such that for all compactly
supported function f € C(R):

[T < [T (),
v vo
with f'(v) = df/dv. This leads for any s € [0,1] :
[ v S & 9).
Hsvp
We obtain the following property of the error term :

Theorem 5.4.1. In the domain €1, for v >> 1 large enough we have :

[ En(6)] £ —=En.(6).
Hs S

Remark 5.4.1. We point out that the choice of the Morawetz vector field is crucial to
obtain the theorem 5.4.1. The naive idea is to transform in the Minkowski spacetime the

Morawetz vector field :
T = u?0* — 2(1 + uR)0%,

using the change of coordinates : v =wu+ 2r and R = 1/r that gives :
T = v*0% + 2(1 — vR)0%

and then to use this expression as the Morawetz vector field on the Vaidya spacetime. This

method works in the Schwarzschild case, however here, this leads to :

X0 éw) o 0
(arpb) _ [ _,22 7 1) 0
ver ( v 81}+2(RU 1)3R 8v®8R

aom 8m) 0 0

3,2 . 3., 2 4, D3 o o

+< Rov =5~ + 2R(1 V) +2 (R —3R*)m+2 (R R)(%2 52 ® 3R

98



5.5. Peeling

Thus, because vy ~ + (see (5.8)), the dominant terms in the error term are like :
Err(¢) > +0(v*) ¢; + O(v) $u6r + O(R) 6, + O(v) V20 + ¢

and this does not have sufficient decay to be controlled by the energy density due to the
cross term O(v)p,¢r that cannot be bounded by v?¢? + R/ve%. This is why we make the

suitable choice of the vector :
T = v*0* + 2(1 — vR)I%,

that leads to sufficient decay in the error term without any assumptions on the decay of

. We only assume that 1 and its derivatives are bounded functions.

5.5 Peeling

5.5.1 Fundamental estimates

Theorem 5.5.1. For vy >> 1, 0 < so < 1, for ¢ any solution to (6.3) associated with

inatial data in Cg°, we have :

En(0) S 6 (9), (5.20)
En.(0) S €5 (0) + Es,005(9) - (5.21)

For s =0, the first estimate becomes :

€5 (9) S Eni(9),

vo

and for s =1, the second one gives :

&, (0) S €y () + Es5,,(9) - (5.22)

Proof : We control the left hand side of the conservation law (5.19) using the absolute

value of the error term :

1, (0) + 500000 = €, )< [ ([ IBrn(@)av nde) s,

S1
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Due to the non-negativity of the energy across S, (see Remark 5.2.2), this turns into :

£1,(6) — £, @) < [ ([ 1Bm(@)aw n aw) as.

s

Let s1 = s and sy = 1, then Theorem 5.4.1 states that the integral of the absolute value

of the error term on H; is controlled by the energy flux for the rescaled field ¢ across H,

&3, (0) — En, (@ |</ 57-{3

Since 1/4/s is an integrable function on [0, 1], Gronwall’s lemma yields :

En.(¢) S Eni ().

The proof of the second estimate is similar. Let s; = s and s, = 0 we have:

£1.(6) < E6,.,,(0) + 5%—0 0+ [ ( [, 1Em()ido nd ) ds
Er.(0) S €51y (9) / =6 (0

Using the Gronwall lemma, this leads to :

En,(0) S sy 0y () +E4 () DI

vo

5.5.2 Higher order estimates

In the previous subsection we proved an equivalence between the norm of the initial data
and the norm of the rescaled field at the boundary, in a neighbourhood of spacelike infinity.
We now want to extend this equivalence to the successive derivatives of the solution 9! 9% .
As in section 4.4.2, the difficulty comes from the new terms in the error term Err(9!0%¢)
that appear by commuting partial derivatives d, and g into (6.3). As in the past 0, does
not commute with the wave equation because of the non-stationary of the Vaidya metric,
and the control of 0,¢ will require also the control of Og¢ because of :

oY om

1YY 30T 9
9, 0g) = 25-0,0n + 2R° 0%,

om  Fop F 0% ) < 9m 28m)
2 —
+ {R (6 v ov  vowor) " B\ 2558~ 4 o0

R
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om
0y, Scal;] = 12—R.
[ 9] a,U
Because the function 1 depends on v and R, the expression of the commutator [0g, O]
does not only involve R-derivative and derivatives with respect to v appears unlike the

expression inn the future :

N < _,0m 3) 2

2 O S f . 0m  6moy 10% 1 [(9)?

Pm 20moY  2m 0*Y (81#)

3 s A s

+ A (2832 VOROR 1 8R2+ e Or;
om

[ORr, Scaly| = 12m(v, R) + 123@

However, the peeling at higher order is very similar to this in the future because we can
control the successive derivatives with respect to R independently of the other variables.
This is not the case concerning the energy of 959! ¢ that needs to be controlled by those
of 0%0%¢, with p+ ¢ <l a,d k <p <k+ 1. This is detailed in the following theorem.

Theorem 5.5.2. We have the following estimates :

1. Then angular derivatives and the derivatives with respect to R are controlled inde-

pendently of the others : for all k € N,

51y (V520) S Enang (Vi29)
) S

5% o (V620) S En, (v 2¢) +&s,,(V0),
5% (01’%¢) 81’2@ +€sv0<01’%¢)

2. The general control on partial derivatives of all orders has the following form : for

all k,l,n € N,

Es (OROVED) S D Eny (0RDIVERG),

p+q<k+l
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Ertrng (DhOLVE0) S Y €, (00DIVESD) + Es, (07DIVES)| .

p+q<k+l

The proof is very similar to the proof of the theorem 4.4.2 and is done in the Appendix
B.
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CHAPTER 6

CONFORMAL SCATTERING OF THE WAVE
EQUATION IN THE VAIDYA SPACETIME.

6.1 Introduction

The theory of scattering emerges naturally from physics with the objective of character-
izing a field by its asymptotic properties, specifically through the observation of distant
events (both in terms of distance and time). Constructing a scattering operator is not only
a matter of its existence; it is also necessary to prove that the future (or past) behaviour
of the field entirely and uniquely characterizes the solution in the rest of the spacetime.
Historically, the study of these asymptotic properties has relied on spectral methods that
are ill-suited to generic time dependence. An alternative approach, that authorises the
time-dependence of the metric, is to use the concept of conformal compactification, as in-
troduced by Penrose in the 1960s in a series of articles ([72], [73]; for a survey of conformal
methods, see [74]). The physical spacetime (M, g), is embedded into a larger spacetime,
denoted by (M, §), which is called the compactified spacetime or un-physical spacetime.
M is the interior of M and the boundary of the compactified spacetime OM is made up
of two null hypersurfaces, denoted .#*, referred to as the future and past null infinities,
and three "points", denoted by i*, 4", which are the future and past timelike infinities and
the spacelike infinity. We obtain § using a conformal factor 2 and putting § = Q%g. On
M, Q> 0and at OM, Q =0 and dQ # 0. We also transform the physical field ¢, to a
rescaled field ¢, given by ¢ = Q6.

The first formulation of conformal time-dependent scattering was developed by Fried-
lander, who observed a direct link between the concept of radiation fields ([23], [24], [22])
and the scattering theory of Lax and Phillips ([47]). The theory of Lax and Phillips uses
a translation representer of the solution that corresponds to Friedlander’s radiation field,
which is an asymptotic profile of the field along outgoing radial null geodesics. The scat-

tering problem is then understood as solving a Goursat problem on .# using the radiation
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field as data. In 1990, L. Hormander in [39], gave a method to solve the Goursat prob-
lem for the wave equation on a general spatially compact spacetime, based on energy

estimates.

Following this, L. Mason and JP. Nicolas in [52] formulated conformal scattering as
the construction of a scattering operator on the compactified spacetime that associates
the trace of the rescaled field on #* to its trace on .# . To ensure the ’'good properties’
of the scattering operator, it needs to be an isomorphism between past and future null
infinities so that the trace of the field on the boundary determines the solution in the
interior of the spacetime entirely and uniquely. The geometrical framework of this article
was a class of non-stationary vacuum space-times admitting a conformal compactification
that is smooth at null and timelike infinities. The extension to black holes was done by JP.
Nicolas for the wave equation on the Schwarzschild spacetime in [64], the main difficulty
being to deal with the singularities at the timelike infinities. The extension possibilities for
conformal scattering then took two main directions: either by studying another equation
or by modifying the spacetime in which the equation propagates. This was done on the
Kerr geometry in [33], on Kerr-de Sitter extremal black holes in [9], in Reissner-Nordstrom
metrics in [42], [32]. Note also the extension for non linear equations by Joudioux in [41]
and the application for Maxwell potentials with a particular attention to gauge choices

by Taujanskas in [88] and by Nicolas and Taujanskas in [67].

In this paper, we construct a scattering theory on a non-empty dynamical spacetime,
with a white hole background. The white hole considered is a Schwarzschild white hole
with mass m that evolves to a Schwarzschild white hole with a smaller mass m_. The
transition from one white hole to the other is described using the Vaidya metric, which
models the emission of null dust along null geodesics by the white hole. The Vaidya
metric is defined on a given finite retarded time interval to ensure that the past and
future timelike infinities are in a Schwarzschild neighbourhood. We need indeed, in order
to construct the scattering operator, to prove that the energy of the field is going to zero
near i*. Such decay results are established in the Schwarzschild spacetime by M. Dafermos
and I. Rodnianski in [16]. As far as the author knows, similar results do not exist on the
Vaidya spacetime. This paper could be seen as a part of the analytic study of the wave
equation on Vaidya spacetime, other tools can be found in a separate publication by the

same author (see [14]).

The chapter is organised as follows: Section 6.2 deals with the description of the geo-

metrical framework including definitions and properties of the Schwarzschild and Vaidya
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spacetimes. In particular we recall the definition of the second optical function presented
in [15] by JP. Nicolas and the author. This function, denoted by v is analogous to the
advanced time of Eddington-Finkelstein coordinates on Schwarzschild’s spacetime. Fur-
thermore, we perform the conformal compactification of the physical spacetime with the
conformal factor Q = 1/r. In Section 6.3, we begin by describing the conformally invariant
wave equation and then introduce the vector field method. We choose a causal observer,
a stress-energy tensor and compute the associated energy current. We add by hand a

zero-order term, involving the scalar curvature to the stress-energy tensor for the wave

2
loc

region, the modified energy current is divergence-free.

equation, in order to gain an L; . control in our energy current. In the Schwarzschild

The boundary chosen in our framework is composed one the one hand of the future
event horizon 77" and the future null infinity .#*, on the other hand, this is made of the
past event horizon ¢~ and the past null infinity .# . Then, Theorem 6.3.1 establishes
an equivalence between the energy of the rescaled field on a Cauchy hypersurface and the
energy on the future and past boundary of the compactified spacetime. In Section 6.4,
we construct the scattering operator and prove that it is well-defined as an isomorphism
between 7~ U .4~ and " U .. We do this by defining energy spaces for initial data
and for scattering data in the future on St U .#*. Then, we define the future trace
operator Tt that to the initial data defined at ¢t = 0 associates the trace of the solution
on " U .. Finally, we solve the Goursat problem using the ideas of Hormander in
order to prove that 7 is an isomorphism. A similar construction holds for the past trace

operator 7 .

6.2 Geometrical framework

6.2.1 Variation of the mass and Penrose diagram

In this work we focus on a Vaidya spacetime that starts from a Schwarzschild spacetime
then evolves for a finite retarded time interval towards another Schwarzschild spacetime

as we describe in figure 6.1. The global metric on the compactified spacetime is :
G = R*(1 —2m(u)R)du® — 2dudR — dw?,
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with, for —oo < u_ < uy < +o00 given :

m_  foru €] — oo, u_]
m(u) = m(u) foru€ [u_,uy] . (6.1)

my  for u € [uy, 00|

The mass m(u) should be decreasing to describe an evaporating white hole, hence m, <
m_. Boundaries between Vaidya and Schwarzschild areas are two u = C'*-hypersurfaces :
S, and S,_ for respectively {u = uy} and {u = u_}. We denote by I and II respectively
the past and future Schwarzschild spacetimes and by V the Vaidya domain in between.
We have also 2~ = ¢~ UK, U4 (see remark 6.2.1) with :

=" N{u<u_}
H; =" N{u- <u<u,}
Sy =A 0 {u =y},

and S+ = 4t U A UF with

Ir=9"n{u<u_}
If=9"Nn{u_ <u<u,}
A =IT 0 {u = uy

In the remainder of this article, we shall denote by X; the level hypersurfaces of ¢, in

particular :

Yo ={(t,r,w)|t = 0,7 € [r},, +oo,w € S5},
Yy =YoN{u_ <u<uy}.
where 7, refers to the past horizon (see Remark 6.2.1).

Remark 6.2.1. The construction of the past horizon {r = ry(u)} can be found in [15],
where the authors study its behaviour in general and devote particular attention to the

case where the transition happens in finite retarded time. The function ry(u) satisfies :
1. rp(u) =2m_, foru <wu_.

2. rp(u) is decreasing.
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2

Figure 6.1: Carter-Penrose’s diagram of the exterior of the conformal compactified space-
time.

3. limy sy oo Tp(u) = 2my.

Generically, rp(u) > 2my on [uy, +00[. So, although H{ coincides with the past Schwarzschild

horizon in the region I, the same is not in general true of Hy and region II.

6.3 Energy estimates

6.3.1 Strategy and Propositions

Let ¥ be a solution of the physical wave equation on the Schwarzschild spacetime :
1
Oy + EScalg v =0,V =0, (6.2)
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this is equivalent to saying that ¢ = Q~'U satisfies the conformal wave equation on the

rescaled spacetime :
1

We will study the scattering for (6.2) at the level of the conformal field ¢ by computing
energy estimates for the solutions to (6.3). This can be done by choosing a stress-energy
tensor Ty, and a causal vector field T® and contracting these two quantities to obtain an

energy current :
Jo=T"T,. (6.4)

Finally we define the energy flux £s thought a hypersurface S by :

s — / WTy Tz’ = / T, TP ldVolt |
S S

where * denotes the Hodge dual, [ is a vector field transverse to the hypersurface & and
n is the normal vector to S such that g(I,n) = 1. The energy momentum tensor for the

rescaled field is taken as :

1 1
Tab = Va¢vb¢ - §§abvc¢vc¢ + ESC&1§¢2gab . (65)

The divergence of the stress-energy tensor in the conformal spacetime (M, §) is not zero

since :

1
VT = 06V + Evb (Scalyp?) .

Contracting this divergence with the timelike observer T® = 3 and using the wave equa-

tion (6.3) to replace Dg, we obtain :
T°VeT,, = —=Scal; ¢ ¢y + —0 (ScalA(ﬁQ)
ab 6 g u 12 U g .

We observe that this is zero if the scalar curvature Scal; does not depend on w. It happens

in the Schwarzschild area where consequently :
TV T |sen = 0, (6.6)
However, in the Vaidya region, Scal; = 12m(u)R and then :
TV Ty = m'(u)Rp* .
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Remark 6.3.1. Let ¥y be the hypersurface of initial data at t = 0. In this paper, we
adopt the following strategy (introduced in [64]) : we take initial data (Pli—o, Or@li—0) €
Cs°(X0) XC§°(X0) and the associated solution ¢ of (6.3). Then we obtain estimates between
the energy fluz of initial data (denoted Es,(¢)) and the energy flur of the solution at
the boundary of the conformal spacetime. Estimates proved for data in (Pli=o, Ordli=0) €
C§°(X0) X C§°(X0) are then extended by density for any data with finite energy. Finally, the
trace operator acts from Hy, the energy space of initial data (¢|i=o, Orp|i=0) € C(Xo) X
C2°(3), completed in the norm [Es,(¢)]"* to the energy space of the trace of the solution
¢ at the boundary (see definition 6.4.1 and 6.4.2 for more details).

Our approach to the scattering is based on energy estimates. By applying Stokes’
Theorem, we can derive equalities and inequalities between the energy fluxes through our
different hypersurfaces. It is important to notice that on the Schwarzschild spacetime (see
section 6.3.2) there exists an exact conservation law coming, firstly from (6.6) where the
contraction of the Killing observer 0, and the divergence of the stress-energy tensor is
zero, and secondly from the Killing equation that constrains V@T® to be zero also. This is
not true on the Vaidya spacetime (see section 6.3.3) where we have only an approximate
conservation law. This leads to the first theorem of this article, which establishes an

equivalence between the energy flux at ¢ = 0 and the energy fluxes on the boundary.
Theorem 6.3.1. For (¢|i—o, 0:¢|i=0) € C§(X0) X C§°(3g) we have :

E5y(9) = Epi (9) + E54(9),
E5y(9) 2 E5-(¢) + Er-(9) -

The proof of this theorem is decomposed in two parts : firstly we will prove that on

the Schwarzschild spacetime we have :

Proposition 6.3.1. The global energy conservation laws on the Schwarzschild spacetime
(see figures 6.2 and 6.3):

gﬁ,’;‘(¢) +E5-(¢) = Es,_(¢) + .ﬂ1+<¢> ; (6.7)
£ (6) + E,0(0) = Eo () + € (6). (63

can be decomposed in region II into two conservation laws between :
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1. the hypersurface iél defined by :

S = (So N {u>uy}) U (Su, N{t>0})

2. the future and the past boundary of the Il-region referred to respectively as Bf and
Bi] .

B-Ii-l :%Jr Uﬂ;}:
B =7 U (Su, N{t <0}) .

This leads to :

Esn () = Egu(0), (6.9)
Esonfuzus} (@) = Epu(9) . (6.10)

The same decomposition holds in the I-region between this time :

1. 3}, the hypersurface :

5p=(ZoN{u<u})U (S, n{t<0})

2. BL and BL the future and the past boundary on the I-region :

B =4 us.
and the conservation laws are :
gzoﬂ{u<u }(¢> = 583_ <¢) ) (6 11)
Es1(9) = Ep (9) (6.12)

Then, we will focus our attention on the Vaidya spacetime where we don’t have conser-

vation laws but only approximate conservation laws.

Proposition 6.3.2. The global approzimate conservation law in the Vaidya area is given
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Figure 6.2: Hypersurfaces of "initial data"

Figure 6.3: Past and future boundary on
(3! and 3{7) on the Schwarzschild area.

the Schwarzschild zone.

by :
Ep (@) +Es, () =E&s,, (9) +E51(0).

This equivalence can be decomposed into two equivalences in the following framework (see
figure 6.4 and 6.5) :

1. XN]XJF and i\f_ are on V, the hypersurfaces :

ig{_ =(Su, N{t <0} UEon{u>ud),
Sy, =Eon{u<u U (S, n{t>0}).

2. the past and future boundary (resp. BY and BY) are :

BY =4 U (S, n{t <0}),
BY =4 U (S.. n{t>0}) .
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The conservation law is divided into two equivalences :

Esy (9) = Epv(9), (6.13)
Esy (0) = Epy (9). (6.14)

v
0,+

Figure 6.4: Framework in the past on the Figure 6.5: Future boundary on the
Vaidya spacetime. Vaidya spacetime.

Proof : The proof is done in the two following sections, respectively section 6.3.2 for

Proposition 6.3.1 and section 6.3.3 for Proposition 6.3.2.

6.3.2 Energy estimates on the Schwarzschild spacetime

Energy estimates on the Schwarzschild spacetime have been obtained in [64], and we adapt
these results to our framework. We choose the Killing vector field 7* = 9% as the observer
on the Schwarzschild spacetime. Due to §(T,T) = R?F, it is clearly timelike and it is
furthermore future oriented on the rescaled spacetime. The expression of energy fluxes

across the hypersurfaces ¥;, .#, 7~ and S, are as follows : first, the energy current is
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given by :
a 2 2 20 IPF 5, 1 2
* 1Ty = [¢s + R*Fou¢r| dundw+ [m(u) R*¢* + 5 R + §|v52¢| dRAdw, (6.15)
on Et;
dR
du = 7ok
hence,
2 2 R°F 2 12 2 12 2
£s.(0) = [ |0+ RPouon + =5 (2m(w)R*6* + RUFG +[Vieof?) | du Ao,
(6.16)
and,
E,e(0) = /f+ 6 du A dw, (6.17)
R*(1 —2m+R 1
(igui (¢) = /S (miR2¢2 + ( 9 iEs )¢% + 2|V5’2¢‘2> dR A dw. (618)
ut
(6.19)
Knowing that on the past horizon we have (see [15]) :
R*F
dR = 5 du, (6.20)
then :
. | BpF 2 1 2 2 1 12 2
En(0) = [ |02+ =5 (20u0n + 2m(u) RIF 6 + REF R + [Vadf?) | du A dw,
with Rj, = ——. In the region I, on the horizon, F' = 1—2m_ R is zero, then we decompose

Th(u) ’
the previous expression into :

En(0)= [ ¢ldundw

RAF
+ / [% + 2 (20,0r + 2m(W) R} FS® + Ry Py, + |v52¢|2)} du A dw.
S5 VAT 2

The coordinates (u,r, 6, p) are unsuitable to compute the energy fluxes through J#+
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and .~ because these hypersurfaces are such that © = +0o and R = C' on them. Since
AT and F~ are in Schwarzschild regions (respectively II and I), there is no difficulty to

turn to (v, R, 0, ) coordinates, with v =t — r, and 9y = 9, then :

1 R?F 1
* Ty, = — [¢2 — R*F¢pdp] dv A dw — {HSCalgng + oF + 5|v52¢|2 dRAdw.
(6.21)
Hence :
Ep-(6) = /fﬁ $2dv A dw, (6.22)
Epi(§) = / $2dv A dw . (6.23)
ST

The energy flux &, (¢) is equivalent to :
E.(6) = [ (6% + Rih + B + RV snf?) du A do

On the rescaled Schwarzschild spacetime, 7¢ is a Killing vector field, i.e. V@T? = 0
and the stress-energy tensor satisfies (6.6). This ensures that the divergence of the current

J, is zero.

Ve = VO (TT,) = VOTIT,, + T'9°T,, = 0.

From this we infer the conservation of the energy between the hypersurfaces of our bound-

ary and we prove Proposition 6.3.1. 0

Remark 6.3.2. Here we ignored the fact that the boundary is not compact between the
past (future) horizon and past (future) null infinity. Due to the singularities at i~ and i,
we cannot state directly (6.7) and (6.8) without proof that the energy is going to zero at

the singularities. This is done in appendiz C.1.

6.3.3 Energy fluxes on the Vaidya spacetime

In order to perform energy estimates on the compact area of the Vaidya spacetime, we
need to use suitable hypersurfaces. The time function ¢ is problematic because t € R is
unbounded on V. This implies that if we choose the level hypersurfaces of ¢ in our vector
field method, we would have to use the Gronwall lemma on an infinite domain. A better
idea is to use a family of spacelike hypersurfaces that are transverse to null infinity and

the horizon.
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Figure 6.6: Illustration of the foliation of the rescaled spacetime in the future of Xy by
spacelike hypersurfaces, transverse to . and 7.

We denoted by X, theses hypersurfaces and we set :

ZLr:(] = Z:t=0 .

We introduce the Newman-Penrose tetrad of null vectors on the compactified spacetime

(I, 7,7, m)

- R*F

® :8§+T

= — 0,

it = (2% +
\/5 0

It is normalised, i.e.

a
g,

- aa) ,ma:1<ag—

sinf ¢

(6.24)
(6.25)

(6.26)
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and the spin coefficients associated to this tetrad are! :

1 3, V2
5—§R—§R m(u),a——ﬁ——jcote,

We define v as : .
v=—(n+I), (6.27)

It is straightforward that v is timelike and :
9(v,v) =
We use v to split the 4-volume measure into :
dVol* = (v,dz®) Ad¥, .

If v is orthogonal to the hypersurfaces ., we have (v,dz®) = d7. In other situations, we

denote by k the orthogonal vector to the hypersurface X.. The observer 0, reads :

- R*F(u,R)
+ P S

oe = SR (6.28)

and the energy current is given by :
R*F ~  R’F 1 1
Ja = Tab(‘)z = <¢[ + 2¢ﬁ) Vb¢ + <lb + 27A7,b> (128(?&1@¢2 - §<V¢>, V¢>) . (629)
The energy flux measured by this observer through ¥, is now :

Epy s (6) = /E TS, = /E Tod 1k sdVol? (6.30)

and,

Eo,.3.(9) = \}5 /ET[

R 2

i+

F) <2R€ (VidV 3 0) + 1128calg¢2>} as. .
(6.31)

2R R
5 \¢ﬁl2+(1+

1. For the sake of simplicity we denote these spin-coefficient without a hat, however they are the spin
coefficient associated with the compactified metric § and the associated connection V. We also denote
without a hat directional derivatives D, A, and ¢'.
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Furthermore we have :

1
o l0.0) = Vol (6:32)

Vit = 3 (10067 +

hence Re (V ¢V 0) is clearly a non negative quantity.

6.3.4 Error terms and energy estimates on the Vaidya spacetime
On the geometrical framework

Our approach to the scattering is based on energy estimates. Stokes” Theorem will allow
us to obtain equalities and inequalities between the energy fluxes through our different
hypersurfaces, from a conservation law for the energy current J, = T°T,;,. There will be

error terms coming from the non-zero divergence of the energy current :
VJa =V (TVT,,) = VOTV T,y + TV Ty,

Finally we obtain (see Appendix C.2 for more details), for any smooth mass function
m(u) :
VT = —m!(u) R34 .

The divergence of the energy momentum tensor T}, given in (6.5) is :
a 1 2 1 2
VT = Uy Vo + Vy ESC&1§¢ = Evb (Scaly) ¢*.
Provided that ¢ satisfies (6.3) and using Scal; = 12m(u) R, we have :
VI, = m'(u)R?|¢al* +m'(u) Re”. (6.33)

Taking B a domain closed by two hypersurfaces : S;, and S;, and foliated by S;. The
equation (6.33) and Stokes’ Theorem give us the following identity for any scalar field ¢
on B :

Es,,(0) — Es, (¢) = /B Ve J,dVolt. (6.34)

The right-hand side of (6.34) can be decomposed into an integral in 7 over [ry, 73] of

integrals over .. This is done by splitting the 4-volume measure using the identifying
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vector field v as follows

dVol* = dr A vadVol* .

%- Su_

Figure 6.7: Illustration of the foliation by ¥, of the Vaidya area.

We decompose the proof in two parts. Firstly we focus on the equivalence in the past
(6.13) and secondly in the future (6.14). In the past, we consider 7- <73 <7 <75, <0
and the boundary is made of : ¥, ¥, S and S; -

81 :(%V_ USu,) N {7—1 S T S 7—2}7
S =(Su, UAS) N{n <7 <7m}.

Stoke’s Theorem gives :

5, (0) + E5,(0) = £5,,(0) = E5,(9) = [ [ Err(g)azdr. (6:35)

where
Err(¢) = m/(u)R?|¢s|? + m/ (u)Rp? (6.36)
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From this we infer :

[Err(¢)] < [m(u)|[R?|¢al* + [m/(u)| R¢* . (6.37)

Remarking that the term Re(V;,¢V,:0) = |[Vg26*> > 0 and that m/(u) is a bounded

function on V', there exists a positive constant C' such that :

R*F

) <2Re (VindV o) + 112Scalg¢2)} .
(6.38)

The right hand side corresponds up to a constant to the integral of the energy flux across

2
[Err(g)] < C M? + RQF\W + (1 +

Y., given in (6.31). As a direct consequence we have :
/ Err(¢)|du A dw < CtEx,_(¢) .
s,

Then, by bounding the error term in this way, equation (6.35) entails that two estimates

T2

E,,(6) + E6,(0) = E,,(0) — E5,(0) <C* [ &5 (0)ar,

T1

€5, (0) + E6,(0) = £2,,(0) = €,(6) <C* [ &5 ()ar.

T1
Knowing that S; and S5 are reunion of null hypersurfaces, the dominant energy condition
entails that £g, (¢) and Eg,(¢) are non negative. Then we obtain :
T2

£5.,(0) +E.(0) = &5, () = €5,(0) <C* [ " (E5.(0) +Esi(@))dr.  (6:39)

T1
T2

Es.,(0) +E5,(0) = 5., (0) = £,(0) <C* [ (E5.(0) +Es,(@))dr.  (640)

T1

Using Gronwall’s lemma on the bounded domain |7, 7],

Es, () + Es,(8) < O (Es, (¢) + Es,(0)) - (6.41)
Es,, () + E5,(0) < C% (Es,,(0) + Es,(9)) - (6.42)

Taking 71 = 7_ and 75 = 0, hypersurfaces §; and Sy become :

Y., +81 =56 US, n{t<0}=8B", (6.43)
S+ 8 =% +8, N{t<0} =357 _. (6.44)
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hence, (6.41) and (6.42) turn into :
Exy_(0) < C* (Eav(0)) -
Esv(6) < C* (Egy (9)) -

This concludes the proof for (6.13). O
We apply the same reasoning in the future. Let 0 <73 <7 <7 <7, and :

S =S U8, N{n <7<},
Sy =S, N{n <7 <1}

Then Stoke’s theorem and Gronwall’s lemma still hold and now taking 7, = 0,5 = 7, we

get :

S+ 8=y +S,._N{t>0} =%y,
Yo+ S =S +8, N{t>0=8.

This leads to :

Evy (9) < cte <SB‘+’(¢)> :
Esv(6) < C* (Egy (9)) -

and this concludes the proof for (6.14). O

6.4 Conformal scattering

From the energy estimates obtained above, we construct the conformal scattering operator

in the following manner :

1. On specified hypersurfaces (typically X, .#%, %), we define energy spaces that
are the completion of the space of smooth compactly supported functions on these
hypersurfaces in the norm given by the energy fluxes computed in section 6.3 for a
solution of (6.3).

2. We define the future trace operator that to smooth and compactly supported initial

data associates the future scattering data, i.e. the restriction of the solution on the
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future boundary. Using energy estimates obtained in Theorem 6.3.1 this operator is
then extended as a bounded linear operator, one-to-one, with closed range between

energy spaces in Proposition 6.4.1.

3. In order to prove that the trace operator is an isomorphism and knowing the previous
properties, all we need to prove is that its range is dense. We solve this problem
following Horménder in [39] and Nicolas in [65], [64] by solving a Goursat problem
for the scattering data on the null hypersurfaces #+ U .#*. This leads to Theorem
6.4.1.

4. Finally, we apply the same procedure to define the past trace operator and then
obtain the scattering operator in Theorem 6.4.2, which is constructed as an isomor-
phism between the energy space on the past boundary and the energy space on the

future boundary.

6.4.1 Trace operator and energy spaces

Definition 6.4.1. (Energy space of initial data). Let Hg be the completion of C5°(3y) X

Cs°(X0) in the norm :

R*F

Pa

ln. 00l = 5 [ [l + 0+ (14 255) (2Re (900950 + 5cals?) | aso,

or, equivalently in coordinates (u, R, 0, ) :

R’F R*F
4P ¥

with the mass function m(u) as defined in (6.1). The function 1 is the function that
appears in the Vaidya metric and satisfies (3.11). In region I, it is clear that ¢p = 1. In

160001 = [ |62+ w1 (S0 + 1ol + 2m)Re? ) | du o,

region II, we have F'=1—2m, /r and ¢ is a constant (see Remark 6.4.1).

Remark 6.4.1. From [15], we know that m'(u) = 0 ensures that ¢ is a constant function

along incoming null principal geodesics. Thus on region II, we have :

d
(o) =0=¢=C",

where v = vy(u) = (u,r(u),w) is an incoming principal geodesic. One the other hand, it is
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Part II, Chapter 6 — Conformal scattering of the wave equation in the Vaidya spacetime.

clear that along outgoing null geodesics, ¥ is also a constant function, hence we conclude
that on region II, ¢ = C*®.

Definition 6.4.2. We define on 7 U " the function space for scattering data H* as
the completion of Cg°(H) x C°(FT) in the norm

IO =5 ([ Eavndos [ Gdundw).

We define the future trace operator for the solution ¢ of (6.3) with initial data (gbo =
Olsy, 01 = 6tqz§|go), as the operator that associates to the initial data, the trace of the
solution on the future-part of the boundary M, i.e. (¢|+,d|s+). This can be justified
using Leray’s theorem (see [50]) that ensures that the solution to (6.3) associated to initial

data (¢, ¢1) € Hp exists and is unique.

Definition 6.4.3. (Future trace operator). Let (¢g, ¢1) € C§(X0) x C§°(Xo). Consider

¢ € C®(M) the solution of (6.3) such that :

¢|Zo = ¢07 at¢|20 = ¢1 .

We define the trace operator T+ from C§°(Xo) X C§°(X0) to C® (A1) X C=®(FT) as follows

T (¢0, ¢1) = (Dlor+, dlov) -

From Theorem 6.3.1, we infer the following proposition (the same proposition holds

for the past trace operator) :

Proposition 6.4.1. The trace operator T+ extends uniquely as a bounded linear map
from Hqy to H that still satisfies :

1T (do, ¢1)ll2+ = [[(Bo, D1) 2o »

is one-to-one and that its range is closed.

Proof : It is clear that 7 is a linear operator, since the propagation equation (6.3)

is linear; it acts between Hilbert spaces Hy and H™. Furthermore,

17 (60, @) 2+ == [[(b0, d1) 346+ 1€ Cill(Do, d1)ll30e < 1T (b0, $1) I3+ < Coll (o, D130
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with €7 < Cy two real positive constants. It is now a well-known theorem (see Theorem

2.5 in [1]) that a such operator is one-to-one and has closed range. O

6.4.2 Goursat problem and Scattering operator

In order to prove that the future trace operator is an isomorphism we need to prove that
the range of 7 is dense in H'(.#T). We follow the method described by Nicolas for the
Schwarzschild spacetime in [64] by solving the Goursat problem from .#+ U % for data
in C§°(F1) x C°(A"). This way, the support of data on J#* and £t remains away

from ¢*. In this context we state the following proposition :
Proposition 6.4.2. Let (9%, 0% ) € C°(HA) x Cg°(F ™), there exist :

(54, O0s,) € Ho,

such that :
(¢;’+7 ¢O;+) = 7-+ (¢207 at¢20) 9

With Ho the energy space of initial data at t =0, (see definition 6.4.1).

Proof : First and foremost, we remark that the singularity at i is completely
avoided here, then we will focus on the singularity i on .#*. The compact support of
¢+ on # ensures that Horménder’s results in [39] hold. Note that Horménder dealt
with a spatially compact spacetime, that is not the case here due to the singularity of
the conformal boundary at i°. However, according to [64] in Appendix B, it is possible
to extend Hormander’s results to the conformal compactified Schwarzschild spacetime.
The construction proceeds as follows: data on % U .#1 are compactly supported to
ensure that their past support remains away from . Let S be a spacelike hypersurface
on M that intersects .#* and % in the past of the supported data. Then we consider
the future of this hypersurface, denoted by Z(S), and we remove the future of a point
lying in the future of the past support of the data and the resulting spacetime is finally
extended as a cylindrical globally hyperbolic spacetime. Within this framework, Nicolas
proved the uniqueness of the solution of the Goursat problem in the future of §. With

this construction, we can apply Horménder’s results in our study:

Proposition 6.4.3. (Hormdnder, 1990)
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Part II, Chapter 6 — Conformal scattering of the wave equation in the Vaidya spacetime.

Let S be a spacelike hypersurface on the rescaled spacetime, that crosses Z* in the past
of the support of ¢, and FF in the past of the support of ¢°%.. We denote by JT(S)
the causal future of S. Then there exists a unique solution ¢ of (6.3) such that :

1. ¢ € HY(TH(S)).

2. ¢l =0T+ and ¢l = ¢35

2 S

Figure 6.8: Foliation of the future of & by spacelike hypersurfaces S, transverse to the
future null boundary.

Now we can propagate the solution ¢ in the past, down to Yy in a way that avoids the
spacelike infinity 7°.

Due to our construction, with & in the past of the support of ¢5 . and ¢%., the
solution ¢|s vanishes at the boundary, i.e. at SN . and at SNF. Then (¢|s, dd|s)
is naturally in (Hg(S), L*(S)). We infer from this that we can define two sequences of

smooth functions : (¢fs), and (¢} s) that converge in the following manner :

Consider now (¢"), the sequence of smooth solutions of (6.3) on the rescaled spacetime
with initial data ((%ﬁ S)n’ (gbﬁ S)n) on S. Because firstly the support of ¢™ is compact on
S and secondly because the conformal metric remains bounded on supp(¢”|s), then all

the weights that appears in the energy flux £, s(¢™) are bounded and :

Ears(9") = 10" | H1s) (6.45)
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6.4. Conformal scattering

Furthermore, due to the compact support of the solution on § and knowing the finite
speed propagation of scalar waves, this ensures that ¢ vanishes in a neighbourhood of
i". Thus, using Theorem 6.3.1, we obtain the following equivalence between energy fluxes

associated to the observer d; on S and Y :

53757,5 (¢n) ~ 53)5720 ((bn) . (646)

Denoting :
¢20 - ¢|20 and atqbﬂo - at¢|20’

the equivalence (6.46) leads to :

( %0781‘/(25230) ﬂ (¢|2078t¢|20) .

Hence :

(qbZoa atquo) € 7-[0 )

and this satisfies :

((bi.}’%"'? ¢C}?+) = TJF ((bzm at(on) -0

From Proposition 6.4.2 we infer that the range of 7 is dense in H*. Adding to this the

Proposition 6.4.1 we obtain the following theorem :

Theorem 6.4.1. The trace operator T+ :

T 7‘[0 — HT
((bO? (bl) L (¢’=9f+7 ¢’f+) )

s an isomorphism.

Remark 6.4.2. The same result holds for T—. Let ¢ be a solution of (6.3) with initial
data (¢0 = Pls,, 1 = (')tgb]go), then the pas trace operator is defined as:

T CR(%) x CF(%0) —s CR(HA-) x C(I)
(¢0, 1) > (Bl 0|-).

It follows from the second approximate conservation law in Theorem 6.3.1 that T~ extends
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as a bounded linear map :

T Ho — H~
(o, 1) +— (|l d|ls-),

satisfies :

|7 (do, d1)lla- = [[(do, 1) |24 »

hence is one-to-one and has closed range. The resolution of Goursat problem for data
compactly supported on £~ U I~ is similar to what was done for the resolution of the

Goursat problem on the future null boundary and entails that T~ is a isomorphism.

Theorem 6.4.2. (Scattering operator) :
Let ¢ be the solution of (6.3) with initial data (¢o, 1) € Ho. Consider (¢5p+, 95+) € HE
the trace of ¢ on the respectively future and past boundary of the rescaled spacetime. Then

the scattering operator S obtained from future and past trace operators :
-1
s=7H (7))
that acts as :
S H- — HT
( ,09%_7¢<O;_) — (¢3%+a¢ovg+)v

is an isomorphism.
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CHAPTER 7

GEOMETRY OF THE PURE RADIATIVE
ROBINSON-TRAUTMAN’S SOLUTION

7.1 Introduction

Presented for the first time in 1960 in a short paper [83] by Robinson and Trautman,
the Robinson-Trautman metric was then analyzed in detail in a second paper published
in 1962 [82]. In the same year, Newman and Tamburino, in [62], obtained these solu-
tions to Einstein’s equations by solving a formulation of the Einstein equations using
the formalism of null tetrad and spin coefficients. This class of solutions has great phys-
ical significance since it generalizes many solutions: the Schwarzschild black hole, the
Reissner-Nordstrom spacetime, the Vaidya metric, uniformly accelerated black holes (the
C-metric), and expanding spherical gravitational waves propagating on conformally flat
spacetimes. Furthermore, for all of these solutions, it is possible to include a cosmological
constant, positive or negative.

The beauty of this very general solution to Einstein’s equations lies in a very simple
geometrical assumption: it is the class of metrics that admit a geodesic, shear-free, twist-
free but expanding null congruence. Note that if we modify the condition of expanding to
a non-expanding congruence, we obtain the Kundt class of solutions, investigated for the
first time in [46] by Kundt in 1961.

All of these different kinds of solutions can be classified algebraically by their Petrov
type and are of type II, D, III, N, or conformally flat. This classification is ensured by the
Goldberg-Sachs theorem and its generalization due to Kundt and Thompson ([45] in 1962)
or Robinson and Schild ([81] in 1963), which state that a shear-free null congruence for
vacuum or an aligned (null or non-null) electromagnetic field entails that the spacetime
has to be algebraically special. However, it should be noted that this generalization cannot
be extended in the most general manner for pure radiative spacetimes, as explained in

[87] by the authors in section 7.6. For a complete classification of the Robinson-Trautman
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Part ITI, Chapter 7 — Geometry of the pure radiative Robinson-Trautman’s solution

spacetimes, refer to [76].

The vacuum Robinson-Trautman metric is well known and widely analyzed (see [31], [87],
for instance). In this context, the metric depends on two functions P and m. The case
with m = 0 describes type III or N spacetimes with pure gravitational waves. When
m # 0, there is a singularity at » = 0, and spacetimes are of type II or D, and m can
be related, in particular cases, to the mass of the source (for instance, Schwarzschild’s
solution belongs to the vacuum type D Robinson-Trautman metric). The type D, in a
vacuum Robinson-Trautman spacetime, ensures that the mass is constant, unlike in type

IT where the mass can depend on time.

Concerning the type II solutions, it was proved by Chrusciel and Singleton in [11] that
these solutions exist globally for all positive retarded time and converge asymptotically to
the Schwarzschild solution. This result was then extended in [5], including a non-vanishing
cosmological constant, and it was proved that the Robinson-Trautman solutions of type
IT, with A > 0 (resp. A < 0), converge to the Schwarzschild-de-Sitter (resp. Schwarzschild-
anti-de-Sitter) black hole.

A Robinson-Trautman metric satisfying the geometrical assumptions made above can
admit a non-zero Ricci component, corresponding to the presence of pure radiation, i.e.,
a flow of zero rest-mass matter, propagated along the repeated principal null direction.
There is no type N or conformally flat pure radiative solution opposite to the vacuum
case. Furthermore, we assume that A = 0. Thus, we focus on the type D pure radiative
Robinson-Trautman, which is a generalization of the Vaidya metric. Furthermore, it was
proven in 1987 by Bic¢ék and Perjés in [4] that type II pure radiative Robinson-Trautman
solutions approach the Vaidya metric for infinite retarded time u (note that these results
were then extended by Podolsky and Svitek for pure radiative spacetime with a non-

vanishing cosmological constant in [77]).

A natural question arising from physics is the localization of the horizon in a such
spacetime. From a more general point of view, one may ask about the geometry of the
incoming principal null geodesics in the pure radiative Petrov type D Robinson-Trautman
spacetime. Concerning the horizon, in Schwarzschild’s spacetime, the solution is simple
since it depends only on the physical parameter of the black hole: its mass m. When the
mass of the black hole varies with the retarded time, this becomes more tricky, and this
leads to the study done by Nicolas and the author in the Vaidya spacetime [15]. The
method developed in this paper is as follows: considering the past event horizon (i.e.,

the horizon of a white hole) as a radial ingoing null geodesic ~(u,r(u), 8, ¢), due to the
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spherical symmetry, its localization is entirely defined by the study of r(u). This radius
r(u) obeys an ordinary differential equation that is satisfied by all the ingoing radial null
geodesics. All of these solutions are then classified depending on their value at u — —oo,
and it was proven that there exists a unique solution, called 7,(u) that admits a finite
limit at ©« — —o0. Because of the assumptions on the mass:

lim = R _
u_)ioom(u) me € Ryym_ <my,

the finite limit of r(u) as u — —oo coincides with the event horizon of a Schwarzschild
black hole of mass m_. Consequently, we interpret this solution as the horizon of the
Vaidya white hole. The other solutions fall into two categories: either r(u) exists across
the entire real line and has a limit:

Jim_r(w) = o0,

or r(u) exists only from a finite retarded time in the past @ and satisfies:

Ilgrlltr(u) =0.

The idea of this part is to extend the analysis done in the Vaidya spacetime to the pure

radiative Robinson-Trautman spacetime. This chapter is organized as follows:

o Section 7.2 is devoted to the derivation of the Robinson-Trautman metric using the

spin coefficients as done by Newman and Tamburino in [62].

e In Section 7.3, we present the geometry of the pure radiative Robinson-Trautman
solution. In particular, we give the Robinson-Trautman equation, that defines the
radiation density, i.e., the source of the Einstein equation. This density depends
on P and m, the two functions appearing in the metric. The natural coordinates
chosen to compute the Robinson-Trautman metric in the vacuum (u, 7, &, 3 ) do not
ensure the asymptotic flatness of the metric. In particular, the metric blows up when
r goes to oco. That is why, we begin by following Tod in [89] and we introduce a
new coordinate basis (u, R, &, é:) that removes this divergence at infinity. However,
it is not sufficient to define the Bondi-Sachs coordinates with the good behaviour at
infinity. This is done by introducing new coordinates (U, p, X, X) in a power series
of 1/r, as done by Newman and Unti in [63]. We detail this method in Section 7.3.3,

and we compute the Bondi mass and the Bondi mass aspect.
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Finally, we assume that the metric is Petrov type D, and this leads us to consider
that the Gaussian curvature on the 2-sphere, denoted by K, depends only on the

retarded time u. Hence, we know from [87] and [31] that the function:

P(u,§,€) = A(u) + B(u)é + B(w)€ + C(u)E,,

with A and C two real functions and B that is complex, satisfies the previous

assumptions.

e In Section 7.4, we begin by investigating the situation B = 0, which corresponds
to an axisymmetric metric. We focus on the case A # C, since A = C' is proven to
be the Vaidya metric (see Proposition 7.4.1). Then we apply a method previously
developed by Nicolas and the author in [15], where they investigated the behaviour
of the event horizon of the Vaidya white hole by analyzing solutions to an ordinary
differential equation governing all the ingoing principal null curves. We derive a
similar differential equation for the pure radiative Robinson-Trautman solution and
observe that the behaviour of the ingoing principal null curves closely resembles
what occurs in the Vaidya spacetime. The main difference lies in the fact that the
integral lines of the ingoing principal null directions are no longer geodesics. Then,
the ingoing principal null direction is no longer hypersurface-forming; hence, it does
not govern the dynamics of the past event horizon as it did in the Vaidya spacetime.
In this study, we assume that the Robinson-Trautman radiation begins at u = u_,
and that we have the Vaidya metric for u < u_. Then, the incoming principal null

directions form the horizon until v = u_.

In this section, we analyze the behaviour of the integral lines of the incoming prin-
cipal null direction, and particularly, we observe that there exists only one solution
that converges to the event horizon in the past. This solution, denoted by Ry, is
decreasing on the entire real line and converges in the future to the Schwarzschild

horizon of the black hole. The other solutions are classified in Theorem 7.4.1.

o Finally, Section 7.5 provides similar results for the B # 0 situation, i.e., for a solution
that does not have any spherical symmetry. We obtain an analogous theorem on the

behaviour of the principal null curves, and we classify them in Theorem 7.5.1.
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7.2. Derivation of the metric from the spin coefficient equations

7.2 Derivation of the metric from the spin coefficient

equations

7.2.1 Assumptions

As mentioned earlier, we follow the approach laid out in [62]. Consider a vacuum spacetime
(M, g) containing a geodesic ray, corresponding to Petrov classification type I. Then,
there exists a principal null direction [* that is tangent to a congruence of null geodesics,
satisfying:

19, =0, 1'V,l*=0.

We denote the coordinate u such that the level hypersurfaces of v are orthogonal to the

geodesic ray (%, i.e.,

These assumptions allow us to define Bondi coordinates (u,r,z*!), where r is the affine
parameter along null geodesics, and x# labels the geodesics on each {u = constant}-
hypersurface. Now, let’s introduce the Newman-Penrose tetrad associated with this Bondi

frame:

[* =07,
n® =00 4+ U 0y + XAé?gA,
m® =wol + fA(?gA,

m® =wd" + 400,

where U, X4, €4, and w are chosen such that the only non-zero products between com-
ponents of the tetrad are:

“n, = —m%*m, = 1.

By our assumptions, the Robinson-Trautman metric possesses a geodesic null congruence

that is shear-free. We can define the complex shear, denoted by o, such that:
o =V lym*m® = 0. (7.1)

According to the Goldberg-Sachs theorem, the Robinson-Trautman metric needs to be

algebraically special, falling into one of the types II, D, III, N, or conformally flat. Con-
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sequently, the components of the Weyl spinor behave as follows:

Additionally, the congruence defined above must be in expansion, meaning it has a non-

vanishing divergence, denoted by p and defined as follows :
p = V. lym®m? .

. The existence of a hypersurface orthogonal to a geodesic null congruence ensures that :

p=17.
and a non-vanishing divergence leads to :

p # 0.
The metric g, expressed with respect to the tetrad is given by:

Gab = lanp + ngly — mamp — myma,

and it must remain invariant under the following coordinate transformations:

1. Shifting of the radial origin:

' =r+ flu,z?), o =u, 4=z (7.2)

2. Relabelling of hypersurfaces:

3. Relabelling geodesics:

r'=r, W =u, =2y z). (7.4)

Furthermore, the two following tetrad transformations (rotation) do not affect [* and,

therefore, do not impact the assumptions regarding the Robinson-Trautman geometry:
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1. null rotation :

o=
n* =n* + Bm* + Bm* + BBI"

m! =m! + BI".
where B is a complex scalar field that does not depend on the radial distance 7.

2. spatial rotation :

=
)
e %
nt =nt,
, .
m* = e'“ mt

where C' is a real function independent of 7.

Finally we define three derivative operators associated to the Newman-Penrose tetrad :

9,

D=2 .
o .0

A9 iyl pxe O (7.7)

ou or oxk

7.2.2 Spin coefficient equations

In this section, we will solve the spin coefficient equations (see Appendix 7.2) under
the previous assumptions. We follow Newman and Tamburino in [62]. The method is
as follows: we begin with the radial equations, i.e., those that involve D = 9/0,. Then
we examine the simplifications entailed by the geometrical assumptions and determine
the associated spin coefficients. We use Newman-Tamburino’s notation f° to denote a
function f that does not depend on r. Therefore, considering the hypotheses made above,
in the spin coefficient equations (D.35f), (D.35n), and (D.37a), all terms vanish. The radial

equation (D.35e) is easily solved:

1
r—+p°

Dp=p"=p=-—
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Since the metric is invariant under a shift of the origin (7.2), we set:

p=——. (7.8)

r

In this coordinate system, Newman and Penrose proved in [61] that:
T=a+ 0.

Using radial derivative equations (D.35g), (D.35h), and (D.351), and knowing that p = 1/r,

we get:

7o
T :7, (79)
al
a=" (7.10)
_p
Bt (7.11)

Equation (D.36k) reduces to: Ap = 0, and this ensures that A = 0, hence (D.35k) is trivial.
In the same way, from (D.350), (D.35j), (D.351), we obtain:

\IIO
U, = 732 (7.12)
w3
=0 — 7.13
1= (7.13)
pe w3
=2 _ =2 7.14
H r 72 ( )

Because p depends only on r, (7.6) entails that 6p = wDp. Moreover, from (D.36f), we
have wDp = 0. This implies that w = 0, and thus (D.35b) is trivially solved. Furthermore,
(D.36¢) implies that Im(u) = 0. Hence, from (7.14):

p° = real and ¥ = real. (7.15)
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Finally, (D.35¢), (D.35a), and (D.35d) give:

X' =X°" (7.16)
1 _
U=U°—-("+73°)r— 5(\113 +U3), (7.17)
) goi
=2 1
&= (7.18)

Using the invariance 7.4 of the metric, we chose £°¢ such that:
¢£3=p, &'=iP, (7.19)

Knowing that w = 0 and using the expressions of U and X*, the derivative operators &

and A are now:

o ©F 9
k9 &7 0
5_583:’“ r Oxk’
IR T I )
A(U—(’y ) rw2>8r+8u+X oxk’

Equation (D.36a) turns into:

0X' = AL = (n+7—7)¢&,
— gok 8Xoi
n oxk

r2  r Ou r Oxk’

1 ) fOi 1a€oi B Xok agoz

X' — A¢ + (U" - (Y +3°)r - ;\Ifg

Identifying parts in 1/7 and 1/72 (note that terms in ¥§ and +° vanish), we have:

e =U°, (7.20)
. aXoi ) o1 . o o1 i
e gu - X k;xk =27°¢°". (7.21)

Now we want to make X° equal to zero. The first thing to remark is that X° = X°3 +

3

iX°% is an analytic function that depends only on u, 23, 2*. Thus, using the coordinate

transformation (7.3):

7’/ = 70/;)/7 u/ = P)/(u)a C, = $I3 + ixl4 = f(C,U)
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With ¢ = 2% +i2?, it is possible to transform X° such that:

X' =0.
Then, equation (7.21) transforms as:
8501‘ )
_ — 2—0 01
au ’y 5 Y
or in other terms: L 9luP
n
Vo= —= . 7.22
2 Ou (7.22)
Let us denote by V the operator:
0 0
= —+ti— 7.23
v Ox3 i e (7.23)
Using (7.18) and (7.19), the derivative operator ¢ becomes:
P
d=—V.
r
Equation (D.37b) reduces to:
0 (V3
Sy = F— <2> =
2 07 = g 8xk 7”3 07
w5
Furthermore, we know that U is a real function. Then this leads to:
U3 = Wo(u). (7.24)
Equations (D.35p), (D.35q) give V3 and Wy:
WO
Uy =—3, (7.25)
) pi\po 20°W°
g, — i PV 31 20 ). (7.26)
r r
Equation (D.35m) yields:
v?
v=1°"— -2 (7.27)
r
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To fully solve the spin coefficient equations, we have to determine: o°, v°, p°, V3, W3, Uy,
P, and ~°. The strategy is to express all of them in terms of U3 and P. Finally, we just
have to obtain a relation between P and W5 to define the Robinson-Trautman metric.
Equations (D.36b), (D.36d), (D.36g), and (D.36h) imply that:

1-_
o° = PVInP. (7.28)
1__90lnPP
V° =P °+7°)=—=-PV 7.29
TS =PV1° + 20°1°, (7.30)
1 - - _
po=— §PPVV In PP, (7.31)
U =PVl (7.32)
Equation (D.37c) gives the relation between P and W$:
0 dP/o _
<8u -3 ]é “) WS = PVUS — 26°05, (7.33)

Other derivative equations : (D.36i), (D.36j), (D.361), (D.36m) and (D.37d) are identically

solved. Using the spatial rotation, we arrange to make P real:

P=P.

7.3 Geometrical framework

7.3.1 Vacuum solution

Coming back to the inverse metric, the nonzero components of g% are:

205
g2 =2U =2U° — 4y°r — —2,
.,

y ) 2220
g = —2-5 59,
T

where 7, j = 2,3, and §“ corresponds to the inverse metric on the unitary two-sphere. We

change the notation to be consistent with the expression given in [31] (with respect to the
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change of the metric):

190ln P

O:—P2 21P o _ _
U V:lnP, ~ 5 9y

o =m

where V? = VV. Then, in (u,r, &, €) coordinates, the metric is:

OlnP 2m

) 2r?
du® + 2dudr — —d&d¢,
U r P

g= (AInP—Qr

where A = 2P20§8§. It is important to notice that because of equations (7.19) and (7.24),

P and m cannot depend on any variables:

In this framework, equation (7.33) turns into the well-known vacuum Robinson-Trautman’s

equation:
J(In P) om
AA(In P) + 12 —4—=0.
(In P) + 12m 9 9 0
Using the Newman-Penrose tetrad:
k :87“ )
=0, — & <A1nP _ o 0P Zm) 9, ,
2 ou r
P
m —?35 y
the Weyl components are:
Vo=V, =0, (7.34)
m
Uy = 5 (7.35)
P
Uy = —27285A In P, (7.36)
1 1 0?In P
kIf:PZAIP—<P2 _>. .
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7.8. Geometrical framework

7.3.2 Pure radiative spacetime

Up to now, we have only described the vacuum Robinson-Trautman solution. The original
assumptions made in the vacuum still hold; i.e. this metric still admits a shear-free, twist-
free non-zero divergence null geodesic congruence. Then the metric reads in the same
way: )

onP 27”) du? + 2dudr — QJngdg (7.38)

u T

g= (AInP—Zr

The main difference is that now, the pure radiative solution admits a non-zero Ricci

component:
1

:477,2

ou ou

This describes the presence of pure aligned radiation transported along the repeated

<AA1nP+ 1o, 0P am) .

principal null direction. The stress-energy tensor T,;,, the source of Einstein’s equation,

becomes:
Tab - pkakb ;

where k% = 0% is the propagation direction of the radiation, with p denoting the radiation

density:

n*(u,¢,¢)

72

Here, n? is a positive real function that appears in the Robinson-Trautman equation.

In P
OlmP M _ 6en?. (7.39)

AA(In P) + 12
(In P) + 12m ou ou

7.3.3 Bondi coordinates

It is important to note that the metric (7.38) is not expressed in Bondi coordinates, as
Juu diverges when r — 400 due to the term rP’/P. The initial approach to transform
the metric is to follow [89] and define a radial distance coordinate, denoted by R:

r

R := 7 (7.40)

where P is :

P(u,&,€) = (1+£€) P(u,,€).
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In coordinates (u, R, &, €), the metric (7.38) becomes :

g= (K(u) — 22@) du’® 4+ 2Pdud R+ 2Rdu (%];dg + a@?dé) — 232(1(152)2 . (7.41)

Although this metric no longer has a linear term in R in g,,, it is not expressed in
Bondi coordinates because it does not converge to the Minkowski metric as R — oo.
As demonstrated by Newman and Unti in [63], the coordinate transformations to Bondi-
Sachs coordinates cannot be expressed in closed form; instead, it requires introducing new

coordinates (U, p, X, X ) obtained as an infinite series in powers of r~1.

This is done by following [63], [29], and [13], where we define the Bondi coordinates
(U, p, X, X) as:

U=U+Ur™ +Upr 2+ 0(r™?),
p=por+pr+port +O(r?),
X =Xo+Xir '+ Xor 24+ 007?),

All the coefficients in the series are functions of u,¢, and €. The inverse metric in the

Bondi coordinates, denoted by G, shall satisfy:

GUU = XU = gXU —
GUE=1+0(R™"), G =G*F = O(R™?),
GRR — _1 4+ 0(3—1)7
(GXX)? - GXXGXX = (14 XX)'R™ + O(R™).

In this context, we can define the Bondi mass of the Robinson-Trautman metric :

Definition 7.3.1. Bondi mass aspect and Bondi mass:

The Bondi mass aspect of a spacetime (M ,q), denoted by Mg, is obtained from the
metric g in the Bondi-Sachs coordinates (U, p, X, X) (where p is the Bondi-Sachs radial
coordinate, U is the Bondi-Sachs time, and X and X are the variables on the 2-sphere)

by expanding the component gyy of the metric as:
Vv _
9UU=1—;+O(P ?).
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7.8. Geometrical framework

Then, the Bondi mass aspect reads as :

Lﬁ@aaxﬂﬁy:;vaﬁx;X). (7.42)

The Bondi mass is then obtained by integrating the mass aspect over the 2-sphere :

1
MB(U):E 5 %BdS@,

where dSy is the unit volume element on the 2-sphere and the 1/4m factor is chosen to
ensure that Mg(U) = m for the Schwarzschild black hole.

Knowing that the usual spherical coordinates on the sphere, § and ¢, are defined by:
£ =cotfe,

and using the definitions above and the results of [13], [29], and [3], this gives:

)0 (06 3 o 1 081 00 (06 _ofeisne)]
Mo (1,9, 0) = P3 00 8(9+2C0t061+sin29(?<p sin?0 dp Loy 00

apon |(5) ~aea(50) | pan (30) (50) (50)
2P du 00 sin?6 \ Oy Psinf \ 9¢ 00 ou
1 (82Uo 1 (92U0> ¢y 0*Uy

2\ 002 sin?6 002/ sinf 9pdl

with Uy such that :
Up = /f’du—i—f(g,go)

where [ P du corresponds to the primitive of P with respect to u, f(6, ) is an integration
function, and 0,¢;, for i = 1,2, is given by:

ou  Pou’

i=1,2.

Functions d,c; and d,cy are related to the News function N (refer to the definitions in

Appendix D.4.3) via:
06 N 0¢y

N=%0 e

143



Part ITI, Chapter 7 — Geometry of the pure radiative Robinson-Trautman’s solution

and
oc) 1 (8*P opr 1
=P& == == — e — A4
ou T2 (am cotf o sinzegif;) ’ 743
oc? 1 oP oP
ou = PCQ = sin 0 <898s0 — cot 9&'0> . (744)

These terms are then understood as radiative terms that correspond to the emission
of gravitational energy from a bounded source. Here, it corresponds to the emission of
gravitational waves from the white hole. They lead to a variation of the Bondi mass (see
the mass loss formula in Appendix D.4.3) of the white hole, and once specified, they entail
the evolution of the system.

The Bondi mass-aspect expression reduces in the axisymmetrical situation to :

2

m(u) . % 851 3 } 1 651 (8U0>2 61 (82[]0)

o Tt ora. Uag 62

(. 9) = "5~ 55 | a8 T2

The details of these computations are given in the Appendix D.4.3 for the sake of clarity.

7.3.4 Assumptions

We denote by K the Gaussian curvature of the 2-surfaces spanned by the complex spatial
coordinate &:

Ku,& &) =AlnP,

The following proposition, which recalls results obtained in [87] and [31], gives a relation

between the Petrov type D and the consequences of the form of the Gaussian curvature
K.

Proposition 7.3.1. Let a spacetime (M, g) be of Petrov type D, then the components of
the Weyl spinor satisfy:
3\1/2\114 = 2‘113 .

Using the expressions (7.35), (7.36), and (7.37) of the Weyl components, this leads to:

83_ <P25ff> o0, (7.45)
€ 23 g )
P? (%lg) :6maa£_ (P2aia§_1np> : (7.46)
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with K = Aln P = 2P*0:0¢In P . In other words, (7.45) entails that:

P2 e, (7.47)

0¢
where h is an arbitrary function. In the pure radiative solution [31], the authors state that

h = 0 corresponds to the following condition:
K = K(u).

The proof of the proposition is detailled in [87] and [31]. O
Assuming that K depends solely on u, it is well known that solutions of this type exist

(see [87] or [31]) in the form :

P(u,€,8) = A(u) + 2Re(B(u)€)) + C(u)ég, (7.48)

with A(u) and C(u) being two real functions, and B(u) a complex function. In this

framework, the Gaussian curvature is:
K(u) = 2(AC — BB). (7.49)
Because K = K(u), (7.46) ensures that :

2
a(PQ 4 lnP):O.
o€ OuoE

Hence the Weyl spinor components, defined above in equations (7.34), (7.35), (7.36), and
(7.37), become:

and

U, = (7.50)

r3’

Petrov type D solutions have 2 principal null directions that satisfy the following condition:
Oabc[d‘/e] vac = Cabc[dWQ]WbWC = 0,

with Cgpeq being the Weyl tensor. We assume that that the 2-surfaces orthogonal to the

principal null directions are spheres. These directions are, for the Robinson-Trautman
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metric (see [76]):

0 o HOI
V:E’ = 9u 200 (7.51)
where : 5 5
m
H:K(u)—2r%1nP—7.

Because K depends solely on u, the Robinson-Trautman equation (7.39) becomes:

1 (8m(u) Sm(u)ap) 9

- p? ou P Ou ="
with P
P=—_.
14+&€

The difficulty here is to control the sign of m(u) and of its derivative because it does
not represent the physical mass of the system anymore, and we cannot make physical
assumptions on its behaviour. This is why we prefer to express (7.39) as:

—P(u,&,€ 9 m(u) = 4mn?(u, £, €).

Since m/ P? is the leading term in the Bondi mass aspect .#j, we assume for the rest of
this work that :
P(u,&,€) > 0.

Moreover, we consider that m/P? decreases with u, more precisely, we assume that :

om oP

— — R. .52
8u<0’ au>0,Vue (7.52)

Finally, we make the assumptions that m and P are smooth functions on R, and m(u)
satisfies:
lim m(u) =my, (7.53)

u—+oo
where :

0<my <m_ < 4o00.

The assumptions on P will be detailed separately in the following sections depending on
the value of B.
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Geometry and spin coefficient

For the rest of this article, we will work with the metric (7.41) in the (u, R, £, £) coordinates
with :
R=—=.
P

As we saw in the previous section, these coordinates are not Bondi-Sachs coordinates;
however, they are sufficient to remove the coordinate divergence at .# that comes from
the term r0, log P:

oP op

e P - 2
ge e+ agd§> 2R

dgde

(1+&6)?

with H = K(u) — 2m(u)/RP. We define the Newman-Penrose tetrad (I, n,m,m) made

of the two principal null directions and of the two null vectors on the sphere in the

coordinates (u, R, &, &):

1
[
PR

H
=0, — —=0g,

" 2P )
(1+£§)0P3+1+§5 )

V2P 06 OR = R O€’
(1+E&)OP &  1+€€ 0

m=—

V2P 0¢ OR R 0

This tetrad satisfies :
["n, =—m"m, =1,

and the other inner products are zero.The associated spin coefficients are :

e=k=0c=A=17=1=0,

1 &__ﬁ—_(?g}g(1+§§)+fp __RK(u)P—Zm(u)
P="Rp T 0T orP M7 oR2P?r
0P : (9P oPoF
BT O RNEEY Y Y
2P 2R p? P \"ouwi  ouog
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Remark 7.3.1. Geometry of the principal null geodesics It is clear that the twist and the

shear along the null curves generated by [* are zero:
oc=0,w=1Im(p)=0. (7.54)

Furthermore, the twist and the shear along the null curves generated by n® are also zero.
This corresponds in the Newman-Penrose formalism to w' = Im(p') for the twist and o’
for the shear, and we know from [74] that o' = —X and p' = . Then it follows that:

Howewver, for a null vector field to be hypersurface forming (i.e. hypersurface orthogonal),
it must be geodetic and twist-free (see Appendiz D.2). This ensures that l* is hypersurface-
orthogonal, while n is not a hypersurface-forming vector field. v # 0 is equivalent to stating
that n is not geodetic. Note that:

_ 4500, 5 p2 9 p
P 0uog Ou O

Using the Robinson-Trautman equation for K = K(u), we have:

a / _ 2 -
3m%1nP —m'(u) = 4mn*(u, &, §).

Then, remarking that in the vacuum n* = 0 or in the situation in which n* = n?(u), v
becomes:

v=20,

hence, the vector field n® is geodetic, twist-free, and hypersurface-orthogonal.

7.4 Case with B=0

Under the assumptions made above, we can state the following proposition that classifies

the solutions with B = 0 into two categories.

148



7.4. Case with B=0

Proposition 7.4.1. Let P(u, £, &) be given by:

P(u,&,€) = A(u) + C(u)&€,

and P = P/(1+£€). The Gaussian curvature K is K (u)

Trautman pure radiative solution metric (7.41) becomes:

= A(u)C(u), and the Robinson-

g= (A(U)C(u) Qm(p“)> du? + 2PdudR + 2Rdu (g}g d¢ + ai g) R? (1df‘§)2 .
(7.55)

and it is of two kinds:
1. If A(u) = C(u), then (7.55) is the Vaidya solution.
2. If A(u) # C(u), then (7.55) is a pure radiative azisymmetrical solution.

Proof : Let us begin by computing the g,c and g,¢ terms in the metric (7.55):

oP  {(C— A)
% (L+€6)?
P £(C— A)
0f  (1+¢€6)?

Then, expressing ¢ and € in terms of the usual spherical coordinates 6 and ¢:

£ =cothe”,

this leads to:

oF d
56 55 (1+€§) (£d¢ + €dg)

C—-A — C—-A
arer ) = Treore
=—2(C — A)cot6dh.

d(cot?f)

Hence, the metric for B =0 is :

2 ~
mg)> du? + 2PdudR — 4R(C — A) cot 0dudf — R2dw?®,  (7.56)

9= (Ao
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Part ITI, Chapter 7 — Geometry of the pure radiative Robinson-Trautman’s solution

with,
P = A(u)sin® 6 + C(u) cos® 0.

Introducing here k, [, m as the generators of the rotations defined by:

k=0,

[ = cospdy —cotfsinpd,,

m = —sinp dy — cotf cospd,,,

the Killing equation gives:

Viaky =0
0 sin 0
Vil — 57 COSR;LH C2F Qu? + 6 cos ¢ cos Osin 0 dud R + 5};‘;028 — - dudd
+ d cot O sin pdudyp .
V(amy) = 5m( u) cos fsin Osin du? + 0 sin ¢ cos 0 sin 6 dud R + 5Rsmgp dudé
RP? sin? ¢
+ § cot 0 cos p dudyp .

where 6 = A — C. This implies that the metric is only axisymmetrical for A # C, and
(7.55) is spherically symmetric if and only A(u) = C(u). We assume that A is an increasing

function on u. In this case, functions P and P are:

P=A1+¢&),P=

and the metric (7.55) becomes :

g = A (1 - 2;2(}%)) du? + 2AdudR — R*dw? .

Note that the Bondi mass is given by:
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Choosing @ such that da = A(u)du, turns the metric into :

2M
g = (1 — RB> di® + 2dadR — R2dw?,

which is the Vaidya metric.

7.4.1 Axisymmetric solutions

Let us now consider that B = 0 but A # C. Assumptions P > 0 and d,P > 0 on the

whole real line ensure that:

Alu)>0,C(u) >0,A(u) >0,C"(u) >0.

Finally, we assume that f’(u, €,€) is a smooth function of u € R such that :

1 Vu €| —oo,u_],
P(u,&,€) =< A(u)sin?0 + C(u)cos20  Vu € [u_,uy],
P, Vu € [ug, 00|,

with :

This is equivalent to stating:

1 Vué€]—oo,u_], 1 Vueg—oo,u_],
A(u) = A(U) Vue [u,,u+] ’ ) C(U) = C(U) Vue [u,,u+] ’
Py Vué€ luy, oo, Py Yu € fuy,+oof

In other words, for u €] — oo,u_] and u € [ug,+0oo], the metric (7.56) is the Vaidya
metric with respectively a mass m(u) and m(u)/P?. The event horizon of the white hole
on ] — oo, u_] is then the Vaidya event horizon as defined in [15] and denoted by R).
The question is how to study the behavior of the horizon on [u_,u,|? Because v # 0
for all u € [u_,u], we know that the incoming principal null direction is not tangent to
geodesics; hence, it is not hypersurface-forming. Therefore, the past event horizon is not
generated by the principal null directions on [u_, 4+00]. The study of the horizon has to be
approached as follows: for u < u_, the horizon is generated by the incoming null principal

directions; for © > u_, we have to use the geodesic equation. Obtaining solutions to the

151



Part ITI, Chapter 7 — Geometry of the pure radiative Robinson-Trautman’s solution

geodesic equation is more challenging since it is a second-order equation and needs to be
addressed in a future project.
Here, we focus on the null curves indexed by w € S2, denoted by v = v (u, R(u,8,p), w) U €

R that are tangent to the incoming principal null direction:

W_au—;p (K(u)— 222”)%.

This implies that the function R(u) is a solution of the following differential equation:

dR 1 2m(u)
du — 2P(u,0) (K (W) - Rﬁ(u,9)> ’ (7.57)

with R > 0. The method followed here is the same as in the Vaidya spacetime (see [15])

and is summarized as follows:

1. We observe that there exists a function Ry(u,#) that is not a solution to (7.57) such
that the right-hand side of (7.57) is zero. We also prove that if R(u, ) is a solution
to (7.57), it cannot be equal to Ry on an interval on which A’(u) # 0 and C'(u) # 0.

2. Then we prove that if a solution to (7.57) is at a point ug such that R(ug,6) >
Ry(ug, 8), then it follows that R(u,8) > Ro(u,0) for u €Jug, uq|[ with uy > u.

3. Finally, we establish a theorem that classifies the solutions to (7.57) into three kinds
depending on the value of the limit of R in the past. In particular, we prove that
there is only one solution to (7.57) that admits a finite limit when v — —oo, that

exists on the whole real line, and that is identically the Vaidya horizon on | — oo, u_].

Lemma 7.4.1. Let |ug,ui| be an interval on which P is an strictly increasing function
of u, and let R(u) be a solution to (7.57). We define Ry to be the function:

hence,

OR
a—uo < 0Vu €lug, uy| .

Then, R(u) cannot be identically equal to Ro(u) on Jug,uq].
Proof: Let us assume that R(u) is a solution to (7.57) such that R = Ry on |ug, uq].
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Then, this entails:
dr

e

This is in contradiction with the definition of Ry that is a strictly decreasing function on

0.

Jug, u1[. Thus, it is not possible for a solution to (7.57) to be identically equal to Ry on
Jug, uy. O

The following lemma establishes that Ry is a boundary that cannot be crossed from
above by a solution to (7.57). This can be seen as a direct consequence of the local

uniqueness of the solutions to the Cauchy problem.

Lemma 7.4.2. Let R be a solution to (7.57) on Juy,us| that satisfies at a point uy €
Jur, ugl:
R(UO, 9) > Ro(UO, 9) .

Then, assuming that Ry is a decreasing function on |uy, us|, we have :
R(U) > Ro(u) Y u E]Uo, UQ[ .

Proof: Observing that if R(ug) = Ry(ug), we have R(ug) = 0. Since Ry decreases
on Juy,us[, there exists € > 0 such that on Jug,ug + €[, R > Ry. This result holds if
R(up) > Ry(up) by continuity.

Let us now consider ug the lowest value of u €lug, us| such that R(u) = Ry(u). (7.57)
implies that R(us) = 0, and we know that Ry(us) < 0. Then, there exists 6 > 0 such
that on |ug — d, us[ we have R(u) < Ry(u). Then, by continuity of R and Ry, there exists
uy € Jug, ug[ such that R(us) = Ro(uy). This is in contradiction with the assumption on
ug. Finally, we obtain R(u) > Ry(u) on |ug, us|. O

The final step in our study of the solutions to (7.57) is to classify these solutions
depending on the value of their limit in the past. The limit is unstable when u — —o0,
and only one solution has a finite limit that is 2m_. This solution foliates the past event

horizon on | — 0o, u_]. This is the subject of the following theorem:

Theorem 7.4.1. Assuming that P(u,8) is a smooth increasing function of u on [u_, u,]
and that m(u) is a smooth decreasing function on R with a finite limit when u goes to

+o00, then there exists a unique solution to (7.57), denoted Ry, such that:

lim Rp(u,0) =2m_.

U——00
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Ry, exists on the whole real line and satisfies:

lim Rp(u,0) = lim Mg(u)= 2

uU—>+00 u—>—+00 pi '

The other solutions to (7.57) are of two kinds:

e R ezists Vu € R, on its whole domain of existence, it satisfies R(u) > Ry(u) and is

a decreasing function that has limits:

. . 2m+
i R(u,0) = 400, ugrfoo R(u,0) = B3

e R exists on |ug, +00| with ug > —o0, on its whole domain of existence, it satisfies

R(u) < Rp(u) and has limits:

2
lim R(u,0) =0, lim R(u,0) = M
uU—ug u——+00 Pi

Proof : The proof is decomposed into three steps: 1. we prove that there exists a
unique finite limit for solutions to (7.57), then we prove that there is a unique solution
that converges towards this limit in the past; 2. we construct this solution and establish
its existence on the whole real line; 3. We classify the other solutions, determine their

domain of existence, and compute their limits.

1. Uniqueness of the maximal solution with a finite limit in the past. Let us assume
that R is a solution to (7.57) that exists on an interval of the form | — oo, ug[ and
that admits a finite limit as u goes to —oo. Then we have:

lim R(u)=1,1leR.

U—r—00

From (7.57), we know that if R(u) has a finite limit as u — —oo, then it implies
that R(u) also has a finite limit, and it should be lim,_, _ R(u) = 0. If this is not
the case, it follows that lim,, o |R(u)| = +00. Then,

lim R(u)=0.

U——0o0
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Using (7.57),

hence,

l=2m_.

Let us prove that there exists a unique solution to (7.57) defined on an interval of

the form | — oo, up[ such that:

lim R(u)=2m_.

U——0o0

Assuming that there exist two solutions to (7.57), R; and R,, that have a finite
limit [ = 2m_ in the past. We introduce :

We have,

and by assumption,

Since,

lim

)
us—oo P2(y, ) RiRy  4m_ ~
it follows that if 1) # 0 we have:

Y 1
lim —=———,
U—>—00 4dm_
Hence, 1 is diverging exponentially fast as u goes to —oo. This is in contradiction
with the assumptions that ensure that ¢ is going to zero when u — —oo, and so

Rl = RQ.

. Construction of the solution. We want to construct a solution that converges to 2m_

in the past. We focus on the case u_ — —oo. For each n € N, we define R,, to be

155



Part ITI, Chapter 7 — Geometry of the pure radiative Robinson-Trautman’s solution

the maximal solution to (7.57) that satisfies:

R,(—n) = Ry(—n).

R, exists on an interval of the form Ju), u?[ with u), < —n < u2. Let us prove that

u? = +o00. Let u3 = min{u?, u, }, then using Lemma 7.4.2, we have:

R > RoYu €] —n,u?].

r'n

From (7.57), this ensures that R, < 0. On | — n,u3[, R, is bounded as:
Ro(u) < R,(u) < Ro(—n).

and we know that Ry is a decreasing function on R such that:

2
9m_ >Ry > —F YueR. (7.58)
P

+

This implies that u? > wu,; hence, if uy = oo, this leads to u2 = +oo. Let us now
consider the case where u; < +oo. If R,(u.) = 2my/P}, then from (7.57), we
have R, = 0 for u > u, hence u2 = 400, and R,(u) = 2m/P? on [u,+oc].
If R,(uy) > 2my/P3, since two solutions cannot cross, it implies that R,(u) >
2my )P} for u € [uy,u?], and it follows that R, < 0 for u € [uy,u2]. This ensures

that u? = +o0.

On each compact interval I of R, there exists ng € N such that the sequence R,>,,
is increasing and bounded, and using Lebesgue’s dominated convergence theorem,

it converges in Lj. (R) toward a decreasing positive function Ry, such that
Ro(u) < Rp(u) <2m_ ,Vu e R. (7.59)

Since Ry > 0 on R, this entails that 1/R,, converges also in L (R) toward 1/Rj,.
Hence, R, converges in L. (R). By the uniqueness of the limit in the sense of
distributions, the limit must be Rh, thus Ry, is a solution to (7.57) in the sense of
distributions. Because Ry(u) has 2m_ as limit when u — —oo, (7.59) ensures that:

lim Rp(u) =2m_.

U——0o0
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Let us study the behaviour of R, as u — +o00. Since Ry (u) > Ry on R, it follows that
Ry(u) < 0 on R. This ensures that Ry, has a finite limit denoted by [ as u — +oo,

SO:
: 1 2
lim Ry(u) = lim — (K(u) - ”Z‘(“)) ~0.
uU—r+00 u—+o0 9 P RP(U)
Then,
. 2m+

Jim, R) = fm 20500) = 25
In the situation where u_ > —oo, we have the Vaidya metric on | — oo, u_|[, and we
know from [15] that there is a unique solution to (7.57) that exists on | — 0o, u[ and
tends to 2m_ in the past. This is the past horizon in the Vaidya spacetime, denoted
by RY. Then, R, (u) becomes the solution to (7.57) that satisfies:

Rp(u) = R (u) ,Yu €] — 0o, u_].
Furthermore, we have :
Ry(u) =2m(u) ,Vu €] — oo, u_].

It follows, using results from [15], that Ry (u) > Ro(u) on | — 00, u_[. Then, the same

arguments as for u_ = —oo hold.

. Classification of the other mazimal solutions. We begin with an observation that
comes directly from the uniqueness of solutions to the Cauchy problem. Let R
be a maximal solution to (7.57) that exists on an interval of the form Juy,us[. If
R(up) < Rp(ug), with ug €Juy, us[, then R(u) < Rp(u), Yu €luy,us]. The same
result holds respectively for R(ug) > Rp(uo).

o If for ug €|uy, usf, R(ug) > Rp(up), then it follows that R(u) > Ry(u),Vu €
Ju1, us]. Hence, R(u) < 0 on its whole domain of existence. This ensures 1y =
+00, and the limit of R(u) has to be finite as u goes to +00. Then:

o 2m+

lim R(u)=

u—+00 Pi '

On Juy, +00|, since R(u) > Rp(u) > Ro(u), this implies that R(u) remains
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bounded. Therefore:

K(u)
2P
Because 1 < K(u) < P} and 1 < P< P,

<R<0.

P2 .
——+ <R<0.
2
Hence, uy = —o0, and R exists on the whole real line. It follows that R has a
limit when u — —o0, and it cannot be a finite limit because the only solution

to (7.57) with a finite limit as u — —oo is Rj,. This yields:

im R(u) = 4+00.

« We consider now the situation in which R(ug) < Rp(ug) for ug €]uy, us].
Firstly, we assume that Ro(ug) < R(up) < Rp(ug). Then, using Lemma 7.4.2,
R(u) > Ro(u),Vu €]ug, us], hence R(u) < 0 for u €]ug, up[. Furthermore, using
the uniqueness of solutions to the Cauchy problem, this means that R(u) is

bounded above by Ry, (u) on Juy, us[, and this ensures that uy = +oo. Therefore:
Ro(u) < R(u) < Rp(u),Yu € lug, +o0l,

and this gives :

2
lim R(u)= e
u—~400 P_i3_

We want to show that there exists us €]uy, ug[ such that R(uz) = Ro(us). Let
us assume that Ro(u) < R(u) < Rp(u) on Juy, us[. This implies that u; = —oo
and that R(u) converges to 2m_ as u — —oo. However, this is not possible

because it contradicts the uniqueness of Rj,.

Then, there exists us such that R(us) = Ro(us) and R(us) = 0. Furthermore,
R(us) > Ry(us). It follows that R(u) < Ry(u), Vu €]Juy, us[. Therefore, R is
decreasing on |uy, us[, and this entails that u; > —oo, or in other terms, that

R reaches 0 for a finite value of wuy:

lim R(u) =0.

U—UuUl

If R(up) < Ro(ug), the same arguments hold, but we have to consider that
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ug € [ug, us|. O

7.5 Case with B # 0

Let us assume now that B # 0, then:

P(u,§,8) = A(u) + 2%e(B(u)§) + C(u)&¢

depends on ¢ and ¢ in the spherical coordinates. The vector 9, is not Killing anymore,
and thus the metric is not axisymmetric anymore:
OP -

_ _ 2m(u) 2 5 @ or _ P2
g= (K(u) RP(u,ﬁ,f_)) du” 4+ 2PdudR + 2Rdu ( o€ dé + 9 df) R

dede
(1462

with :

0P B(u) + (C — A)E — B(u)é?

3 (1+€€)? ’
OP _B(u) + (C — A)¢ — B(u)¢?
o€ (1+£8)2 '

The Gaussian curvature is given by :

0 VYue€]—oo,u_],
B(u) =< B(u) VYue€lu_,uy], . (7.60)
0 VYué€ [ug,+ool,

and
1 VYue€]l—oo,u_], 1 Vueg—oo,u],
Alw) =< A(u) Vu€u_,uy], ,Cu)=< Clu) Vuelu_,uyl, (7.61)
Py Yu€ fuy, oo, Py Yu € [uy,+oof
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with P, > 1. Furthermore, we assume that :

AgAymﬁEOVUGR. (7.62)
ou

As we did for B = 0, we denote by 7 the family of curves indexed by w € S? generated

the incoming principal null vector field:

v(u, R,w) = y(u,R(u,f,f),w) , u€eR,

with :
R(u,&,€) = Ry (u);Yu €] —oo,u_].

It follows that R(u) is a solution to:

d? 1 (o 2m(uw)
du ZP(U,g,E(K( ) RP(u,ﬁ,é)) ' (7.63)

Observing that there exists a function Ry :

] 2m€u) _ 2m(u) ]
P(u,&,)K(u) P (1+AgInP)’

0=

which, under our assumptions, is a decreasing function on R. This function is analogous
to the one obtained for B = 0, hence it follows that results obtained for B = 0 still hold,

and solutions to (7.63) are classified in the following theorem:

Theorem 7.5.1. Assume that P(u,@,gp) is a smooth, increasing function of u on R,
satisfying (7.60), (7.61) and (7.62), and that m(u) is a smooth, decreasing function on R
with a finite limit as u goes to +00. Then, there exists a unique solution to (7.63), denoted
Ry, such that:

lim Rp(u,0,¢0)=2m_.

U—r—00

Ry, exists on the whole real line and satisfies:

: . 2my
M Rl 8,0) = lim 2Ms(u.8,0) = Z57

The other solutions to (7.63) fall into two categories:
e R exists for all u € R, and throughout its entire domain of existence, it satisfies
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R(u) > Ry(u). It is a decreasing function with limits:

. . 2m
u1—1>IPoo R(u,0,p) =400, u1_1>§£loo R(u,0,p) = I

o R exists on |ug, +oo[ with ug > —oo. Throughout its entire domain of existence, it
satisfies R(u) < Rp(u) and has limits:

. . 2m+
ulgzlo R(u,0,p) =0, uEIJPoo R(u,0,p) = P
Proof: We proceed similarly to Theorem 7.4.1. [

7.6 Conclusions and perspectives

In this section, we have analyzed the behaviour of the integral curves of the principal null
ingoing direction in a pure radiative type D Robinson-Trautman spacetime. We observe
that these curves behave similarly to the Vaidya spacetimes, following an ordinary differ-
ential equation (ODE), and for each value of 6 and ¢, there exists a unique solution with
a finite limit in the past. Furthermore, the other solutions to this ODE can be classified
into two categories: either they exist on the entire real line and blow up in the past,
or solutions exist from a finite retarded time at which they reach 0. All of these curves
converge to the future Schwarzschild horizon, given that the spacetime we considered is
asymptotically Schwarzschild with a mass m. /P?.

Regarding the solution with a finite limit in the past, denoted by R, we remark
that it generates the past horizon in the Vaidya region. However, when the Robinson-
Trautman radiation is turned on, the integral curves of the ODE are no longer geodesics,
and thus, they fail to form hypersurfaces. This implies that R; cannot be the horizon in
the Robinson-Trautman pure radiative solution, and we present ideas for consideration

to study the past event horizon:

1. In the method developed in [15], the authors imposed only that the integral lines
under study are null, without a priori consideration of whether they are geodesics or
not. This was not a problem since these lines are generated by the incoming principal
null directions, and due to the spherical symmetry of the Vaidya metric, these curves

are geodesics. Therefore, the first idea to explore is to study the behaviour of null
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geodesics, denoted by v, and to impose that they are tangent to the event horizon
before "switching on" the Robinson-Trautman radiation at u_. In other words, from
the retarded time at which the radiation becomes active, we study the solutions
to the geodesic equation rather than studying the integral lines generated by the

incoming principal null direction.

2. As a first step in this project, we may consider the situation B = 0, i.e., an ax-
isymmetrical metric. In terms of 6 and ¢ coordinates, this implies that d, is a
killing vector field, ensuring that ‘31—1; = 0 on the horizon. In a second step, we shall

generalize our results to the B # 0 situation.

3. The study of the geodesic equation can be developed in two directions. Firstly, we
can impose that the metric for v < u_ is the Schwarzschild metric, with a mass M.
Then the event horizon is located at R = 2M, and we can numerically integrate
the geodesic equation, imposing initial conditions at v = u_: R(u_) = 2M and
R(u_) = 0, where the dot denotes the derivative with respect to u. We expect that
the horizon R decreases with u, as the Bondi mass of the white hole decreases too.
Secondly, we aim to perform a complete analytical study, imposing the metric to be

the Vaidya metric for u < u_.
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APPENDIX A

PEELING

A.1 On the Morawetz vector field

In this section, we prove that the Morawetz vector field is timelike and future-oriented in
the neighbourhood of spacelike infinity and therefore transverse to null infinity. This allows
us to define a positive or non-negative energy flux across spacelike or null hypersurfaces

whose normals are future-oriented (for instance on Hs, £ or S,,).
The “squared norm” of the vector field T is given by:
9(T,T) = v’ [FluR]> — 4|uR| + 4] .

The expression between square brackets admits two roots denoted by |uR| :

1+4/2m(u)R

1—2m(u)R (A1)

lur|+ =2

As one approaches i°, both roots (A.1) tend to 2 and we have seen that in Q,,, 0 < |[u|R <
1 +¢. So this means that §(7,7") > 0, hence T is timelike, in Q,,. Now choosing 0, as the

global time orientation of our spacetime, we have:
9(T,0,) = [uR|*F — 2|uR| + 2

and this is positive near i°. The Morawetz vector field is therefore timelike and future

oriented in €2, . O
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A.2 Proof of main propositions and theorem

A.2.1 Proof of proposition 4.3.1
Firstly we want to prove that in Q,, provided we take |ug| large enough, we have
1<y <l+e.

We need a good understanding of the behaviour of the function ¢ near i°. To do so, we
integrate the differential equation (3.11) along v =cst. curves parametrised by u. We start

from .#~ where we set ¢y = 1. Equation (3.11) gives

—2Rm/ (u
(log(w)) = —2H ) (4.2)
using the fact that the total derivative of ¢ along the curve is
& _0p Foy
du  Ou 20r°
From (A.2), we obtain an expression for pF' :
B uw 2Rm/(u) } B { u }
Y = exp {— [m mdﬂ = 6Xp —[w S, R)dpe) (A.3)

And since m/(u) < 0 in the exterior region, we have f(u, R) < 0. Within Q,, the function
F' is bounded below by F},;, is arbitrarily close to 1, and bounded above by 1. Hence we

have the following estimates for f:

R .

< < =2
0< If(u, B < 2752 <

Moreover, the function f tends to 0 at # T, because R — 0. Since the mass function
has the finite limit m_ as u — —oo, it follows that m’ is integrable in the neighbourhood
of —oo. We can therefore use Lebesgue’s dominated convergence Theorem to obtain,

uniformly for u < ug

u

lim [ f(u, R)dp =0,

I+ J oo

tim () = timesp | [* (s R)du| = 1.

J+
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Given € > 0, Equation (A.3) entails that for uy < 0, |ug| large enough and u < ug, we

have

1<yv<l+e.

Now we want to prove that :

l—-e<rfR<1+¢

Let vg >> 1, we begin by integrating r(u, v) between vy and v, on a u = cst. line, using:

dr F

dv 297

and 7 = (v —u)/2, so :

CEMEREIRYLN

Taking vy < v1 < v we have,

f(u7v) vV —Uu V—U V—UJu 1/1

At v = vy we have :

1 u
2r(u,vy) = 2r(ug, vg) — 5/ Fdu.
uo

_1:2r(u,vo)+u—vl+ 1 /Ulzdv—l— 1 /U<F—1>dv (A4)

If we take u < ug, with ug < —1, we know that 1 — e < F < 1. Let also v > vy with vy

large enough,

eu + 2r(ug, vo) + ug —v1 _ 2r(u,vp) +u — vy < 2r(ug, vo) + ug — v1

v—Uu v—Uu o v—Uu
el < 2r(u,vp) +u— vy <.
v+ |ul T v—u -

< 2r(u,vy) +u— vy <

V—U

The second term in (A.4) is also bounded by € > 0 near iy because F'/1) < 1 and we have

chosen vy < v1 < 00. So for v > vy and u < ug, with uy << —1 :

1 vi [ 1 v1
0< / —dv < dv
v—uJuy U — U Jug
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0< 1 /vle <
—dv<e
(0

T U — U Ju

For v > vy and u < wg, with vy sufficiently large and vy << —1 we have, using 4.3.1
|F'/1 — 1| < € so the last term in (A.4) becomes:

1 v (F 1 v
/(—1)dv§ /edfu
v—u Ju, \Y v —uJu
vV — "1
<e <e.
v—u
This concludes the proof.
Let us now turn to R|u|. It is clearly non negative and in Q,,, we have u = —s7 with

s € [0,1]. Whence
0<Rlu/=sRFf <RFf<l+e¢.

Finally, since R is small in the neighbourhood of i® and m is positive and bounded, we
have trivially that 1 —e < 1 —2m(u)R < 1 in Q,, provided u << —1 is large enough in

absolute value. O

A.2.2 Proof of proposition 4.3.2

We use 4.3.1. Recall that

2

En(¢) = /,H {u2¢i PR F(u, R)pudn + [V |02l (24 sy — 1)) + (14 uR)]

451
2+ 3(77/) — 1) 2 2 p3
—ag ((2+uR)* = 2m(u)u’R’) — (1 + uR)

1. We begin with the term in front of |Vg2¢|?. We use the fact that s = —u/F

Hs

+RF [ cﬁa} du A dw

2 P2 ) ) ~
UwaF (2+s(tp—1))+ (1 +uR) =1+ |[u|R [_1 . Tfj N s(v 411/})70RF}
! FRF  s(¢y — 1)FRF )
_2—5§[—1+ 20 + i }§_2+6

FRE | st~ 1)7’RF} <

1
| R[—l
5 €S + |ul +2¢ 0

(A.5)
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2. Now we study the term in front of ¢% that we denote by frg.

frr =R’F [2_'—‘1(;1_1) ((2 +uR)? — Qm(u)qug) _ (1+uR)
:|l:| [(fwa + i FE;Z_ 1)) ((2+uR)* — 2m(u)u*R*) — [u|RF(1 + uR)}

R 2
~ 51l (3(|u|R)? — 6|u|R + 4)

Let z = |u|R and f(z) = 32? — 62 + 4. If z € [0, 1]n then 1 < f(z) < 4, hence,

R

(3-) s s oy

: (A.6)

3. Finally we have to estimate the coefficient in front of ¢,¢g. This term is exactly the

same as for Schwarzschild and so we use similar arguments to [54]

[

; <)\2 202 + 33 N |¢R> , AER" (A7)

|R*6?F(u, R)guor| < (Rlu)*’* Jug,|

And for an appropriate choice of A € R (A = 3/2 for instance):
— <1, < <-—c¢ (A.8)
Using (A.5), (A.6), (A.7) and (A.8), we obtain :
u?|0, 9| + ‘Z’aR¢|2 + V0| | du Adw|y, O
A.2.3 Proof of proposition 4.3.3

En,(9) =~ /H

Let us recall the expression of the error term (4.16).

(FR)?

plul
(A.9)

Err(¢) = [(—u’R*m/(u) + 2mR*(3 + uR)) ¢7, — 2mR¢ (u* ¢y — 2(1 + uR)¢p)]
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Using 4.3.1,
/ 23| 4 |2 2 2 2 FR|?
[Err()] < [|m(u)|u® R |pr|* + 2mB*|3 + uR|or|* + 2mu”R|¢||du] + 4mR[1 + uR||¢||x]] g
R R? R
<[ B ol + T lonl + [6l164] + s 16]l65
Jul Jul Jul
R
SmlchF +u?|¢u[* + ¢
where we obtain the last line using the facts that R < 1 and 1 < |u| in €,,. ]

A.2.4 Proof of Theorem 4.4.2

First observe that the estimates on V’§2¢ in the first part of the theorem are direct
consequences of the fundamental estimates and the spherical symmetry of the spacetime.
To prove the other estimates, we need to understand what new terms appear each time

we apply 0, and Or to the wave equation and how we can control them. We have :

V(T T (V) = (—u’RPm/ (u) 4+ 2mR*(3 4+ uR)) V3, + 0¥ (v* ¥, — 2(1 + uR)V¥p)
(A.10)
where ¥ is any smooth function on €2,,. In the following estimates, we shall take
U = 9!0k¢. When we integrate (A.10) on €,,, we shall split the 4-volume measure as
ds A (vadVol!). Recall from the proof of the fundamental estimates that

vdVol*

1
g, ~ —du A dw
Jul

So we shall need to control on each H, the error term

1
Err(¥) .= V@ (Tb)Tab(\I/)> Tl
U
A first immediate estimate is:
< R 9 1
[Err(W)[ < WI\I’R\ + [0 U] | ful [V, + ml%! :

The first term is controlled by the energy density on H, as well as the square of |u||,]|.
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1
Jul
1/|u|?* < R/|u| since, R is allowed to tend to zero independently of the behaviour of w.

But this is not the case for the square of —|Vg|. Indeed, we do not have in 2, that

However, using the fact that s = |u|/7, we have :

Lgg =2 B gy
Rl = F7—A »< 7 |¥R
]V =5\ Rl
1 R
Y — 7|R|
3\ Tl

So we obtain :

1 R
Err (¥ <(DA\I/2 21,7+ — | 2)
()] = (0 + el + ol
Now, with the expression (4.10) of the energy on H, and using the fact that s~1/2is an

integrable function near the origin, we can use Gronwall’s lemma to prove the theorem,

provided we know how to deal with the term |[J;¥|?.

Control of the wave operator

Now let us consider ¥ = 9% ¢ where ¢ is a smooth solution of (4.3) with compactly

supported data on H;.

The control of [y W in this case is the main difference between Vaidya and Schwharzschild
spacetimes. Indeed for Schwarzschild, we have a commutation relation between 0, and

the d’Alembertian operator, due to the fact that the metric was static :

(04, Oglgy, = 0

Now we have a d’Alembertien that depends both on w and R (see (3.9)). And so :
[0r,0;] = —2R(1—3mR)d% — 2(1 — 6mR)0x (A.11)
[0,,0;] = 2m/(u)R*0% + 6m/(u) R*0x (A.12)

The method to control [J;0%0!¢ is the following :
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1. We begin by computing U;¢,, and Uz¢g :

0500 = — 2m/ (u) R*Ordpr — 6m/ (u) R?¢r — 2m/(u) Rp — 2m(u) R, (A.13)
U0k =2(1 — TmR)¢r + 2R(1 — 3mR)Ordr — 2me (A.14)

2. For the sake of clarity and simplicity, we decompose our study into 3 parts : the case
where ¥ = 9%¢, the case where ¥ = 9! ¢ and the mixed case where ¥ = §',9%¢. In
each case, ;¥ will involve some derivatives of the form 030 ¢ with m < k and
n < [ multiplied by bounded smooth coefficients. These terms when squared can
be estimated by the L? norm of 9%9"¢ which is in turn controlled by the energy of
IR Or¢. So all we need to consider are the terms involving derivatives of ¢ of order
k+1 or above. In this manner, we shall prove that it is possible to control |} 9% ¢|*

as we have done for the fundamental estimates.

Derivatives with respect to R We start with ¥ = 9%¢. We obtain (¥ by applying
Or to (A.14). The only terms of degree higher than 2 are twice the same term

2R(1 — 3mR)0%o

coming once from the right-hand side of (A.14) and once from the commutation of Og
with O, (see (A.11)) in the left-hand side. By induction, for ¥ = 9%¢, the only terms of
order larger than k& will be

2kR(1 — 3mR)0% .

We can estimate the square of this term as follows :

R2ul

k(- sy tef 5 ool 5 1 ogrioft = B fogeop

We can state as an intermediary result that for the derivatives with respect to R we

have, as in the Schwarzschild case :

k
f, Ern(@ho)] dun e £ 3 En. (9%h0)
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Derivatives with respect to u Now we set ¥ = 0.¢. To obtain the wave operator
of U we apply 957! to (A.13). Similarly to what happened for the dp case, the only term

involving derivatives of degree higher than [ is
—2lm’ (u) R*9%01 .
We estimate it as follows :

|20’ (u) R*20 7 6|* < RO |0 0%0|" < |al 12|

and this is controlled by the energy density on H, of Offlafﬂ.
So we can control this term with the energy of a derivative of order [ of ¢, however
we notice that we need to introduce a control on derivatives in R in order to control

derivatives in w.

Mixed case Now we set ¥ = 9 0%¢. We apply 950! to (4.3) and the only terms
involving derivatives of order higher than k + [ are similar to the terms we found in the

previous two cases, namely
2kR(1 — 3mR)0L05 ¢ — 2im/ (u) R0, 0% 2.

They are estimated just as before :

|2kR(1 — 3mR)858§+1¢ — 2lm'(u)R3af[18}’?€+2¢|2 < RZ |al ak+l¢}2 1 RS }alflak+2¢‘2
(‘alak-i-lgb‘ + ‘al 18k+2¢‘ )

which is in turn controlled by the sum of the energy densities on H, of 9,0%¢ and

07105 ¢, Hence we have the following estimate :

/H Err(8l33¢)dudw|HsN\/_ Z En, (0R010) .

p+q<k+l

The theorem then follows from a Gronwall estimate. [
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APPENDIX B

PEELING IN THE PAST

B.1 Proof of Proposition 5.2.2

We obtain the equivalence terms by terms by using the basic estimates in Proposition 5.2:

1. we begin by the term in front of ¢? that is ¥w?. Since ¢ is a bounded positive

function, we have :

Yv? ~? . (B.1)

2. Concerning the term in front of |Vg2¢|? :

R*v?F R202F< s 1 ) 9 9 R%v?
2~
~ R*v* +2(1 —vR) + }%27’

~1.

3. The term in front of ¢%, referred as frp :

frr = R’F {RT;F + ;(1 —oR) + i <1 - %(1 — ;)) <2(1 —vR) + U2];2F)} ,

is equivalent to :

3 1 2R?
frr ~ R? [R%Q + 5(1 —vR) + » (2(1 Y 5 )}

_WR)F 2
~ R? (RZUQ - ;(1 —vR) + 201 — vR)7 + vht T)

v 2
R2 (RQUQ—UR+3+2(1_W)
2 v

12

Let f(z) = 22 —x + %, then f is strictly positive on R. Now let # = vR then
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€ [0,1+ [ with e > 0, and f(0) = 3/2, f(1) = 3/2. Thus :

3 3 R
SRS frr S SRP 25
2 2 v

Since we have R? = R?v/v ~ R/v this leads to :

frr ~ —
v

4. We finish our estimates by proving that the term R?*v?F¢r¢, does not change the
sign of the energy density and that it is controlled by v?¢? + R/v¢%. This is done

by bounding the absolute value of it as we do in the past:

R2W’F
va = - w

|va¢R¢v| = R2 2|¢R||¢U
(Ro)*2|vg,| ‘fdm

g2<v2w+ (%)AER.

I/\

Since the minimal value of frg is 3R/2v we want \ to be :

1

—<
2)2

N <2,

M\oo

so let A € [1/3,2] and this ensures that :

| fRoOROw| S (’02@% + fqﬁ?{) . O

B.2 Proof of Proposition 5.4.1

In order to bounded the error terms by the integrand of the energy flux through H,, we
begin by isolating in K,,, K,z and Krr the leading term. This gives :

AP

Kol = 0° 8R'
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| Kyr| = '(2U¢(¢ — 1) + 2R*»*m(v, R) — Rv* + 2Rv — 2)2% :
oY
< 2177
S Ru R
Sv,
|[Krr| = |—R™ ¢%—2R¢+2(R v—3R*)m(v,R) + 2(R*v — R )0R +92R
< R 2¢‘8m'+2Rw+2R
<R.

Note that we used the fact that m(v, R) and ¢ and their derivatives are bounded functions.

Then we insert this into the expression of this error term Err(¢) that we recalled here :

Err(¢) = (R)°F KKRR + 2 <R2 Ky + 2KvR> RZF) O%

w e
2
+ <KvR - w (fibfvav + 2KvR>) ¢R¢v
2
b K4 (2Kt G Ko Va6l = 2o, R0 R0, — (o, R)(1 ~ oR) Roor

Hence for v > vy, vg >>1and R — 0 :
1
[Brr()] < . [RéR + vlpupr| + 0207 + v|Vs20|” + 67
Now the only tricky term is the crossed term |¢pr¢,| and needs to be control like :

|PuOR| = U¢vi¢R

1 R
= /U(bvﬁ v ¢R

Voy—= \/7 Or

2¢2+77 2

\/_v

12
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Since 1/4/s is an integrable function on our domain, this will not be problematic when

we will use the Gronwall lemma after. Finally we have :

Err(g >\<Cff PS4+ [Ved +¢?| O

B.3 Proof of Lemma 5.4.1

Let vg > 0 and let f be a smooth compactly supported function, f € C§°(R), then :

@0 = [0 - w)(F@)]7 - [ 20f @) fw)dv.

vo

and the first term on the right hand side is zero because f has a compact support. Thus

/:(f())dv< [ f2+4v(f()))dv

/ 2dv<2/

Let f = ¢, then we give an equivalent to d¢/dv in order to prove the second part of the
lemma: 1 AR
a = ¢y + (bRa )

and on H,:

Thus :



B.4. Proof of Theorem 5.5.2

Finally, this leads to :

/ H*dv A dw? < / (vzqﬁz + Rqﬁ%) dvANdw < &y (). O
H, H v

s

B.4 Proof of Theorem 5.5.2

First observe that the estimates on V'§2¢ in the first part of the theorem are direct
consequences of the fundamental estimates and the spherical symmetry of the spacetime.
To prove second part of the theorem, we will focus on the new terms that appears when
we apply dr and 0, on the wave equation and in particular the new terms that appear in

the error term. Let ¥ be any smooth function on €2,,, then :

1 (R?F
VO (T, (1)) = KKRR +5 <1/}2va + szR> R2F> U2+ 0,0 (v*0, + 2(1 — vR)Wg)
R?F
+ (KUR - <¢2Kw + 2KUR>> VY, + K, V2
R?F
+ (2KvR+va2¢2) |V52¢|2:| .
where we recalled that :
o
Ky = v2p——, B.2
vt (B.2)
3,,2 2 877/)
Kor = 2u(¢p — 1) + (2R’v*m(v, R) — Rv* + 2Rv — 2)@ : (B.3)
Krr= — R%%%T — 2R + 2(R*v — 3R*)m(v, R) + 2(R"'v — R?’)g;f +2R. (B.4)

When we integrate V(@ (T b)Tab(\I/)) on €,,, we shall split the 4-volume measure as ds A

(vadVol*). From the fundamental estimates we had :

1
vadVolt|y, ~ ~dv A dw,
v
and this leads to the Error term associated to W :
1
Err(0) := V@ (TOT,,(0)) = .
() (T"Tu(®))
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From now, we take ¥ = 9! 9%¢. Knowing that :

’va| N v? )
‘KUR| /S v,

|Krr| S R,
We infer a first estimate :

f 1
|EI‘I‘(\I/)| 5 ;\Ij% + U2\I/12) + |VSQ\II|2 + \IIR\IIU + ||:]g| U\IIU + ;\PR .

The control of the term VzV, is similar as what we done for ¢,¢r in the proof of the

Proposition 5.4.1 :

1
|\I/U\I/R| = U\I/U*‘IIR
v
1 /R
= |v¥,— Y
! VsV Riv
§v2\113+i§\11§%.

Vs

The term W, /v is dealt in the same way, thus :

1 R
|Err(¥)] < 7 <v2\113 + ;\II% + |V U + |Dg|2) :

Then, knowing the energy of ¥ on H, :
2g2 , B2 2
En. (V) :/ VU2 4+ 02 4 Ve O ) do A dw?,
s v

and the fact that 1/4/s is an integrable function on €,,, the error term can be controlled

with the Gronwall’s lemma, provided we have sufficient control on|C;¥|2.

B.4.1 Control of the wave operator

The control of the wave operator for ¥ = 9! 9%, with ¢ a smooth solution of (6.3) with
compactly supported data on H; is slightly different in the past than in the future, because
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there is always "mixed terms". This comes from :

_ aﬂ 3877” 2

0,,05) = 20,0 + 2R* =05
om Foy F aw) ( &*m 28m>
2 A - 3 e
* {R (681) av " waor) T Caor " van ) o
and
o om
[Or, 0;] = 255 OR0y = <2R — 6mR — 28RR3> o

2 O o f . Om  6maoy 10% 1 [(9)?

Pm  20moy  2mo*p  2m <8¢>2
3 S — PR PR—
+ K (28R2 VoROR  w ore w2 \ar) )| 9%

The method is the following :

1. We begin by compute ¢, and O;¢,, knowing that Oz = —2m(v, R)R¢ :

om Foy F 0% > < Pm 2 8m)}
N — 2 —_ — 3 -
D {R <6 o0 wrov Twavar) T Pawor ~ v )l 970
+2%%9 006+ 2R 06 — 2P R — om(v, R)Ré ,
ov ov ov

and

B 2 O S f . 0m  6mopy  10% 1 [0\

2
g <202m S 20mou_Imi 20 )] on

OR®  ¢YOROR 1« OR? = 42 \OR
+2% a¢—(2R—6 R—28mR3>6¢ oM s (v, R)6 — 2m(v, R)Ro
OR ROy m OR RPR OR m\v, m\v, R -

2. For ¥ = 9\ 0%¢, the terms of type Om0n¢ with m < I,n < k that appears in (;¥
are controlled, when squared, using the L? norms of 9™9%¢, hence are controlled by

the energy of 9]"0%¢ on H, This is a direct consequence of the lemma 4.3.1:
[ 1ohoran a5 [ (ot ohol + Toloh ol ) do A de? 5 €, (0L0ke).
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Then :
[ 1010k0ld A du® S En (00F)
Hs

3. The control of ¥ = 9%¢ is done by applying successive derivatives with respect to

R in 0;05¢. The only terms with degree equal or above to k + 1 in ;0¥ are :

9,0 — (23 — 6mR — 267"33) ARV |

o,
2—
OR

Or

and, once squared, this is controlled in the error term by :
2 , R 2
(Y |8U8R\IJ| + ;\8383\11\ .

So the error term of 9%™¢ is bounded as :

k
/ |Err(9gk + 16)|dv A dw? <3 & (9i0)
Hs i=0

4. Now we consider ¥ = 9! ¢ and we deal with the control of 9,¥ by commuting 9,

into Uy W. The only terms of degree higher or equal to [ 41 are :

2 2
{RQ <6am—F8w+F 0 )+R3 (2 o'm 287")] op0 + 2229, 0,0

v Y2ov ¢ OvOR OWOR 1 Ov v
+ 2R3%T58R8R\If —2m(v, R)RO, Y ,

This is bounded in the error term by :
e (R 2 .2 2 R 2 .2 2
C " ]83\14 +v ]81,83\11\ + ’U \GRGR\IJ\ + v |8v\If| .
Thus :

|, IE(@6)lav A du? S €y, (06) + En, (9010)

5. Before to conclude the proof, we need to focus on the mixed case, where we both
apply derivatives with respect to R and v. This follows from the 2 previous points.
Let ¥ = 0! 0r¢. Let us firstly control (;0p¥. Once again, the only terms of higher
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degree than k + 1+ 1 are :

o
97"
OR

om
0,0pW — <23 — 6mR — 8RR3> oA

and they are controlled in the error term in the following way :
te (2 » , R 2
C <U \81)03\14 + *|aRaR\I/| ) s
v
This ensures that :
2 2 R 2
]Err(@R\If)| (S v \8v83\11| + *|8R8R‘If|
v

Thus :
/H Err(0aV)] < Ex. (OrV) .

Let us now consider the action of d, on V. the only terms with degree bigger than
k+141in 0,0,V are :

2 2
[R2<68m—Faw+F 8¢)+R3(2am QamﬂaR\I:

ov  Y2ov | 1 OvOR OvOR ¢ ov
(971/1 3877” k+2q90-1 ,
+ 250,000 + 2R°— 0520, ¢ — 2m(v, R)RO, Y,

and this is bounded, when squared in the error term by :
R R
—|0rY|* + v*|0,0rY|* + —|0rORY|* + |0, V|?,
v v

and it implies that the error term of 0,V is controlled by the energy of 0,V¥, Ort)
and all the derivative of the field with degree lower than k + [. This is sum up in

the following expression :

A Err(9,9)| dv A dw? < Ep. (9,1) + Ep. (ORD).

6. Finally we prove the theorem by applying the Gronwall lemma. O
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APPENDIX C

CONFORMAL SCATTERING

C.1 Decay in the Schwarzschild spacetime

The goal of this appendix is to recall results of M. Dafermos and I. Rodnianski in [16] and
JP. Nicolas in [64] that ensure that the energy of the rescaled field ¢ is going to zero near
i* in the conformally compactified Schwarzschild spacetime. This is essential in order to
obtain a conservation law as done in the Proposition 6.3.1. In [16], in Theorem 4.1, the
authors give a decay estimate for the physical field. JP. Nicolas in [64], Proposition 3.,

gives a conformal version of the estimate of Dafermos and Rodnianski.
Theorem C.1.1 (Dafermos-Rodnianski). On (M, g), let :

1. S, be a family spacelike surfaces that cross both the future horizon '+ and future
null infinity S,

2. 0; be the unit timelike observer, normal to Sr.

3. U be the physical field solution to (6.2) such that ¥ € H}(M), ¥ € H3(M), and
suppose that
lim ¥ =0.

r—ig

4. Ty be the stress-energy tensor associated to the wave equation.

887'187‘(\1/) - A *Taba£7

is the energy of the physical field ¥ through S, seen by an observer 0.

There ezist K > 0 such that Es, s, (V) decays as follow :

C
o, .5, (V) < =
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It is not obvious that this theorem gives us the correct information concerning the

+

decay of the rescaled field ¢ near i* on the compactified spacetime. This is due to the fact

that the stress-energy tensor for the wave equation is not conformally invariant. In [64],
the author sets S, and 0; in order that it fits with his geometrical framework. Hence he

formulates the following proposition :
Proposition C.1.1 (Nicolas). On (M, ), let :

1. S, be a spacelike surface such that :
S = {(t,?“*,w) ERXRXS2t=1+ /1+7"3} .

2. n is a timelike vector field that approaches Oy for r large enough.

3. Ty, be the stress-energy tensor for the rescaled field ¢ = Q71U solution of (6.3) with
initial data (¢li—o, 0Pli=0) € C5°(S0) X C§°(0), where Q= 1/r.

4. Eo,..s.(¢) be the energy flux, associated with the timelike observer O, , of the rescaled

solution ¢ across S;.

There ezists K > 0 such that Es, s.(¢) decays as follow :

Eo,.5,(9) < K

T

Using these two results, we define two hypersurfaces S:1, ;11 which corresponds to
both the definition of Theorem C.1.1 and Proposition C.1.1. We need indeed to treat
separately the two Schwarzschild regions I and II with respectively two different masses
m_ and m, . so we consider independently the case of the past timelike infinity in region I

and the case of the future timelike infinity in region II. We state the following proposition

Proposition C.1.2. Let ¢ be a solution of (6.3), let Sy1, Sy such that :

S1= {(t,r*,w) GRXRXS&;t:—T—w/l—FTE} N{t—r., <u_},
S = {(t,r*,w) ERXxRx S2t=7+ \/1—|—TE} N{t—r,>u.},

and consider Ey_s1(p) (resp. 11) the energy flur associated with the timelike observer O,
, of the rescaled solution ¢ across St (resp. 11), then there exists K1, Ky > 0 such that
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theses flures decay as :

Hence, when T — oo, the energy near the two timelike infinities is going to zero.

AT
i
T
St
The proof is straightforward using thi Proposition C.1.1. O

C.2 Error terms in the Vaidya spacetime

C.2.1 Definition of the spin coefficients

In this article we work with a Newman-Penrose tetrad (i , 7,7, 1) that satisfies :

"Ny = —"m, = 1.
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Because of this normalisation there are only 12 independent spin coefficients to compute

k =m®Dl, , € :; (n*Dl, + m*Dm,) , ™ =—m*Dn,.
p=m*l,, o :; (n*'ly + m®d'my,) , A =—m*n,.
o =m%l,, I6] :; (n%l, + m®om,) , w=—m*mn, .
T =m*Al,, ¥ :; (n*Al, + m*Am,) , v=—m"An,.

The other spin coefficients are o/, 3’,+" and €’ and they are related to the previous coeffi-

cients with :
/

« :_5;5/:_0477/:_575 = —7.

C.2.2 Proof in the Vaidya spacetime

Here are the details to obtain (6.33). We recall that we use the following tetrad :

2
A F
wﬁm+R28g (C.1)
At = — 0%, (C.2)
w1<m+ieﬂ ”1<W—iﬂ (C.3)
m_\/§ o7 sing ¥ ’m_\/§ O sing ¥/’ ’

The only non-zero spin coefficients are :

1 3 5 V2
6—§R—§R m(u),a——ﬁ——fcotﬁ.

The Killing form of T = 0, reads :
(aqb) __ v(ajb) (a ZFAb)
Vo) =Vl + v an : (C4)
We decompose the connection along null directions of the tetrad :
Ve = ["A 4+ 2D — m® —ms. (C.5)
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The spin coefficient-equations for [ and 7 are given by (see section 4.5 in [74]) :

DI* =(e + &)l — " — km® Dt =y +7)A" — 7'm® — 7'm® .
51 =(B + a)l* — pi® — om® on® =(o/ + B)A — p'm® — a'me.
51Za :(a + B)ia —Fe — pﬁ”b : 5'He :(6/ + @/)ﬁa —am® — ﬁ/ﬁla.
A" =(y + ) — 7m® — AR =(& + EVA* — k' — R'm®.
The only non-zero prime coefficients are o/ = —f, 5 = —«a and v = —e. Furthermore,

these coefficients are real. Thus the spin-coefficient equations with non-zero right hand

side are :
DI* =2¢* (C.6)
Dp® = — 2en®. (C.7)
Equation (C.4) becomes :
(a qb) ~ (ajb) 2 ~(anb) (a P’F ~b)
V4o, =2en' Y — Q*Fen'\*n” +V 5 ) (C.8)

with Q = R and:

VOF =a"DF + ["AF = — (2m/(u)R — m(u) R*F) 2 + 2m(u)l®
2

- F
VeQ =n*DQ 4+ ["AQ = R2 n —1".

Finally we get :
V@ = —m/(u) R’ | (C.9)

189



Part IV, Chapter C — Conformal scattering

190



APPENDIX D

USEFUL RESULTS

D.1 Conformal transformations

D.1.1 Connection

In this appendix, we present the usual conformal transformations of geometrical and phys-
ical quantities (such as the connection, scalar curvature, etc.) to obtain the expressions
of rescaled quantities (denoted with a hat) in terms of physical quantities. We summarize
the computations made in [94]. Let (M, §) be an n-dimensional spacetime, and let €2 be
a smooth strictly positive function such that § = Q2g. Firstly, we provide the relation be-
tween the physical connection V associated with the physical metric g and the conformal
connection V associated with g. Considering wy, as a 1-form, the transformation law for
two different connections acting on wy is:

Vowy = Vawp — Cowe , (D.1)

a

where C¢, is a tensor of rank (1,2), as fully characterized by the following theorem:

Theorem D.1.1. Let g, be a metric. Then, there exists a unique derivative operator V,

that ensures V,gp. = 0.

Proof : Let V be any derivative operator. Then, for any 1-form wy:

Vawp = Vo — Copwe . (D.2)

a

And for any vector field #° :
Vat’ = Vat* + Chte. (D.3)

These two equations are generalized for any tensor of type (k,!) in the following manner:

c1.. c1...C c1..cq acj*ci..d.cy

vaTbl..bk — @aTblubk + Z Obi Tbl-~d--bk . Z Cd Tbl..bk
( J
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Hence, by taking g¢,;, we obtain:

vagbc = @agbc - Cdbgdc - Cdcgbd 5 (D4>

a a,

And it has to be zero under the assumption of the theorem. By index permutation, we

have:
Ocab + Obac = @agbc 5 (D5)
cha + Cabc = @bgac s (D6)
Obca + C’acb = @cgab . (D7>
Thus: .
= 596[1 (@agbd + Vo Gad — 6dgab) - (D.8)
This choice of C¢, is suitable with V, g, = 0 and ensures uniqueness. ]

Coming back to the conformal transformation (inverting V and V),

9 [Vadba + Vodar — Vadas) - (D.9)

c __
ab —

DO | —

By using § = 2%¢, one obtains, according to Theorem D.1.1 :
Ve = Va (Q%ghe) = 2Qg V2. (D.10)

(D.9) turns into :
CS = Qg (g0aVa + 9udVeQ — g Va2)

Or in other terms :
Coy = 65VyInQ + 5V, In Q — gug“Valn Q = 26{aV) In Q — gupg“VyIn Q2

With 6° being the Kronecker symbol, the transformation law of the connection is finally:

A

Vaws = Vawy — We 09 (95aVa2 + 9aa Vs — g Vi) (D.11)
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D.1.2 Curvature tensor

The conformal Riemann tensor ﬁ’abcd is associated with the conformal connection V and
acts on any 1-form w as follows:
Ifid

abc

Wq = @a@bwc - @b@awc.
Knowing the transformation law of the connection (D.1) :

VoViwe = Vo Viwe — C4V gwe — CL Viwy + waVeCL + CLV ywy

a C

e vd e vd
- CabCecwd - Cacobewd .

Then, under antisymmetrization and considering that C', = Cf,,, we obtain:

ba>

@a@bwc - @bﬁawc = vawac - vaawc - QV[ade}de + 2 g[aoﬁewd ?
R%, wyq = R%, wq — Qv[ao;j]cwd +20¢ Oﬁewd-

abc cla

Thus,

Dd
Rabc abc

— 2(VieIn Q) gyjeg? V§ In Q — 2640397 (Ve In )V In Q.

= Ripe + 260,V Ve In Q — 29% gV Ve In Q + 2(V In Q)65 V. In Q

Contracting over b and d indices, we obtain the transformation law for the Ricci tensor

in an n-dimensional spacetime:

Rap = Rap — (n —2)VoVInQ — gug*ViVeIn Q + (n — 2)(V,In Q)V, In Q
— (n=2)gag™(Valn Q)V,.In Q.

Finally, taking the trace of Ry, we have the transformation law for the rescaled scalar
curvature:

Scalg = g“bl%ab = Ra

a ?

and Scal, = G Ry, = R;

Scal; = Q7% [Scal, — 2(n — 1)¢*V,V,InQ — (n — 2)(n — 1)¢** (V. n Q)V,In Q] .
(D.12)
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The trace-free part of the Riemann tensor, also known as the Weyl tensor, is conformally

invariant and satisfies:

CA(abcd = C1abcd . (D13)

D.2 Geodesics and geometrical properties

D.2.1 The Petrov classification

Petrov in 1954 proposed to classify the Weyl tensor Cgy.q into Petrov type. The Weyl

tensor, also known as the conformally invariant curvature tensor, is defined by:

1

1
C1abcd = Rabcd - 5 (Racgbd - Radgbc + Rbdgac - Rbcgad) + 6 (gacgbd - gadgbc) R (D14)

In general, there exist four distinct null vectors denoted by k® satisfying the relation:
Kk ki Cappeaksy = 0 (D.15)

These four vectors are called principal null directions (PND). Algebraically special space-
times are those for which there exist fewer than four principal null directions. The Petrov

classification of these spacetimes can be done in terms of the multiplicity of the PND:

I +— four distinct PND
11 <— one pair of two PND coincides,
D <— two pairs of two PND coincide,
111 +— 3 PND coincide,
IV/N < all four PND coincide .

There also exists a type O, which is conformally flat, i.e., the Weyl tensor is zero. Another
way to understand the Petrov classification is to use the Weyl spinor ¥ ,pcp and the
quantities Vo, Wy, Wy, U3, Uy that are:

\IJO = \DOOOO ) \Ijl = \Ij0001 ) \112 = \Ij0011 ) \IJS = \Ij0111 ) \114 = \Ijllll .
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Let (I,n,m,m) be a Newman-Penrose tetrad, we have :

a, bijc. d
‘Ifo :Cabcdl m’l°m R
\Ijg :C’abcdl“mbmcnd

\114 :C’abcdm“nbmcnd .

To summarize, we have the following table inspired by [94]:

\Ijl :Cabcdlamblcnd )

y \113 :Cabcdl“nbmcnd

Y

Type Description Condition satisfied | Conditions on Weyl
by (repeated) PND spinor
I four distinct PND k;bk‘ck[eC’a]bc[dkﬂ =0 Uy =0
II one pair of two PND coincides kbkCC’abc[dke} =0 Vo=V, =0
D two pairs of two PND coincide k:bkCC’abC[dkie} =0, Yg=v; =0,
lblCC’abc[dle} =0 Uy =V, =0
I11 three PND coincide ECapedrake = 0 VUyg=U; =Py =0
N all four PND coincide k¢Capea = 0 Ug=U;, =0, =U3=0

Where [* and k® are two null vectors that are not proportional.

There exist complex scalar polynomial invariants for a vacuum spacetime. Two of

them, I and J, are defined (see Chapter 8 in [71]):

. yCD\yAB . yCD\yEF yAB
I=VapVep, J:=VapVepVer.

In terms of the Weyl spinor components, this becomes:

I =UaU, — 40, W3 + 3032,

Vo U Wy
J:6 \I’l \112 \113
Wy Uy Wy

(D.16)

The condition that the metric is algebraically special, i.e. that at least two principal null

directions coincide is (see [76]) :

I3 =27J%.

(D.17)

Moreover, if a metric is algebraically special, it follows that ¥y = 0. This turns I and J
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into:

I =305 — 40Uy, J=U;(20,03 — U, 0,) — 303,

(D.17) entails that :
T [27(W30] — 40 U304 205 Wy) + 640, W5 — 3605035 = 0. (D.18)

The metric is algebraically special and admits at least two PND that coincide, shall satisfy

(D.18). There are two situations:

1. If U3 = 0, then there exists a null vector field 0/0r, (where r is the radial distance

along a congruence of null geodesics) that is a (repeated) principal null direction.

2. If Uy # 0, there exists another double PND, that is not 0, (which remains a non-
degenerate PND).

Concerning the Petrov type D, the Weyl spinor components have to satisfy the two fol-

lowing conditions:

T, =0, (D.19)
W0y =402 . (D.20)

D.2.2 Geometrical optics

Let us begin by defining a null geodesic congruence (also called a ray) in the following

way:

Definition D.2.1. Let k* be a null vector field on a spacetime (M, g), i.e., k®k, =0, and
let v be the integral curves of k® that define a congruence €. This congruence is called
geodetic (in other words, each of its members is a geodesic curve) if, for u a suitable

parameter chosen for each curve of €, we have:
kN k" oc k.

If u is such that:
k*V.k" =0,

then it is called an affine parameter of the congruence.
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There exists a direct link between this definition and the spin coefficients x and e:

Proposition D.2.1. Let € be a null congruence with k* as the tangent vector to each
curve parametrized by u. We consider (k,l,m,m) as a Newman-Penrose tetrad. Let k and

e be two spin coefficients associated with this tetrad. Then:
1. € is geodetic if and only if Kk =0,
2. € is geodetic, and u is an affine parameter if and only if Kk =0 and € +& = 0.

Proof : First of all, it is convenient to express the derivatives of the Newman-Penrose

tetrad (k,l,m,m) as:

Vika = — (v + 3)kaky — (¢ + &)kaly + (a0 + Bkamy + (& + B)karmy + Tmaky + Emgly
— omgmy — pmeMmy + Tmeky + kmgly — pmemy — omgmy, ,
Vila = (7 + lakp + (e + )laly — (o + B)lamy, — (@ + B)lamy — vmaky — mmgly, + Amamy,
+ My, — Uk, — TMely + @Mamy + Ay,
Vima = — (7 — ¥)maky — (€ — E)maly + (a — BYmamy + (8 — &)maimy — vkaky — Thaly
+ fikamy + Negimy + Tloky 4+ klly — plamy — olymy, .
The congruence % is geodetic if and only if the tangent vector k% is propagated in parallel:
K"V pk® o k©
From the expression of Vk,, we infer:
KPVyk® = (e + 8)k* — km® — km*, (D.21)
Then € is geodetic if and only if k = 0. The parameter u is said to be affine if and only
if:
E'Vpk® =0
For any k%, using (D.21), this is equivalent to stating:

k=0,e4+46=0. O (D.22)
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D.2.3 Shear, Twist and convergence

From the study of x and ¢, we learn about the geodetic properties of a congruence. The
study of p and o gives us more information about the geometry of %. For a geodetic
congruence, we may define ( as the displacement between two geodesics in a spacelike
plane spanned by m and m, the two spacelike vectors of the tetrad that are orthogonal to
k%, the tangent vector to each geodesic. Then, if the tetrad is parallelly propagated along

the congruence (in other words, if u is an affine parameter), we have:

D¢ -
ds —p¢ —o¢,
where % = k*V{(, is the directional derivative of the tetrad along the congruence. Fol-

lowing [71], we put: p = 0 +iw and o = |o|e*¥ in order to interpret p and o. Then:

DC . or — it — 1o1e2v¢
P 0¢ — iwC — |ole*™( . (D.23)

1. Let w = |o| = 0, then (D.23) becomes:

D¢
. —T
ds ¢
where § = —Re(p) is interpreted as the convergence of the congruence, i.e., the rate
of contraction between the rays.
2. Let 0 = |o| =0, and (D.23) turns into:
D¢ :
FER

hence w measures the rotation or the twist of the congruence.
3. Finally, setting § = w = 0, (D.23) reads:

De_

— = —Jo]e™"C.

This indicates a contraction when arg(¢) = 1, ¥+ but an expansion when arg(¢) =

Y £+ m/2, in other words, |o| measures the shear of the congruence €.

These quantities, particularly concerning the shear, will play an important role in two

following results. On the one hand, there exists a useful theorem, by Goldberg and Sachs
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in [28], that establishes an equivalence between the Petrov classification of the vacuum
metric and the existence of a shear-free null geodetic congruence. On the other hand, the
shear is related to the curvature of the spacetime and, therefore, to the Bondi mass of the
spacetime, which we will investigate in detail further in section D.4.1.

Concerning the twist, there is an important proposition in [71] that establishes an
equivalence between the spin coefficients associated with a null vector and the capacity

for this null vector to generate a null hypersurface, i.e., to be null-hypersurface forming.

Proposition D.2.2. 1. A null congruence is hypersurface-orthogonal if and only if it

1s geodetic and twist-free, i.e., if and only if:
k=0,p=p.

2. A null congruence is hypersurface-orthogonal if and only if it is null hypersurface

forming.

D.2.4 Goldberg Sachs’ theorem

In 1962, Goldberg and Sachs presented in [28] a theorem that establishes an equivalence
between the Petrov classification of the vacuum metric and the geometrical properties of
null congruences. In particular, the Goldberg-Sachs theorem is related to the notion of

shear-free geodesic null congruences, sometimes called shear-free ray congruence, denoted
by SFR and defined as:

Definition D.2.2. Shear-free geodesic null congruence : Let € be a null congruence,
where curves are integral lines of k*, a null vector field, and let (k1% m® m®) be a
null Newman-Penrose tetrad associated. The congruence € is said to be a shear-free null
geodesic congruence if:

k=0=0,

where k and o are the spin coefficients associated with the tetrad.

In the original paper, the theorem was divided into two parts that we combine to give

the following theorem:

Theorem D.2.1. Goldberg-Sachs theorem
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A wvacuum metric, i.e., Ry = 0, is algebraically special if and only if it contains a shear-

free null geodesic congruence:
Vo=V, =00c=k=0,

with Wy and ¥y being two components of the Weyl tensor, defined in subsection D.2.1.

Furthermore, the tangent vector to the congruence, denoted as k®, satisfies:
k’[aob]ijclik?j — 0 .

Remark D.2.1. Goldberg-Sachs theorem and its generalizations

The original Goldberg-Sachs theorem took place in the vacuum solutions. A generalization
of the Goldberg-Sachs theorem was done by Kundt and Thompson in 1962 in [45] and by
Robinson and Schild in 1963 in [81]. A vectorial version of this theorem can be found in
Chapter 7 of [87]. For a spinorial formulation of the generalized Goldberg-Sachs theorem,
see Chapter 7.3 in [71]. These formulations generalize the theorem to the situation in
which T, in the Einstein equations is the energy-momentum tensor of an electromagnetic
field. However, there is no generalization that establishes a relation between the geometrical
properties of the null congruence and the Petrov type of the spacetime in the pure radiative

solutions.

D.3 Asymptotic flatness and Bondi mass

D.3.1 Asymptotic flatness

We introduce the Bondi-Sachs coordinates: (u,r,z). u is a retarded time coordinate
(also called the Bondi time) such that the level hypersurfaces of u are null, and r is the
luminosity distance that varies along the null rays. It is chosen to be an areal coordinate
such that:

detgy, = ridetqag , (D.24)

where detgsp is the determinant of the unit sphere metric g4 associated with the angular

coordinates . For instance, in the usual spherical coordinates (6, ©):

detgap = sin?6.
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In these coordinates, the metric reads:
V
Gabp = — e?8 du?® + 2?8 dudr — r?hap (dxA — UAdu) (de — UBdu) , (D.25)
r

where

2

672’}/ + 6725
df? + 2sin @ sinh (y — §)dfdy + sin? Qfdgoz .

hapdr?da? =
The functions V, U4, 3,7, § are taken to be any six functions of the coordinates (u,r, 6, ).

The asymptotic flatness is defined in terms of the boundary conditions (see section
3.a. in [85]):

1. For some choice of u, one can go to the limit »r — oo along each ray.

2. For some choice of 8 and ¢, and the above choice of u, we have:

lim 8= lim U4 = lim v = lim 6 =0, lim — =1,
r—00 r—00 r—00 r—00 r—00

3. Over the coordinate ranges u € [ug,u1],r € [rg,00[,0 € [0,7] and ¢ € [0,2n], all

metric components can be expanded in powers of 7! with at most a finite pole at

r = 00. Such power series can be freely added, multiplied, differentiated, etc.

In other words, the boundary conditions that we introduce above are sufficient to en-
sure that the spacetime is asymptotically flat, and its metric (D.25) tends to the Minkowski
metric:

n = du® + 2dudr — r*dw?.

An alternative definition of asymptotic flatness is given by Penrose in [72] and [70]
(see Chapter 9.9 in [71] for a comprehensive survey). This definition, more geometric
than the Bondi-Sachs definition, relies on asymptotic simplicity since asymptotically flat

spacetimes are a subclass of asymptotically simple spacetimes.

Definition D.3.1. Asymptotic Simplicity:

A spacetime (M, g) is said to be k-asymptotically simple if there exists a C**' smooth
manifold M, with a metric g with a boundary % = OM, and a conformal factor ) such
that:

1. M is the interior of M,
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2. §=0% in M,

3. Q and § are C* smooth throughout M,

4. Q>0in M and Q|, =0,VQ|, #0,

5. every null geodesic in M acquires a past and future end-point on & .

Remark D.3.1. The last condition entails that the whole null infinity is described by
. This condition seems to be too strong in order to describe physical solutions, as, for
instance, the Schwarzschild solution. As explained in [71], in the Schwarzschild spacetime,
there is the photon sphere, i.e., circular closed orbits, at r = 3m; hence, there exist null
geodesics that do not acquire an endpoint on & . In order to take account of these situa-
tions, Penrose formulated, in 1968, in [68], a weaker definition of asymptotic simplicity.
A spacetime is called weakly asymptotically simple if its asymptotic region is diffeomorphic
to an asymptotically simple spacetime.

A natural question arises then: what is the physical meaning of the weakly asymptotic

simplicity conditions?
In [36], the asymptotic flatness is depicted by the following property :

Proposition D.3.1. The Weyl tensor Cyeq vanishes at the boundary % and the rate of

approach to zero is given by the peeling theorem.

D.4 Bondi functions

D.4.1 Bondi mass

The notion of mass in general relativity is not as easy and intuitive as it is in classical
mechanics. This comes from that in general, there is no global conservation law for the
stress energy tensor Ty, i.e. for the energy of the gravitational field, in the Einstein
equation. in other words, it does not exists a meaningful definition for the gravitational
energy density in general relativity (see section 11.2 in [94] for a physical interpretation
of this statement). It is still possible to define a notion of mass of a spacetime in the
framework of asymptotically flat spacetime. This is done by Komar in [44] in the context of

stationary asymptotically flat spacetime. With these assumptions, there exists a timelike
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Killing field £* and the mass reads as :

1
M = 8 Eabcdv 5

with €ueq the volume element and S a two-sphere which encloses all the sources. This
definition does not hold in general case of non-stationary asymptotically flat spacetime.
In this framework we consider two other definition of the mass : the ADM mass and the
Bondi mass. These two definitions take place at the boundary of the rescaled spacetime
(M, §). The ADM mass corresponds to the mass seen at the spatial infinity ig while the
Bondi mass is the mass defined along the null infinity. When the mass is constant over
time, ADM and Bondi masses are equals but this is not still the case when the mass
varies, e.g. in the Vaidya spacetime. In this situation the ADM mass is the limit of the

Bondi mass when v — —oo.

Let (u,7,0,¢) be a coordinate basis that entails the metric to fulfill the Bondi-Sachs
asymptotic conditions. Because of the peeling theorem, the Weyl spinor components ¥,

in these coordinates are

Yo =¢87’ O(r~ 6)7
b =r Tt + O(r),
(o :¢8T O(r~ 4)7
Uy =5r 2+ O(r7%),
Py =Pert + O(r7?).

Let [ = 0,, be a null vector field and let o be the shear of the outgoing null hypersurface
generated by [. Then o behaves as :

o=0r 2+ 0.

From [7], [36] and [63] we can state the following definition :

Definition D.4.1. Bondi Mass : The Bondi mass of an asymptotically flat vacuum space-

time, in Bondi coordinates (u,r,0, @) is given by :
M= ) — %5
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An alternative way is to define the Bondi mass aspect as follows :

M(0.0,0) = — = lim [V(u,0,) — 1] |

9 r—o0

with gu, = V e* /v for a metric in Bondi coordinates. The Bondi mass, denoted by Mp

is then defined by :
1
Mp(u) = E/S,///B(u,@,go)dS,

where dS' is the volume element on the unit sphere.

D.4.2 Bondi News function

Let g4p be the metric on the euclidean 2-spheres and let h4p be the metric on the sphere
in the metric (D.25). Then, since the asymptotic conditions ensure that hap converges

toward g4p when r — 0o, we introduce csp such that :
CAB 1
hABZQAB‘f'T‘FO(TQ) .

Definition D.4.2. News tensor The News tensor, denoted by Ny, is defined as :

B }aCAB
2 du

Nab

Let ¢? be a complex dyad satisfying on the unit sphere such that the inverse metric on the
Y ying

euclidean sphere, ¢*B is :
P = (quB+quB) .

The News function is then defined, relative to the choice of a polarization dyad :
N =q""Nas.

Proposition D.4.1. News function and shear Let (u,r, 0, ) be a coordinate frame and

let o be the shear of the outgoing null hypersurfaces, i.e. the level hypersurfaces of u :

a0 1
"Zrzw(r:a)-
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Then, the Bondi News function, denoted by N is :

_ d0°

N—%.

(D.26)

The News tensor determines the flux of gravitational radiation emitted by a bounded
source. If there is no News (N = 0), the system is at equilibrium, and the Bondi mass does
not vary with time. In other words, if a bounded source emits gravitational waves, then

its Bondi mass is decreasing due to this emission, and this gives the mass-loss formula:
d 1
—Mp = § INPde?.
du” 7 ar Js IV

For more details on the Bondi-Sachs formalism, see [51].

D.4.3 Bondi mass of Robinson-Trautman solutions

The Robinson-Trautman metric expressed in the usual (u,r, 6, ¢) coordinates is given by:

0 2m(u) ) 272
g= (K — 27“% Inu— . > du® + 2dudr — Edw, (D.27)

is not expressed in a Bondi frame since 2rd, In P diverges at r — oo, and the metric does
not tend to the Minkowski solution when » — oco. Then, the natural question that arises
is: does there exist a coordinate transformation that can be expressed in closed form to
obtain the Bondi-Sachs coordinate frame? Newman and Unti answered in [63] and proved
that no such transformation exists, and that the coordinate transformations are given by
an infinite series in powers of r~!. These transformations are given in [29], [13], and [3].

Let (U, R, X, X ) be the Bondi-Sachs coordinates defined by :

U=Uy+Ur ™ +Uypr 4+ 00r?),
R=Ror+ Ry + Ryr ' + O(r7?),

© =0y + 017+ 02+ O(r ?),
D=0y + P17t + Dyr 2+ O(r?),
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where, all the coefficients are functions of u, 6 and ¢. The inverse metric in (U, R, O, ®)

shall behave as:

g7 =0,¢""=1+0(R™"), "% =¢"" = O(R™?),
J = 1+ O(R) 4" = " = O(TY,

_ 1
ge<1> _ O(R 2) ,969949@ o g@¢g¢® o

= Frsmze T O

The metric components transformation law is given by:

ap  OXAOX

=S, (D.32)

where the capital letters refer to the metric in Bondi-Sachs coordinates ((U, R, ©, ®)) and

the lowercase letters refer to the metric in coordinates (u,r, 0, ¢). It follows that :

Uo= [ Pdu+h(0.).

B aUO>1_ 1
RO_((?u - P’
Oy =0
Py =g

where [ Pdu is the primitive of P = Psin? 0 with respect to u.

Plrovy,\> 1 (0Uy)\°

e (2
2 o0 sin 6 \ Oy
1

R1:§AS2U0,

- 0U,

p=0

00

P oo

sin?0 Op

Y

@1:—

(I)lz

with :
Ag2 = a—2+c0t9g+ii2
5 062 90 " sin?09p?
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Finally :

U, — E (8[]0)2 82U0 _ cot 0 8U0 <8U0>2 4 2 8U0 8U0 (92U0 1 1 (8[]0)2 82U0
T2 00 002 sin?0 90 \ Oy sin? 90 Op 000¢p  sin*O \ dp / Op? |’

62:]528U082U0 p? lcot 9<aU0>2 U, a%]

00 062  2sin’6 Do) Bp 000y
p? (8(]0 92U, U, U, 1 aU, 82U0)
cot @ .

snZ0 \ 90 9000 °""90 9y  sin?0 0p 092

@2:

P (3‘%)2 4 (82U0)2 1 (02UO>2
Ry=— — +— + -
8 00? sin® 6 \000¢ sin®*f \ Oy

2 275 2 7 -
—i—i(a) [;ﬁ’cotQQ— 1 aP—f—aP—cotQaP]

o

sin?f dp? 062 00
1 [~62U082U0_(8U0>2615 ] 1 (6(]0)2 [2]5_0215 1 0°P

— cot

4sin?6 |© 002 Oy? Do /) 00  4sin?6 \ dp 962 sin% 0 92
cot 0 (an> p Pl 0Py 0PIV, 2P 90Uy
2sin? 0 \ dp 000p " Op 00 00 Op  sin?f Op3
P U, { ?U, 93U, 1 ( PP, 82U0>}
) 2 —
100 19 T2 T e Zagae 200,
10U |~ 0°Uy  _0Uy 9*P 5 = 0Uy
- p ) 29p 70|
2sin?0 Dy [ D006 206 960 " "o,

For more details, see [13] and [3].

Then, it is possible to define the Bondi mass, by expanding the ¢®# term in power of 1/R

as done in [3]. The Bondi mass aspect is given by:

) O [0 3 1 0] 10U (06 s
Ap(:0,90) =55~ 5 (99 T2t Grga,s] Tanta ap Loy 00

L 105 [(8U0)2_ 1 (8UO>2] L1 (8U0> (8U0> <ac2>
2P Ou 00 sin?6 \ Oy Psin® \ dp 00 ou
1 (32[]0 1 02[]0) c 0%U,

T2\ 002  sin?6 092/ sinf 9pdh’
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where 0,¢; and 0,¢s, are given by:

D.5 Spin coefficient equation

Counsider the Newman-Penrose tetrad :

=0y,
n® =0% 4+ U 0%+ X40% ,
m® =wd + &40,
m® =0 + 400 .

We define directional derivatives associated with this tetrad:

B, o 0 .0 B,

(2) N B D
de =Pé = 1 <8P—cot68P).

+ ¢k

9
ok’

(D.33)

(D.34)

Field equations may be divided into three categories: the radial equations (derivatives

with respect to D), non-radial equations, and u derivatives (which includes taking into

account Bianchi identities).
D.5.1 Radial equations

D¢ =p&' 4 o€,

Dw =pw + ow — (a + f),

DX'=(a+ )& + (a+ P)E',
(o +

DU =(a + B)w +
Dp =p*+ 05,
Do =2po + Y,

Dt =tp+70+ V¥,
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Do =ap + o, (D.35h)

DB =Bp+ac + U, (D.351)

Dy =ra+78+ V,, (D.35j)

DX =Xp+ po, (D.35k)

Dp=pp + Ao+ ¥y, (D.351)

Dv =7\ + 7T+ VY3, (D.35m)

DV, — 60y =4p¥; — 4a¥,, (D.35n)

DUy — 60, =3pUy — 200, — A\, (D.350)

DUy — Uy =2pU5 — 20T, | (D.35p)

DUy — W3 =pWy + 2003 — 3\, . (D.35q)

D.5.2 Non radial equations

0X' = AL =(n+7 =) + A, (D.36a)

56 =3¢ =(B—a)¢ + (a— B)E, (D.36b)

60 — dw =(B — a)w + (& — B)w + (u — 1), (D.36¢)

U — Aw =(u+7 — 7w + Ao — 17, (D.36d)

AN — v =2av + (7 — 3y — pu — i)\ — Uy, (D.36e)

Sp—6p=(B+a)p+(B—3a)s— Ty, (D.36f)

Sa— 68 =pp — Ao —2af +aa+ BB — Uy, (D.36g)

oA — Sp =(a+ B)u+ (& — 3B)\ — U3, (D.36h)

ov — Ap =y — 208 + Jp + 1+ A\, (D.361)

6y — AB =Tp—ov+ (n—y+38+ Ao, (D.36j)

6T — Ao =278+ (F+p—37)o + Mp, (D.36k)

Ap— 01 =(y+7 — ji)p — 2a1 — Ao — Wy, (D.361)

Aa—6y=pr —TA=AB+ (Y —~ —ji)a— Vs, (D.36m)
D.5.3 w-derivative equations

AWy — 60 =(4dy — )V — (47 + 20)¥; + 300, (D.37a)
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A\Ifl - (5\112 :(V\Ijo + (2"}/ - 2”)\1]1 - 37'\112 + 20'\1/3 (D37b)
A‘Ijg — 6‘113 :21/‘1/1 — 3,LL\I/2 + (—27' + 26)‘1’3 + O'\If4, (D37C)
AUy — 50, =300y — (27 + 4p) W5 + (—7 + 48) Uy . (D.37d)

D.6 Leray’s theorem

Leray’s theorem gives the existence of a solution to the Cauchy problem for the wave
equation on globally hyperbolic spacetime with analytic data. Leray’s work can be found
in his 1953 lecture notes [50]. Here, we restrict his results to the study of the conformally
invariant wave equation, i.e., the wave equation with a potential that comes from the
scalar curvature of the spacetime. It is essential to note that Leray’s definition of global

hyperbolicity is more general than the one provided here:

Definition D.6.1. Cauchy hypersurface:

Let (M, g) be a time-orientable spacetime (i.e., a spacetime that admits a continuous
timelike vector field, vanishing nowhere). A Cauchy hypersurface on (M, g) is a hyper-
surface X such that:

1. X is spacelike everywhere.
2. Every inextendible timelike curve intersects X2 at exactly one point.

This later condition imposes that the domain of influence of ¥ is M.

Definition D.6.2. Global hyperbolicity:
A time-orientable spacetime (M, g) is said to be globally hyperbolic if it admits a
Cauchy hypersurface.

Theorem D.6.1. Leray, 19535.

Let (M, g) be a globally hyperbolic spacetime, and let Xy be a Cauchy hypersurface on
M. Let t be a time function on M. Then given ¢o, 1 € C®(Xy), there exists a unique
solution ¢ € C*°(M) to the Cauchy problem:

Uy =0 on M,
¢|Eo = ¢07 at¢|20 = ¢1 .
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Corollary D.6.1. Leray’s theorem remains valid if we add F, a first-order differential
operator with smooth coefficients. Given ¢g, 1 € C®(Xy), there exists a unique solution

¢ € C®(M) to the Cauchy problem:

O+ F)p=00nM,
¢|Eo - ¢0) at¢|20 - ¢1'

D.7 Sobolev spaces

The vector fields method used in this manuscript relies on the construction of energy
spaces on a given hypersurface ¥, that is spacelike or null to ensure that the energy
density is physically meaningful. The norm associated with these spaces is obtained from
the energy fluxes for a field across ¥ and corresponds to weighted Sobolev norms. In
general (see, for instance, Adams’ book [2]), the definition of the Sobolev norm is given
by:

Definition D.7.1. (The Sobolev norm):
Let m be a positive integer and 1 < p < oo, then for any function u, the Sobolev norm

|- Nlmyp s given by:

1/p
Hullm,p=< > IIDO‘UH’ZP> ,

0<|o|<m

where D*u corresponds to the weak partial derivative of w, and || - ||p» is the L norm.
Sobolev spaces are then defined as follows:

Definition D.7.2. (Sobolev spaces):
Let m be a positive integer and 1 < p < oo. From the Sobolev norm, we define two types

of Sobolev spaces on a domain €):
1. H™P, the completion of {u € C™(82) : ||u||m,p < o0}.

2. WmP(Q):
WmP(Q) = {u € LP(Q) : D € LP(Q) for 0 < |a] < m}.
In 1964, Meyers and Serrin in [55] proved that for every domain €2:

H™(Q) = Wm(Q). (D.38)
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In this manuscript, we will actually use weighted Sobolev spaces instead of Sobolev
spaces. Let w(z) be a locally integrable function on € and referred to as a weight; then

the weighted Sobolev norm for any function u on a domain 2 is:

1/p
||| zrmop () = ( > /W|Dau|pwdx) :

0<|ar|<m

On a spacetime (M, g), the weak partial derivative D is replaced by the connection
V associated with the metric g, weights w come from the metric components involved in
the scalar product. Furthermore, in the context of vector fields methods, one restrains
m = 1,1 = 2, the domain  is a hypersurface ¥, and we denote by H'(X) the weighted

Sobolev space H%?(X, w). Then on a spacetime (M, g), The Sobolev norm now reads as:
lullfngsy = [, (6 + V*uV,u) dx, (D.39)

with dX the volume element on ¥ and V the Levi-Civita connection associated with the

metric g. Hence, H'(X) space is:

Definition D.7.3. (H' space):

Let 33 be a hypersurface on (M, g), then H'(X) is the completion of smooth functions on
¥, i.e., functions u € C*°(X) in the norm defined in (D.39), || - ||m(x).-

We denote by H}(X) the completion of the space of smooth compactly supported functions

u on X, i.e., u € Cy(X) in the norm || - || g1 (x).
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COLLEGE '
DOCTORAL U a 0

BRETAGNE Université de Bretagne Occidentale

Comportement asymptotique des champs sans masse dans des espaces-temps pure-
ment radiatifs.

Mot clés : Analyse asymptotique, trou noir de Vaidya, ondes scalaires, métrique de Robinson-
Trautman, propriété de peeling, scattering conforme.

Cette thése explore deux sujets distincts. La premiére partie examine le comportement
asymptotique des ondes scalaires dans I'espace-temps de Vaidya, décrivant un trou blanc
sphérique en évaporation via émission de poussieres isotropes. Lanalyse se focalise sur la
régularité des ondes scalaires conformes au bord (passé et futur) isotrope du compactifié, en
fonction des données initiales du champ conforme. Nous construisons également I'opérateur
de scattering conforme, montrant qu’il encode toute I'évolution du champ dans I'espace-temps
compactifié. Ces résultats reposent sur des méthodes d’'inégalités d’énergie et de champs de
vecteurs.

La seconde partie se concentre sur 'analyse des courbes isotropes entrantes dans les
espaces-temps purement radiatifs de Robinson-Trautman de type D. Contrairement a une
étude précédente sur la métrique de Vaidya, ces courbes ne forment pas I’horizon passé en
raison de la géométrie de la solution. Le dernier chapitre classe ces courbes, montrant qu’elles
présentent un comportement similaire a celui observé dans I'espace-temps de Vaidya.

Asymptotic behaviour of zero rest-mass fields on radiative spacetimes

Keywords: Asymptotic analysis, Vaidya’s black hole, scalar waves, Robinson-Trautman’s met-
ric, peeling-off property, conformal scattering.

This thesis adresses two distinct subjects. The first part examines the asymptotic behavior
of scalar waves in the Vaidya spacetime, describing a spherical white hole evaporating via
emission of isotropic dust. The analysis focuses on the regularity of conformal scalar waves
at the isotropic boundary (past and future) of the compactified spacetime, depending on the
initial data of the conformal field. Additionally, we construct the conformal scattering operator,
demonstrating its ability to encode the entire field evolution in the compactified spacetime.
These findings rely on energy inequalities and vector field methods.

The second part centers on analyzing incoming isotropic curves in the purely radiative
Robinson-Trautman spacetimes of type D. In contrast to a previous study on Vaidya’s metric,
these curves do not form the past horizon due to the solution’s geometry. The final chapter
categorizes these curves, revealing a behavior akin to that observed in Vaidya’s spacetime.
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