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Directeur de Thèse
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également pour votre présence à ma soutenance, même si la plupart d’entre vous
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Abstract

The Internet of Things (IoT) is a rapidly growing field that has the potential to
revolutionize the way we live and work. However, each evolution is accompanied
by its share of challenges. One of the primary challenges facing the IoT is the critical
energy consumption of IoT networks. Therefore, it is of paramount importance to
minimize the energy consumption within IoT networks in order to extend the lifetime
and reduce their environmental impact.

Green IoT involves the development and deployment of software and hardware
solutions that are designed to minimize the environmental impact and promote the
sustainability of IoT. This area has received increasing attention in recent years from
both the industry and academia. In the first part of this thesis, we present our first
contribution to the Green IoT. We provide a deep study and analysis of the most
recent approaches in this field as well as discussions and recommendations on the
combination of these approaches with the major IoT applications. In the second
part of this thesis, we present our contributions to Green IoT through mobility-based
data collection. Mobility-based data collection refers to employing moving platforms,
such as cars, buses, and drones, to collect data from IoT devices. While most of the
related works usually rely on static trajectory planning approaches and assume that
the mobile platform has complete knowledge of the environment. In this thesis, we
focused on achieving an intelligent, energy-efficient, and adaptive trajectory planning
for a the mobile platform in a dynamic environment where little prior information is
available (no previous data set). The environment is also subject to changes (cluster
mobility, etc). To achieve this goal, we propose novel trajectory planning approaches
based on deep reinforcement learning where the mobile platform learns from experi-
ence without the need for a previous data set and adapts its trajectory to the changes
in the environment in order to maximize the amount of collected data and minimize
its energy consumption.

Keyworkds: Internet-of-Things, Green IoT, energy efficiency, mobile data collection,
deep reinforcement learning, adaptive trajectory planning
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Résumé

L’Internet des objets (IoT) est un domaine en pleine expansion qui a le potentiel
de révolutionner notre façon de vivre et de travailler. Cependant, chaque évolution
s’accompagne de son lot de défis. Pour l’IoT, le principal défi est l’énergie et la
manière de minimiser sa consommation d’énergie afin d’étendre la durée de vie et
de réduire l’impact environnemental des réseaux IoT.

Dans la première partie de cette thèse, nous étudirons un domaine de l’IoT qui a
reçu une attention croissante ces dernières années, à savoir le Green IoT. Ce domaine
implique le développement et le déploiement de solutions logicielles et matérielles
conçues pour minimiser l’impact environnemental et promouvoir la durabilité de
l’IoT. Dans la deuxième partie de cette thèse, nous présentons une façon de réaliser le
Green IoT qui est la collecte de données basée sur la mobilité. Notre contribution est
une solution basée des stations mobiles, telles que des voitures, des bus et des drones,
pour collecter des données à partir de dispositifs IoT. Afin de réduire la consomma-
tion énergétique globale de ces réseaux, la collecte de données basée sur la mobilité
utilise généralement des approches de planification de trajectoire statiques pour la
plateforme mobile et ce, dans un environnement bien défini. Cependant, dans cette
thèse, nous nous sommes concentrés sur la réalisation d’une planification de trajec-
toire intelligente, économe en énergie et adaptative pour une plateforme mobile en
utilisant l’approche d’apprentissage par renforcement profond. En effet, la plate-
forme mobile devra apprendre et construire sa trajectoire à partir de son expérience
sans avoir besoin d’un ensemble de données précedemment collecté et adapter cette
trajectoire aux changements de l’environnement.

Mots-clés: Internet des objets, Green IoT, efficacité énergétique, collecte de données
mobiles, apprentissage par renforcement profond, planification adaptative de la tra-
jectoire.
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Chapter 1

Introduction

The Internet of Things (IoT) is a paradigm that envisions to connect
everyday objects and integrate them to the internet using microcontrollers,
transceivers, and protocol stacks. This paradigm attracts the attention of
both academia and industries and aims at the digitization of a plethora of
applications with high societal relevance. The IoT applications in our daily
life activities are manifold, from smart transportation that offers ground
breaking progress in the transportation and logistic industry to smart
home that facilitates its in-habitants activities. IoT covers several fields
such as smart traffic, healthcare, agriculture, industry 4.0 and can even
be found in our everyday objects such as pens, clothes, etc. As a result,
the world has known an explosive growth in the number of these devices.
According to IHS Markit, 125 billions of IoT devices are expected to be
connected with each other by 2030. This has brought about many benefits
to our daily lives by improving convenience, efficiency, and productivity.

The exponential evolution of IoT comes with its challenges. As the
number of connected devices continues to grow, the worry about their
environmental impact increases proportionally. The demand of IoT
networks for energy is in constant increase, putting a strain on the
power grid and contributing to greenhouse gas emissions. The second
energy challenge for IoT comes with the nature of IoT devices. These
devices are often small sized and battery-limited but are used to perform
monitoring and control tasks in IoT applications over long periods of
time and without interruption. They can also be placed in areas which
are difficult to access (e.g. under water systems, military systems, unsafe
environments, etc.) and can quickly run out of energy. Consequently, IoT
devices not only have a limited lifetime but also replacing their batteries
frequently becomes an arduous and costly task. In response to these
challenges, the concept of the Green Internet of Things has emerged.

In this thesis, we delve into the field of Green Internet of Things
(IoT) in an effort to fully comprehend the capability of this technology
to tackle the obstacles presented by traditional IoT systems. The Green
IoT approach aims to address these issues by incorporating sustainable
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practices and technologies into the design and operation of IoT systems.
To gain a thorough understanding of the topic, in this thesis, we propose a
comprehensive review and analysis of existing literature and case studies
of the novel energy management techniques for IoT. The objective is
to gain insights into the current state of Green IoT and its potential to
support a more sustainable future. We also provide interesting discussions
and recommendations on the use of these techniques in the major IoT ap-
plications. The findings of this research can provide valuable information
for organizations, researchers and policy-makers who are interested in
promoting sustainable development through the implementation of Green
IoT.

Another green IoT development approach that we considered in our
contribution consists in improving the efficiency and effectiveness of
data collection in IoT. More specifically, we concentrate on enhancing
the energy efficiency of mobile data collection. Mobile data collection
in IoT refers to the process of gathering data from sensors or other
devices using a mobile platform, such as a robot or drone. The traditional
solutions that are proposed usually rely on static trajectory planning
approaches and assume that the mobile platform has complete knowledge
of the environment. However, in real-world scenarios, the environment
is subject to changes, which makes it difficult for mobile platforms to
collect data using traditional methods. In this thesis, first, we propose a
formal definition as well as a Markov decision process representation of
our dynamic environment. Then, we proposed novel trajectory planning
approaches for data collection based on deep reinforcement learning.
Our approaches allow the mobile platform to learn from experience and
adapt its trajectory to changing conditions in real-time, without the need
for a previous data set. The goal of the trajectory planning methods we
propose is to maximize the amount of collected data while minimizing
energy consumption. Our approaches have the potential to open new
perspectives for data collection in dynamic environments and make it
more efficient and cost-effective.

The rest of this thesis is organized as follows. Chapter 2 serves as
an introduction to the topic of Green IoT, providing a background on
the Internet-of-Things (IoT) and its various applications. Additionally, it
defines the concept of Green IoT and the technologies that enable it. In
Chapter 3, we present our study and analysis of the energy management
and Green techniques in IoT along with the most recent advances in this
direction. We also set out the most recent trends in this area and provide
discussions and recommendations on the combination of these techniques
with the main IoT applications. In Chapter 4, we provide a background on
reinforcement learning to explain the underlying concepts and principles
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that form the basis of our proposed algorithms. Additionally, we expose
our proposed environment system through a formal description and a
Markov decision process and present our adaptive and energy-efficient
trajectory planning algorithm for mobile data collection based on deep
Q-learning. In Chapter 5, we propose another algorithm for an energy
efficient trajectory planning for mobile data collection based on deep
SARSA and provide a comparison of the results we obtained for our
two algorithms discussed in Chapter 4 and 5. Finally, we summerize the
main findings of the research in Chapter 6 and discuss the future work
directions and open issues that need to be addressed.
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Chapter 2

Green Internet of Things

Contents

2.1 The Internet of Things and its challenges . . . . . . . . . . . 5

2.2 Application of IoT . . . . . . . . . . . . . . . . . . . . . . . . 6

2.3 Definition of Green IoT . . . . . . . . . . . . . . . . . . . . . . 9

2.4 Green IoT enabling technologies . . . . . . . . . . . . . . . . 10

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

hfueazhfueh

IoT has evolved from effervescence to reality. It has become an es-
sential part of human day-to-day life. In fact, its evolution is so important
that the world has known an explosive growth in the number of IoT
devices and lead to the emergence of energy consumption concerns. In
order to tackle the energy challenges of IoT, green IoT has emerged as an
attractive area of research for both academia and industry. In this chapter,
we present an overview on the IoT and its major applications. Then, we
provide a complete definition of Green IoT based on our literature study.
Finally, we will describe the main enabling technologies for Green IoT.

2.1 the internet of things and its challenges

The Internet of Things (IoT) is a paradigm that envisions to connect
everyday objects and integrate them to the internet using microcontrollers,
transceivers, and protocol stacks. This paradigm attracts the attention of
both academia and industries and aims at the digitization of a plethora of
applications with high societal relevance. The IoT applications in our daily
life activities are manifold, from smart transportation that offers ground
breaking progress in the transportation and logistic industry to smart
home that facilitates its in-habitants activities. IoT covers several fields
such as smart traffic, healthcare, agriculture, industry 4.0 and can even
be found in our everyday objects such as pens, clothes, etc. According
to IHS Markit, 125 billions of IoT devices are expected to be connected
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with each other by 2030 [Howell, 2017]. This number is highly influenced
by the emergence of 5G networks and the exploitation of new spectrum
frequencies [Li et al., 2018]. Moreover, IoT devices are usually small and
battery limited and the exchange of massive information between these
devices gives rise to enormous energy requirements. These requirements
are often not supported by IoT devices and can quickly lead to battery
depletion and the network’s death.

So, how can we develop energy-efficient solutions that will not only
reduce the energy consumption in IoT networks and their carbon foot-
prints but also increase the networks lifetime? Accordingly, we witness
the emergence of the Green Internet of Things which focuses on saving
and managing energy in IoT networks in order to optimize and reduce the
energy consumption and prolong the IoT networks lifetime. In the next
few years, Green IoT will make significant changes in our daily life and
will help realize the vision of ”green ambient intelligence” [Al-Turjman
et al., 2019].

2.2 application of iot

With the rapid evolution of IoT, a plethora of IoT applications emerged cov-
ering practically all areas of our daily lives. We divide these applications
into six categories : industrial automation, healthcare, habitat monitoring,
smart cities, smart energy and transportation.

2.2.1 Industrial Automation

In the recent years, the industry has been revolutionized by the use of arti-
ficial intelligence which lead to an increase in productivity and efficiency.
Moreover, with the development of internet technologies and cloud com-
puting, the industry is entering a new era called the fourth industrial evo-
lution or industry 4.0, which includes Industrial Internet of Things (IIoT).
IIoT focuses on the connections of machines and devices in industries and
manufacturing. IIoT consists in connecting industrial components such as
machines and control systems with information systems and business pro-
cesses. Consequently, a large amount of data is collected and transmitted
to be processed analytically to produce optimal industrial operations. IIoT
also includes smart manufacturing, which centers on elaborating an effi-
cient product life cycle, with the aim of quickly and dynamically adapt to
the changes in demands.
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Figure 2.1: Smart city application domains

2.2.2 Healthcare

The domains of healthcare and technology have been closely linked. How-
ever, the recent years have witnessed a quick growth of IoT in healthcare.
It has opened the possibility to add to the hospital-centric care, the patient-
centric care, which has provided evidence of its success on smaller scales.
IoT can be adapted to meet the challenges of modern healthcare. Health-
care system can be categorized into three main areas: large healthcare
institutions (i.e.,hospitals), small clinics and pharmacies, and non-clinical
environments (i.e., patient homes, communities, rural areas lacking health-
care) [Farahani et al., 2020].

2.2.3 Habitat Monitoring

IoT has been broadly used in habitat monitoring. It refers to a supervised
habitat equipped with devices such as sensors or other appliances. For ex-
ample, these appliances can be laundry machines, LEDs and heaters that
are connected to the Internet in order to manage homes’ and buildings’ fea-
tures (lighting, temperature). Using IoT for monitoring habitats can even
be extended to improve the well-being of animals in their environment. In
[Daud et al., 2020], the authors propose a smart aquarium solution that
automatically feeds the fish and monitors the pH value of the aquarium
water in order to alert the owners in case of a need for a water change.
This solution not only enhances the well-being of the fish but also helps
the owner take good care of their animals.
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2.2.4 Smart Energy

Electricity is at the center of modern social, economic, and industrial devel-
opment. However, new challenges have emerged as to how to efficiently
manage the demand and distribution of electricity. Since IoT offers numer-
ous cutting-edge solutions in critical domains and infrastructures, it was
natural to consider using IoT to transform traditional power system net-
works into efficient and smart energy grids. IoT can address the reliability,
efficiency, and flexibility challenges of conventional grid systems. Smart
grids should provide personalized energy distribution depending on the
users’ actions. This is why, it offers large-scale integration of renewable
energy resources, establishment of real-time data communication between
consumers and service providers regarding tariff information and energy
consumption. It also offer facility to collect and transfer statistics of system
parameters for analysis, and infrastructure to implement necessary actions
based on those analyses [Abir et al., 2021].

2.2.5 Transportation

Since IoT is playing a massive part in coping with most of society’s tech-
nical challenges, the idea of making the sector of transportation smart be-
comes achievable. In fact, problems such as traffic congestion, road safety,
accident detection, automatic fare collection, and limited car parking facil-
ities can be solved by IoT. Apart from cars, IoT also holds the promise of
achieving modern, interoperable, safe, and secure railways infrastructures.
As for aviation, studies of IoT in the aviation industry are able to provide
benefits such as achieving customer satisfaction growth with higher com-
fort, enhancing the productivity on supply chain activities while reducing
the cost with decreasing of human related accidents, developing security
and decreasing travel time [Karakuş et al., 2018].

2.2.6 Smart cities

With the ever growing population and the constant need for better services
and infrastructures in the cities, it has become a priority for governments
and businesses to tackles these challenges. Therefore, IoT emerged as the
most appropriate approach to serve this necessity as all the devices are con-
nected and can communicate with each other. A smart city is composed
of a large and diverse number of IoT devices that can be involved differ-
ent smart city applications that range all the way from air quality sensors,
water quality sensors, security, and more application domains as shown
in Figure 2.1. The association of multiple IoT devices data assures more
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Figure 2.2: Life cycle of green IoT

knowledge and insights about the city. For example, transportation sen-
sors and air quality sensors are related to one another. Basically, a smart
city encompasses all the previous applications we described previously.

2.3 definition of green iot

Green IoT is a term that has emerged in the recent years to describe the
strategies and techniques used to achieve energy efficiency in IoT systems
and increase their lifetime. Green IoT also includes the IoT applications
that aim to reduce the wastage of resources and the carbon footprint of
every area of the daily life: health, transportation, agriculture, etc. How-
ever, although IoT helps the sustainability of the planet, it also results in
augmentation of energy consumption in other sectors thus increasing the
greenhouse gas emission. This augmentation is due to the massive man-
ufacturing of IoT devices and their shipment as well as the over exploita-
tion of data centers to ensure the availability of services. Consequently,
Green IoT also encompasses the life cycle of IoT systems which takes into
consideration green design, green production, green utilization and green
disposal and recycling to have minimal or no impact on the environment
[Albreem et al., 2017]. We summarize the lifecycle of green IoT in Figure
2.2.

Considering green designs, the IoT industry should consider creating
sustainable and energy efficient devices at design level. For example, en-
ergy efficient system on chips are designed in order to reduce the energy
consumption at circuit level. The systems are now drastically smaller and
can manage power dynamically while assuring secure communications.
Another evolution is to use battery-less devices that harvest energy from
their surroundings. This approach is getting a lot of traction from both the
academia and the industry. Besides green designs, we should also consider
the green production aspects of IoT. The production of IoT devices should
reduce its greenhouse gas emissions as well as use renewable and clean
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energies harvested from ambient sources. The third aspect is green utiliza-
tion and it consists on using energy efficient techniques in the deployment
and utilization of IoT systems as well as using recyclable materials for the
production of devices which links the production to the recycling aspect
of green IoT. In fact, millions of devices are present but no longer used.
Their materials should be then, recycled and re-used in order to reduce
their greenhouse gas emission.

2.4 green iot enabling technologies

Reducing greenhouse gas emissions in IoT implies greening IoT system at
different levels. In this section, we present the main enabling technologies
to accomplish green IoT systems.

2.4.1 Green devices

IoT devices are evolving at a fast pace along with the variety of services
they offer. Therefore, IoT devices should not only be able to achieve the
tasks for a long period of time but also meet the users’ expectations. Green
IoT devices help to reduce the environmental impact of IoT networks.
They also often use less materials and are designed for easy recycling,
making them more sustainable. Adopting green IoT devices can lower
operating costs and reduce carbon footprint. In the following section, we
present the main green devices approaches for IoT.

2.4.1.1 Radio Frequency Identifiers (RFID)

RFID play a central role in IoT. It is an automatic technology that helps
machines to identify objects and information through radio waves. RFID
is widely used in many sectors due to the contact-less, low power and
rapid feature target recognition. An RFID system is composed of RFID
tag, reader and terminal. When an object equipped with an RFID tag,
which is a carrier of identification information, is in the range of the RFID
reader, the tag sends information to the reader. This information is sent by
the energy harvested from the reader’s signal. Although, energy efficiency
in Active RFID (i.e., RFID with a battery and a dual antenna) is discussed
in the literature, exploring passive RFID (i.e., RFID with no battery and
one antenna) and Wireless Identification and Sensing Platform can result
in a more energy efficient and low power computation in IoT.

2.4.1.2 Green Sensor on Chips

The design of integrated circuits in IoT networks is vital in energy saving.
With the deployment of a high number of IoT devices, such electronic sys-
tems may trigger sustainability concerns as the electricity consumption of
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ICT infrastructure such as network components and data centers is expo-
nentially increasing. Integrated circuits should employ a sustainable de-
sign approach to lessen these effects in the Design-for-the-environment ap-
proach. Hence, low-power system-on-a-chip approach have emerged in or-
der to minimize the embodied energy and carbon footprint of IoT devices,
the toxicity of e-waste, and the internet traffic caused by the generated
data. Systems-on-a-chip in nanometer CMOS technologies can contribute
to these objectives by allowing compact batteryless WSNs with on-node
data processing [Bol et al., 2013].

2.4.1.3 Time Reversal

With their omnipresence and diversity, IoT devices often operate on di-
verse bandwidth and thus need standardization in terms of communica-
tion means. For this purpose, various middlewares have been developed.
However, middlewares are often complex and are not suitable for resource-
constrained systems. Time Reversal is a technique that proposes a unified
approach to deal with the challenge of heterogeneous bandwidths of IoT
devices communications. It is a technique that focuses on signal waves
in both time and space domains. This technique focuses on harvesting
energy from the surrounding environment by using the multi-paths prop-
agation to recollect all the signal energy. A Time Reversal system is able to
reduce the energy consumption and interference and thereby can support
multiple concurrent active users [Chen et al., 2014].

2.4.2 Green Communications

Communication in IoT is highly energy consuming due to the large num-
ber of connected IoT devices. These devices can not only communicate
between themselves but also dispatch their data to the network compo-
nents and datacenters in order to delegate the computational operations.
Consequently, reducing the energy consumption of IoT communications
implies proposing energy efficient solution at three levels : networks, trans-
mission protocols and data centers. In this section, we’re going to present
the efforts made by both academia and industry to reduce the power con-
sumption at those three levels.

2.4.2.1 Low Power Wide Area Networks(LPWANs)

LPWANs constitute a novel communication paradigm, which is developed
in complement to the traditional cellular and short-range wireless tech-
nologies (such as Bluetooth, ZigBee, Z-wave, Wi-Fi, etc.) to address the
requirements of IoT applications. This technology provides low cost, low
power, and extended range connectivity for robust IoT networks. These
features come at the expense of a low data rate (in orders of tens of kilobits
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Figure 2.3: LPWAN positioning compared to radio communication tech-
nologies [Mekki et al., 2019].

per second) and higher latency (in orders of seconds or minutes). There-
fore, it was designed for applications that require transmitting few and
small messages per day in long range. Figure 2.3 presents the position-
ing of LPWAN compared to other radio communications schemes. It is
expected to connect to the Internet one fourth of the overall IoT/M2M de-
vices in the industry and to cover a wide range of business sectors. These
business sectors include but are not limited to smart city, smart grid, smart
metering, logistics, industrial monitoring, agriculture, etc. [Raza et al.,
2017].
The most famous LPWANs technologies are: Sigfox, LoRaWAN, and NB-
IoT [Mekki et al., 2018]. Sigfox and LoRaWAN both excel in terms of
network capacity, device lifetime, and cost, and both of them were devel-
oped in France by the start-ups Sigfox and Cycleo respectively. NB-IoT is
an LPWAN technology based on narrowband technology. The 3rd Genera-
tion Partnership Project (3GPP) is at the origin of NB-IoT standardization.
The strongest assets of this technology are that it offers low latency and
good quality of service.

2.4.2.2 Green routing protocols

IoT networks and especially wireless sensor networks are resource-
constrained and thereby have limited computational and communication
capabilities. A good amount of the IoT nodes’ power is used in the
transmission of data in comparison to receiving and idle states. It is also
essential to note that the network lifetime is tightly tied to the IoT nodes’
power requirement. Therefore, various routing protocols and algorithms
were proposed in the literature in order to reduce the power consumption
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of data transmission in IoT networks. The network lifetime can be defined
as the number of packet transmissions for a source and a destination node
before the first node dies. Therefore, energy balance is a very challenging
problem in order to maximize the network lifetime. In [Kumar et al., 2016],
proposed a routing protocol that ensures a fairly balanced traffic load
inside the network. Instead of always using the same path to transmit
data, the protocol sends the data through different paths using tangents
from the source to the destination. Therefore, a balanced distribution of
transmission load is achieved within the network extending its lifetime.

2.4.3 Green Data Centers

The ever-growing rise of IoT applications and their services is driving an
exponential growth of data centers. Enterprises are installing servers or ex-
panding their capacity in order to store or compute the enormous amount
of IoT network and sensor data. These data centers will get overburdened
by the data produced by billions of IoT applications and will inevitably
increase their energy consumption. The energy consumption of data cen-
ters alone will rise from 200 TWh in 2016 to 2967 TWh in 2030 [Katal et
al., 2022]. Most of the energy consumption in data centers comes from
the servers, cooling infrastructures, network components, and even by the
location of the data center. This energy consumption is determined by
the amount of data managed and their residence time in the data center.
Basically, the more time data stays in the data center, the more energy is
consumed. Various factors can influence this energy consumption such as
computation time, queuing time, execution time, and response time. Thus,
it becomes necessary to develop energy-efficient techniques for the effec-
tive utilization of data in data centers. Therefore, The efficiency of data
centers can be improved by using energy-efficient equipment, improving
airflow to reduce the power consumption of the cooling operations, and
developing software solutions to reduce, as much as possible, the data
remaining time in the data center. New approaches such as Software De-
fined Networking (SDN) and Network Function Virtualization (NFV) are
also used to reduce the energy consumption of IoT networks and will be
discussed in the next chapters.

2.5 conclusion

Throughout this chapter, we can see that the Internet of Things (IoT) has
the potential to revolutionize our lives, but it also presents new challenges
in terms of energy consumption and environmental impact. Green IoT
is an emerging field that aims to address these challenges by designing
and implementing IoT systems that are more energy-efficient and sustain-
able. In this chapter, we have presented a backgrounnd on the Internet
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of things, its main applications, and the energy challenges this technology
faces. Then, we have discussed the Green IoT which emerged as a solu-
tion to create sustainable IoT. Finally, we have presented the main enabling
technologies of Green IoT.
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The Internet of Things (IoT) relies on a large number of connected
devices that are often powered by batteries. These devices are expected to
last for long periods of time, sometimes for several years, with minimal
maintenance. However, the energy requirements of these devices can pose
a significant challenge. The constant communication, processing, and
storage required by these devices can consume a lot of energy, which can
lead to short battery life and frequent replacement. Energy management
is a critical aspect of IoT networks as it can help to extend the life of
connected devices and minimize the need for maintenance.

This area has received increasing attention in recent years from both
the industry and academia. In this chapter, we present our study of
the literature and expose and analyze the recent energy-saving and
harvesting solutions proposed. We also set out the recent research trends
for Green IoT such as green 5G IoT, green social IoT, green networks
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Figure 3.1: Taxonomy of Energy Management Techniques

softwarization, backscatter communications, etc. Finally, we will provide
recommendations on how to use these energy-efficient solutions in the
most famous IoT applications. This deep dive and analysis of the most
recent energy-efficient solutions resulted in a journal article published in
the Journal of Network and Computer Applications [Benhamaid et al.,
2022].

3.1 problem statement and challenges

Since IoT applications and services are reaching almost every corner of
our life, the carbon footprint of these applications is increasing propor-
tionately with the number of IoT devices. IoT networks are composed
of devices that can be rich or limited in energy resources and the aim of
Green IoT is to reduce the energy consumption of both types of devices
while still being able to effectively perform their tasks and services. Key
and widespread IoT technologies such as wireless sensor networks are
composed of small and battery-limited sensor devices that gather infor-
mation and build efficient and reliable information and communication
systems. However, these devices are typically used to perform monitoring
and control tasks in IoT applications over long periods and without
interruption. Sensors can also be placed in areas that are difficult to access
(e.g. under water systems, military systems, unsafe environments, etc.)
and can quickly run out of energy. Consequently, replacing their batteries
frequently becomes an arduous and costly task. Energy storage and power
management should also ensure the constant availability and operability
of IoT devices given that, neither cable power nor battery replacement are
feasible options in harsh conditions. Many energy-saving software and
hardware solutions have been developed in order to reduce IoT networks’
energy consumption and maintenance costs.

Currently, the world experiences a scarcity of energy sources in ad-
dition to the important emission of CO2 resulting from human activity.
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Table 3.1: The State-Of-The-Art of Energy Harvesting In The literature

Energy Harvesting Technologies References

RF Source EH Backscatter Communications

[Hoang et al., 2020], [Zhang et al.,
2019b], [Yang et al., 2018], [Ji et
al., 2020], [Timoudas et al., 2020],
[Feng et al., 2018], [Ma et al., 2018],
[Cao et al., 2019]

SWIPT

[Perera et al., 2017c], [Perera et al.,
2017b], [Liu et al., 2019a], [Lu et
al., 2017], [Ji et al., 2019],[Luo et al.,
2019], [Park et al., 2020a], [Lee et
al., 2018], [Liu et al., 2017]

MET
[Almasoud et al., 2017],[Madhja et
al., 2016], [Zhang et al., 2019a], [Liu
et al., 2018]

Solar EH
[Luo et al., 2018], [Li et al., 2015],
[Nguyen et al., 2017], [Wu et al.,
2016], [Wu et al., 2018a]

Thermal EH
[Abdal-Kadhim et al., 2018], [Yun
et al., 2016], [Priya et al., 2018],
[Teplỳ et al., 2019]

Mechanical EH
[Jushi et al., 2016], [Kamenar et al.,
2016], [Magno et al., 2016]

Greening information and communication technologies become an
imperious need considering the damage caused to our environment.
Consequently, energy harvesting solutions have been studied in order
to power IoT devices with green and renewable energies such as solar
energy, wind energy, mechanical energy, etc. Since Green IoT is a newly
studied research field, one essential domain that is not widely discussed
is energy measurement. In fact, with the battery-limited nature of IoT
devices and their high number and energy consumption, measuring and
analyzing the energy consumption of IoT devices is key to achieving
applications’ QoS requirements. Due to the high cost and large size of the
existing commercial energy measurement solutions, researchers proposed
various alternatives. However, these alternatives are often limited by
their complexity, measurement range, and accuracy [Dezfouli et al., 2018].
IoT energy measurement tools should also be standardized to be able
to support all types of devices with their different complexities at a low
cost. As we can see, although the revolution of IoT changing our lives
has started, many challenges still need to be overcome in terms of energy
consumption and environmental issues. Accordingly, numerous potential
solutions in different disciplines are being explored to achieve this goal
which requires a lot of effort.
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3.2 energy management techniques

In order to tackle the energy issues in IoT networks, two approaches
are usually employed: energy harvesting and energy saving. Energy
harvesting can be described as the mechanisms employed to produce
energy from a network ambient environment to provide an uninterrupted
power supply for the network devices. On the other hand, energy-saving
schemes focus on developing algorithms, protocols, and even hardware
solutions to minimize the network energy consumption and maximize its
lifetime. Based on these two categories, we propose a technique-based
taxonomy (Fig. 3.1) which represents the recent energy management
solutions studied in the literature in order to extend IoT networks’ lifetime
and reduce the carbon footprint of those networks. Our taxonomy
includes recent energy management techniques that can be found in the
literature.

As shown in Fig. 3.1, we divide the energy harvesting category in
the taxonomy depending on the energy sources into four sections: RF
energy harvesting in which we include Backscatter Communications
(BCC) [Hoang et al., 2020], a novel energy harvesting technology, Mobile
Energy Transfer (MET) and Simultaneous Wireless Information and
Power Transfer (SWIPT) technology. We also discuss the most recent
research in energy harvesting techniques with green sources such as solar,
thermal, and mechanical energy. We will present these techniques more
deeply later in this section. The second category of energy management
solutions we represent in the taxonomy includes energy-saving solutions.
As shown in Fig. 3.1, we classified energy-saving solutions depending
on the technology they employ. We introduce recent intelligent energy-
saving techniques that use Machine Learning (ML) and Deep Learning
(DL) to reduce the energy consumption in IoT networks. We present
energy-efficient data collection techniques used in IoT networks as well as,
sleep/wake-up schemes such as Duty Cycling and the recent low-power
Wake-Up Radio technology.

In what follows, we will discuss the energy management techniques
for IoT networks. First, we start by presenting the energy-harvesting
techniques followed by the energy-saving techniques discussed in the
literature. It is worth mentioning that we will present and focus more
deeply on the emerging energy management techniques.

3.2.1 Energy Harvesting Techniques

We will discuss the energy harvesting techniques existing in the literature.
We focus our review on the recent solutions proposed for each one of
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Table 3.2: The Energy Harvesting Techniques and their challenges

Energy Harvesting Techniques Concept Challenges

Backscatter communication

-Batteryless devices

-Use RF signal to code in-
formation and send it to
the receiver

-Short range

-Efficient information cod-
ing

-Security

-High deployment cost

SWIPT

-Battery less or battery
powered devices

-The information and
power for the device are
sent through the same
signal

-Efficient information de-
coding

-Interference

-Short range

-Security

MET
-Use a mobile node to
power IoT devices

-The energy consumption
of the mobile node

-Interference

Solar EH
-Use solar energy to
power devices

-Light availability

-Energy transport

Thermal EH
-Generate electric power
from the difference in tem-
perature

-Efficient power genera-
tion

Wind/Water Energy
-Generate electric power
from water and wind
movement

-Difficult to deploy

-Unpredictable

Humain Motion -Generate electric power
from human movement

-Low energy

-Differs from one person
to another
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Figure 3.2: Backscatter Communication paradigms

these techniques. In Table 3.2, we present the concept and challenges of
the energy harvesting techniques and Table 3.1 summarizes the energy
harvesting works organized by the nature of the harvested energy: RF,
solar, thermal, and mechanical energy.

3.2.1.1 RF energy harvesting (Wireless Power Transfer Techniques)

In what follows, we will present RF energy harvesting techniques focusing
deeply on backscatter technology since it is an emerging technique in
energy harvesting.

1. Backscatter Communications
One of the major issues that IoT networks face is the limited network
lifetime due to the battery dependency of IoT devices. Having these
devices complete tasks over a long period could easily lead to battery
depletion and induce a replacement cost. In some cases, sensors do
not need to be kept active consistently and will wear out their bat-
teries unnecessarily. Backscatter communications allow battery-less
devices to transform wireless signals and use them as a source of
power and a communication medium. Having battery-less devices is
a major advantage of backscatter communications as it helps reduce
energy consumption, removes the constraint of frequent battery re-
placement, and averts undesired performances due to energy short-
age.
According to [Hoang et al., 2020], there are three different paradigms
of Backscatter Communications (Fig. 3.2): Monostatic Backscatter Com-
munication (MBC), Bistatic Backscatter Communication (BBC) and Ambi-
ent Backscatter Communication (ABC).

• Monostatic Backscatter Communication: as shown in Fig. 3.2(a)
MBC system is composed of two components: a reader and
a backscatter transmitter (e.g. RFID tag). The specificity of
MBC is that the receiver and the RF source are located in the
reader. The RF source sends a signal that activates the tag
which modulates the signal and reflects it to the backscatter
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receiver. Since the RF source and the receiver are located in the
same device, the modulated signals may suffer from a round
trip path loss which makes it more suited for short-range RFID
applications.

• Bistatic Backscatter Communication: the main difference between
BBC and MBC systems lies in the separation of the RF source (re-
named the carrier emitter in BBC) and the backscatter receiver
in different components which significantly reduces the round-
trip path-loss problem (as represented in Fig. 3.2(b)). Moreover,
by optimally placing carrier emitters, the overall communica-
tion range can be extended and the system performance is
greatly improved. Although the deployment and maintenance
of the carrier emitters in BBCs are costly, their design remains
simple which makes their manufacturing cost lower than MBCs.

• Ambient Backscatter Communication: in Ambient backscatter com-
munication systems (Fig. 3.2(c)) and similarly to BBC systems,
ABC systems carrier emitter is separated from the backscatter
receiver. However, the carrier emitter, in this case, can be an
already available ambient RF source in the environment such
as a Wi-Fi access point or a cellular base station. In [Zhang
et al., 2019b], an ABS system is presented as a batteryless
device (tag or sensor) which can harvest wireless energy from
an RF source and then transmit ”0” or ”1” bit to a sink node
through reflecting or non-reflecting states. In addition to having
virtually no cost of deployment, the manufacturing costs and
power consumption of ABCs can be reduced by the use of
low-cost and low-power components.

Various works studied backscatter communications and their impact
on the energy consumption of IoT networks and proposed solutions
to further improve the energy efficiency of these systems. In [Yang
et al., 2018], the authors proposed a cooperative ambient backscatter
communication system that allows a device to recover information
from both the ambient backscatter devices and the RF source. The
proposed solution enhances the maximum likelihood detection
performance if the backscatter device symbol period is longer than
the RF source symbol period. This solution can be upgraded to be
exploited in smart home and wearable applications. In order to
further enhance the energy efficiency of backscatter communications,
various works studied the optimization of the communication



22 3.2.1 energy harvesting techniques

parameters. The authors in [Ji et al., 2020] proposed a joint opti-
mization based on the source antenna number and power splitting
factor under the condition that the minimum energy required by the
destination node is met while in [Timoudas et al., 2020], the authors
proposed a solution to optimize the needed power to transmit
for a base station and the radio of backscattered signal of the IoT
devices in the context of massive IoT. For complex IoT systems,
other parameters (such as the number of base stations, the number
of backscatter devices, and their positions) need to be optimized
in order to be energy efficient and to adapt to the IoT application
needs. The authors in [Feng et al., 2018], focused on the link layer
of backscatter communication systems using centralized MAC
protocols, while other solutions used distributed MAC protocol [Ma
et al., 2018],[Cao et al., 2019]. Distributed MAC protocols are more
suitable than the centralized protocols for large-scale IoT networks
with unstable network topologies and high topology maintenance
costs.

Although backscatter communications seem ideal to achieve
green IoT, it still has to overcome some challenges such as the risk
of interference when there is a high number of nodes as well as, the
bit rate limitations as it is not simple to implement very complex
modulations on a backscatter tag due to its limited capability in
manipulating the RF signal and performing baseband processing.
In addition to that, backscatter communications networks need to
overcome the short-range limitation and the high deployment cost
they may generate.

2. Simultaneous Wireless Information and Power Transfer (SWIPT)
SWIPT is one of the most attractive and challenging technologies in
energy management. It is a technique that enables the simultaneous
transfer of information and power wirelessly [Perera et al., 2017c].
Theoretically, SWIPT allows an IoT device to harvest energy and
receive RF information from the same RF signal that carries both en-
ergy and information. Therefore, an IoT device can be self-powered
by receiving data. However, in most cases, it is not possible to per-
form energy harvesting and information decoding simultaneously
from the same signal. The information could be altered or lost by the
energy harvesting operation. Thus, different receiver architectures
were designed to achieve SWIPT: Separate Receiver, Time Switching
(TS), Power Splitting(PS), and Antenna Switching [Perera et al., 2017c].
These architectures are presented in Figure 3.3

In SWIPT, the power and information needed for an IoT node
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are sent at the same time which keeps the node alive and extends
the lifetime of IoT networks. Various solutions have been proposed
to adapt and achieve SWIPT. For example, in [Perera et al., 2017b],
the authors provide a comprehensive study related to SWIPT in
different types of wireless communication setups. In [Liu et al.,
2019a], the authors proposed a dual-battery green energy harvesting
architecture that achieves SWIPT. It consists in using one battery to
power the device while the other one is harvesting energy in order to
reduce energy shortage probability. However, this solution is limited
to small IoT networks with devices that can support a dual battery.
The proposed solution also adds complexity to sensor devices and is
expensive for massive IoT networks with a high number of devices.
In [Lu et al., 2017], the authors proposed a collaborative energy and
information transfer protocol for WSN that does not require the
power and information splitter component which is convenient for
IoT networks and reduces the complexity and cost of the sensors.
In [Huang et al., 2018], the authors studied the optimization of the
energy efficiency in a SWIPT-based distributed antenna system by
coordinating the energy harvesting and information decoding for
IoT devices. The proposed solutions take into consideration the
number of IoT devices in the network.

SWIPT was also associated with deep learning to further en-
hance the energy saving potential of this technology. In [Luo et al.,
2019], the authors proposed a solution based on deep learning to
minimize the total transmit power of a multi-carrier NOMA SWIPT
system while satisfying the Quality-of-Service (QoS) requirements
of each user. Deep learning was also used with SWIPT in [Park
et al., 2020a]. The authors proposed a dual-mode SWIPT system that
uses an adaptive mode switching based on deep learning to exploit
both single-tone and multi-tone SWIPT. Although deep learning
proves to be efficient for SWIPT-based systems, it also requires an
important amount of resources that should be considered to build
green and sustainable IoT networks. In [Lee et al., 2018], the authors
proposed a hybrid resource and task algorithm in a SWIPT system
that enables the devices to do their required tasks in a distributed
manner. However, this solution should be improved to take into
consideration delay-sensitive tasks for it to satisfy the real-time
requirement of IoT applications. Finally, in [Liu et al., 2017], the
authors proposed a cooperative SWIPT scheme that consists of a
conflict-free schedule initialization algorithm, a cooperative resource
allocation algorithm, and a heuristic algorithm to obtain maximum
energy efficiency in the transmission schedule with the appropriate
resource allocation policy.
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Figure 3.3: Architecture designs for SWIPT. (a) Time switching architecture:
based on a pre-defined time factor, connected antennas will be allocated a time to
harvest energy and to decode information. (b) Power splitting (PS) architecture:
the PS receiver divides the received signal into two power streams based on a
certain PS ratio. (c) Antenna switching receiver: antenna switching between har-
vest energy and information decoding based on an optimization algorithm. (d)
separate receiver architecture with separate receivers for energy and information
decoding
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Figure 3.4: Mobile Energy Transfer RBC scenario

SWIPT is theoretically a very efficient energy harvesting technique.
However, this technique offers several challenges. In SWIPT, the
information and energy are sent through the same signal. This
signal needs to be efficiently decoded in order to recover the correct
information. The signal can also be altered by the energy harvesting
mechanisms or by interference. SWIPT is limited in range since the
signals can weaken when crossing long distances. Finally, signals
that are sent to the devices can be hijacked by hackers. Therefore, a
level of security should be added in order to protect potential private
and personal data.

3. Mobile Energy Transfer
Mobile energy transfer is an ambitious energy-efficient technique
for IoT networks. It extends wireless power transfer technologies
since the use of classical wireless power transfer technologies is not
suitable if the node is isolated, placed in areas that are difficult to
access, and does not support free charging. Mobile energy trans-
fer consists in giving a mobile node (such as a car, a bus, etc), the
ability to transfer energy to the devices within its transmission range.

Various works have studied the use of mobile energy transfer
technology for IoT networks’ energy management. The energy
consumption of the mobile node is a key challenge of mobile energy
transfer-enabled IoT networks. In [Almasoud et al., 2017], the au-
thors proposed a solution to minimize the total energy consumption
of a mobile base station while supporting the data and energy
demands of IoT devices to guarantee QoS. This study shows that
various parameters can impact the energy consumption of MET-
based IoT networks such as the mobile base station locations and
its movement speed, the number of devices and their tolerable time
for delivering data and energy as well as the transmission powers
(the power needed for energy and data transmission). In [Madhja
et al., 2016], the authors proposed a hierarchical and wireless energy
transfer using mobile chargers in Wireless Rechargeable Sensor
Networks while in [Zhang et al., 2019a], the authors presented one
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of the mobile energy transfer technologies called Adaptive Resonant
Beam Charging (ARBC). As shown in Fig. 3.4, it consists of two
specially separated components: a transmitter and a receiver (car,
TV, etc.) and in some cases, a relay (UAV in Fig. 3.4) which is used
to relay the energy between the transmitter and the receiver. In [Liu
et al., 2018], the authors proposed a mobile power network based
on long-range and short-range wireless power transfer technologies
and discussed the challenges of MET such as interference, efficiency,
range, and topology.

3.2.1.2 Solar energy harvesting

Given its abundance in the environment, solar energy is considered as
an affordable and clean energy source that could eliminate the energy
shortage problem in IoT networks. This technique directly converts
sunlight into usable electricity which is convenient for locations with high
light availability. However, the solar energy harvesting technique flaws
arise in locations where light availability cannot always be guaranteed.
Additionally, transporting solar energy from one location to another when
needed may cause considerable energy waste which shows that there is
still room for research and improvement in this area.

In the literature, various authors studied solar energy harvesting for
IoT networks. In [Luo et al., 2018], the authors presented a review on solar
energy harvesting for IoT applications and discussed the use of artificial
intelligence and more specifically artificial neural networks to enhance
and rapidly design energy harvesting systems for IoT applications. Nu-
merous authors proposed solutions on solar energy harvesting for WSNs
in [Li et al., 2015], [Shin et al., 2016] and [Nguyen et al., 2017]. In [Li et al.,
2015], the authors proposed an intelligent solar energy harvesting system
based on maximum power point tracking for wireless sensor nodes used
in IoT, which prefers to use solar power and takes the lithium battery as
a supplementary under the condition of inadequate illumination. This
solution offers IoT systems more reliability in case of scarcity of solar
energy in the area. In [Shin et al., 2016], the authors proposed an energy
prediction algorithm that uses the light intensity of fluorescent lamps in
an indoor environment for wireless sensor nodes for IoT. This solution
can be particularly helpful to achieve green and sustainable smart homes
since lamps can be used to power the sensors used in the smart home. In
[Nguyen et al., 2017], the authors proposed a new routing algorithm that
aims to improve the lifetime of sensor nodes as well as the QoS under
variable traffic load and solar and RF energy availability. The proposed
algorithm significantly improves the energy efficiency of the IoT network
even if the number of nodes increases drastically which constitutes a
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suitable solution for massive, complex, and scalable IoT networks. In
[Wu et al., 2016] and [Wu et al., 2018a], the authors proposed a solution
to improve solar energy harvesting in wearable IoT applications. In [Wu
et al., 2016], the authors proposed an MPPT (Maximum Power Point
Tracking) algorithm based on the output current to extract the maximum
power from a flexible solar panel to power wearable pulse sensors. Finally,
in [Wu et al., 2018a], the authors presented a self-powered wearable
IoT sensor network that uses solar energy and is designed for safety
environmental monitoring.

3.2.1.3 Thermal Energy Harvesting

Thermal energy is the energy that comes from heat and variations in
temperature. The human body and the environment can be a source of
thermal energy. For example, a temperature difference can be created by
the human body and the environment depending on the health condition,
the location of a person, or body motion. Two techniques are used
in thermal energy harvesting: thermometric, a technique that directly
converts temperature difference into usable energy, and pyroelectric, a
technique that generates electrical energy when there is a temperature
change. It is important to efficiently generate electric energy from a
thermal generator in order to extract maximum electric energy to power
devices and exploit the maximum potential of this approach.

In the literature, various authors tackled the subject of thermal en-
ergy harvesting for IoT. In [Abdal-Kadhim et al., 2018], the authors
discussed the use of a thermal energy harvesting approach to power up a
wireless sensor node for IoT applications. This study shows the efficiency
of using thermal energy to power IoT nodes and the importance of
using thermal energy harvesting in long-term IoT applications. Thermal
energy harvesting proves to be efficient for various IoT applications. For
example, in [Yun et al., 2016], the authors studied the use of energy
thermal harvesting for self-powered smart home sensors. For healthcare,
in [Priya et al., 2018], the authors studied a human body heat-based
solution for wearable biomedical IoT nodes. Finally, in [Teplỳ et al., 2019],
the authors proposed a solution to optimize the energy consumption of
thermal energy in IoT nodes by proposing an intelligent control of the
individual parts of an IoT node. Unlike in [Abdal-Kadhim et al., 2018],
This solution uses a battery to store the harvested energy and then uses
the nodes’ battery to power the application.



28 3.2.1 energy harvesting techniques

3.2.1.4 Mechanical Energy Harvesting

Mechanical energy harvesting consists in harvesting the energy that
results from movement, pressure, human activity, or any type of motion
from an object. It is considered as a very efficient energy-harvesting
solution since the more and faster the object moves the more energy is pro-
duced to do more tasks. Mechanical energy comes from various sources
such as wind and water flow or human motion and can be converted into
electrical energy and exploited to supply IoT devices. For example, it can
be interesting to use the energy produced from human motion to power
a human temperature monitoring device that the user wears or power
neighbouring houses using energy produced by wind and water flow.
Mechanical energy harvesting offers a wide range of possibilities which
makes it an ideal solution for creating green and sustainable applications.

In the literature, mechanical energy harvesting has been thoroughly
discussed. Several authors focused on wind flow and hydro in [Jushi
et al., 2016] and [Kamenar et al., 2016] respectively. In [Jushi et al., 2016],
the authors discussed the use of wind energy in autonomous WSNs
and weather forecast to improve the prediction of wind conditions in
the near future. In this solution, the authors used a one and two hours
weather forecast window in case of zero wind energy which shows that
the unpredictable nature of wind energy makes it unsuitable for IoT
applications that require constant availability and real-time performances.
In [Magno et al., 2016], the authors studied kinetic energy harvesting for
wearables resulting from human motion. This study shows that human
motion can produce an impressive amount of energy per day. However,
since the energy produced can vary from one person to another it can be
difficult to develop a solution that is destined for a large population. In
[Kamenar et al., 2016], the authors described the conception, modeling,
calculation, design, manufacturing, and validation of the performances of
energy harvesting devices deployed in river streams to be employed as a
power source for pollution monitoring wireless sensor clusters.

3.2.1.5 Discussion

The energy harvesting techniques presented in the previous sections
are employed to produce energy from their surrounding environment
and to power IoT networks. In Table 3.2, we summarize the energy
harvesting techniques presented previously and the ability to use them
in, what we consider, the major IoT applications (smart home, healthcare,
agriculture and industrial IoT). For RF source harvested energy, SWIPT
and MET can be applied to the use cases listed previously. In the case of
backscatter communications, the technology is suitable for smart homes,
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Table 3.3: The Utility Of Energy Harvesting Techniques In Major IoT Applica-
tions

EH Technologies Smart Building Healthcare Agriculture Industrial IoT

RF Source EH Backscatter Communications +++ + +++ +

SWIPT +++ +++ +++ +++

MET +++ +++ +++ +++

Solar EH +++ +++ +++ +

Thermal EH +++ +++ +++ +++

Mechanical EH Human motion + +++ + +

Wind/Water Flow +++ ++ +++ ++

Table 3.4: The State-Of-The-Art of Energy Saving In The literature

Energy Saving Technologies References

Sleep Scheduling Wake-Up Radio

[Froytlog et al., 2019], [Piyare et
al., 2017], [Deng et al., 2019],
[Basagni et al., 2017], [Giovanelli
et al., 2017],[Frøytlog et al., 2019],
[Rakovic et al., 2020],[Bello et al.,
2019]

Duty Cycling [Passos et al., 2019], [Munir et al.,
2018],[Dhall et al., 2018]

Data Collection Data Aggregation

[Pourghebleh et al., 2017],
[Pourghebleh et al., 2017],[John
et al., 2018], [Song et al., 2017], [Ko
et al., 2019]

Probability based [Razafimandimby et al., 2018]

Compressive Sensing
[Chandnani et al., 2020],
[Uthayakumar et al., 2018], [Wang
et al., 2019a], [Hsieh et al., 2020]

Mobility based
[Wang et al., 2019b], [Zhan et al.,
2017], [Chen et al., 2019], [Chang et
al., 2019],[Wang et al., 2018]
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agriculture applications, and indoor medical applications. Backscatter
communications are still at a development stage, therefore, it faces limited
range, security, and interference problems which makes it not suitable
for applications that handle critical data and require a high level of relia-
bility such as industrial and outdoor medical applications. Solar energy
harvesting is largely used in smart homes and buildings, healthcare, and
agriculture. However, while solar energy can be used in industrial IoT,
the network designers should take into consideration the uncontrollable
nature of solar energy and how it can affect the performance of the
high-reliability requirements of industrial IoT applications.

As shown in Table 3.3, thermal energy can be employed in different
IoT applications as it can be frequently produced and stored to supply
IoT devices. In the case of mechanical energy harvesting, human motion
is considered suitable for healthcare applications. However, it does not
produce enough energy to be helpful in other applications. Wind and
water flow can produce enough energy for various applications, however,
the uncontrollable nature of those energies is unsuitable for industrial or
healthcare IoT applications which require high availability and no energy
shortage.

3.2.2 Energy Saving techniques

In this section, we discuss the existing energy-saving techniques in the lit-
erature by presenting and focusing on the most recent solutions proposed
for each one of these techniques. In Table 3.4, we summarize the energy-
saving works studied.

3.2.2.1 Sleep/Wake-Up Techniques

1. Wake-Up Radios: Wake-Up Radio is a novel hardware solution that
has been developed to reduce the energy consumption of devices
and extend the network lifetime. It consists in having a low-power
radio attached to the device’s main radio in charge of waking it
up when an incoming signal is sensed. In IoT systems, a Wake-up
Radio-enabled IoT device has been defined in [Froytlog et al., 2019].
It is a microcontroller unit associated with a main radio and a
wake-up receiver. The microcontroller and the main radio are in
deep sleep most of the time. As shown in Fig. 3.5, when the receiver
receives a request by means of a wake-up signal transmitted by
an external node, it generates an interrupt signal to wake up the
microcontroller to perform certain tasks and transmit data back via
its main radio.
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Figure 3.5: Concept of Wake-Up Radio

Based on power usage, three types of wake-up radios have
been identified [Piyare et al., 2017]: active, passive, and semi-active
wake-up radios. Active wake-up radios require continuous external
power supply such as batteries. Passive wake-up radios do not
need energy from power supplies. They harvest energy from the
transmitted signal instead. In semi-active wake-up radios, some
components of the receiver require continuous power from an
external source while the RF front-end remains passive. Wake-up
radios can be particularly useful in a smart home/office scenario,
or in an industrial context like warehouses and can be enhanced
further to be used in smart cities [Deng et al., 2019]. However, due
to the sleep and wake-up nature of wake-up radio, we can expect an
increase in data reception latency.
According to [Piyare et al., 2017], designing wake-up radio in a
larger environment requires considering different design aspects
such as:

• Power consumption: the node’s power consumption should not
exceed the main radio’s sleep power to keep the balance be-
tween the energy saved and used by the device.

• Time to wake-up: the time needed to wake up the device radio
should be minimum in order to reduce the latency and thus
enlarge the spectrum of applications Wake-up Radios can be
used for.

• False wake-ups and interference: due to interference and wrongly
receiving signals intended for other devices, a node or several
nodes could be unnecessarily activated causing huge energy
waste. Thus, designers should find the right compromise and
find solutions to those challenges without increasing the energy
consumption.

• Sensitivity: in Wake-up Radio environment, the sensitivity of the
receiving node has a considerable impact on the power demand
as having high sensitivity requires high power demand at the
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receiving side and having low sensitivity means needing high
radiated power at the transmitter side.

• Communication range: the range of a Wake-up Radio has an
impact on the type of application it is used in, as well as on
the system’s power consumption. For example, having short-
range communication would require a multi-hop communica-
tion which will increase the nodes’ density and power consump-
tion.

• Data rate: having a higher data rate in a Wake-up Radio con-
text is a way to improve energy efficiency and wake-up latency.
Similarly, having a longer bit duration also increases the com-
munication range and the reliability of the wake-up signal.

• Cost and size: the Wake-up Radio should be cost-effective in
order to be integrated into the IoT context and existing sensor
nodes. The cost should not exceed 5-10 per cent of the complete
sensor node cost.

• Frequency regulation: the design of Wake-up Radios should ad-
here to frequency regulations in industrial, scientific , and med-
ical (ISM) bands. It should also be adapted to communica-
tion standards such as the maximum allowed effective radiated
power (ERP) used to transmit the Wake-up signal (WuS).

In the literature, various studies proved the efficiency of low-power
wake-up radios energy saving. In [Bello et al., 2019], the authors
studied the design (from physical to media access control) and
utilization of passive wake-up radios in IoT applications. This
review also discusses the limitation of wake-up radios such as the
short communication range, the high latency, lack of standardization,
mobility as well as contention, and channel access. In [Basagni
et al., 2017], the authors proposed GREENROUTES, an energy-aware
cross-layer routing protocol for wake-up radio-based green networks.
This protocol selects the relay nodes based on their distance in hops
from the sink and uses semantic addressing to enhance capabilities.
Since wake-up radios are sensible to the distance between nodes,
it would be interesting to see if this protocol is efficient in case the
nodes are distantly distributed. The authors in [Giovanelli et al.,
2017] analyzed Bluetooth Low Energy (BLE) beacons scenarios in
IoT applications and discussed the benefits of integrating wake-up
radios in the BLE protocol stack which can help both reduce the time
to contact all the beacons and also reduce the current consumption.
Low-power wake-up radios networks still suffer from the limited
range of their components. This is why, in [Frøytlog et al., 2019],
the authors tackled the wake-up radios limited range issue and
proposed a design and implementation of long-range low-power
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wake-up radio for IoT devices that increases the lifetime of the
devices and reduces the power consumption and overall cost in a
large scale deployment. Another approach was proposed in [Rakovic
et al., 2020] to improve the energy efficiency and communication
range of wake-up radios in IoT systems. The proposed approach
consists in applying error correction codes on wake-up signals. Since
wake-up radios suffer from short-range capability and low signal
sensibility, wake-up radios commonly misinterpret the wake-up
signal which leads to performance degradation of the system. Code
correction on wake-up signals constitutes an efficient solution to
improve the robustness and sensitivity of wake-up devices.

2. Duty-cycling:
Duty-cycling, also known as ’sleep schedule’, is considered one of
the most effective ways of saving energy and extending networks’
lifetime. Duty-cycling algorithms are used to reduce the node’s
battery consumption by alternating between sleep and wake-up
modes. The node is usually set in a low power mode and only
wakes up when needed (e.g. data reception, radio transmission).
Those algorithms usually fall under 3 categories: topology control
protocols, sleep/wake-up protocols, and MAC protocols with low
duty-cycles.

Duty-cycling has been studied broadly and due to its constant
relevance, several recent works on duty cycling and its impact on the
energy consumption of IoT networks have been proposed. In [Passos
et al., 2019], the authors provided a qualitative and quantitative
comparison between the families of asynchronous duty-cycling
methods, their characteristics, and the most suited Green IoT
applications for each of them. Asynchronous duty-cycling methods
undergo excessive transmission energy consumption while waiting
for the receiver to wake up in addition to the multiple unicast
transmissions that not only consume energy but can also lead to a
network congestion. In [Munir et al., 2018], the authors proposed
an algorithm to optimize the duty-cycle duration of low-power IoT
devices equipped with energy-harvesting circuits in Wi-Fi-based IoT
networks. This solution uses an optimal weighting moving-average
filter to predict the harvested energy and find the optimal weighting
factor to estimate the duration of the off period for IoT devices. The
devices will exploit the off periods to harvest enough energy for
data acquisition. Finally, in [Dhall et al., 2018], the authors proposed
a modified duty cycling efficient path planning algorithm for an
IoT-based precision agriculture system. The proposed duty-cycling
algorithm is performed on the data transmission phase and the path
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planning algorithm studies all the paths and chose the shorted path.
This solution proves to be effective even with a high number of
devices. However, since the solution’s performance depends on the
clusters, it would be interesting to optimize the cluster organization
in order to reduce the overall energy consumption.

3.2.2.2 Energy Efficient Data Collection

Millions of IoT devices are deployed in intelligent applications like smart
homes, smart transportation, and so forth. These devices generate huge
amounts of data. In order to communicate its data to the base station or to
its neighbors, an IoT device will consume large amounts of energy. More-
over, IoT networks are usually constituted of a large number of devices
that have limited batteries. Once emptied or depleted, those batteries are
often difficult to replace especially if the devices are placed in an isolated
or difficult-to-access position. One promising solution is to collect the
generated data and communicate it in an efficient way to reduce the trans-
mission energy cost. Several data collection approaches have emerged in
order to reduce the energy consumption, delay, and maximize the network
lifetime [Chandnani et al., 2020].

1. Data Aggregation approach: This approach consists in reducing the
number of transmissions in a network and removing redundant and
duplicated transmission of data. Data aggregation is a procedure
of one or a number of nodes that gather data from other nodes
for a period of time, aggregate them and transmit the aggregated
result. In [Chandnani et al., 2020], the authors divided the data
aggregation techniques into three classes: tree-based, cluster-based,
and centralized-based. In [Pourghebleh et al., 2017], the authors
presented a systematic review of the data aggregation mechanisms
for IoT and presented a detailed comparison of the techniques used
in each class. The authors found out that tree-based techniques
offer low energy consumption, high network lifetime, and great
scalability compared to the other techniques while cluster-based
techniques offer low traffic and high fault tolerance. On the other
hand, centralized techniques focus mainly on security aspects. The
latency, network lifetime, as well as device heterogeneity, should
also be considered in data aggregation techniques. In [John et al.,
2018], the authors did a review on tree-based data aggregation
techniques. The tree architecture is composed of nodes structured
in the form of a tree. A tree contains leaf nodes and forwarding
nodes. The authors found that tree-based aggregation consumes
less energy than clustering and grid-based aggregation. However, in
a tree-based approach, the failure of an intermediate node affects
the whole topology and disturbs the network activity. In [Song
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et al., 2017], the authors proposed a cluster-based data collection
technique that uses a sensor-based cluster formation algorithm to
elect the controllers and handle the different types of sensors. This
algorithm is used alongside a multi-tier aggregation function. This
solution allows us to extend the network lifetime, maximize the
coverage and eliminate redundant data at the controller. However,
using these structures can have major drawbacks. For example, tree
and cluster structures increase the vulnerability of the network and
make it less secure. They also do not take into consideration sleep
and transmission latency. In [Ko et al., 2019], the authors proposed
a centralized-based data aggregation for IoT which gathers data and
sends it to a centralized IoT gateway. This method also proposes an
efficient sleep scheduling method along with data aggregation in
order to ensure data consistency in the network. Compared to the
tree and cluster structures, the centralized structure is more secure.
However, it has low fault tolerance.

2. Probability based approach: The probability-based approach allows us
to save energy by using approximation models to find correlations
between data. The goal of probability-based solutions is to predict
the value of the sensed data. In [Razafimandimby et al., 2018], the
authors proposed a Bayesian inference approach that allows us to
avoid the transmission of highly correlated sensor data and reduce
IoT networks’ energy consumption. This approach was applied
to a hierarchical architecture with smart devices and data centers
and proved to reduce the number of transmitted data with good
information accuracy in three different scenarios. In general, it
is difficult to implement since the devices that help achieve the
probability-based approach can be increasingly complex and the
models are not optimal considering the high correlation between the
devices’ data.

3. Compressive sensing based approach: Compressive sensing consists in
compressing the collected data and reducing the quantity of data
sent throughout the network. Compressive sensing helps reduce
the size of the sensory information matrix as possible to reduce
information and communication redundancy. According to [Chand-
nani et al., 2020], compressive sensing approaches can be divided
into three categories: Conventional compression, Distributed source
coding, and Distributed compressive sensing. In [Uthayakumar
et al., 2018], the authors presented a review of data compression
techniques from different perspectives such as data quality, coding
schemes, data type, and applications. Data compressing techniques
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are described by their compatibility, representation efficiency, com-
putational complexity, and memory management. Data compressing
solutions should optimize these characteristics in order to enhance
the efficiency of IoT networks and reduce the devices’ complexity.
In [Wang et al., 2019a], the authors proposed a clustering routing
protocol based on energy-efficient compressive sensing that finds
the optimal size of a cluster, and the optimal distribution of cluster
heads and also alleviates the ”hot spot problem”. This solution
reduces efficiently the overall energy consumption of the network
and extends its lifetime. In this case, there is a temporal correlation
between data which means it would be interesting to use a predictive
approach in order to reduce the energy consumption resulting from
the spatial-temporal correlation. In [Hsieh et al., 2020], the authors
employed distributed source coding between two nodes in a NOMA
(Non-Orthogonal Multiple Access) pair to optimize the performance
and minimize the energy consumption in resource-constrained cellu-
lar IoT networks. This solution focuses only on mobile broadband
applications, where transmissions typically occur in the downlink
with full-buffered traffic.

4. Mobility based Data Collection: Recently, mobile data collection
approaches have been widely used as a mean to develop energy-
efficient IoT networks and extend their lifetime. Mobile data
collection allows battery-limited devices to save their transmission
energy and thus extend their lifetime. Mobile data collection can be
achieved by three methods. The first method consists in using static
sensor nodes and a mobile sink that will collect data from these
nodes when they are sufficiently close to it. The second method
consists in having a static sink and mobile nodes. Since the nodes
can move, they improve the network coverage and decrease the
number of nodes needed (e.g. we can have fewer sensors in the
network since one sensor can move and cover other areas of the
network). This strategy has been studied widely in recent years
the number of mobiles is increasing. The third method consists in
having mobile sensor nodes and a mobile sink.

There have been various studies that focused on energy-efficient
mobility-based data collection in the literature. In [Wang et al.,
2019b], [Zhan et al., 2017] and [Chen et al., 2019], the authors studied
the use of a mobile sink (UAV) with fixed nodes and proposed a
solution that optimizes the UAV trajectory in order to ensure an
energy-efficient data collection. In [Chang et al., 2019], the authors
proposed an algorithm for a distributed bus-based data collection to
maximize the lifetime and throughput of WSNs. On the other hand.
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Table 3.5: The Pros And Cons Of The Energy Saving Techniques

Energy Saving Tech-
nologies Pros Cons

Sleep/Wake-Up Wake-Up Ra-
dio

• Reduce the power con-
sumption of battery pow-
ered networks

• On demand sleep /wake-
up

• Reduce idle listening and
overhearing

• Short communication
range

• High deployment cost

• High interference

Duty-Cycling

• Reduce the power con-
sumption of IoT devices

• On demand / asyn-
chronous / schedule
rendez-vous

• High sleep latency

• Data transmission latency

• Idle listening, over-
emitting and overhearing

Data Collection
Data aggrega-
tion

• Reduces energy consump-
tion

• Reduces traffic load

• Risks of high latency

• Less secure for the non-
centralized approaches

Probability
based

• Predict sensing data

• Save transmission energy

• Not accurate

• Add communication costs

Compressive
Sensing

• Reduce information re-
dundancy

• Save communication en-
ergy

• Restricted to non-complex
sensor data

• Not always feasible

Mobility
based

• Reduce routing distance
and transmission costs

• High network flexibility
and coverage

• High energy consumption
to recover dysfunctional
mobile nodes

• Optimal Path for the mo-
bile node is difficult to
find

Researchers also studied the use of mobile nodes with a static sink.
In [Wang et al., 2018], the authors proposed a solution based on the
Internet of Vehicles that allows traffic data gathering architecture
with an efficient sink node selection. This solution shows only
certain vehicles and paths should be selected to reduce the network
energy consumption. As shown in the latter works, mobility-based
data collection is a very promising energy-saving technology if the
mobile sink has a low carbon footprint and is provided with an
optimized trajectory which constitutes a challenging research area.

3.2.2.3 Discussion

The energy-saving techniques presented in the previous section are used
to reduce the energy consumption of IoT devices as much as possible.
In Table 3.5, we summarize the energy-saving techniques presented
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previously and highlight the pros and cons of using these techniques in
IoT networks.
In the case of sleep/wake-up schemes, both duty-cycling and wake-up
radios considerably reduce the nodes’ energy consumption. While
wake-up radios is an on-demand sleep and wake-up scheme, duty cycling
schemes can be divided into three categories: on-demand, asynchronous,
and schedule rendez-vous. Accordingly, wake-up radio schemes are able
to reduce the idle listening and overhearing that duty-cycling may suffer
from. However, it has a limited communication range, a high deployment
cost, and can suffer from high interference. Duty-cycling, on the other
hand, in addition to idle listening, overhearing, and over-emitting can
also struggle with high sleep latency (e.g. sending data to a node that is
not ready to receive data) and data transmission latency (e.g. waiting for
the next wake-up phase to send data). Choosing either wake-up radios or
duty-cycling depends essentially on the network needs and requirements.

Energy efficient data collection approaches are efficient schemes to
reduce the energy consumption of IoT. However, they still have challenges
and issues to overcome such as security and latency issues for cluster-
based and tree-based data aggregation or the hardly achievable sensory
data sparsity in data compression. Mobility-based approaches can also be
subject to data loss and energy starvation if the system policy used is not
well defined.

3.3 recent advances in iot ecosystem energy management

In order to achieve Green-IoT, several new approaches for energy manage-
ment have been explored by researchers to reduce the energy consumption
of the different components of the IoT infrastructures from data centers to
the IoT nodes. These developments emerged with the exploitation of new
communication paradigms like 5G and the rapid growth of technologies
such as artificial intelligence, cloud, etc. In this section, we will present
the recent advances in energy management for IoT networks ecosystem.
In Figure 3.6, we present the architecture in which Edge, Fog, and Cloud
devices are organized while in Table 3.6, we summarize the energy man-
agement solutions studied for cloud, fog, and edge-enabled IoT networks.

3.3.1 Energy management in IoT-Cloud Computing

With the start of the IoT revolution, the number of IoT devices has
exploded and with it, the amount of data collected by those devices.
Since IoT devices do not possess the computational power to process
all of the collected data, combining IoT with cloud computing provides
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Figure 3.6: Hierarchical organization between edge, fog, and cloud computing

high-performance computing capability and high-capacity storage to
support the ubiquitous need for data collection and processing in IoT
networks. Cloud computing allows battery-dependant IoT devices to
offload various tasks to the cloud (e.g. data cleaning) and conserve their
energy. Cloud computing also allows the scalability of IoT systems as
well as adding security and reliability to the services. Although cloud
computing seems to only bring befits to IoT, it is well-known that the
cloud servers that host cloud applications are highly energy-consuming.
Therefore, it is also necessary to reduce the cloud’s energy consumption
by using its resources efficiently. Reducing energy consumption in Cloud
computing can also be achieved by the use of low-power devices and the
virtualization of services.

In the literature, a large scope of energy-saving solutions in cloud
computing-enabled IoT networks have been studied. In [Kaur et al., 2015],
the authors proposed an energy-efficient architecture for IoT that allows
the system to predict the sleep interval of sensors-based IoT networks
upon their remaining battery level and reduce the energy consumption
of sensor nodes and cloud resources. However, this solution is not
recommended for applications with strict real-time requirements since it
is specific to systems with a sleep/wake-up strategy. Various solutions
proposed energy saving in cloud computing by using service composition
optimization. In [Baker et al., 2017], the authors proposed a multi-cloud
IoT service composition algorithm (E2C2). The composition of services
is energy-aware and integrates the minimum number of IoT services to
meet a user’s requirements. This solution outperforms similar algorithms
that have been previously proposed: All Cloud, Base Cloud, Smart Cloud
[Zou et al., 2010] and COM2 [Kurdi et al., 2015]. To further improve
service composition solutions, we should take into account not only
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Table 3.6: The state-of-the-art of the energy saving in the IoT ecosystem

Energy Management Approach References

Cloud Computing

[Kaur et al., 2015], [Baker et al.,
2017], [Zou et al., 2010], [Kurdi
et al., 2015], [Kumari et al., 2017],
[Gharehpasha et al., 2020], [Alharbi
et al., 2019]

Fog Computing

[Sarkar et al., 2015], [Perera et al.,
2017a], [Mebrek et al., 2017], [Nay-
eri et al., 2021], [Peralta et al., 2017],
[Oma et al., 2018b], [Oma et al.,
2018a],
[Lavassani et al., 2018]

Edge Computing
[Sun et al., 2016], [Min et al., 2019]
[Liu et al., 2019b], [Azar et al.,
2019]

the cloud providers’ aggregate energy, but also the energy needed for
the service execution. In [Kumari et al., 2017], the authors presented a
partitioning method of an application into offloadable and non-offloadable
components to reduce the energy consumption and the execution time.
This solution offloads components to the cloud however, it requires high
network reliability in order to ensure the application well functioning and
availability.

Other solutions focused on energy saving using power-aware virtual
machine placement in cloud providers. In [Gharehpasha et al., 2020],
the authors also proposed a virtual machine placement algorithm in
order to reduce the number of active physical machines and reduce
their energy consumption while also load balancing between the active
physical machines. However, in this solution, a static virtual machine
placement is done which means once a virtual machine is a placement
it can not be migrated to another physical machine. In [Alharbi et al.,
2019], the authors proposed an ant system for dynamic virtual machine
placement that reduces the number of active physical machines and
reduces the overall energy consumption of the data center. In dynamic
virtual machine placement, virtual machines can be migrated from one
physical machine to another. Therefore, security strategies should be
applied during migration in order to protect private data from hackers’
attacks.
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3.3.2 Energy management in Fog Computing

Fog computing is a decentralized computing paradigm that brings
computation and data storage closer to the devices that generate or
collect data. It is meant to address the issue of sending data over long
distances to the cloud, which can be slow and expensive. By bringing
computation closer to the edge of the network, fog computing constitutes
an extension of cloud computing rather than a replacement for it. Fog
is a highly virtualized platform that can reduce the amount of data that
needs to be transmitted and processed in the cloud, and can also enable
real-time decision-making and actions. Fog Computing platforms are
designed to support mobility, and geo-distribution in addition to the low
latency required in various IoT applications (e.g. industrial-IoT). These
characteristics make the Fog platforms suitable to support the energy
constraints of IoT applications.

Various works have discussed using fog computing to reduce the en-
ergy consumption in IoT systems. In [Sarkar et al., 2015], the authors
studied the sustainability of Fog Computing and its performances com-
pared to traditional Cloud in terms of power consumption, CO2 emissions,
and cost in IoT networks. Fog computing enhances the performance
of latency-sensitive applications in terms of QoS and eco-friendliness.
In [Perera et al., 2017a], the authors identified major features (such as
dynamic discovery, configuration, management of devices, multi-protocol
support at different layers of the network architecture, mobility, etc.) that
fog computing platforms need to support toward building sustainable
sensing infrastructure for a smart city. Fog computing platforms should
be built in a manner that different applications can use. They should also
offer built-in support for different types of communication and data ana-
lytics frameworks in order to implement the different features of fog-IoT
platforms. In [Mebrek et al., 2017], the authors proposed a solution that
allows a number of IoT devices to select a fog instance that will receive
their data considering the energy consumption (e.g energy consumed by
the transport network, energy to process and store the data, energy to
forward the data to the cloud if needed) and the latency (transmission
latency, processing latency, forwarding to cloud latency). In [Nayeri et al.,
2021], the authors reviewed the AI-based application placement solutions
that address latency, resource utilization and energy consumption issues
in fog-enabled IoT networks. Fog application placement solutions focus
mostly on achieving efficient load-balancing methods. Machine learning
and more specifically, reinforcement learning algorithms, are widely
used and combined with evolutionary algorithms in order to solve the
fog application placement problem. Algorithms can be combined to
cover each others’ weaknesses and achieve challenges such as security,



42 3.3.3 energy management in edge computing

privacy, availability, etc. In [Peralta et al., 2017], the authors proposed an
energy efficient fog-based IoT scheme that reduces end-devices energy
consumption for industrial IoT by reducing their transmission. This
scheme uses a Message Queuing Telemetry Transport(MQTT) broker
to predict future data measurements, operate as gateway and offload
expensive data processing from the Cloud to the Fog.

In order to reduce the energy consumption in fog-based IoT networks,
various fog computing models were proposed. In [Oma et al., 2018b], the
authors proposed a linear fog computing model to reduce the total energy
consumption. Although linear models are simple and useful they are only
suitable for IoT networks with few number of sensor nodes. Consequently,
in [Oma et al., 2018a], the authors proposed a tree-based fog computing
model that supports a large number of IoT devices and reduces the total
electric consumption compared to the Cloud Computing model. Finally
in [Lavassani et al., 2018], the authors proposed a distributed (online)
learning model on the sensor device. The model is created by mining
the collected data that approximate the data stream behavior and then
transmitting only the updated model parameters to a fog computing sys-
tem. This solution saves energy in IoT devices by preventing unnecessary
uplink transmission.

3.3.3 Energy management in Edge Computing

With the increasing number of IoT devices, the data produced by those
devices is also escalating explosively. Processing efficiently those data then
becomes a necessity in Green-IoT. Therefore, edge computing technologies
emerge as a very attractive solution for energy management in IoT as they
bridge the gap between the limited capability of low-powered devices
and their computational demands. Edge computing allows the workload
to be offloaded from the cloud to a location closer to the source of data
that need to be processed. It offers the possibility to downstream data on
behalf of cloud services and upstream data on behalf of IoT services. It
consequently has the potential to extend the lifetime of battery constrained
IoT devices, reduce the network traffic, increase the bandwidth, improve
the privacy and achieve a considerable energy and communication delay
saving.

Different approaches have been proposed to achieve energy saving
in Edge computing based IoT networks. Energy efficiency using edge
computing can be achieved through different schemes : from offloading
strategies to data reduction schemes as well as the efficient management of
IoT devices and applications. In [Sun et al., 2016], the authors tackled the
scalability and energy consumption challenges that IoT faces by proposing
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a novel architecture including the cloud, mobile edge computing and IoT.
It includes a framework which develops a selective offloading scheme to
reduce the energy consumption of IoT devices and the overhead of edge
devices. However, this architecture needs to overcome many challenges
related to nodes identification by the virtual machines (e.g., if the nodes
change their location) as well as the migration of nodes and virtual
machines. In fact, if a mobile node changes its location, the system should
find an efficient strategy that can either migrates the virtual machine or
not based on the QoS requirements of the application. In [Min et al.,
2019], the authors proposes a reinforcement learning based offloading
scheme for IoT devices with energy harvesting. IoT devices select an
edge device and their offloading rate according to their current battery
level, the previous radio transmission rate to each edge device, and the
predicted amount of harvested energy. This solution also includes a deep
reinforcement-based offloading scheme to further accelerate the learning
speed. In [Liu et al., 2019b], the authors also combined Edge Computing
with deep reinforcement learning in an IoT-based energy management
system to reduce the energy consumption in a smart home context. The
proposed solution consists of an offline and an online phase. During the
offline phase, a deep neural network is trained and a deep reinforcement
learning model based on Q-learning is built and exploited during the
online phase. The proposed solution proves to reduce the energy cost.
Such solutions can be proposed to reduce the energy consumption of
smart homes in a smart city context. In [Azar et al., 2019], the authors
focused on compressing the data collected by the edge device before
their transmission. The proposed solution is based on an error-bounded
lossy compressor designed for high-performance applications with high
data production. The proposed compression algorithm proved that the
extracted data produced similar classification accuracy as the compressed
data.

3.4 research perspectives in iot energy management

In this section, we will discuss the use of approaches like social IoT, 5G-IoT,
and network softwarization as well as artificial intelligence and Cognitive
Radio IoT to reduce the global energy consumption of IoT networks. We
will also present the most recent solutions proposed for this purpose. In
Table 3.7, we summarize the papers studied for each approach.

3.4.1 Energy management techniques in 5G IoT

With the emergence of 5G technology, it is expected to significantly
enhance the capabilities of the IoT. In fact, 5G offers higher speed, greater
capacity, lower latency and enhanced reliability to IoT networks in order
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Figure 3.7: Research Perspectives in energy management for IoT

Table 3.7: The State-Of-The-Art of Recent Energy Management Approaches For
IoT

Energy Management Approach References

5G-IoT
[Buzzi et al., 2016], [Gandotra et al.,
2017], [Costanzo et al., 2017], [Dao
et al., 2020], [Zhang et al., 2016]

Cognitive Radio IoT
[Haykin, 2005],[Qureshi et al.,
2017], [Xu et al., 2017], [Liu et al.,
2020], [Hao et al., 2016]

Network softwarization

[Krishnan et al., 2015], [Liao et al.,
2018], [Naeem et al., 2020], [Huin
et al., 2018], [Yazdinejad et al.,
2020],[Eghbali et al., 2021],[Zem-
rane et al., 2018]

Social IoT

[Atzori et al., 2012], [Jiang et al.,
2016], [Meng et al., 2017], [Zhou
et al., 2018], [Lee et al., 2016], [Al-
Turjman, 2019], [Yang et al., 2020]

AI-based Machine learning

[Lavassani et al., 2018],[Machorro-
Cano et al., 2020], [Zhao et
al., 2018], [Thomas et al., 2016],
[O’Dwyer et al., 2019], [Sheikhi et
al., 2015], [Mounce et al., 2015],
[Paris et al., 2019]

Deep learning
[Liu et al., 2019b], [Hu et al., 2018],
[Liessner et al., 2018], [Wu et al.,
2018b]

Application-based

[Shyam et al., 2017], [Kazmi et al.,
2020], [Chen et al., 2016], [Franzitta
et al., 2017], [Şengör et al., 2017],
[Kampeerawat et al., 2017], [Esther
et al., 2016], [Rahim et al., 2018],
[Ożadowicz, 2017]
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to meet the intense user demands. The devices will not be limited to
smart phones but also home appliances, cars, and other devices and will
contribute to build a smart society. 5G IoT also claims a data rate increase
up to 10 Gb/s and uses multiple technologies (e.g. massive multi-input
multi-output (MIMO), small cells, beamforming, etc.) in order to support
the tremendous number of users. However, since 5G technology needs
more installation infrastructures and supports a large number of users,
this technology suffers not only from a lack of spectrum efficiency but also
from energy efficiency problems that are causing negative effects on the
environment and human health. This exponential growth has raised the
energy consumption and carbon footprint of those networks to alarming
rates which led both the industry and academia to turn towards a greener
and more sustainable 5G technology.

In the literature, various studies discussed the importance of energy
efficiency in 5G networks. In [Buzzi et al., 2016], the authors presented an
overview of energy-efficient techniques for 5G networks covering resource
allocation, network planning, network deployment, hardware solutions,
etc. In [Gandotra et al., 2017], the authors presented a detailed survey
on energy-efficient cellular networks and proposed a spectrum-sharing
solution for prolonged battery life in IoT networks. In [Costanzo et al.,
2017], the authors provided an overview of several recent solutions for
the wireless powering of devices exploiting either near-field or far-field
techniques. These techniques are expected to have a leading role in
the realization of 5G-IoT networks. In [Dao et al., 2020], the authors
proposed a probabilistic decay feature-based solution which focused
on the energy consumption of spectrum sensing for IoT devices in 5G
networks. In [Zhang et al., 2016], the authors proposed an integrating and
energy-efficient system model for 5G-IoT that uses a massive MIMO array
to replace the single remote antenna and cellular partition zooming (CPZ)
mechanism as a select-and-sleep mechanism, shortening consequently the
distance between the components and reducing the number of routers.

3.4.2 Energy Efficient Cognitive Radio IoT

With the high number of IoT devices connected to the internet, the
frequency spectrum used by those devices to communicate is getting
crowded. Cognitive radio is an approach that aims to improve the usage
efficiency of the radio electromagnetic spectrum by using all available
frequencies. It is an intelligent wireless communication system that can
be programmed and configured dynamically. Cognitive radio technology
is built on a software-defined radio which is aware of its environment
and uses the understanding-by-building methodology to learn from
the environment [Haykin, 2005]. It automatically detects the available
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channels in the wireless spectrum and accordingly adapts its transmission
and reception parameters in order to ensure communication reliability
and efficient utilization of the radio spectrum.
Recently, the integration of cognitive radio and IoT have been widely
studied as a potential solution for bandwidth scarcity and devices’ high
demand of uninterrupted connectivity. Compared to traditional IoT,
spectrum sensing may consume a lot of energy and reduce the trans-
mission power of the network. Thus, reducing energy consumption in
cognitive radio networks remains one of the most important challenges
in IoT networks’ energy management. In [Qureshi et al., 2017], the
authors proposed an energy-efficient protocol for cognitive radio IoT
that reduces the number of handshakes, avoids re-transmission for
reliable data communication, and thus reduces communication time and
enables energy transmission with high throughput. The reduction in
communication time reduces considerably the energy consumption of
the network. Other solutions focus on reducing the energy consumption
using optimization algorithms. In [Xu et al., 2017], the authors proposed
an algorithm for joint time and power allocation optimization while in
[Liu et al., 2020], the authors focused on optimizing resources and sensing
time in green cognitive IoT. The solution consists in having two groups
of IoT nodes alternate between spectrum sensing and energy harvesting
in order to compensate for sensing energy consumption. The authors in
[Hao et al., 2016], proposed an algorithm to optimize the power allocation
and sensing time during imperfect sensing in cooperative cognitive radio
networks. These works show that Cognitive radios resolve the problem
of high spectrum requirements, reduce waiting time and thus allow
devices to consume less energy. However, they may also face interference
issues between secondary and primary users and struggle to compromise
between good QoS and energy efficiency.

3.4.3 Energy efficient network softwarization for IoT

IoT connects billions of devices to provide a variety of services (smart
homes, smart agriculture, industry 4.0, etc). In order to achieve these
services, IoT devices employ various protocols, communication ways, and
formats of data. The diversity and heterogeneity of IoT data and devices
compared to traditional networks in addition to the need for security,
privacy, storage and processing means that IoT networks require dynamic
solutions for management, configuration, and flow scheduling solutions.
Network softwarization in the form of Software Defined Networks and
Network Function Virtualization have emerged in order to overcome
the previously discussed challenges. Network softwarization consists
in transforming telecommunication processing into a software-based
environment. It is based on SDN which separates the control plane of
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the network and the data plane and thus separates the control from the
forwarding in the network. The IoT network devices are employed for
forwarding the data while the network controllers define the forwarding
policies for the devices. These controllers can be organized in a centralized
manner or a hierarchical manner in order to prevent the controller from
becoming a single point of failure and enhance the system’s fault tolerance
[Eghbali et al., 2021]. SDN-integrated IoT can offer smart routing and load
balancing as well as intelligent network traffic management and analysis.
SDN can also provide a global view of IoT networks and improve the
scalability and security of the networks. Network softwarization is also
based on NFV which decouples the functions of a network from the
network hardware and runs it as virtual machines on containers. Network
softwarization schemes such as NFV aim to replace energy-consuming
network hardware and improve the performances and capabilities of IoT
systems. However, it is important to mention that these network functions
are often run on servers which are the predominant energy consumers.
Then, how does network softwarization impact the overall energy con-
sumption of IoT networks and how can we reduce and optimize its energy
consumption?

To this end, various works studied the energy consumption in the
network softwarization field. In [Zemrane et al., 2018], the authors sur-
veyed SDN-based solutions to improve IoT networks and describes SDN
as a solution to IoT challenges focusing on energy saving, network man-
agement and mobility. In [Naeem et al., 2020], the authors proposed an
SDN-enabled routing protocol that not only efficiently utilizes the limited
bandwidth cost to reduce the energy consumption but also achieves the
QoS requirements for an industrial IoT network while in [Yazdinejad et al.,
2020], the authors proposed a cluster architecture using blockchain-based
SDN controllers with distributed network management for IoT devices
that provide a secure and energy-efficient mechanism for IoT devices in
an SDN domain using a routing protocol. Numerous authors focused on
reducing the energy consumption of SDN and NFV enabled data centers
and thus, reducing the energy consumption of the whole IoT system. In
[Krishnan et al., 2015], the authors proposed an open stack based solution
to enable policies that enforce constraints in the system with periodic
event monitoring and dynamic resource management to minimize energy
consumption in NFV data centers. In [Liao et al., 2018], the authors
proposed an energy consumption control solution in SDN-based cloud
data centers using the integration of virtual machine migration based on
mixed single-parent genetic algorithm. It is also important to note that
SDN solutions can also achieve energy efficiency through energy-efficient
routing protocols.
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3.4.4 Social IoT for energy management

IoT is a paradigm that resulted from the integration of social networking
concepts into the Internet. Social networks are able to connect a large
number of individuals and this characteristic has previously inspired re-
searchers in internet-related works [Atzori et al., 2012]. Similarly to social
networks, IoT networks use a variety of technologies to connect a large
number of things which made the idea of combining these two concepts
not only possible but also advisable. The concept of Social IoT was moti-
vated by popular social networks over the Internet such as Facebook and
Twitter. The term ”social IoT” refers to the use of IoT in social network-
ing and communication. It also refers to the use of IoT technology to
gather data on social interactions and behavior, which can be used for
various purposes such as market research or urban planning. Therefore,
it has attracted scientists and researchers in E-business, E-learning, sociol-
ogy, psychology, and networking. It has also caught the eyes of researchers
in energy management as they consider it a promising solution in green
networking.

Since Device-to-Device communication and social network are two es-
sential components of IoT, various authors studied energy management us-
ing Social IoT and proposed solutions to enhance the energy and spectrum
efficiency in this context. For example, in [Yang et al., 2020], the authors
proposed a social interaction-assisted resource-sharing scheme for Device-
to-Device communication, to improve the utilization of spectrum resources
and thus, reduce the energy consumption in Green-IoT networks. The in-
terconnection of IoT devices can also be used to efficiently harvest energy.
For example, in [Jiang et al., 2016], the authors proposed a social-aware
energy harvesting Device-to-Device communications architecture that in-
tegrates energy harvesting technologies and social networking character-
istics into Device-to-Device communication to improve the spectrum and
energy efficiency for local data dissemination in 5G cellular networks. In
[Meng et al., 2017], the authors also worked on using social interaction in
Device-to-Device communication but in this case to improve the efficiency
of data exchange, sharing, and delivery reducing thus, the energy con-
sumption in the network. In [Zhou et al., 2018], the authors proposed an
energy efficient Cyber-Physical-Social system powered by IoT, where wire-
less network virtualization over SDN was adopted to enhance the service
operation and the system management. In [Lee et al., 2016], the authors
propose an efficient pervasive interconnection technique to process and
share information in an IoT environment based on the human’s social net-
work and the device’s sociality. In [Al-Turjman, 2019], the authors studied
the use of smartphone sensors to contribute to smart social spaces as well
as the energy consumption of femtocell, a potential communication tech-
nology for the realization of 5G-IoT.
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Table 3.8: The Pros And Cons Of Intelligent Energy Saving Techniques

Intelligent Energy Saving Techniques Pros Cons

Machine Learning

-Help identify
trends and patterns

-Performances
improve over time

-Consumes energy
while running the
algorithms

-Algorithms become
obsolete when the
data grows

-Irrelevant and in-
valuable data can
cause bad results

Deep Learning

-Ideal for complex
tasks

-Supports large
amounts of data

-Bad quality data
leads to bad results

-Opacity of neural
networks

-More data security

3.4.5 Intelligent energy management techniques for IoT

IoT networks are composed of physical devices such as vehicles, houses,
and any other items enhanced with sensors and software that enable data
collection, distribution, and analysis. However, due to the high number of
IoT devices and their small sizes, they do not possess the computational
power to process all the data collected hence, machine learning and big
data technologies are efficient approaches to develop intelligent solutions
to the collected data management. Big data technologies allow the collec-
tion and analysis of large amounts of data while machine learning studies
algorithms and statistical models based on patterns and inferences that
systems use to meet their goals [Machorro-Cano et al., 2020]. Likewise,
machine learning is a very reliable and robust approach, therefore, it is
largely used in real-time applications. It is considered ideal for learning-
based problems and is capable of identifying the background and charac-
teristics of such problems to learn from them and execute actions based
on the knowledge acquired thus increasing system performances. Due to
the high number of IoT devices, the energy consumed by IoT devices is
huge. In addition, the world we live in faces a huge environmental crisis
with climate change and high rates of air pollution, water pollution, etc.
Reducing energy consumption in IoT networks is, then, one of the great-
est challenges we might face. Researchers can exploit machine learning
and intelligent solutions in order to predict energy consumption in IoT
networks and applications.

Various solutions have been proposed in order to reduce the energy
consumption of IoT devices. However, those solutions are usually static,
limited to a certain context, and do not include taking smart and intelligent
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Figure 3.8: The relation between artificial intelligence, machine learning and
deep learning

decisions. For example: in the case of energy management of home appli-
ances consumption, various optimization solutions have been proposed.
However, those solutions are depending on a certain context and do not
consider a change of habit for the in-habitant. This is why, machine learn-
ing has emerged as a promising approach to develop intelligent solutions
for energy efficiency in smart homes as they are able, using smart me-
ters data, to not only reduce the energy consumption but also adapt the
decision-making depending on the inhabitants’ habits. In fact, it would be
interesting to exploit machine learning in order to adjust transport schedul-
ing depending on air pollution or action depollution mechanisms if sen-
sors detect a high pollution rate in water, etc. Hence, many researchers
turned towards achieving Green-IoT at different network layers using in-
telligent solutions like machine learning and deep learning that proved
their efficiency in other fields.

3.4.5.1 Background on machine and deep learning

Machine learning and deep learning are two Artificial Intelligence (AI)
approaches. These approaches are often confused as deep learning is
considered a part of machine learning (as shown in Figure 3.8). However,
in this context, we believe is important to differentiate them as they are
two concepts used in different contexts and application fields.

Machine learning can be defined as algorithms that provide a sys-
tem the ability to automatically learn and improve its performances.
Machine learning algorithms learn from data or experiences and apply
what they have learned to make informed decisions. They usually involve
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human intervention to give feedback to the algorithm. Machine learning
algorithms are often categorized as supervised or unsupervised learning.
Supervised learning uses the experiences learned from past data and
apply it to new data using labeled examples to predict future actions or
events, while unsupervised learning uses unlabeled and unclassified data
and helps the system find all kinds of unknown patterns in data. Another
category of machine learning is semi-supervised machine learning which
uses both supervised and unsupervised learning. Typically, those algo-
rithms use a small amount of labeled data and the rest is usually unlabeled
data. Semi-supervised algorithms decrease the labeling effort and increase
the learning accuracy of the system. Finally, reinforcement learning is an
approach in which the learning methods consist in interacting with the
environment by taking actions and receiving rewards or errors. Within a
specific context, this method maximizes the system’s performances and
automatically determines its ideal behavior.

Deep learning algorithms are an evolution of machine learning algo-
rithms as they use a programmable layered structure of algorithms called
an artificial neural network. These artificial neural networks enable
systems to make accurate decisions without human intervention. Deep
learning differs from the other machine learning algorithms as it is able
to accomplish complex tasks using unstructured data, process a large
amount of data and learn efficiently without human intervention. In
what follows, we will present machine learning and deep learning based
solutions employed to reduce the energy consumption of IoT networks.

3.4.5.2 Machine Learning-based Energy Saving techniques

With the emergence of IoT and the exploding number of IoT devices, the
volume of the data generated by IoT systems also increases considerably.
Consequently, machine learning techniques have emerged to use the data
generated by IoT devices and make IoT applications more intelligent.
However, due to the high number of IoT devices, the energy consumed
by those devices has also increased considerably, thus, energy saving
has become a priority for IoT systems designers and end-users. This
motivated researchers to study the use of machine learning in order to
create green smart and sustainable IoT network applications.

The amount of works concerning the use of machine learning to
achieve energy saving is large. To help reduce the energy consumption,
machine learning can be used in energy-saving IoT applications such as
Smart Buildings [Zhao et al., 2018], [Thomas et al., 2016], Smart Energy
[O’Dwyer et al., 2019],[Sheikhi et al., 2015], Smart Water [Mounce et al.,
2015]. Other works focus on saving energy by efficiently transmitting
data and reducing the number of transmitted packets [Lavassani et al.,
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2018]. While in [Paris et al., 2019], the authors focused on energy-efficient
mobility prediction using machine learning. This shows if the data
features are known and with the available datasets, machine learning
algorithms prove to be an interesting solution that can be used and
adapted to different aspects of energy saving in IoT networks.

3.4.5.3 Deep Learning-based Energy Saving techniques

Deep Learning is a promising approach for energy management in IoT
networks. As shown in Table 3.8, it differs from machine learning as
it provides better performances with large-scale data. Deep learning
algorithms are self-directed in data-analysis and can automatically extract
new features for problems in contrast to machine learning algorithms
which depend on the extracted and already identified features.

Deep learning has been used in several works related to energy sav-
ing. In [Liu et al., 2019b], a deep reinforcement learning-based energy
scheduling was proposed to deal with the uncertainty and intermittence
of energy supplies. In [Hu et al., 2018] and [Liessner et al., 2018] a
deep reinforcement learning approach was proposed to obtain an energy
management strategy for a hybrid electric vehicle. On the other hand, in
[Wu et al., 2018b], a deep Q-learning-based energy management strategy
for power-split Hybrid Electric Buses is proposed. As shown in the
works presented previously, deep learning can be used in numerous
energy saving applications. However, it is more suitable for large-scale
applications that require constant learning and that need to adapt to the
state of their environment.

3.4.6 Application-based energy management

IoT has revolutionized the way we live. However, IoT technologies face
several challenges such as the increase in energy consumption and car-
bon footprint of IoT nodes. Therefore, IoT applications must be smart,
eco-friendly, and sustainable, and with the recent development of Green
IoT, it has become a tool towards achieving green and sustainable soci-
eties. Various IoT solutions have been proposed where IoT is an enabler
for greening several fields of our society such as waste management, retail
and logistics, smart streets, etc. For smart waste management, the authors
in [Shyam et al., 2017] proposed a smart waste management system where
the waste level in waste bins is communicated and an optimized and en-
ergy efficient route is proposed to the workers. In [Kazmi et al., 2020], the
authors proposed a smart street framework where streetlights are powered
by solar panels and are efficiently monitored and maneuvered by IoT. The
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streetlights operate at different intensities depending on the traffic flow
rate and the absence or presence of sunlight and vehicles. In the proposed
solution, streetlights are also equipped with sensors to help monitor air
quality.
Throughout the years, it has also been proven that traditional infrastruc-
tures that help simplify human beings daily lives (e.g. public transporta-
tion systems, home appliances, cars, factories, etc.) waste a tremendous
amount of energy. Therefore, in order to continue using these vehicles and
infrastructures without draining our planet’s energy resources, greening
using IoT becomes a top priority and constitutes a step towards achiev-
ing green and sustainable societies. Consequently, various solution have
been proposed as alternatives to traditional and polluting applications. In
[Chen et al., 2016] the authors discussed the use of Intelligent Transporta-
tion Systems to achieve energy saving and what changes both consumers
and decision-makers should take in order to reduce the energy consump-
tion of public transport systems. In [Franzitta et al., 2017], the authors
studied the use of renewable energies to power public transport (buses)
and reduce the energetic dependence on fossil fuels by replacing diesel
vehicles with hydrogen-powered vehicles. Numerous works specialized in
energy management for trains and railways station such as [Şengör et al.,
2017] and [Kampeerawat et al., 2017]. Personal vehicles are also concerned
with energy management. In [Giliberto et al., 2019], the authors proposed
a a solution based on fuzzy logic aimed at prolonging the battery life of
electric bikes. The use of electric bikes (e-bikes) is particularly interest-
ing in IoT networks as they can be used as mobile node for energy or
data transmission. Reducing energy consumption in buildings also caught
the eye of researchers [Esther et al., 2016]. For example, in [Rahim et al.,
2018] and [Ożadowicz, 2017], the authors proposed solutions to minimize
the energy consumption of homes and building appliances while causing
the minimum discomfort to the user. In [Rahim et al., 2018], the authors
proposed a hybrid solution based on three heuristic algorithms for home
energy management in a smart building while in [Ożadowicz, 2017], the
authors proposed an approach to both physical and logical organization
of an active demand side management system for building-integrated pro-
sumer microgrids based on IoT and standard building automation and
control systems (BACS).

3.5 discussion

In this section, we will present recommendations and indications to IoT
system designers on which techniques can help achieve the requirements
of an IoT application in an energy-efficient way. The application fields
of IoT in a single domain are diverse thus, the requirements can differ
from one application to another in the same field. However, a number
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Table 3.9: Recommendations On How To Use The Energy Management Tech-
niques to meet IoT applications requirements

IoT application Requirements Techniques Recommendations

Smart Home

Availability, low
latency, EE data
communication,
data reduction,
context-aware, secu-
rity

Task offloading, data aggre-
gation, social IoT, intelligent
smart home solutions

Reduce data transmissions through
data aggregation, reduce response
time and latency, adapt to the con-
text, use task offloading to enhance
fault tolerance

Agriculture
IoT nodes reliability,
sensor data manage-
ment, flexibility

mobile energy transfer, intel-
ligent data collection, data re-
duction

Exploit moving vehicles to power
devices, use intelligent mobile data
collection to reduce data transmis-
sion, reduce and compress sensor
data

Healthcare
Low response time,
fault tolerance, node
mobility, security

Mechanical EH, mobile en-
ergy transfer, social IoT

Use RF wireless charging and mo-
bile energy transfer for the mobile
node, achieve self-powered IoT de-
vices through mechanical energy
harvesting, achieve security and re-
duce time to response and latency
with network softwarization, en-
hance availability and fault toler-
ance with social IoT

Industrial IoT

Low response time,
availability, security,
fault tolerance, flex-
ibility, mobility, de-
vices heterogeneity
and scalability

Intelligent sleep/wake-up
techniques, intelligent mo-
bile data collection, RF
energy harvesting, intelligent
mobile energy transfer, CR-
IoT, task offloading, network
softwarization

Reduce data transmissions through
machine learning based data col-
lection and data reduction, reduce
response time and latency, opti-
mize spectrum efficiency, employ
RF wireless charging and intelli-
gent mobile energy transfer
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of these techniques can be used for different applications. For example,
using battery-less devices with backscatter communications, simultane-
ously transmitting power and information with SWIPT, in addition to pe-
riodically alternating between sleep and wake-up states for IoT devices
with duty-cycling and wake-up radios that can be combined with machine
learning techniques to optimize the sleep and wake-up time. These tech-
niques are very promising and are used in scenarios where the device
does not need to be constantly active. 5G technology is integrated with
IoT networks in order to boost the communication and response time as
well as the capacity of IoT networks. Security is also crucial for IoT appli-
cations that use private and critical data such as smart homes, healthcare,
and industrial IoT. IoT system designers should consider security at dif-
ferent layers of the network with security protocols as well as network
softwarization that not only allows to save energy by replacing physical
security devices but also to have powerful security mechanisms. Green en-
ergy sources also need to be exploited for various applications in order to
power the devices and ensure the availability of the devices and real-time
data.

3.5.1 Smart Home

IoT is drastically transforming how households are managed. Devices
and home appliances are equipped with communication interfaces and
are remotely and automatically controlled in order to offer a comfortable
experience for the inhabitants. In this regard, smart homes services need
to be available at any time and with low latency. Therefore, processing
data at edge, fog and cloud level allows having a quick response [Mao
et al., 2018]. Task offloading at different levels of the platform also en-
hances the availability of the service and allows a quick recovery in case
one of the components stops working [Chowdhury et al., 2020]. If smart
home sensor data are communicated to the edge, fog, or cloud for process-
ing and since communication costs more energy than local computation,
energy-efficient data communication schemes need to be developed for
smart home through lightweight protocols, data reduction, data aggrega-
tion schemes [Pattamaset et al., 2021] and social IoT [Kim et al., 2015] to ex-
ploit the interconnection between the devices to find energy efficient com-
munication routes. Smart homes solutions should also be context-aware
and flexible thus, these applications can use machine and deep learning
techniques in order to adapt to the user’s needs and reduce the energy
consumption [Jo et al., 2018].
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3.5.2 Agriculture

IoT was introduced in agriculture to improve agricultural yield and qual-
ity for the increasing world population. IoT is used to collect real-time
information about temperature, humidity, and soil and transmit them to a
platform where they will be used to monitor the production. IoT devices
in smart agriculture applications need to be reliable through weather con-
ditions and available for years without the need for battery replacement.
In addition to green energy sources and intelligent sleep/wake-up tech-
niques, energy efficiency in agriculture IoT devices can also be achieved
through using mobile vehicles such as tractors as power relays and data
sinks to ensure the availability of the application data. A combination
of sleep/wake-up techniques and UAV-based mobile energy harvesting
is proposed in [Jawad et al., 2019] for a smart agriculture system. Agri-
cultural applications are in constant expansion. Therefore, sensor data
management is a key challenge that needs to be taken into consideration
through different device organization schemes as well as data reduction
and flexible data collection strategies.

3.5.3 Healthcare

IoT is progressively integrated into healthcare in order to improve the ac-
cess and enhance the quality of care. IoT healthcare applications aim to
achieve excellent healthcare services at affordable costs. IoT in healthcare
can be used to monitor a patient’s behavior and extract information that
will improve well-being, healthcare, and patient support. Patients’ medi-
cal information are critical, this is why healthcare application should pro-
tect data with secure transmission protocols. Healthcare IoT applications
should also offer real-time information about the patient’s health condition
with low response time which will be possible with the democratization
of 5G networks. In order to ensure efficient patient support and services,
IoT healthcare services should be available even if one of the components
stops working and devices should be able to function through arduous
conditions for a long period (e.g. wearable heart rate monitor). One of
the most suitable approaches presented in this chapter to meet those re-
quirements is social IoT. IoT devices in healthcare are often mobile, the
connection and relationships between these devices can be exploited in or-
der to ensure the availability of critical information and the system’s fault
tolerance. In [Al-Turjman, 2019], the authors used 5G and exploited Social
IoT to ensure service availability for smart devices. The social aspect of IoT
devices can also be exploited for power transmission between devices [Pei
et al., 2020]. For healthcare IoT applications that use wearable devices, hu-
man motion and mechanical energy harvesting can constitute the perfect
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solution to further increase the devices’ and network’s lifetime [Wu et al.,
2021].

3.5.4 Industrial IoT

IoT has recently made its way to the industry. It refers to the intercon-
nection of all the industrial assets and aims to collect the maximum data
from these assets to achieve optimal industrial operations. Industrial ap-
plications that are safety-critical and used for control and decision-making
need to be available and reliable at any time. In order to achieve industrial
IoT applications requirements of real-time performance, 5G communica-
tion technologies [Slalmi et al., 2021] that offer low latency can be com-
bined with CR-IoT [Abbas et al., 2020] to satisfy end-to-end deadlines of
the tasks and optimize the frequency spectrum utilization and thus, re-
duce the waiting time. Edge and Fog computing can be used to perform
energy-hungry computation at the edge of the network (as in [Hsu et al.,
2019]) with low latency instead of handling them on the cloud which in-
duces a longer transmission time and a higher energy consumption. With
the large amounts of data generated in industrial IoT applications, a com-
promise must be made between the high availability of industrial IoT and
the high energy consumption of data transmission. Therefore, IoT devices
data should be organized and reduced through data aggregation and re-
duction techniques presented to reduce the transmission data energy con-
sumption and latency in industrial IoT applications. Similarly to smart
homes, industrial IoT applications should use artificial intelligence in or-
der to offer a flexible and context-aware experience and exploit mobile
devices in order to power other devices through intelligent mobile energy
transfer strategies [Park et al., 2020b].

3.6 conclusion

With the constant need of human beings to have a safe, comfortable and
stable environment, Green IoT emerged as a key and hot technology. It
guarantees a decrease in the energy consumption of IoT. In the coming
years, the number of IoT devices will be even higher as big companies
(e.g. Google, Amazon, etc) are investing in the sector. Thus, companies
and organizations should develop IoT solutions from an eco-friendly and
energy-efficient standpoint. Re-usability and recycling of IoT devices
should also be a focal point of the research of Green IoT to avoid the
energy resulting from the process of producing new smart devices.
Therefore, in order to achieve Green and sustainable IoT, there is a crucial
need for new IoT policies and standardization that include the principles
of Green IoT.
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In this chapter, we focused on gathering a large range of energy
management technologies that will help achieve Green IoT systems. We
have also discussed recent trends and new perspectives in IoT networks
energy management. Finally, we provide discussions and recommen-
dations on the combination of the techniques presented with the major
IoT application. It is important to mention that other factors like QoS
and security can further increase the energy consumption of Green IoT
networks. For the longest time, in order to offer the best experience
to the user, energy-consuming solutions that achieve a good QoS were
often privileged to a green solution that could lack an aspect of QoS.
Security is also another energy-consuming factor of Green IoT. With the
high expansion of IoT networks and high IoT nodes connectivity, the
cybersecurity risks increase accordingly. Personal and private data will
also circulate through IoT networks. Therefore, it is important to address
cybersecurity issues.
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In this chapter, we undertake an in-depth examination of the trajec-
tory planning of mobile platforms for mobile data collection in IoT
networks. To begin with, we provide an overview of the motivations that
have driven our interest in this particular area of research. Second, we
provide a comprehensive background on the semi-supervised machine
learning approach known as reinforcement learning to provide a solid
understanding of the underlying concepts and principles that form the
basis of our proposed system. Third, we present a formal description of
our proposed system model and a Markov decision process representation
of our system to provide the underlying mathematical models that we
employed in our proposed system. Fourth, we will present the Q-learning
and our proposed deep Q-learning algorithm for trajectory planning of
a mobile node for data collection in IoT networks to provide a detailed
understanding of the algorithms and methods we proposed and employed
in our system. We also describe the simulations that we carried out to
evaluate the performance of our proposed solution. Finally, we provide
a description and analysis of the results we obtained to provide a clear
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understanding of the performance of our proposed algorithm, as well as
the key insights and observations that we gained from our research. Ad-
ditionally, we discuss the implications of our results and their significance
in the broader context of trajectory planning for mobile data collection in
IoT networks.

4.1 problem statement

In the era of pervasive IoT, millions of IoT devices are deployed in
intelligent applications. These devices generate huge amounts of data and
consume large amounts of energy to communicate their data to the base
stations or their neighbors. Since IoT devices usually have limited batter-
ies, once emptied or depleted, those batteries are often difficult to replace
especially if the devices are placed in an isolated or a difficult to access po-
sition. In the literature, various authors studied how to reduce the energy
consumption of spatially distributed IoT nodes [Abbasian Dehkordi et al.,
2020]. Researchers have studied cluster-based energy efficient solutions
which consist of regrouping IoT devices into clusters and electing a node
depending on its energy capability. This node will serve as a relay node
between the cluster devices and the gateways or receivers. The relay node
will be responsible for sending data and will allow IoT devices to save
their energy by only sending their data through the relay node [Song
et al., 2017]. In order to enhance the energy efficiency of cluster-based
solutions, authors proposed energy-efficient routing protocols applied to
these contexts. For example, in [Toor et al., 2019], the authors proposed
an energy-efficient cluster-based routing protocol for wireless sensor
networks that uses different parameters in order to balance the energy
load and decrease the energy consumption of the network. However,
using a routing protocol to reduce the energy consumption in an IoT
network implies that these devices must be connected which is not always
realistically possible if the nodes are placed in isolated or harsh conditions.

One of the solutions proposed to tackle the limitation of routing-based
energy efficient solutions are the mobile data collection approaches [Wala
et al., 2020]. However, the most challenging part of mobile sink-based
solutions is to determine and plan the trajectory of the mobile sink in
order to efficiently gather data from the IoT nodes. Indeed, mobile data
collection allows us to reduce the transmission energy of IoT nodes.
However, to reduce the overall energy consumption of the network, it is
essential to have an energy-efficient trajectory for the mobile node during
the data collection.

In order to reduce the energy consumption of mobile data collection
for IoT networks, it is important to provide energy-efficient trajectory
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planning for the mobile node. After a deep study of the literature, we
have noticed that most of the existing approaches to mobile data collection
rely on pre-defined rules or schedules to determine when and where to
collect data. These methods can be inflexible and may not be well-suited
to dynamic environments. These solutions suppose that the mobile
node has a great knowledge of its environment and do not consider a
change of context in the system such as a change in the clusters’ data
generated or position. Recently, artificial intelligence techniques such
as machine learning or deep learning are used in order to propose in-
telligent solutions that allow devices to learn and take intelligent decisions.

Our approach involves planning an intelligent, adaptive and energy-
efficient trajectory for a mobile node in an environment in which the
mobile node has little to no prior information about. The mobile node will
visit clusters and collect data from a cluster with the goal of maximizing
the amount of collected data while minimizing its energy consumption.
Additionally, we want to adapt the trajectory of the mobile node to the
changes in the environment such as the number of clusters, etc.

4.2 related works

In the literature, most of the existing data collection and trajectory
planning solutions in the data collection context use non-learning-based
approaches. For example, in [Mozaffari et al., 2017], the authors proposed
a framework that optimizes the deployment and mobility of multiple
unmanned aerial vehicles (UAV) in order to collect data in the uplink from
ground IoT devices and minimize the energy consumption of the mobile
nodes. In [Ghorbel et al., 2019], the authors proposed an algorithm that
optimizes the UAV stops for data collection from neighboring sensors and
the itinerary followed by the UAV in order to ensure the efficient collection
of all data with minimum energy consumption. However, in IoT networks,
devices do not constantly collect and transmit data, their activity depends
on the environment around them or the period the node is visited in. In
the previous solutions, a change in the activity of the IoT network is not
considered. Consequently, having a mobile sink periodically collecting
data, following a static trajectory may cause energy waste and does not
constitute an optimal solution to achieve energy efficiency.

In recent years, researchers have considered learning-based solutions
and especially reinforcement learning as a very promising trend in this
field. In [Hsu et al., 2020], the authors proposed a distributed rein-
forcement learning approach for path planning and collision avoidance
of UAVs. In this study, the mobile nodes are given a visiting order
and the algorithm designs an optimal path for data collection in IoT
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networks with devices having different communication radios. Compared
to this study, our solution uses deep reinforcement learning which is
more suitable for complex environments and the mobile node is able
to explore the environment and establish its visiting order depending
on its experience. In [Zhang et al., 2020], the authors proposed a deep
reinforcement learning scheme that plans the trajectory of a mobile node
that is used as a data collector and charger in wireless-powered IoT
networks. The solution minimizes the average data buffer length, the
residual battery level of the system and avoids devices’ data overflow. In
[Bayerlein et al., 2021], the authors proposed a multi-agent reinforcement
learning approach that allows the control the trajectory of a team of
cooperative UAVs in order to maximize the collected data under flying
time and collision constraints. In [Bayerlein et al., 2020], the authors
proposed a double deep Q network to plan the trajectory of a UAV on
an IoT data harvesting mission. The solution proposed aims to maximize
the collected data under flying time and navigation constraints and
allows the UAV to adapt to variations in the number of IoT devices.
Contrary to our solution, the previously discussed solutions do not take
into consideration the inconsistencies in the IoT device’s activity (e.g.,
a device can collect more data on a certain period of the day than another).

Our solution consists of planning an adaptive and energy-efficient
trajectory for the mobile node using a deep reinforcement learning algo-
rithm. The mobile node will visit clusters and collect data from an elected
node in the cluster called the relay node. The relay node is responsible
for collecting the data from the IoT nodes in the cluster and transmitting
it to the mobile node. The objective of our solution is to maximize the
collected data while minimizing the energy consumption of the mobile
node and IoT devices. In our solution, the mobile node will build an
energy-efficient data collection trajectory depending on the context of the
network (e.g., the clusters’ activity). Fundamentally, The mobile node will
adapt its trajectory and save energy by not visiting a cluster with no data
to transmit. The learning algorithm used to plan the trajectory is also
computed on the mobile node. Other solutions proposed reinforcement
learning solutions to plan the trajectory of mobile nodes in order to either
optimize data collection or minimize the energy consumption and need
to perform expensive computations in order to adapt to a change in the
context. This solution doesn’t require a previously recorded data set. The
mobile node will build its knowledge by exploring the environment.

4.3 background on reinforcement learning

In order to achieve the best performances, most of machine learning
algorithms require previously recorded datasets. However, finding an



4.3 background on reinforcement learning 63

Figure 4.1: AlphaGo playing against Lee Sedol the Go game world cham-
pion

available dataset or building one that responds exactly to our needs is an
arduous task. Reinforcement learning is a type of machine learning where
an agent learns to make decisions by interacting with its environment
[Ray, 2019][Wiering et al., 2012]. The agent receives rewards or penalties
for its actions, and uses this feedback to adjust its behavior in order to
maximize the total reward it receives over time. This process of learning
through trial and error is similar to how animals learn to perform tasks
in the real world. It is based on the idea of a ”reinforcement signal” that
indicates whether the agent’s actions are good or bad. The agent’s goal is
to learn a policy that will maximize the rewards over time. The agent is
not given the right actions to take but instead explores the environment
and tries which actions lead to the most reward. reinforcement learning
problems are often described with Markov decision processes [Van Otterlo
et al., 2012] and its standard architecture is given Figure 4.2.

One of the most reinforcement learning examples is AlphaGo. It is
a computer program that plays the board game Go, which is considered
to be much more complex than games like chess. The program was devel-
oped by Google DeepMind and it was able to beat the world champion at
the time, Lee Sedol, in a best-of-five match in 2016 (Figure 4.1). AlphaGo
used a combination of reinforcement learning and deep neural networks
to learn how to play the game. In the first place, the program was trained
on a dataset of thousands of professional Go games. Then, the program
improved its play by playing against itself. This way, the program was
able to learn the best strategies for playing the game Go, and it was able
to adapt its playstyle depending on the opponent.
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Figure 4.2: Reinforcement learning standard architecture

Formally, for an autonomous agent (i.e., the mobile node, in our
case) observing a state s of its environment at time step t st ∈ S where
S is the set of states. The mobile node executes an action at ∈ A, where
A is the set of possible actions and interacts with its environment. This
action changes the state of the environment to a new state st+1 and the
agent will receive a reward rt ∈ R accordingly. The agent’s goal is to find
a policy π that maps a state st to a probability of choosing action at. This
policy is represented as follows

π : S→ P(A)

The reward is the sum of discounted future rewards. To calculate the
reward we use γ, where γ ∈ [0, 1] is a discount factor that determines the
effect of the future rewards on the current one and T is the time when the
process terminates. The future reward is defined as follows

Rt =
∑T
i=0 γ

krt+k+1,

We also define the state-action value function which represents an agent at
state s taking action a under policy π

Qπ(s,a) = Eπ[R(t)|st = s,at = a]

where Eπ[R(t)|st = s,at = a] is the expected return. The learning goal
is to find the optimal state-action function which is based on the Bellman
equation. It is described by the following

Qπ
∗
(s,a) = E[Rt+1 + γmaxQ∗(st+1,at+1)]

Reinforcement learning is a semi-supervised machine learning algorithm.
It is different from supervised learning which consists of learning from a
set of labeled data provided by a knowledgeable external supervisor [Sut-
ton et al., 2018]. The goal of supervised learning is to find the right answer
while for reinforcement learning it is to find how to carry out a certain
task and when a data set is not available, the learner uses their previous
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experience. reinforcement learning is also different from unsupervised
learning. Unsupervised learning is a learning paradigm that aims to find
correlations in sets of unlabeled data. This type of learning is not based
on correct examples. Finding structure in a reinforcement learning agent
experience might be interesting. However, in our solution, the most im-
portant objective is to maximize the reward (e.g. maximize the collected
data and minimize the energy consumption) in an environment the agent
needs to explore and adapt the trajectory to the context’s changes. cov-
ered by unsupervised learning. Consequently, reinforcement learning is
the most suitable technique for our problem.

4.4 system model and problem formulation

In this section, we will formally describe the environment, present our
system model and formulate our problem as a Markov decision process.

4.4.1 System Model

We consider an IoT network composed of a number of clusters randomly
distributed in a square grid world of size M ×M ∈ N2 with a mobile
node collecting data through a relay node from a number K of clusters of
IoT devices. We suppose that the relay node is already chosen depending
on its energy capability. The k-th relay node is permanently located at
[xk(t),yk(t)] in the grid world with k ∈ [1,K] and t = 1, 2, ..., T , represents
the number of time slots. We consider the velocity v(t) of the mobile node
constant and enough for the mobile node to move from one square of the
grid to the one next to it. We consider the velocity as constant since we
want our energy-efficient solution to be adapted to any type of mobile
node. At time step t, the mobile node has an energy capacity u(t) and
wc(t) the amount of energy needed to visit the next cluster at time step
n. We also consider wf(t) the minimum level of energy needed for the
mobile node to move to a safe stop spot z with z in[1,Z]. A safe spot is
an area in the square grid where the mobile node will go when its energy
level is not sufficient to visit another cluster in order to recharge its energy.
After a node is discovered, we calculate the minimum energy needed for
the mobile node to reach a cluster or a safe spot by the following

wm,z(n) = |xm(t) − xz(t)|+|ym(t) − yz(t)|

Where [xm(t),ym(t)] corresponds to the coordinates of the mobile node
and [xz(t),yz(t)] are the coordinates of a cluster or a safe spot on the grid.
We also suppose that the only information possessed by the mobile node
is the initial position of the safe spot.
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4.4.2 Markov Decision Process

In order to find an optimal data collection policy that maximizes the data
collection and minimizes the energy consumption of our mobile node. We
will formulate our problem as a Markov decision process problem. In
this section, we define the state space, action space, and reward function.
We solve this MDP problem using reinforcement learning. The MDP is
defined by the tuple (S,A,R,P) with state-space S, action-space A, and
reward function R.
The state in time t, is given by st = pt, et,C where:

• pt ∈ R2 is the mobile node position on the grid;

• et ∈N is the remaining energy of the mobile node in time t;

• C ∈ R2×K represents the coordinates of the K cluster heads.

The mobile node is limited to flying to one of the four adjacent grids from
its current grid in each time slot. The action space is defined as

A = north, east, south, west

The movement of our mobile node from a position pt is expressed as

pt+1 =


pt + (−X, 0) if at = west
pt + (X, 0) if at = east
pt + (0,X) if at = north
pt + (0,−X) otherwise

where X is the length of a square in the grid. The reward function is
a function that maps state-action pairs to a real-valued reward, i.e., R :

S×A → R. It consists of the rewards : red, rsd, ree, rne, rss, rmove and
rfinish. the positive rewards and negative rewards (penalties) summarized
in Table 4.1. With cdk, the amount of collected data from relay node k of
cluster c. wc,i is the minimum energy needed to move from cluster c to
position i while em,i represents the actual energy spent by the mobile node
from position i to cluster c.

4.5 trajectory planning of a mobile node for data collec-
tion using deep q-learning

The main aim of our solution is to plan an adaptive and energy-efficient
trajectory that maximizes the quantity of collected data and minimizes
the energy consumption of the mobile node. For that, we want our mobile
node to explore the environment, find an optimal trajectory and modify
it in case a cluster stops its activity or in case a new cluster appears. In
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Reward Type Environment Conditions
red Positive if cdk > 0 and wc,i = em,i
rsd Positive if cdk > 0 and wc,i > em,i
ree Positive if cdk = 0 and wc,i = em,i
rne Negative if cdk = 0 and wc,i > em,i
rmove Negative if the mobile node moves without collecting data

rss Positive
if the mobile node collects data from the clusters and
ends the episode on a safe spot

rfinish Negative
if the mobile node energy reaches 0 without being in
a safe spot

Table 4.1: Rewards definition

order to achieve this goal, first, we chose to use Q-learning.

In a complex and sophisticated environment with large state and ac-
tion spaces like our environment problem, computing and updating table
values for each state-action pair is not efficient. In this case, it is more
interesting to find an approximation of the Q-value rather than directly
computing it. In order to do that, we will use deep learning combined
with Q-Learning to approximate the optimal Q-function Qπ(s,a). Deep
Learning is a machine learning technique based on neural networks with
a powerful generalizing ability. This approach can retrieve highly abstract
structures or features from the real environment and then precisely depict
the complicated dependencies between raw data. However, it can not
directly select a policy for decision-making problems. Consequently,
allying Q-learning with deep learning constitutes the most appropriate
solution for our problem.

4.5.1 Background on Q-learning

Q-learning is a type of reinforcement learning algorithm that is used to
find the optimal action-selection policy for an agent. It works by creating
a table (called a Q-table) that contains the agent’s estimated ”quality” (or
”Q-value”) of taking each possible action in each possible state of the envi-
ronment. The agent uses this table to decide which action to take at any
given time, with the goal of maximizing the total future reward it will re-
ceive. As the agent interacts with the environment, it updates the Q-table
based on the rewards it receives, in order to improve its action-selection
policy over time.
Q-learning is an off-policy algorithm which means the agent will some-
times apply a policy even if it is sub-optimal in order to improve the pol-
icy. In order to update and estimate the current state-action value function
we use the next state-action value. It is important to note that even if the
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Figure 4.3: The backup diagram indicating the update rule behind Q-
learning

next state st+1 is given, the next action at+1 is still unknown. The update
equation of the state-action value function in Q-learning is

Q(s,a)←− Q(s,a) +α[r+ γmaxQ(s ′,a ′) −Q(s,a)]

As we can see, in Q-learning the next action is chosen greedily to maxi-
mize the next state-action value Q(st+1,at+1). Here,Q(s,a) is the current
estimate of the Q-value for state s and action a, r is the reward obtained
after taking action a in state s, γ is the discount factor (a value between
0 and 1 that determines the importance of future rewards), and α is the
learning rate (a value between 0 and 1 that determines how much the
new information should be incorporated). s ′ is the next state and a ′ is
the action taken in the next state. The term max(Q(s ′,a ′)) represents the
maximum estimated Q-value for the next state.

The update rule (shown in Figure 4.3) adjusts the current estimate
of the Q-value towards the observed reward and the estimated future
reward. If the observed reward is high, the Q-value is increased more. If
the estimated future reward is high, the Q-value is also increased more.
The learning rate determines how much the new information should be
incorporated, while the discount factor determines the importance of
future rewards.

4.5.2 The proposed algorithm

We propose a DQN algorithm (specified in Algorithm 1) in order to plan
the trajectory of a mobile node. The trajectory will maximize the quantity
of collected data and minimize the energy consumed by the mobile node.
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Algorithm 1: DQN-based Energy Efficient Mobile Data Collection
1 initialize action-value with random weights θ and θ ′, replay

memory size H, number of episodes F
2 initialize ε for exploration and εexpt
3 for episode :1, ..., F do
4 Initialize the environment and receive initial state st;
5 Set t = 0;
6 while u > 0 do
7 if ε > εexpt then
8 Choose at randomly from action space;
9 else

10 Select at = argmaxQ(st,at, θ);
11 end
12 Execute action at, compute rt and observe the next state

st+1;
13 Store experience (st,at, rt, st+1) in the replay memory with a

random placement policy;
14 Sample a random mini-batch of G experiences

(st,at, rt, st+1) from replay memory;
15 Calculate the target value;
16 Update the weights θ ′ = θ every J time step;
17 Set u = u− i;
18 Set t = t+ 1;
19 end
20 Decrease ε;
21 end
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The proposed algorithm will also adapt the mobile node trajectory depend-
ing on the clusters’ activity. Deep Q-Learning is a variant of Q-Learning
that utilizes a neural network as a function approximator to approximate
the Q-value function. The neural network takes the current state of the
environment as input, and outputs a vector of Q-values for all possible
actions. The Q-value for a given action is then obtained by selecting the
appropriate element from this vector. In addition to previously described
specifications, our DQN algorithm will also use experience replay which
is a technique that allows us to store the agent’s experiences at each time
step in a dataset called replay memory [Fan et al., 2020]. At each time step,
the agent samples a random minibatch of experiences from this memory
and uses them to update the parameters of the neural network. At time
step t, the agent’s experience is defined as follows

et = (st,at, rt+1, st+1)

The main reason for using experience replay is to break the correlation
of consecutive samples [De Bruin et al., 2015]. In our solution, we use
two neural networks. The policy network θ approximates the optimal
policy by finding the optimal Q-function. It accepts the current state sn
and finds the evaluation of the value Q(sn,an, θ). We also use a second
network called target network θ ′ to improve the stability of learning. The
target network weights are frozen with the original policy network and
are updated periodically. It accepts the next state sn+1 and outputs the Q-
value Q(sn+1,an+1, θ ′). These values are optimized to minimize the loss
function defined by

L(θ) = E[(Tt −Q(st,at))2]

where Tn is the target value in the DQN algorithm. It is defined as follow-
ing

Tt = rt + γ
t−1maxQ(st+1,at+1, θ ′)

where the Q-value for the next state st+1 is passed to the target neural
network θ ′ for more stability in learning. ε is the exploration rate which
represents the probability that our mobile node will explore the environ-
ment and εexpt is the threshold from which our mobile node will stop ex-
ploring the environment and will exploit the experience acquired through
the policy network.

4.5.3 Simulation and performance analysis

In this section, we will present the simulations carried out in order
to assess the learning performance of using DQN. Our algorithm is
trained for a total of 8000 episodes. We assume that four clusters are
randomly distributed in 10 x 10 units area. The battery capacity of the
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Figure 4.4: The training curves of the mobile node’s energy consumption
for DQN

Figure 4.5: The training curves of the mobile node’s collected data for
DQN

Figure 4.6: The training curves of the mobile node’s minimum reward for
DQN
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Figure 4.7: The training curves of the mobile node’s maximum reward for
DQN

mobile node is set to 100 units. The mobile node consumes i unit of
energy to move from one area to another. The mobile node consumes
i unit of energy to collect data when the relay node is in its range.
The cluster head is considered in the range of the mobile node if they
are both in the same position [xt,yt] at time step t. The maximum
of possible data to collect for the mobile node for each episode is be-
tween 600 and 799 units. Our simulation were performed with Tensorflow
and Python. The configuration of the neural network is given in Table 4.2.

Table 4.2: Algorithm parameters

Parameters Values
Number of training episodes F 8000

Learning rate α 0,01

Reward discount γ 0,99

Exploration probability ε 1 (will be decayed)
Explotation probability εexpt 0,001

Current mobile node energy u 100

Replay memory size H 50000

Minibatch size G 64

Network structure [256,256]

We carried out this simulation with the goal of maximizing the amount
of collected data while minimizing the energy consumption as well as
adapting the mobile node’s trajectory to the clusters’ activity. It is impor-
tant to note, that using learning approaches to plan a trajectory is more
appropriate for networks with no critical data that need to be collected
during a single training episode (e.g., all the clusters’ data should be
collected during the maximum time where the mobile node can move). In
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order to observe the behavior of our algorithms in an environment where
the context could change, we programmed a decrease in activity for two
clusters between episode 5000 and episode 6000 (e.g., no data to transmit).
The clusters resume their activity after episode 6000. The rewards for this
policy are resumed in Table 4.3. From the results we obtained we can
notice that:

Table 4.3: Reward function parameters

Reward Value
red 500

rsd 50

rss 1000

ree 10

rnc -100

rne -300

rfinish -500

rmove -1

4.5.4 Results description

• From 0 to 5000 episode: The data collected by the mobile device
showed a significant increase, reaching 570 units as depicted in
Figure 4.5. Concurrently, the energy consumption rapidly rose to 95

units and remained within a range of 95 to 99 units, as illustrated
in Figure 4.4. Additionally, we observe that the maximum reward
increases along with the amount of collected data as seen in Figure
4.7. Furthermore, the minimum reward also showed positive results,
peaking at 2500, contrasting the initially negative values at the start
of the training period, as depicted in Figure 4.6.

• From episode 5000 to episode 6000: when the clusters stop their
activity, we observe a marked decline in the quantity of data gathered
and the energy consumption of the mobile node. This indicates that
the mobile node terminates the data collection sooner and saves more
energy than before the change of activity. We also notice that the
mobile node discovers the remaining clusters in the environment.
Simultaneously, we note a significant decline in minimum reward
after episode 5000, leveling off to the initial training values. slight
dip in maximum reward, but it quickly rebounds as the mobile node
discovers new clusters.



74 4.6 conclusion

• From episode 6000 to episode 8000: When the clusters resume their
activity, we can notice that the amount of collected data increases
while the overall energy consumption decreases. At the end of the
training, the mobile node is able to collect the maximum possible
data while consuming less energy. Additionally, we see an improve-
ment in rewards, with both the maximum and minimum values ris-
ing and returning to positive figures.

4.5.5 Results analysis

Before episode 5000, the mobile node gradually collects more data while
spending between 95 and 99 units of energy which means our agent learns
to collect more data while spending the same amount of energy. This is
also shown through the increase in the maximum reward. We can also
notice that the mobile node never spends all of its 100 units of energy
which means that the mobile node stops the data collection at a safe spot
before getting depleted of all its energy. Between episodes 5000 and 6000,
one of the clusters stops its activity. Accordingly, the amount of collected
data, the amount of energy consumed, the maximum reward as well as the
minimum reward all drop. After episode 6000, the mobile node discovers
all the clusters and collects all the available data in the network while
consuming less energy. Finally, we can conclude that our deep Q-learning
algorithm trains the mobile node to find an energy-efficient strategy for
data collection. The results also show that the mobile node quickly adapts
to the changes in the environment and is finally able to collect all the data
while consuming less energy.

4.6 conclusion

In this chapter, we have presented a novel approach to trajectory planning
for a mobile node in mobile data collection within IoT networks. Specif-
ically, we have introduced an energy-efficient deep Q-learning algorithm,
which is combined with experience replay, to optimize the mobile node’s
trajectory. The results of our experiments demonstrate that the mobile
node is able to use information about the environment to learn and find
an energy-efficient data collection trajectory with the deep Q-learning algo-
rithm. This is achieved by using the experience replay mechanism, which
allows the mobile node to learn from past experiences and improve its de-
cision making. Furthermore, our results also indicate that the DQN algo-
rithm is able to adapt the mobile node trajectory to changes in the context
scenario, such as variations in the amount of collectible data, without the
need for expensive retraining or data recollection. This allows the mobile
node to collect the maximum possible data while minimizing energy con-
sumption. Overall, our results demonstrate that the energy-efficient deep
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Q-learning algorithm combined with experience replay is an effective ap-
proach for trajectory planning of a mobile node in mobile data collection
for IoT networks.
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Since deep Q-learning proved to be able to provide an efficient and
adaptive trajectory for the mobile node(MN), we have decided to compare
its results with another reinforcement learning algorithm called SARSA
(State-Action-Reward-State-Action). In this chapter, we present the
SARSA learning algorithm and the proposed deep SARSA algorithm for
the trajectory planning of a mobile node for mobility-based data collection.
Then, we describe the simulations we carried out and present an analysis
of the results we obtained. Finally, we will present a comparison between
the deep Q-learning algorithm results and the deep SARSA algorithm
results and discuss the benefits and drawbacks of each algorithm. It is
important to note that the system model and Markov decision process
applied to the deep SARSA learning is identical to the one applied to the
deep Q-learning algorithm.

5.1 backgroung on sarsa learning

SARSA is a type of reinforcement learning algorithm that is similar to Q-
learning, but with a variation on the update rule. Like Q-learning, SARSA
uses a Q-table to store the estimated quality of taking each action in each
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Figure 5.1: The backup diagrams indicating the update rule behind SARSA

state, and uses this table to guide its decision-making. The main difference
between SARSA and Q-learning is the way the Q-table is updated. In
Q-learning, the agent updates the Q-value for a given state-action pair
based on the maximum expected future reward for the next state, whereas
in SARSA the agent updates the Q-value based on the expected future
reward for the next state-action pair that it would take. This means that
in SARSA the agent takes into account the action it will take in the next
step, not only the next state. SARSA uses the estimated Q-value for the
next action chosen according to the current policy of the current state. The
learning process of SARSA can be formalized as follows: At each time step,
the agent observes the current state, selects an action based on its current
policy, receives a reward, and observes the next state. The update rule for
SARSA (shown in Figure 5.1) is given by:

Q(s,a)←− Q(s,a) +α[r+ γQ(s ′,a ′) −Q(s,a)]

Here, Q(s,a) is the current estimate of the Q-value for state s and action
a, r is the reward obtained after taking action a in state s, γ is the dis-
count factor (a value between 0 and 1 that determines the importance of
future rewards), and α is the learning rate (a value between 0 and 1 that
determines how much the new information should be incorporated). s ′ is
the next state and a ′ is the action taken in the next state according to the
current policy. As its name suggests, in SARSA the training quintuple is
(s,a, r,a ′, s ′) which means in every update, the quintuple will be derived
while a ′ in Q-learning is just for estimation.

5.2 the proposed algorithm

Since our mobile node will operate in a complex and sophisticated
environment with large state and action spaces, computing and updating
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table values for each state-action pair is not efficient. Similarly to the
Q-learning algorithm, in our context, it is more interesting to find an
approximation of the Q-value rather than directly computing it. This is
why we propose a deep SARSA algorithm in order to plan the trajectory
of a mobile node. The aim is to maximize the quantity of collected data
and minimize the energy consumed by the mobile node during the data
collection.

Deep Sarsa is a reinforcement learning algorithm that combines the
ideas of Sarsa, a temporal-difference learning algorithm, with neural
networks. Like Sarsa, it estimates the value of each state-action pair, but
instead of using a table to store these values, it uses a neural network
to estimate the Q-value. This allows the algorithm to learn from high-
dimensional inputs, such as images. The proposed algorithm is made
with the objective to adapt the mobile node trajectory depending on the
clusters’ activity. Deep SARSA also uses experience replay to break the
correlation of consecutive samples and improve the stability and sample
efficiency of the algorithm. Similarly to the DQN algorithm, we use
two neural networks for training the deep SARSA algorithm: The policy
network and the target network. The policy network to approximate the
optimal policy by finding the optimal Q-function and the target network
to improve the stability of learning. The target network weights are frozen
with the original policy network and are updated periodically. It accepts
the next state sn+1 and outputs the Q-value Q(sn+1,an+1, θ ′). These values
are optimized to minimize the loss function defined by

L(θ) = E[(Tt −Q(st,at))2]

where Tn is the target value in the deep SARSA algorithm. It is defined as
following

Tt = rt + γ
t−1Q(st+1,at+1, θ ′)

similarly to the deep Q-learning algorithm, the Q-value for the next state
st+1 is passed to the target neural network θ ′ for more stability in learning.
ε is the exploration rate which represents the probability that our mobile
node will explore the environment and εexpt is the threshold from which
our mobile node will stop exploring the environment and will exploit the
experience acquired through the policy network.

5.3 simulation and performance analysis

In this section, we will present the simulations carried out in order to
assess the learning performance of using deep SARSA. The algorithm
is trained for 8000 episodes. As for the DQN algorithm, we assume
that four clusters are randomly distributed in 10 x 10 units area. The
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Algorithm 2: DS Energy-Efficient Mobile Data Collection
1 initialize action-value with random weights θ and θ ′, replay

memory size H, number of episodes F
2 initialize ε for exploration and εexpt
3 for episode :1, ..., F do
4 if ε > εexpt then
5 Choose at randomly from action space;
6 else
7 Select at = argmaxQ(st,at, θ);
8 end
9 Set t = 0;

10 while u > 0 do
11 Execute action at, compute rt and observe the next state

st+1;
12 Store experience (st,at, rt, st+1) in the replay memory with a

random placement policy;
13 Sample a random mini-batch of G experiences

(st,at, rt, st+1) from replay memory;
14 Set st = st+1
15 if ε > εexpt then
16 Choose at randomly from action space;
17 else
18 Select at = argmaxQ(st,at, θ);
19 end
20 Calculate the target value;
21 Update the weights θ ′ = θ every J time step;
22 Set u = u− i;
23 Set t = t+ 1;
24 end
25 Decrease ε;
26 end
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battery capacity of the mobile node is set to 100 units. The mobile node
consumes i unit of energy to move from an area to another. The mobile
node consumes i1 unit of energy to collect data when the relay node is in
its range. The configuration of the neural network is given in Table 4.2.
The deep SARSA was trained in the exact same conditions as the DQN in
order to determine which approach is more suitable for our problem.

In order to observe the behavior of our deep SARSA algorithm in
an environment where the context could change, we programmed a
decrease of activity for two clusters between episode 5000 and episode
6000 (e.g., no data to transmit). The clusters resume their activity after
episode 6000. The rewards for this policy are resumed in Table 4.3.

5.3.1 Results description

• From 0 to 5000 episode: The mobile node’s data collection begins
within a range of 260 to 370 units and gradually increases to reach 540

units, as illustrated in Figure 5.3. Meanwhile, energy consumption
remains stable at a range of 70 to 90 units, as shown in Figure 5.2.
It is notable that the mobile node does not fully deplete its energy
reserves, indicating that the data collection stops at a safe point (SS)
before all energy is consumed. The maximum reward, illustrated
in Figure 5.5, starts off high and shows a slight increase, while the
minimum reward, shown in Figure 5.4, remains globally negative.

• From episode 5000 to episode 6000: when the clusters stop their ac-
tivity, we observe a significant reduction in the quantity of data col-
lected as depicted in Figure 5.3. However, the mobile node’s global
energy consumption remains unchanged to before the change in ac-
tivity as shown in Figure 5.2. Simultaneously, we can see that the

Figure 5.2: The training curves of the mobile node’s energy consumption
for DS
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Figure 5.3: The training curves of the mobile node’s collected data for DS

Figure 5.4: The training curves of the mobile node’s minimum reward for
DS

Figure 5.5: The training curves of the mobile node’s maximum reward for
DS
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minimum reward experiences a drastic decline after episode 5000

(Figure 5.4), while the maximum reward experiences a slight de-
crease (Figure 5.5).

• From episode 6000 to episode 8000: When the clusters resume their
activity, we observe a significant increase in the amount of data col-
lected as illustrated in Figure 5.3. Meanwhile, the mobile node’s over-
all energy consumption remains under 89 units as shown in Figure
5.2. The mobile node is able to collect the same quantity of data as
before the activity change, while maintaining consistent energy con-
sumption. Additionally, the minimum reward experiences a marked
improvement (Figure 5.4), while the maximum reward remains sta-
ble throughout the entire training period (Figure 5.5).

5.3.2 Results analysis

From the beginning of the training the mobile node collects a significant
amount of data (starts with 325 units) and even reaches 500 units of data
before episode 5000. We can also observe that, before episode 5000, the
mobile node spends energy in the range of 70 to 90 units which means that
the mobile node stops the data collection at a safe spot before the depletion
of its energy. Between episodes 5000 and 6000, one of the clusters stops its
activity. Accordingly, the amount of collected data, the maximum reward
as well as the minimum reward all drop. However, the amount of energy
spent remains unchanged. After episode 6000, the mobile node collects the
same amount of data while consuming nearly the same amount of energy
as before episode 5000. Finally, we can conclude that our deep SARSA
algorithm trains the mobile node to find an energy efficient strategy for
data collection. However, the results also show that the mobile node never
collects all the data available in the network (the maximum reached is 550)
and does not adapt to the changes in the environment.

5.4 results comparison with q-learning and discussion

In this section, we discuss and compare the results we obtained in Figures
4.4, 4.5, 5.2, 5.3 and summarize them in Figures 5.6 and 5.7. First of all,
we observed that deep SARSA quickly finds a good policy that collects
data while consuming minimum energy. On the other hand, DQN
makes a slow start where the mobile node collects a low amount of data
while consuming nearly all of the mobile node’s energy at each episode.
However, at the end of the training, we can observe that DQN allows
the mobile node to collect the maximum amount of data possible while
consuming less energy. For deep SARSA, during all the training, the
mobile node was never able to collect the maximum amount of data.
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Figure 5.6: The training curves of the mobile node’s energy consumption
for DS and DQN

Figure 5.7: The training curves of the mobile node’s energy consumption
for DS and DQN

Our results indicate that the decision of whether to use DQN or
deep SARSA for an energy efficient data collection collection depends on
the specific needs of the system. If the system prioritizes energy efficiency
and adaptability for the trajectory, DQN would be the more appropriate
choice. The DQN algorithm tries to learn the best trajectory to collect
data from all clusters while consuming the minimum energy possible.
Our results also showed that the DQN algorithm demonstrated great
adaptability between episodes 5000 and 6000, quickly re-learning the
trajectory after episode 6000 without doing expensive re-computations
and learning, thus enhancing its performance. However, it should be
noted that DQN took longer to achieve the same level of performance as
deep SARSA.

On the other hand, deep SARSA was able to quickly discover and
collect data, but it was never able to collect the maximum amount of
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data. Additionally, it can be concluded that the deep SARSA algorithm
took safer decisions and is more appropriate for systems that require
less risk-taking for the mobile node. By considering the next action, the
deep SARSA algorithm was able to better handle the uncertainty of the
environment. However, these results also reveal one of the drawbacks of
SARSA as the algorithm is easily stuck at a local optimum. In conclusion,
both DQN and deep SARSA have their own strengths and weaknesses,
and the choice of which algorithm to use will depend on the specific
needs and requirements of the system.

5.5 conclusion

In this chapter, we have presented a new approach to trajectory plan-
ning for a mobile node in mobile data collection within IoT networks.
Specifically, we have introduced an energy-efficient deep SARSA algo-
rithm, which is combined with experience replay, to optimize the mobile
node’s trajectory. The results of our experiments demonstrate that both the
deep SARSA and DQN algorithms are able to use information about the
environment to learn and find energy-efficient data collection trajectories.
However, when comparing the two algorithms under the same parameters,
we found that the DQN algorithm exhibits greater adaptability to signifi-
cant changes in the context scenario, such as variations in the amount of
collectible data, without the need for expensive retraining or data recollec-
tion. On the other hand, the deep SARSA algorithm tends to produce a less
risky and safer trajectory. This makes the DQN algorithm more suitable
for scenarios where the environment is highly dynamic and the amount
of data to be collected is uncertain, while the deep SARSA algorithm is
more appropriate for scenarios where safety and risk management for the
mobile node are the primary concerns.



86 5.5 conclusion



Chapter 6

Conclusion

The IoT is revolutionizing various aspects of our lives. Everyday objects,
such as appliances and vehicles, are now embedded with sensors, chips,
and antennas which allow them to gather data from their surroundings
and share it with other connected devices. From shopping, transportation,
education, and even leisure activities, IoT is changing the way we experi-
ence them. However, IoT comes with its limitations, particularly in terms
of energy consumption. IoT devices require significant amounts of energy
to operate and transmit data, which can lead to challenges in terms of
battery life and overall energy consumption. Additionally, the constant
data transmission and large-scale deployment of IoT devices also have an
impact on the environment as IoT devices often rely on non-renewable
energy sources and the production of these devices also generates e-waste
and pollution.

To address these limitations, the concept of ”Green IoT” has emerged,
which focuses on developing energy-efficient IoT devices and networks.
This includes using low-power communication protocols, designing
devices with energy-harvesting capabilities, and optimizing the overall
energy consumption of the network. Additionally, Green IoT also includes
the use of renewable energy sources to power the devices. Through
these approaches, the aim is to create a more sustainable and eco-friendly
version of the IoT, that can help to reduce energy consumption and
minimize the environmental impact of IoT deployment.

To contribute to the Green IoT, in this thesis, we have provided a
deep examination and analysis of the energy management techniques
within the frame of Green IoT. We proposed a topology that combines
energy conservation and energy harvesting techniques in IoT and pre-
sented the most relevant and recent research work in those fields. We also
provided insight into the energy-efficient techniques in the IoT network
ecosystem including edge, fog, and cloud platforms. Furthermore, we
presented the novel approaches used for IoT energy efficiency and
provided recommendations on how to use the energy-efficient techniques
presented in the main IoT applications.
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One area of Green IoT that caught our interest is mobility-based
data collection. Data collection using a mobile platform in IoT refers to
the process of gathering data from devices and objects using a mobile
device as the primary means of data collection. This data can then be
analyzed and used for various applications. The mobile platform can also
be used to connect devices and allow resource-constrained IoT devices
to reduce their transmission energy. Additionally, data collected using
a mobile platform can also be used to improve energy efficiency, reduce
carbon emissions, and monitor the health of ecosystems.

To further enhance the energy efficiency of these systems, it is im-
perative to provide an energy-efficient trajectory planning for the mobile
platform. However, we have noticed that most of the current solutions
use static trajectory planning for the mobile platform in well-defined en-
vironments. This is why, in this thesis, we focused on finding intelligent,
energy-efficient, and adaptive trajectories in an environment where the
mobile platform has little to no knowledge about. Deep reinforcement
learning emerged to us as the most appropriate solution for our needs. In
fact, we applied two reinforcement learning algorithms to the environment
we defined and arrived to different conclusions, and extracted different
use cases where they can be used. The contributions of this thesis are very
encouraging and open up multiple research perspectives.

To further enhance the capabilities of our deep reinforcement learn-
ing algorithms for energy-efficient and adaptive trajectory planning for
mobile platforms, we have identified several key areas of focus for future
research. One of the major areas we are interested in is fine-tuning
the parameters of our Q-learning algorithm to achieve faster learning
times. Through our results, the Q-learning algorithm proved its ability
to learn from experience and adapt to changing environments, however,
fine-tuning the parameters can optimize the algorithm to learn faster
and more efficiently. By experimenting with different parameter settings,
we aim to find the optimal configuration for our specific use case. The
faster learning times can potentially lead to more efficient and effective
trajectory planning for the mobile platform, allowing it to quickly adapt
to changing environments and gather data more effectively.

Another area of focus is the deep SARSA algorithm. During the
simulation, the SARSA algorithm showed a conservative approach, which
prioritizes safety over exploration, we believe that by fine-tuning the
algorithm’s parameters, we may be able to find a balance between the
safety of the mobile platform and its ability to learn an energy-efficient
policy that allows it to gather all the collectible data. This could lead to a
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more versatile and dynamic algorithm that can adapt to a wider range of
environments and scenarios. By investigating the deep SARSA algorithm,
we aim to find an algorithm that can be applied in a broader range of
situations and environments.

We are also interested in the potential of combining the Q-learning
and deep SARSA algorithms through the use of a technique known as
backward learning. This approach is currently being researched in our
lab, and we are excited to see how it could be applied to our specific
context. The combination of the two algorithms could potentially lead
to an algorithm that combines the best aspects of both Q-learning and
SARSA, resulting in a more robust and effective trajectory planning
strategy for mobile platforms. By investigating this combination, we aim
to find an algorithm that can provide a balance between exploration and
safety, leading to a more efficient and adaptable algorithm.

Finally, we are also investigating the potential of incorporating other
machine learning techniques, such as new neural networks, to enhance
the capabilities of our proposition. This could potentially lead to even
more efficient and effective trajectory planning for mobile platforms,
allowing them to gather data more effectively and adapt to changing
environments more quickly. Overall, we believe that by further investi-
gating these areas, we can significantly improve the capabilities of our
deep reinforcement algorithms and take a step forward in achieving
energy-efficient and adaptive trajectory planning for mobile platforms.
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Bernard, Denis Flandre, and Jean-Didier Legat (2013). “Green SoCs
for a sustainable Internet-of-Things”. In: 2013 IEEE Faible Tension Faible
Consommation. IEEE, pp. 1–4 (cited on p. 11).

Buzzi, Stefano, I Chih-Lin, Thierry E Klein, H Vincent Poor, Chenyang
Yang, and Alessio Zappone (2016). “A survey of energy-efficient tech-
niques for 5G networks and challenges ahead”. In: IEEE Journal on Se-
lected Areas in Communications 34.4, pp. 697–709 (cited on pp. 44, 45).

Cao, Xuelin, Zuxun Song, Bo Yang, Mohamed El Mossallamy, Lijun Qian,
and Zhu Han (2019). “A Distributed Ambient Backscatter MAC Proto-
col for Internet-of-Things Networks”. In: IEEE Internet of Things Journal
(cited on pp. 17, 22).

Chandnani, Neeraj and Chandrakant N Khairnar (2020). “A comprehen-
sive review and performance evaluation of recent trends for data aggre-
gation and routing techniques in IoT networks”. In: Social Networking
and Computational Intelligence, pp. 467–484 (cited on pp. 29, 34, 35).

Chang, Chih-Yung, Chung-Chih Lin, Cuijuan Shang, I-Hsiung Chang, and
Diptendu Sinha Roy (2019). “DBDC: A Distributed Bus-Based Data



bibliography 93

Collection Mechanism for Maximizing Throughput and Lifetime in
WSNs”. In: IEEE Access 7, pp. 160506–160522 (cited on pp. 29, 36).

Chen, Jiahui, Feng Yan, Shenshen Mao, Fei Shen, Weiwei Xia, Yi Wu, and
Lianfeng Shen (2019). “Efficient Data Collection in Large-Scale UAV-
aided Wireless Sensor Networks”. In: 2019 11th Int. Conf. on Wireless
Communications and Signal Processing (WCSP). IEEE, pp. 1–5 (cited on
pp. 29, 36).

Chen, Yan, Feng Han, Yu-Han Yang, Hang Ma, Yi Han, Chunxiao Jiang,
Hung-Quoc Lai, David Claffey, Zoltan Safar, and KJ Ray Liu (2014).
“Time-reversal wireless paradigm for green internet of things: An
overview”. In: IEEE Internet of Things Journal 1.1, pp. 81–98 (cited on
p. 11).

Chen, Yang, Arturo Ardila-Gomez, and Gladys Frame (2016). Achieving en-
ergy savings by intelligent transportation systems investments in the context
of smart cities. World Bank (cited on pp. 44, 53).

Chowdhury, Chandreyee, Sarbani Roy, Arpita Ray, and Sumanta Kumar
Deb (2020). “A Fault-Tolerant Approach to Alleviate Failures in Offload-
ing Systems”. In: Wireless Personal Communications 110.2, pp. 1033–1055

(cited on p. 55).
Costanzo, Alessandra and Diego Masotti (2017). “Energizing 5G: Near-and

far-field wireless energy and data trantransfer as an enabling technol-
ogy for the 5G IoT”. In: IEEE Microwave Magazine 18.3, pp. 125–136

(cited on pp. 44, 45).
Dao, Nhu-Ngoc, Woongsoo Na, Anh-Tien Tran, Diep N Nguyen, and Sun-

grae Cho (2020). “Energy-Efficient Spectrum Sensing for IoT Devices”.
In: IEEE Systems Journal (cited on pp. 44, 45).

Daud, Ahmad Kamal Pasha Mohd, Norakmar Arbain Sulaiman, Yuslinda
Wati Mohamad Yusof, and Murizah Kassim (2020). “An IoT-Based
Smart Aquarium Monitoring System”. In: 2020 IEEE 10th Symposium on
Computer Applications & Industrial Electronics (ISCAIE). IEEE, pp. 277–
282 (cited on p. 7).

De Bruin, Tim, Jens Kober, Karl Tuyls, and Robert Babuška (2015). “The im-
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