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Abstract

The Internet of Things (IoT) revolutionizes our lifestyle and companies, with real-
time traffic analysis and environment monitoring, from anywhere on Earth. However, the
adoption of IoT is still difficult due to the numerous challenges it comes with. The IoT
faces two serious challenges: maximizing network lifetime and ensuring a high level of
security. Although it is important to maximize the network lifetime to ensure continuous
services, it is important to secure IoT networks against numerous threats. However, using
security solutions increases computations which increases the energy consumption of IoT
devices, thus, reducing network lifetime. These challenges are opposed, therefore, it is
mandatory to find a trade-off to maximize network lifetime.

The first approach to reduce the impact of IoT security is to use solutions considering
the limited energy of IoT devices. This approach is called energy-efficient security and
it has attracted more and more attention in recent years. The first part of this thesis
presents an extensive study of recent energy-efficient IoT security solutions. We analyze the
different mechanisms they use to reduce the impact of security on the energy consumption
of the devices, from energy management techniques to optimization and learning-based
approaches. We after discuss the different approaches within the field along with the
usefulness of Artificial Intelligence (AI) based approaches to reduce the energy consumption
of IoT security.

The latter study outlined that wireless charging was not considered among energy
management techniques used to alleviate the energy consumption of IoT security solutions.
Wireless charging solutions use one or multiple charging devices that travel in the network
to recharge the devices. Furthermore, we observed that the existing wireless charging
strategies were not context-aware or able to adapt to critical changes in the network such as
a network attack. Therefore, as a second contribution, we propose a context-aware charging
strategy in which the context is modeled as a varying importance of the devices. The
proposed approach represents this varying importance level via context prediction. Then,
to determine which device to charge, we model the problem of context-aware charging
with a Markov Decision Process (MDP) and propose the use of a Deep Reinforcement
Learning (DRL) algorithm, namely Deep-Q learning, to solve it.

The proposed context-aware charging strategy is then modified to tackle the problem
of threat-aware charging. This strategy considers the estimated threat level at a given
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moment in the IoT network to determine which node will consume the most energy to
defend itself against the detected threat. This strategy does not need prior information
and data sets to function. This strategy, also based on DRL, learns from the observations
it receives from the network to determine the device to charge next. The results obtained
show that the consideration of the threat level improves network lifetime compared with
non-intelligent approaches, as well as with an approach based on Deep Q-learning, which
does not possess this knowledge of the threat level.

Keywords: Internet of Things (IoT), security, energy consumption, mobile chargers,
wireless charging, threat-awareness.
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Résumé

L’Internet des Objets (IdO) révolutionne notre mode de vie et les entreprises, notam-
ment avec l’analyse en temps réel du trafic ou la surveillance de l’environnement depuis
n’importe quel endroit sur Terre. Cependant, l’adoption de l’IdO reste difficile en raison
des nombreux défis que comporte son déploiement. En effet, deux défis majeurs s’imposent
à l’IdO : maximiser la durée de vie du réseau ainsi que garantir un niveau de sécurité
élevé. Bien qu’il soit important de maximiser la durée de vie du réseau pour assurer un
service continu, il est tout aussi important de sécuriser les réseaux IdO face aux différentes
menaces. Cependant, l’utilisation de solutions de sécurité augmente les calculs effectués
ce qui augmente la consommation d’énergie, réduisant ainsi la durée de vie du réseau.
Ces défis étant ainsi opposés, il est nécessaire de trouver des compromis entre ces deux
objectifs.

Une première approche pour réduire l’impact de la sécurité pour l’IdO est d’utiliser
des solutions considérant l’énergie limitée des appareils IdO. Cette approche est appelée
sécurité économe en énergie et attire de plus en plus d’attention ces dernières années.
La première partie de cette thèse présente une étude approfondie des récentes solutions
de sécurité IdO économes en énergie. Nous analysons les différents mécanismes qu’elles
utilisent pour réduire l’impact de la sécurité sur la consommation d’énergie des appareils, en
passant par des techniques de gestion de l’énergie aux approches basées sur l’optimisation
ou l’Intelligence Artificielle (IA). Nous discutons ensuite des différentes approches dans le
domaine ainsi que de l’utilité des approches basées sur l’IA pour réduire la consommation
d’énergie de la sécurité de l’IoT.

L’étude précédente montre que la recharge sans-fil n’a pas été prise en compte parmi
les techniques de gestion de l’énergie utilisées pour réduire l’impact des solutions de sécurité
IdO. Les solutions de recharge sans-fil utilisent un ou plusieurs dispositifs de recharge qui
se déplacent dans le réseau pour recharger les appareils. En outre, nous avons observé que
les stratégies de recharge sans-fil existantes n’étaient pas sensibles au contexte ou capables
de s’adapter à des changements critiques dans le réseau, tels qu’une attaque du réseau.
Par conséquent, nous proposons comme seconde contribution une stratégie de recharge
sensible au contexte où celui-ci est modélisé comme un niveau d’importance variable des
appareils. L’approche proposée se base sur de la prédiction de contexte afin de déterminer
l’importance des appareils. Ensuite, le problème de la recharge sensible au contexte est
modélisé par un Processus de Décision Markovien (MDP en anglais) dont nous proposons
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la résolution via l’utilisation d’un algorithme d’Apprentissage par Renforcement Profond
(DRL en anglais) qu’est le Deep-Q Learning.

La stratégie de recharge sensible au contexte est ensuite modifiée pour résoudre le
problème de la recharge sans-fil sensible aux menaces. Cette nouvelle stratégie considère
le niveau de menace estimé à un moment donné dans le réseau IdO pour déterminer quel
nœud consommera le plus d’énergie pour se défendre contre la menace détectée. Cette
stratégie ne nécessite pas d’avoir à disposition des jeux de données ou des informations
antérieures pour fonctionner. Cette stratégie, également basée sur le DRL, apprend des
observations de l’environnement pour déterminer le nœud à charger à chaque action. Les
résultats obtenus montrent que la considération du niveau de menace améliore la durée de
vie du réseau comparé à des approches non-intelligentes ainsi qu’à une approche basée sur
le Deep-Q learning qui n’a pas connaissance du niveau de menace.

Mots clefs : Internet des Objets (IdO), sécurité, consommation d’énergie, chargeurs
mobiles, recharge sans-fil, sensibilité aux menaces.
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Chapter 1

Introduction

1.1 Context and motivation

Since the advent of computer networks, our society has evolved. In the past years,
a new paradigm has emerged and holds the promise of revolutionizing our society: the
Internet of Things (IoT). Thanks to the IoT, citizens can get real-time data on traffic
jams, available car parks, air pollution, smart waste management, etc. IoT also empowers
smart industry in which companies can track in real-time the production of their factories
across the globe. Thanks to IoT devices, smart sensors, and actuators, companies will
know how many objects are produced, how is the production line performing, or even
determine if any products are missing in the warehouse, in a real-time fashion. IoT devices
can also be used to monitor and predict environmental disasters. The Internet of Things
holds many promises for the future. However, in many applications, multiple challenges
impede the deployment of IoT networks on a large scale. Energy and security are among
the most challenging issues that slow down the deployment and acceptance by our society.
IoT devices are small, cheap, and are powered via batteries or capacitors which limits
the number of complex tasks they can handle. Furthermore, they are deployed in large
and open environments, making them vulnerable to many attacks. Besides, with all the
existing actors in an IoT environment, the protocols used are varied, thus, leading to an
increased attack surface.

While the Internet of Things (IoT) is revolutionizing many domains, there are some
uncertainties regarding many facets, especially regarding the energy efficiency and the
security of IoT networks. IoT networks have to provide during many years services to
their users while being able to adapt to environmental or context changes. However, IoT
networks produce a lot of data that may be sensitive, and thus, it interests many malicious
entities. Consequently, it is mandatory to protect IoT data and its users against numerous
cyber-attacks. Communities and governments will accept more easily the deployment of
IoT networks if the guarantees of protecting data and the networks are strong enough.
Nevertheless, securing IoT devices and networks comes with many costs: an increased
latency, a reduced network throughput, and an increased energy consumption. Therefore,
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how it is possible to fulfill both objectives which are the maximization of network lifetime
and securing IoT networks?

The objective of this thesis is to develop efficient solutions that can fulfill both
objectives, i.e. securing IoT networks while maximizing their lifetime. This goal is not
easy to achieve because the two constraints, energy and security, are opposed. In a given
application, a naive approach to secure more a network is to use stronger security solutions,
from encryption, authentication, or access control, to intrusion or anomaly detection.
However, this naive approach increases the energy consumption of all IoT devices and
thus, reduces network lifetime.

1.2 Contributions and outilne

The aim of this thesis is to develop efficient solutions for the joint problem of energy
and security. After introducing the Internet of Things, its application domains and
relevant challenges, we present background on energy management and IoT security. These
preliminary chapters are the building blocks of our research work on energy provisioning
using context-awareness and then, threat-awareness.

Our contributions are manifold:

1. First, we proposed, alongside the review of energy-efficient security, how could
Artificial Intelligence (AI) improve the energy efficiency of security at device and
network scales. We reviewed extensively existing research works that can answer
the problem of energy-efficient security solutions. The energy consumption of IoT
security is not negligible and directly reduces network lifetime.

2. Then, we proposed a context-aware wireless charging strategy for IoT networks. The
use of context-awareness and environmental changes to design a wireless charging
strategy was not explored in the existing literature. Existing works solely rely on
neighboring devices, remaining energy, but they did not consider that the energy
consumption of devices may vary over time due to context changes. Thus, we
proposed a first model to introduce context-awareness into the planning of a charging
path for heterogeneous IoT networks.

3. Finally, based on the principles of context-aware wireless charging, we proposed
a threat-aware wireless charging strategy for IoT networks. In this strategy, we
consider that IoT networks can estimate the threat level by itself and if an intrusion
was detected. Then, given the current threat level, the energy consumption induced
by the use of necessary security solutions can be derived. Finally, a wireless charger
will choose the device that is the most relevant for the charging task. The research
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work can effectively answer the problem of energy provisioning for IoT security.

This manuscript is organized into six chapters. First, we introduce the general
context and our contributions in Chapter 1. Then, we present in Chapter 2 the background
of our research work: the Internet of Things, energy-efficiency, and security methods for
IoT. These are the building bricks of the following chapters. In Chapter 3, we review
how IoT security solutions impact the energy consumption of IoT devices and how we
can quantify it. Then, we review existing IoT security solutions that are energy-efficient,
yet secure enough. We classify these works into different categories, extending existing
taxonomies. Furthermore, we present the advantages of using Artificial Intelligence (AI)
and Software-Defined Networking (SDN) approaches to reduce the energy consumption of
IoT security solutions. In Chapter 4, we present the problem of context-aware wireless
charging which opens many research directions. We propose a system model enabling
context modeling and wireless charging in IoT networks. This chapter also introduces
fundamental notions about Markov Decision Processes (MDP) and Reinforcement Learning
(RL). We introduce variables named importance level and modified importance level that
enable context-awareness. These variables are computed in a context modeling module
and sent to a wireless mobile charger that will decide which device to charge according to
the current context and device information. The proposed model and charging strategy
use Deep Reinforcement Learning (DRL), especially Deep Q-learning as a solution to the
context-aware problem. In Chapter 5, based on the work presented in Chapter 4, we
study the problem of threat-aware wireless charging. With varying threat levels in an IoT
network, the defense mechanisms activated for each threat are different, and thus, have
different energy consumption levels. Through threat modeling and deep reinforcement
learning, we design a charging strategy that considers the current threat level to determine
which device should be recharged next. This approach increases network and device
lifetime compared to not threat-aware approaches. Finally, in Chapter 6, we conclude
this manuscript, summarize the different contributions, and we present different research
directions for future works.
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Chapter 2

Internet of Things: context and back-
ground

The Internet of Things (IoT) is the evolution of traditional computer networks, where
everything is connected to the Internet and other devices. This new networking paradigm
transforms our lifestyle and our relationship with real-time applications.

The main key feature of IoT is that the smart devices are usually deployed in an
open environment, produce or collect data, and send the collected data without the need
for constant human interactions. This particularity leverages new challenges and also new
threats.

In this chapter, we introduce general background and notions related to the IoT.
We also quickly remind the architecture of an IoT network. Then, we present two of
the existing challenges that impair the deployment of IoT: energy and security. For each
challenge, we present existing solutions for energy management and the security of IoT
networks.

2.1 The Internet of Things: a new networking paradigm

The Internet of Things is a new technology that takes advantage of small smart
objects, such as smart sensors or actuators, to provide society and companies with new
applications such as smart cities, smart agriculture, or smart factories [1–4]. These smart
objects can be connected to the Internet, and provide to users across the world data that
will be central to decision-making processes. Internet of Things networks are considered as
the evolution of Wireless Sensor Networks (WSNs) in which only sensors were connected.
It is no more the computers that are connected to the Internet, but all the world around
us.

Internet of Things: context and background 5



2.1.1 The IoT applications

Thanks to the IoT, many applications have been created and changed our society.
For instance, smart industry, smart cities, smart agriculture, smart health, and smart
environment greatly benefit from the IoT.

Smart industry: In a smart factory, there are a lot of machines, i.e. production lines,
actuators, sensors, etc. The IoT will be helpful to connect these machines and smart
devices to optimize productivity and detect if there are any problems with the whole
system [4].

Smart cities: Smart cities are the promise of improving our cities to their maximum.
Thanks to smart sensors, cities will be able to get real-time data regarding traffic jams,
air quality, parking availability, etc. These pieces of data will be useful to help citizens in
their daily life.

Smart agriculture: In a smart farm, IoT devices will essentially consist of smart sensors.
Crop, soil, temperature, and humidity will be monitored in real-time. Then, farmers will
be able to have a real-time data view of their fields and take appropriate decisions to
manage their lands [3].

Smart health: IoT devices will be gamebreakers for the smart health domain [2].
Practitioners will be able to get health data in real-time, provide patients with tailored
health services, and even automatize treatments.

Smart environment: IoT devices can be useful to monitor the environment, detect
anomalies (e.g. fires, target tracking), and allow decision-makers to make the best
decision(s).

2.1.2 The IoT environment: interconnecting entities

The IoT connects multiple environments, from smart cities to smart industries.
In Figure 1, we present the general infrastructure of an IoT network. In the different
environments, multiple smart objects are deployed and connected to gateways, sinks, or
base stations. The smart devices that can be deployed may be sensors, actuators, smart
robots, smart bins, etc. They may use different technologies to communicate with gateways,
edge or fog devices, and the Internet such as Sigfox, LoRA, or NB-IoT (for low power
IoT networks) [5], Wi-fi, cellular technology (3G, 4G, 5G, or 6G in the future) [5, 6], etc.
Devices can be interconnected between themselves, only to the gateway, or in an ad-hoc
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fashion (with mobile IoT devices). The networking elements (edge, fog, base stations)
are linked to the Internet which connects cloud services and data centers [7]. The cloud
services and data centers are used to provide administrators, users, and developers data
storage, real-time analytics, and use third-party software [7].

Figure 1: The IoT infrastructure connecting different environments (nature, smart city,
smart industry).

2.1.3 The IoT architecture(s): The interoperability challenge

IoT has known a fast development in the past years, both in academia and industry.
Thus, it led to multiple architectures, different from the classical seven-layered architecture
introduced by OSI for computer networks, presented in Figure 2.

Layer 7
Application

Layer 6
Presentation

Layer 5
Session
Layer 4

Transport
Layer 3
Network
Layer 2
Link

Layer 1
Physical

Figure 2: OSI model.

One of the most considered architectures in research is the three-layered architecture
[7–9] as depicted in Figure 3. In this architecture, the first layer is the sensing (or perception
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Layer 3
Application layer

Layer 2
Network layer

Layer 1
Perception layer

Figure 3: Three-layered IoT model [7–9].

layer) made of the smart things. Then, the second layer is the network layer and the
third layer is the application layer. This architecture is basic and has limits since the
network layer cannot represent all existing protocols and technologies for the networking
part between IoT devices and applications [7].

Another existing architecture is a 4-layered one, where a middleware layer is between
the network and the application layer [10]. The International Telecommunication Union
(ITU), a specialized agency of the United Nations, also proposed a four-layer architecture in
its recommendations Y.2060 and Y.4455 in order to standardize the existing architectures
[11, 12]. This model is similar to the three-layer model with a fourth layer called ‘Service
support and application support layer’ between the network and the application layer. Two
transversal capabilities to the four layers are also specified: management capability and
security capability. As specified in recommendation Y.2060 [11], management capabilities
are used to manage device, network, or Quality of Service (QoS). Similarly, security
capabilities are the different security services required at each layer of the proposed
architecture.

Some research works tend to consider a five-layered IoT architecture based on the
three-layer architecture [7, 8, 13]. In this five-layer architecture, the network layer is
broken into a transport and a processing layer, and a business layer is added on top of
the application layer as presented in Figure 4. Furthermore, there are also other five-layer
architecture models, presented by Al Fuqaha et al. in their research work [7].

The diversity of architecture models for the IoT leads to a first challenge: architectural
models vary and no model is being enforced by the different normative institutes. There is
not a unique standard, which leads to the interoperability problem [14]. Interoperability
between different entities and their applications is difficult if they have different architectural
approaches and protocols. With all the existing communication technologies, networking
protocols, middleware, data specifications, etc., the direct communication between devices
or existing environments is difficult; adaptation is required. Researchers found that
industries propose solutions to overcome the interoperability problem, but each solution
proposed is not perfect. The integration of existing protocols to gateways or to adapters
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Layer 5
Business layer

Layer 4
Application layer

Layer 3
Processing layer

Layer 2
Transport layer

Layer 1
Perception layer

Figure 4: Five-layered IoT model [7, 8, 13].

is not an easy task and requires skill and knowledge to overcome this interoperability
problem [14].

2.2 Fundamentals on energy and network lifetime

The Internet of Things transforms our world and enables the connectivity of millions
of devices. IoT devices may be deployed in hard to reach places or even some hostile
environments [15, 16]. Furthermore, they are powered via batteries in most cases. Thus,
changing the batteries of IoT devices in unreachable places has a high economic cost and
is very difficult [17]. Thus, a challenge arises: how is it possible to maximize the lifetime of
the devices, and thus, maximize network lifetime? In this section, we provide fundamentals
on the different energy storages for IoT devices and definitions of device and network
lifetime.

2.2.1 Energy storage for IoT devices

The majority of the IoT devices are powered by one or multiple batteries. These
batteries can be rechargeable or not. However, the production of batteries is harmful to
the environment (pollution of the environment or the resources needed to their production)
[18]. An alternative to batteries is the capacitor which is a small energy storage. A stronger
version of a capacitor is the supercapacitor which holds more capacitance than capacitors.
It also holds capacitance much longer than a traditional capacitor, but less than a classical
battery. Each energy storage has its advantages and disadvantages which are summarized
in Table 1.

Applications that need devices to have long lifetime rely more on batteries to provide
energy, with energy harvesting as a possibility for battery recharge. However, there is
still the need to promote the use of rechargeable batteries and harvesting technologies.
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Energy storage Advantages Disadvantages References
Rechargeable Li-On battery Good energy storage,

rechargeable
Production is pollut-
ing

[19]

Capacitor Small, cheap Discharges quickly [20, 21]
Supercapacitor Lasts longer than a

capacitor, very high
number of charge-
discharge cycles

Much more expen-
sive than recharge-
able batteries, takes
more place than a
battery for the same
amount of energy,
high discharge rate

[19, 22]

Table 1: Comparison of different categories of energy storage used for IoT devices.

Rechargeable batteries extend the operating lifetime of objects while energy harvesting
refills the battery of the devices.

2.2.2 What are energy and energy consumption?

Regardless of the type of battery used, the amount of energy a battery can store is
not infinite. However, what is energy? How is it characterized in IoT networks?

Definition 2.2.1. Energy is a quantitative attribute that characterizes the amount of
work the system can provide. The unit of energy is the Joule (J). Another unit commonly
used is the Watt second (W.s). One Watt second is equal to 3600 Joules. A common
metric for battery capacity is the Ampere hour (Ah).

The amount of energy (in Joule) a battery can hold is given in the following equation,
given the voltage U and the amount of Ampere hour Ah:

Eb = 3600.Ah.U [J ] (2.1)

This quantity of energy is dependent on the voltage and current required to properly
power the device. The energy consumption metric is linked to the notion of power
consumption P which is defined as:

P (t) = U(t).I(t) [W ] (2.2)

Then, energy consumption is the amount of power P consumed over a time period
[t1, t2] [23]:
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Ec =

∫ t2

t1

P (t)dt =

∫ t2

t1

U(t).I(t)dt (2.3)

Many research works are interested in determining the different causes that have an
impact on energy consumption and if it is possible to reduce the consumption of the most
costly blocks without degrading the QoS or network availability.

2.2.3 IoT device and network lifetime

In this thesis, device and network lifetime have a central place. We are interested
in maximizing network lifetime while efficiently securing IoT networks. The problem of
maximizing network lifetime is central in IoT networks because IoT devices are, most of
the time, powered by a limited energy supply. Thus, their lifetime, i.e. the time that they
can operate or provide a service, is limited. In the literature, multiple researchers defined
what is, and how network lifetime can be characterized [16, 24]. Yetgin et al. surveyed in
a recent work [16] the existing definitions and classified them into four categories:

• Node-lifetime based network lifetime,

• Coverage and connectivity-based network lifetime,

• Transmission-based network lifetime,

• Parameterized network lifetime which considers the three previous points.

Node-lifetime-based network lifetime is related to the lifetime of IoT devices [16].
Coverage and connectivity-based network lifetime is related to the ability to monitor a
target or an area [16]. Transmission-based network lifetime is related to transmissions,
data delivery, and other transmission characteristics [16]. Network lifetime can also be
parameterized, i.e. it can consider node lifetime, connectivity-based lifetime, etc. [16].

During this thesis, the definition of network lifetime we considered falls into the
category of node lifetime-based network lifetime. First of all, the definition of device
lifetime we consider is an energy-based definition.

Definition 2.2.2. For a given smart device using a battery, its lifetime is the time duration
between the beginning of the use of the device until the battery of the device is empty. [16]

Definition 2.2.3. For an IoT network, the network lifetime is defined as the time duration
between the beginning of network use and the time when the number of dead nodes exceeds
a given threshold [16].

This definition of network lifetime is representative of some applications. For instance,
in an IoT-based smart city, the IoT network can still function if some smart light sensors
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or smart bins are down. However, the performance of the smart city will decrease. On
the contrary, in a smart industry, if some smart actuators fail, the consequences can be
disastrous for the network and the application. The chosen definition of network lifetime
is application-dependent, but it can either consider the network dead if one device is dead
or if all devices are dead.

Since we consider node and network lifetime definitions based on the remaining
energy and the number of dead devices, the definition of energy consumption given in the
previous subsection is important.

There are many reasons behind the need to maximize device and network lifetime:

• Providing the users (devices, people, institutions, etc.) different services for long
periods of time.

• Reducing monetary costs. If devices with non-rechargeable batteries are less changed
thanks to better energy management, then maintenance costs will be less important.

• The application requires the devices and the network to run for a long period of time
(e.g. nuclear powerplant).

Practitioners and network designers need to tackle the energy problem in IoT
networks, otherwise, the impacts on monetary costs, user satisfaction, or even their safety
will be huge.

There are two possible categories of solutions to maximize, and even extend device
and network lifetime [16, 19, 25]:

1. Energy management approaches,

2. Energy replenishment approaches.

The goal of energy management approaches is to better manage the energy the devices
have. They will then, have an increased lifetime. Energy replenishment approaches provide
an energy income for IoT devices, thus, extending their lifetime.

In the following sections, we quickly introduce background on energy management
and energy harvesting techniques.

2.3 Energy management mechanisms

Energy management mechanisms are useful to maximize network lifetime [16, 25].
Indeed, by managing well the remaining energy, devices can work for longer periods of time,
and thus, have an increased lifetime. Research is very active in the area and led to many
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theses and research works. For instance, Rault et al. [25] classified energy management
and energy-efficient mechanisms into five categories:

1. Radio optimization techniques,

2. Data reduction techniques,

3. Sleep/wake-up techniques,

4. Energy-efficient routing and clustering techniques,

5. Battery repletion techniques, that is treated as an energy-efficient mechanism and
not as a separate category.

Energy management mechanisms are more focused on the algorithmic side of devices than
the hardware part [17, 25, 26].

We present below existing research works in the field of sleep/wake-up techniques,
clustering techniques, and optimized deployment approaches.

2.3.1 Sleep/wake-up techniques

One of the most efficient approaches to save energy is to use sleep/wake-up mecha-
nisms, also known as duty-cycling. Indeed, a device without activities or events to manage
is in a sleep state. When an event occurs, the device wakes up (active state) to process the
event. Then, it switches back to sleep mode when it no longer has any activity or event to
handle.

Abedin et al. studied duty-cycling for smart devices in a smart home environment
[27]. They proposed an algorithm implementing duty-cycling for IoT nodes which enables
on-duty, pre-off duty (activated when the device is idle for too long), and off-duty states.
To demonstrate the validity of their approach, they implemented their algorithm on a
small bed test made with an Arduino board, LEDs, and two sensors. Their results show
that if the device cycles between on-duty, pre-off, and off-duty, the power consumption is
lower than an approach without duty-cycling (the device would be in the on-duty state
indefinitely). Thus, for the user, less energy is spent and paid.

Jaber et al. [28] investigated Content-Centric Networking (CCN) for WSNs and
provide an algorithm to reduce the energy consumption for content forwarding: ADDC-
CCWSN (Adaptive and fully distributed duty-cycle algorithm for content-centric wireless
sensor networks) based on duty-cycling. Nodes having a high activity rate for forwarding
content have a high duty cycle and it is reduced if these nodes do not forward a lot of
content. This duty-cycling is adaptive and can be increased or decreased according to the
interest of the users. Authors show that reducing the activity of nodes does not impact the
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functionalities of the protocol and improves energy consumption. The presented concepts
can be applied to IoT as duty-cycling can be used to reduce the activity of IoT nodes.

2.3.2 Clustering approaches

Clustering devices into groups is one type of energy management method that is still
being addressed by academia. In this approach, devices are clustered and communicate
with a cluster head (CH): the chief of the cluster. This CH has more processing power
and energy compared to other devices. The CH will be in charge of transferring data to
other CHs, edge, fog, or cloud services. The energy burden is on the CH instead of being
on all the devices.

A recent research work made by Rashid et al. [29] considers an adaptive clustering
technique based on LEACH [30] for WSNs with harvesting devices. The proposed approach
has two phases: a setup phase in which clusters are made and an operational phase. The
selected devices can harvest energy and play the role of CHs. Clusters are made according
to a CSMA-MAC based protocol. After the cluster creation, the CHs send to their cluster
members a schedule based on TDMA. During the operating phase, devices send their
data to their CH according to the TDMA schedule. Then, the CHs aggregate and send
their data to a base station according to a CSMA schedule. Compared to LEACH, their
solution consumes less energy after a certain time (between 100 and 120 seconds), has a
higher throughput, and has a higher number of remaining alive devices over time.

Wang et al. studied the problem of clustering, re-clustering, and wireless charging
trajectory planning for rechargeable WSNs [31]. In their model, the cluster heads are
solar-powered devices that have sufficient energy supply and solar panels. However, under
rainy conditions, solar-powered devices cannot harvest energy from the sun. Thus, the
authors provided an algorithm to select a cluster head among devices that have been
recently charged by a mobile charger.

2.3.3 Optimizing the deployment of IoT devices

An interesting approach IoT energy saving is to optimize the deployment of devices
before their use. If devices are well dispatched, then, the energy required to transmit and
receive data is lower than if the placement is not optimized.

Along with the re-selection problem, Wang et al. explored the problem of the
deployment of solar-powered devices [31] with the goal of minimizing the deployment
cost. They studied the cases of discrete and continuous environments. For the discrete
deployment problem, they proposed an algorithm with an approximation ratio of 1.61(1+ε)2.
The authors relaxed the problem formulated for the discrete problem to solve the continuous
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problem.

Optimizing the deployment of devices can lead to economic savings. Indeed, Huang
et al. presented a deployment scheme to minimize the energy consumption and deployment
cost of an IoT network [32]. Devices are hierarchically deployed into three layers: the
lowest layer has the smart devices, the middle layer has the relay devices, and the upper
layer with the base stations. The main problem they studied was to determine the number
of relay nodes to deploy in order to minimize deployment costs and energy consumption.
They identified that their problem is analogous to a Steiner Tree problem and proposed
an algorithm called Minimal Energy Consumption Algorithm (MECA) to solve it. Their
simulations demonstrated that their solution reduced the energy consumption of IoT
devices. However, the computational cost is high since the complexity of their algorithm
is dependent on both the clustering algorithm and the Steiner tree problem (which is
NP-hard).

Wang et al. presented an energy-efficient architecture for the Industrial Internet of
Things (IIoT) [33]. They considered a hierarchical deployment of IIoT devices among three
layers: the sensing layer with the smart devices, the gateway layer with more powerful
devices, and the control layer with devices able to manage the network and communicate
with the cloud. The deployment they considered has to satisfy multiple constraints: energy
consumption of IIoT devices and traffic constraints. The authors also provided a scheduling
mechanism to improve device lifetime. In their experiments, their approach reduced the
energy consumption of IIoT devices, improved the resource utilization rate, and enabled
duty-cycling for the deployed devices.

2.4 Energy harvesting schemes

A second possibility to maximize network lifetime, and even extend it, is to use
energy harvesting. Energy harvesting for IoT networks requires the devices to have a
harvester, a mechanism that can collect energy from an environmental source and convert
it into an electrical current [34]. Energy harvesting exists for a long time. Watermills are
an example of energy harvesting and conversion to another force (mechanical). Multiple
energies can be harvested from the surrounding environment using dedicated harvesters.
In the literature, IoT devices may harvest energy from many sources. The most studied
energies for energy-harvesting WSNs and IoT networks are solar energy, wind energy,
mechanical energy, radio-frequency energy, etc. [17, 34, 35].

Taxonomies exist and separate energies into multiple categories: controllable or
uncontrollable, predictable or unpredictable [17, 19]. Intensive research has been conducted
in this domain and many results, regarding harvester technology or energy prediction, are
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available.

Energy harvesting elements are either complementary to energy storage elements,
or they may replace them, especially for batteryless devices [36]. In the latter case,
special care is needed when designing applications for batteryless devices that rely on
energy-harvesting to properly function [19, 36, 37].

In recent years, research on RF energy harvesting has attracted a lot of attention
because RF energy can be harvested from many sources, either ambient or dedicated
sources [17, 21, 37, 38].

2.4.1 Predicting the harvested energy from renewable sources

The environment around us is a wonder: a lot of processes take place and produce
energy. Then, it is possible to harvest and convert them into electricity (using a transducer
[39]) to power IoT devices. In the literature, renewable energy sources are well-researched.
Solar energy, wind energy, or even mechanical energy provide a lot of energy. While
these energy sources are efficient, they are a product of nature, and thus, we cannot
control them (except for some mechanical sources). Furthermore, some of them are far
away (e.g. the Sun) or are chaotic (e.g. winds), or can even be disturbed by extreme
weather conditions [17]. Henceforth, to improve the control of IoT devices under such
uncontrollable environments, it is necessary to predict the amount of future harvested
energy. Multiple models for harvested energy prediction have been proposed for WSNs,
that can be adapted for IoT nodes.

One of the first proposed models to predict the amount of harvested solar energy is
the Exponentially Weighted Moving-Average (EWMA) method [39]. The main assumption
of the model is that the amount of harvested energy during the day d at the time slot t

is similar to the energy harvested during the previous day d − 1 at the same time slot.
Although it can adapt to seasonal changes, EMWA is not suited to environments subject
to chaotic weather conditions.

Another work of interest is the model called PROfile Energy prediction (Pro-Energy)
was proposed by Cammarano et al. [40] for solar and wind energy. Compared to EWMA,
Pro-Energy is able to consider multiple previous observations for the prediction of future
harvested energy, and thus, account for sunny, rainy, or cloudy days.

In a more recent model proposed by Kosunalp et al. [41], Q-learning is applied to
predict the amount of harvested solar energy. It uses EWMA [39] as the building block
while Q-learning is used to compute a daily ratio variable that modifies the value computed
by the EWMA method. Their prediction model has a lower prediction error than EWMA
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or Pro-Energy for the majority of the cases. However, their model has high prediction
errors in the mornings and during winter.

2.4.2 RF energy harvesting

Radio-frequency (RF) energy harvesting has attracted research due to the abundance
of RF energy in the environment. RF energy comes from all the signals produced by
electronic devices. Thus, it is possible to harvest energy from either produced signals, or
even a dedicated RF energy source [37, 42, 43].

To be able to harvest energy from RF signals, special hardware is needed. Kamalinejad
et al. presented in [42] an architecture that is able to harvest RF energy and manage it.
The main contribution of their work is the introduction of a Power Management Unit
(PMU) with a Wake-Up Radio (WUR). The PMU manages the available energy for the
different modules while the WUR enables duty-cycling. They assessed the efficiency of this
new architecture through experiments in ring and ad-hoc topologies. Compared to older
approaches that did not use PMU or WUR, the combination of PMU and WUR improves
by 110% device lifetime in a ring topology, and roughly by 510% in the ad-hoc topology.

Although there is plenty of RF energy in the environment, harvesting it is still
difficult since there are many energy losses. Mishra et al. explored different scenarios to
improve the efficiency of RH energy harvesting [21]. They outlined that the sensitivities
for data reception and RF energy harvesting are different: −60dBm for data reception and
−20dBm for energy harvesting in their scenario (the lower the sensitivity is, the better
the process is). An approach to improve RF energy harvesting is to consider a Multipath
Energy Routing (MPER). MPER reduces the charging time of the devices by roughly 35%

if the devices are powered by a capacitor [44].

Technologies and research on RF energy harvesting are the building blocks of wireless
charging [45, 46]. Wireless charging is the process of remotely charging a device, thanks
to the transfer of energy between a source and the device. In Chapter 4, we give more
details and related works on wireless charging strategies and trajectory planning as they
are central to our contributions.

2.5 Internet of Things security

Since ancient times, securing communications has always been a major concern. In
ancient Rome, military communications were encrypted with the Caesar Cipher. Nowadays,
securing networks is still of major concern as data is the new gold of this era. Many threats
target IoT and some attacks were successful in the past years.
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2.5.1 Fundamentals requirements for IoT security

IoT networks are networks, thus, they have security requirements similar to traditional
networks [9, 47]. Three requirements should always be fulfilled, which are: Confidentiality,
Integrity, and Availability. Together, they form the CIA triad [48, 49].

Confidentiality: Communications and data should only be accessible only to those who
are authorized.

Integrity: Data and communications should not be modified by unauthorized entities.
For critical applications such as eHealth, data integrity should always be fulfilled, otherwise,
the life of the patients may be endangered.

Availability: Access to data, resources, or information to the user has to be guaranteed.

Fulfilling these requirements is a good beginning for the security of IoT networks.
However, there are supplementary requirements for the security of IoT networks. For
instance, non-repudiation and privacy are also important requirements for critical IoT
applications.

Non-repudiation: In the future, a device cannot deny that it has produced a piece of
data or taken part to communications if logs exist. Furthermore, the receiver cannot deny
in the future that it received this piece of data.

Privacy: It should not be possible to infer the identity of a person through their actions
or the data they produced [50].

Fulfilling these requirements is done thanks to the use of adequate security solutions.
In traditional computer and cellular networks, a lot of security solutions exist. For IoT
networks, it is harder to fulfill all of these requirements because IoT devices are constrained
on many planes: energy, computation, data storage, etc. [18]

2.5.2 The IoT, a highly threatened world

While the IoT holds the promise of connecting everything in the world, it is not
secure for the moment. There are multiple constraints that lead to unsecure IoT devices
such as limited computation power or available energy. Furthermore, a lot of threats target
the devices, leading to an insecure world. There are two categories of threats against IoT
networks:
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Passive attacks: these attacks do not aim to actively impede the network but are more
focused on spying devices and eavesdropping communications.

Active attacks: these attacks impact the functionalities of the network. An attacker
may modify data, forge or drop packets, etc. Denial of Service (DoS) and Distributed
Denial of Service (DDoS) attacks are active attacks that are dreadful for classical and
IoT networks. In these attacks, a malicious entity wants to impede users or devices from
accessing some services. These attacks target the availability of IoT devices and networks
[48].

IoT can also be a vector for attacks against other networks and entities. The botnet
called Mirai [49] took advantage of cameras over IP that were not secured: they were using
default or easy-to-guess passwords.

Furthermore, with all the technologies empowering the Internet of Things [7, 51], a
lot of vulnerabilities exist. For instance, the Bluetooth Low Energy (BLE) communication
protocol suffers from many security breaches [52].

As security in IoT networks, and previously in Wireless Sensor Networks (WSNs) is
a hot research topic, there are numerous research works aiming to unveil new attacks and
provide adequate countermeasures.

2.5.3 Countering attacks against IoT networks

Even though the landscape of IoT attacks is gloomy, there are security solutions able
to mitigate some of them. For each security requirement, there are security solutions that
can fulfill them.

Protecting confidentiality

First of all, attacks against confidentiality, such as eavesdropping, can be mitigated
using encryption or access control methods [53]. Encryption and access control methods
exist for a long time. The encryption process transforms a base message into another
message, that is unintelligible. To do so, special strings called keys are needed. With
operations using the base message and the key, it is possible to encrypt a message. There
are two classes of encryption algorithms: symmetric encryption algorithms and asymmetric
encryption algorithms.

Advanced Encryption Standard (AES) is a symmetric encryption algorithm that is
well known and used in the domain of cryptography [54]. In wireless or IoT networks that
use the IEEE 802.15.4 technical standard, the security at the link layer is based on AES
[55–57].
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Protecting integrity

Data integrity is vital in critical applications such as Industrial Internet of Things
(IIoT) applications which use IoT devices as the backbone of factories or powerplants.
Then, attacks against integrity can be mitigated using data authentication or false data
detection for instance. Data authentication is a well-known and well-research approach in
networks.

A recent technology that guarantees data integrity is the blockchain [58]. A blockchain
is a chain of blocks in which each block stores the different transactions done by different
participating entities. The chain is done by computing a hash of a block and this hash
is stored into the next block. Since the blockchain is stored within all the participating
devices, it is near impossible to tamper the stored transactions or data of the blockchain
[47, 58]. Thus, the blockchain is an excellent candidate for the protection of data integrity.
However, since it is a distributed database, it requires the devices to be able to store the
blockchain. Furthermore, blockchain is not suited for energy-constrained devices because
the operations required to compute the hash are energy-consuming [47, 59].

Protecting availability

Defending availability in IoT networks is harder but can be achieved thanks to
redundancy and recovery schemes. To maximize the availability of an IoT network, few or
no attacks have to happen. Thus, intrusion, anomaly, or threat detection are important
tools to detect any attacks that target the availability of the network [60, 61].

2.6 New approaches and technologies against threats in

IoT networks

While encryption-based solutions are efficient against confidentiality and integrity-
based attacks, they are still inefficient against availability attacks. Furthermore, they
heavily rely on cryptographic keys, which incur supplementary operations for management,
revocation, computations, etc. If cryptographic protocols are broken, there is still need to
provide other security barriers in IoT networks.

2.6.1 Trust-based approaches

Trust-based security solutions are an interesting alternative to cryptography for
securing IoT network communications. Trust-based security solutions are based on the
same social concept: trust. A device A trusts a device B if device A thinks that B behaves
the way it should [62]. In a trust-based approach, confidence between entities (devices,
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gateways, etc.) is of uttermost importance. This confidence is evaluated through different
methods. If an entity has a high confidence towards another entity, it means that this
entity has the right behavior and is not harming communications [62–64].

Hellaoui et al. proposed a simple, yet energy-efficient trust management approach
for IoT networks [63]. If a device is trusted enough, then authentication is not applied
to its messages. On the contrary, if the device is not trusted, according to an adaptive
function f, authentication is applied to the messages received. If the authentication fails,
then the messages are dropped. Thus, trust management can be useful to reduce the
energy consumption and is a good candidate for adaptive security, which is discussed in
Chapter 3.

Boudagdigue et al. designed a trust management system for the Industrial Internet
of Things (IIoT), inspired by the social Internet of Things (sIoT) [64]. Their trust
management system requires a new architecture: the IIoT network is made of clusters
called industrial communities, which is heavily inspired by social IoT. The industrial
communities are formed according to industrial relationships and distance between devices.
IoT devices are called community members and belong to an industrial community which
is lead by a community leader. Then, these community leaders evaluate the trust of each
community member according to three metrics: cooperation, direct honesty and indirect
honesty. Finally, the community leaders communicate with a central IIoT server. In their
experiments, Boudagdigue et al. demonstrated the effectiveness of their architecture for
trust management as their solution has a lower packet loss rate, shows a lower energy
consumption, and is resilient to coalition and bad-mouthing attacks compared to a
centralized trust management scheme. Their work further demonstrates the usefulness of
trust management for energy-efficient security.

Trust-based security is a good approach toward autonomous security management of
IoT networks. Devices will collect trust data, determine if there are any malicious devices,
and stop communicating with them if their trust value is too low. Thus, trust management
approaches for IoT security can either replace or complement well cryptography-based
approaches [50, 62–64].

2.6.2 Artificial intelligence-based approaches

Artificial Intelligence (AI) techniques have been widely applied in many applications
for IoT networks, especially in the field of IoT security. Recent AI techniques considered
for IoT security belong to the fields of Machine Learning (ML), Deep Learning (DL), and
Reinforcement Learning (RL).

1. Machine Learning (ML) is a learning paradigm also called statistical learning. It is a
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field of artificial intelligence that aims to build models from statistical data.

2. Deep Learning (DL) is a sub-field of ML that is built upon neural networks. DL
models are efficient for large scale data analysis.

3. Reinforcement Learning (RL) is a sub-field of ML in which an agent aims to learn
the best actions to take in an environment.

ML and DL algorithms are used for regression and classification tasks. ML and DL
algorithms can be classified into three categories, namely supervised, semi-supervised, and
unsupervised algorithms. Reinforcement Learning (RL) is a special sub-field of ML that
we will present more deeply in Chapter 4. RL is efficient when decision-making is required.
Hence, all these learning paradigms are useful for IoT security.

ML and DL algorithms applied to IoT security achieve good results for anomaly and
intrusion detection. Indeed, since ML and DL algorithms can uncover hidden patterns
in data, they can detect anomalous behaviors. RL applied to IoT security is useful to
fine-tune the control of a security policy [65].

Roopak et al. studied different deep learning models to detect DDoS attacks in IoT
networks [60]. They compared four models: the classical Multilayer Perceptron (MLP),
a Convolutional Neural Network (CNN), a Long Short Term Memory (LSTM) network,
and a hybrid network with a CNN and a LSTM. In their experiments, the hybrid network
is the most accurate and has the highest recall value among deep learning models, with
an accuracy of 97.16% and a recall of 99.1%. However, compared to classical machine
learning models, the CNN combined to an LSTM is less precise than a classical Support
Vector Machine (SVM) (97.41% vs 97.72% for the SVM).

Furthermore, recent advances such as Federated Learning (FL) [66] improve the
privacy of the users and companies. In a Federated Learning setup, multiple devices
communicate to train models. The particularity of FL is that all the devices do not need
to share their dataset(s), which means that their data remains where they are produced.
Thus, it reduces the risk that an eavesdropper intercepts data being sent to servers or
cloud. Huang et al. applied federated learning to intrusion detection in IoT networks
when data is not independently and identically distributed [67]. Their solution creates
clusters of trusted devices that are connected to local servers. One cluster is considered
as a client that will train a model on the local data. After training the local model, the
local gradient is sent to an aggregation server that aggregates all the gradients of the local
servers. Then, the aggregation server sends the result of the new gradient to all the local
servers. They validated their approach using the IoT-23 dataset (representing a network
of 23 IoT devices). For bigger cluster sizes, the accuracy of their solution increases, but is
lower than a centralized approach. However, the advantage of using federated learning lies
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in the privacy of data, i.e. it stays locally and does not go to the cloud or other entities
[67].

2.6.3 Software-defined networking

Software-defined networks transform the way networks are designed. While in
traditional networks, routing and analysis logic are embedded into networking elements, in
an SDN approach, network control and data logic are separated [68, 69]. It means that the
routing logic is not done by the network element themselves (routing table, discovery, etc.),
but it is rather done by a central entity called SDN controller. This SDN controller creates
the routing tables and flows, and then, dispatches them to the different devices. SDN is
paired with Network Function Virtualization (NFV) which enables the implementation of
software network functions called Virtual Network Functions (VNFs) [69]. These VNFs
are softwarized network functionalities, that were hardcoded in the traditional networking
hardware. SDN paired with NFV eases the deployment of security functionalities such
as abnormal traffic detection, intrusion detection, etc. [69–71]. It even allows a better
resource management, implementation of QoS features, etc [69]. This approach reduces
the complexity of the deployment of such functionalities, which were deployed in specific
devices (gateways, routers, etc.). Thus, the maintenance costs decreases, while increasing
the efficiency of the network.

However, since the SDN approach needs a central component, it is the Single Point
Of Failure (SPOF) of the system. Thus, if an attacker is able to shutdown the SDN
controller, due to DoS or DDoS attacks, the network will be greatly impacted [72]. A
solution to mitigate the SPOF of an SDN-based IoT network is to use multiple backup
SDN controllers for redundancy [69, 72].

SDN and NFVs are great enablers of IoT security, but they require that the devices
are compatible with SDN and NFVs functionalities. Otherwise, traditional networking
hardware is required to manage these devices. However, these pieces of hardware may be
compatible with SDN and NFVs, or connected to a virtual switch compatible with SDN
and NFVs functionalities [68, 72].

2.7 Conclusion

In this chapter, we presented the general context and background of this thesis.
Firstly, we introduced the IoT, its applications, and its main features. Then, we outlined
the challenges that are energy and security. Both challenges are the main limitations for
the adoption of IoT by our society. IoT devices are energy-constrained. Thus, the available
energy should not be spent into useless or very consuming tasks. Then, we presented
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the basis of IoT security, what are the existing threats, and the existing mechanisms to
mitigate them.

In a perfect world, for each existing threat, a defense mechanism should be used.
However, each security solution used impacts the IoT devices on multiple criteria: energy
consumption, latency, throughput, etc. Even recent advances and concepts applied to IoT
security consume energy. Thus, a question arises: ’Is it possible to protect IoT networks
against multiple threats while not consuming too much energy?’ While it is true that
heavyweight security solutions can be used in edge or IoT gateways, they nevertheless
induce supplementary latency and energy consumption if the devices are energy constrained.
Thus, it is of uttermost importance to determine if it is possible to limit the impact of IoT
security on the energy consumption, and thus, network lifetime. In the next chapter, we
will tackle the problem of energy-efficient security for IoT networks through an extensive
survey of existing solutions.
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Chapter 3

Energy-saving security solutions for IoT
networks

Ensuring the security of IoT networks is crucial, especially considering their use in
critical-mission applications such as e-health or smart power plants. A successful attack
on a critical network could have disastrous consequences, ranging from the failure of an
industrial process to the death of patients, for instance. Nevertheless, it is important to
acknowledge that security solutions tend to be energy-consuming and can significantly
reduce the overall lifespan of IoT devices. It is essential to ensure that attempts to reduce
the energy consumption of security solutions do not compromise the level of security
services they provide.

In this chapter, we present existing security solutions for IoT networks that consider
the limited energy of the devices. As previously highlighted in Chapter 2, for applications
in which there is no access to the grid (or it is costly), the deployed devices are primarily
powered via batteries or capacitors. Given that security solutions induce supplementary
computations and communications, they greatly impact the energy consumption of the
devices, resulting in a reduced lifetime. Furthermore, the deployed devices consume energy
for each running process, application, data transmission or reception, and security solution
used. As the deployment of security solutions such as encryption, anomaly detection, or
trust approaches increases, the energy consumption of the devices increases which further
reduces their lifetime. This observation leverages a crucial question: Is it possible to
secure IoT networks against various threats without significantly increasing the energy
consumption of the devices? Additionally, we want to determine whether there exist
approaches or solutions to mitigate the energy impact of security measures on IoT devices.

To this end, we begin this chapter by discussing the impact of security solutions on
the energy consumption of an IoT device. Subsequently, we present a critical review of
existing approaches used to reduce the energy consumption of IoT security solutions while
efficiently securing IoT networks. Furthermore, we discuss the contributions of Artificial
Intelligence (AI) and Software-Defined Networking (SDN) in developing energy-efficient
security solutions for IoT networks. These new approaches may prove useful to attain
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an optimal balance between security and energy consumption. Finally, we conclude this
chapter by motivating our selected research direction for the next chapters.

3.1 Related works

Although research in the field of energy-efficient IoT security solutions is gaining
momentum, it receives less attention compared to research focusing on enhancing the
overall strength of IoT security (e.g. the use of blockchain technology to provide data
integrity). Previous studies have addressed the issue of energy consumption in security for
Wireless Sensor Networks (WSNs) and, subsequently, for IoT. However, research works
dedicated to reduce the energy consumption of IoT security are rarer compared to research
works dedicated to increasing the strength of the provided security services.

A valuable work done by Mauro et al. [73] tackled the impact of energy harvesting
on the security of WSNs. One of their major contributions is the design of a method
that adaptively secures communications in WSNs. Their approach considers that, for
each communication link in the network, a device with lower and maximum security
requirements can choose the most suited encryption or authentication algorithm to fulfill
these requirements. Each data packet has a security requirement and is transmitted if the
encryption or authentication method used also fulfills this requirement. This approach
establishes a safe route for data packets. Therefore, their strategy is adaptive toward both
available energy and the security requirements of the devices. However, it is not adaptive
to the threats they may face.

Alharby et al. proposed a solution to integrate adaptive security in resource-
constrained IoT devices[56]. Their contributions are manifold and focus on the IEEE
protocol 802.15.4. They first studied the trade-offs between the security levels of IEEE
802.15.4 and latency, energy consumption, and throughput. Then, they designed an
adaptive security mechanism named PASER for resource-constrained IoT devices and
provided use cases. PASER is used to provide trade-offs between device lifetime and secu-
rity. Instead of using the eight available security levels of IEEE 802.15.4, they considered
four levels: level 0 (no security), level 1 (authentication), level 4 (encryption only), and
level 7 (authentication and encryption). PASER also considers the importance of packets
and gives more priority to packets with important data when the remaining energy runs
low. Finally, they conducted many experiments to demonstrate that adaptive security for
resource-constrained IoT devices extends their lifetime while securing them efficiently.

Few surveys tackled the problem of energy-efficiency for IoT security. Hellaoui et al.
[74] surveyed energy-efficient approaches for IoT security. They outlined that the impact of
security on the energy consumption of IoT devices is not negligible. Thus, it is important
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Reference Year Scope Comments

Di Mauro et al. [73] 2015 EH and security in WSNs. Thesis studying the impact
of EH on the security of
WSNs.

Hellaoui et al. [74] 2017 Energy-efficient mecha-
nisms for IoT security

Survey presenting energy-
efficient mechanisms for se-
curity solutions to alleviate
computations and decrease
the energy consumption of
security solutions.

Alharby et al. [56] 2020 Adaptive security for IoT Thesis studying trade-offs
of adaptive security and en-
ergy consumption of energy-
constrained IoT devices.

Tedeschi et al. [37] 2020 Security mechanisms for
energy-harvesting enabled
IoT

Survey presenting security
solutions for energy harvest-
ing networks, with a major
focus on PHY-layer.

Yousefpoor et al. [75] 2021 Security of data aggregation Survey presenting data ag-
gregation and methods to
secure this process. Se-
cure data aggregation is less
energy-consuming than se-
curing a network without
data aggregation.

Table 2: Table summarizing the scope and remarks of related works.

to design security solutions that consider the energy constraints of IoT devices. They
focused their study on energy mechanisms for security primitives, key establishment, and
access control. They proposed a new taxonomy classifying energy-efficient mechanisms
into six categories: online versus offline security, outsourcing, adaptive security, low-power
security protocols, data compression, and hybridization. However, it mainly focuses on
authentication methods, signature methods, and key management systems, as they may
consume a lot of energy.

A recent review done by Tedeschi et al. [37] studies the problem of security in
Energy Harvesting (EH) WSNs in which the devices may not have long-lasting batteries.
Furthermore, they focused their study on devices powered thanks to RF energy. These
devices are, however, targeted by specific threats such as beamforming vector poisoning
attacks, leeching, greedy, or cheating attacks. Against all these threats, Tedeschi et al.
determined that three categories of security solutions can efficiently protect these WSNs
where devices harvest RF energy: cryptography-based methods, data-secrecy methods,
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and PHY-layer countermeasures. First, cryptography methods for EH networks use energy-
efficient mechanisms to reduce the impact of cryptography on energy consumption. Thus,
pre-computation techniques, computation offloading, or implementation optimization
are used to reduce the energy consumption of these solutions. Data secrecy methods
for the PHY-layer are an alternative to cryptography methods if the devices cannot
afford the energy consumption linked to encryption-based methods. Finally, PHY-layer
countermeasures are used to defend devices against threats such as jamming or DoS attacks.
Their review tackled well the security of WSNs in which devices are powered via EH.

A study on secure data aggregation methods was presented by Yousefpoor et al.
[75]. Data aggregation is a useful approach to reduce the energy consumption of IoT
devices. Devices called data aggregators receive from other devices their data, perform a
data aggregation algorithm (statistical, time series, etc.), and send the result to a sink or
gateway. While data aggregation is useful for reducing energy consumption in the network,
the operation is prone to attacks such as false data injection. Thus, it is necessary to
secure this energy-efficient approach for WSNs and IoT networks. Their survey shows that
securing the data aggregation process is less consuming than securing a network that does
not implement data aggregation.

All of these related works tackle a particular problem of energy-efficiency of security in
IoT networks. Di Mauro et al. provided protocols to secure communications in EH-WSNs,
although their works did not consider threat-awareness [73]. Hellaoui et al. focused their
study on energy-efficient mechanisms for security primitives (encryption, authentication,
signature methods) [74]. On the opposite, Tedeschi et al. heavily studied the security of
EH WSNs with an extensive survey of PHY-layer-based techniques; cryptography-based
methods are not the main focus of their study, although they provided the most recent
advances in the field for EH devices [37]. Alharby et al. did extensive experiments to
study the trade-offs between the different security levels of the IEEE 802.15.4 norm and
considered threat-awareness for their contribution: PASER [56]. However, their approach
is binary: if there is a threat, then the maximum security level is used; otherwise, the
chosen security level is mapped to the sensor values. Yousefpoor et al. only studied secure
data aggregation in IoT networks [75] but provided a large overview of the domain. Data
aggregation reduces the energy consumption of an IoT network, but the process needs to
be secured.

The sparsity of works on the subject of energy-efficient security mechanisms and
solutions for IoT networks motivated us to do a new study in this research field. Moreover,
emerging approaches such as artificial intelligence or SDN may improve the energy efficiency
of IoT security solutions while guaranteeing an appropriate security level. In the next
section, we present the impact of security solutions on the energy consumption of IoT
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devices.

3.2 Impacts of security on energy consumption

As presented in the previous chapter, the use of security solutions in IoT networks is
mandatory to protect data, users, and devices. However, using a security solution may
incur supplementary computations and, therefore, devices consume more energy. Thus,
the first step is the following research question: How can we quantify the impact of a
security solution on the energy consumption of an IoT device?

One of the most studied fields in IoT security is encryption which fulfills confidentiality
and keeps eavesdroppers at bay. These methods can be combined with authentication and
access control mechanisms to further improve user and data protection. However, the main
drawbacks of these approaches are their computational and communication overheads,
thus, leading to increased energy consumption for the devices. Consequently, determining
their energy consumption is a first step to knowing if it is possible to reduce the strength
of the underlying algorithms (to reduce the overheads) or if it is necessary to implement
energy management methods to improve device lifetime. There are also other categories
of security solutions, such as intrusion detection methods, false data detection methods,
etc. Their energy consumption relies on the underlying algorithms, rules, etc.

Overall, the energy consumption of an IoT security solution can either be measured,
estimated, or computed. It is possible to differentiate the energy consumption of the
computation phase and the communication phase [20, 76]. Within the computation phase,
it is possible to determine if it is the encryption phase, the decryption phase, or the set
key phase [53]. Different models have been proposed by researchers to determine how can
a security solution be evaluated in terms of energy consumption. In this section, we first
present the approach of measuring the energy consumption of security solutions. Then,
we will present energy models that consider the impact of security solutions on the energy
consumption of IoT devices.

3.2.1 Measuring the energy consumption of a security solution

A first approach to quantify the energy consumption of IoT security solutions is to
determine their energy consumption during runtime. Thanks to shunt resistors (with a
low impedance) and an oscilloscope, it is possible to measure the voltage, the current,
or the power of the system when the security solution is running [53, 77–79]. Then, the
energy consumption of the security solution can be measured or computed from the power
consumption, according to Equation 2.3 (in Chapter 2).
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Over the years, many research works studied the energy consumption of encryption-
based security solutions. Indeed, encryption-based solutions are the basis of guaranteeing
the confidentiality of communications. The study of the energy consumption of encryption-
based solutions is not new, as it was already a research problem in WSNs.

Alharby et al. quantified the impact of the IEEE 802.15.4 protocol and its different
security levels [80] that are based on Advanced Encryption Standard (AES). For higher
security levels, i.e. that use longer keys and more services (encryption and authentication
for levels 5, 6, and 7), the impacts on latency, energy consumption, and throughput are
important. For a payload of 24 bytes, when using the lowest security level (level 1, only
authentication), the overall energy consumption is increased by 31.54 % compared to
an unsecured packet. If only encryption is used (level 4), the energy consumption for a
payload of 24 bytes is increased by 33 %. On the contrary, if the highest security level
is used (level 7, encryption and authentication, with a MIC of 16 bytes), the energy
consumption is increased by a factor of 60.46%. When considering a payload of 80 bytes,
the relative increase is less important. However, the energy consumed in Joules is bigger
than a payload of 24 bytes. Another contribution of this research work is that the energy
consumption of the Microcontroller Unit (MCU) is smaller than the consumption of the
radio, but it cannot be neglected. Indeed, for security level 7, the energy consumption of
the Microcontroller Unit (MCU) accounts for 22%.

The previous observation for the energy consumption of the radio versus the MCU is
confirmed by Maitra et al. [78]. In their research work, they studied the impact of AES
and eXtended Tiny Encryption Algorithm (XTEA) for encryption when deploying IoT-
based applications such as monitoring or fall detection of elderly people. The encryption
mechanism consumes roughly 10 % of the energy consumption of the applications, while
the radio part consumes the majority of the energy.

From the two previous articles, one point is interesting: the energy consumption of an
encryption-based solution is platform-dependent. It means that the energy consumption of
a particular encryption algorithm relies on the hardware platform considered (the MCU).
Furthermore, while the energy consumption of the radio module is the most important,
the energy consumption of IoT security is not negligible, even if its part is lower than the
consumption of the radio module.

Schaumont et al. outlined in [81] that the use of signature algorithms for capacitor-
powered IoT devices is near impossible. Indeed, if the device is powered with a piezo-
electric harvester and relies on the ECDSA signature algorithm, it can only perform three
authentications per hour. On the contrary, a device powered by an AAA battery can
ensure 250.103 authentications with the same algorithm thanks to the higher available
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energy. They advocate the need to introduce energy-awareness for the design of security
solutions, especially if the device can harvest energy. Heavy computations can be carried
during periods when harvested energy is high, thus allowing the device to authenticate
more times per hour.

Schaumont et al. further studied the impact of 18 authentication protocols on the
energy consumption of a solar-powered MSP430 microcontroller [20]. During this research,
they identified that the factors impacting the energy consumption of an authentication
protocol were the algorithm type (MAC-based or signature-based), the security level (in
bits), the number of passes during authentication (one or two), the voltage multiplier, and
eventually the use of a hardware multiplier. They considered SHA1, SHA2, and Keccak for
the MAC-based algorithms, while ECDSA, Winternitz, and Lamport signatures were con-
sidered. Their findings indicated that signature-based authentication protocols consumed
more energy compared to MAC-based solutions. Furthermore, the use of a hardware
multiplier demonstrated a reduction in energy consumption for eligible algorithms (in this
study, ECDSA). These results contribute to the design of energy-efficient authentication
protocols for IoT devices.

Vračar et al. focused their study on three encryption algorithms and their energy
consumption on a PIC18F45K22- microcontroller [77]. They considered Tiny Encryption
Algorithm (TEA) [82], eXtended TEA (XTEA) [83] and SKIPJACK [84]. Furthermore,
they studied two asymmetric signature algorithms, RSA and ElGamal, however, with
low-size keys (16-bit). Their experiments outlined the increased energy consumption
of TEA, XTEA, and SKIPJACK during the communication phase, whereas RSA and
ElGamal consumed more during computation and signature phases. They also observed
that XTEA is the least energy-consuming encryption algorithm, while SKIPJACK is the
most energy-consuming but the fastest one.

Kane et al. confirmed that AES consumes more energy than Chacha and Acorn, re-
gardless of the experimental platform [53], whether it is the ATmega328, the STL32F103C8T6,
or the ESP8266. However, encryption and decryption times are platform-dependent, e.g.
Atmega328 is the slowest platform while the ESP8266 is the fastest one. According to
the researchers, the STM32F103C8T6 microcontroller is a good choice for developing IoT
applications that need data confidentiality since it has a good balance between energy
consumption and cipher performance.

Through extensive experiments on nRF51822 and Atmega328 platforms, Aerabi
et al. confirmed that AES and its variants are not among the least energy-consuming
block ciphers [79]. Their experiments confirmed that RC6, TEA, and Simeck have the
best performance, the lowest energy consumption, and few cycles spent to process a
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bit. Furthermore, their results show that many stream ciphers consume less than block
ciphers, with the most energy-consuming stream cipher at 30nJ/bit while the most energy-
consuming block cipher consumes nearly 98nJ/bit. They also did a case study on a
batteryless implantable medical device that gains energy from solar cells. In this case, the
throughput is directly impacted by the harvested energy and the key size of the cipher.

In another category of encryption solutions, Attribute-Based Encryption (ABE),
Girgenti et al. [85] studied the energy consumption with the encryption and decryption
times of three Attribute-Based Encryption (ABE) schemes: Goyal-Pandey-Sahai-Waters’s
scheme (KP-ABE), Bethencourt-Sahai-Waters scheme (CP-ABE), and Yao-Chen-Tian
scheme (KP-ABE). Through extensive simulations, they observed that the number of
attributes has a direct impact on energy consumption, encryption, and decryption times.
KP-ABE schemes are more energy-efficient than the CP-ABE scheme, but CP-ABE
schemes are easier to implement.

There are many research works detailing the energy consumption of encryption,
authentication, or signature algorithms, as they are the backbone of IoT security. Al-
though these solutions are necessary to guarantee confidentiality and integrity, various
measurements and experiments have shown that these security solutions consume a lot
of energy. Consequently, a first approach to reducing the energy consumption of an IoT
network is to choose the right encryption, authentication, and signature algorithms or
mechanisms. This choice should consider the following:

• The energy constraints of the devices [53, 79]

• The computation constraints of the devices [53, 79]

• The criticality of the application (a more sensitive application will require stronger
encryption, authentication, or signature methods) [57, 73].

If less energy is spent on encryption, authentication, or signature tasks, then device
and network lifetime will increase.

3.2.2 Modeling the energy consumption of a security solution

In the previous subsection, we outlined that encryption, authentication, and signature
methods consume a lot of energy. Many experiments validated the non-negligible impact
of these solutions on energy consumption and therefore, on the lifetime of devices.

Besides measurements, a second approach to quantify the energy consumption of
a security solution is to model this security solution and its different composing blocks
(methods used, phases of the solution, etc.). The use of models to evaluate the energy
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consumption of security solutions may pinpoint the most costly blocks of a particular
solution, not only regarding computation costs but also communication costs.

A recent model proposed by Conceição et al. evaluates the different phases of an IoT
security solution to determine its energy consumption [76]. This energy model evaluates
all the phases of a security solution, from the establishment of secure communication
to its end. The contribution of the authors is the consideration of the networking cost
induced by a security service, as opposed to previous works which only considered the
energy consumption of the computation phase. At a given time t, the energy consumed by
a node d, given it has n connections, is given by:

Ed =
n∑

i=1

Ec(i) + EOS (3.1)

where Ec(i) is the cost of the ith connection of the node d and EOS is the energy consumption
of standard tasks. The authors established that a connection between two nodes could
be broken down into three phases (Ec): the creation of the security context, the data
exchange phase, and the key update or revocation (if the connection has ended) phase. All
these phases consume energy and rely on the security services implemented in the devices.
Furthermore, a symmetric cryptography service consumes less energy than an asymmetric
cryptography service (as presented in the previous subsection).

The model presented by Conceição et al. [76] tackles more operational phases of a
security solution; however, it can only be used on security solutions based on encryption or
authentication services. Furthermore, given the variety of IoT security solutions and the
huge number of existing threats, determining a general model for the energy consumption
of a security solution is a tedious task. More research is needed to determine a model
covering more categories of security solutions since IoT security is not only encryption,
authentication, or access control mechanisms but also covers intrusion detection, anomaly
detection, PHY-layer security, etc.

3.2.3 Discussion

The number of available studies on the energy consumption of encryption, authenti-
cation, or signature methods is still growing and shows that these solutions drastically
impact the energy consumption of IoT devices. The common point among these papers is
that the energy consumption of AES is not negligible [53, 78, 79]. Thakor et al. presented
many lightweight encryption algorithms (with a software or hardware implementation)
which may provide a sufficient security level along with a lower energy consumption [86].
Encryption, authentication, and signature algorithms are the primary brick to ensure
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Parameter Impact on energy References

Hardware platform *** [53, 78, 79, 86]
Implementation type (hardware vs software if
applicable)

* to *** [79, 86]

Encryption category (symmetric vs asymmet-
ric)

*** [79]

Key size Algorithm-dependent [20, 78, 79]
Data size/digest size Algorithm-dependent [20, 79, 80]

Legend: *** strong impact, ** medium impact, * low impact.

Table 3: Impacting parameters of encryption-based methods on energy consumption.

confidentiality and integrity. If manufacturers and developers carefully choose appropriate
encryption-based methods, their products may have a longer lifetime than those using
only AES or ECDSA, for instance.

Multiple studies showed that the energy consumption of security primitives is device-
dependent. Moreover, the different implementations (hardware, software, or both) for a
given cipher (if they exist) have different energy consumption. Thus, the main parameters
that impact the energy consumption of encryption-based methods are:

• the hardware platform;

• the considered implementation (hardware or software);

• the category of the encryption method, whether it is symmetric or asymmetric;

• the key size;

• the size of the digest or data to encrypt.

For encryption-based methods, the previous parameters have varying impacts on the
energy consumption of the devices. According to the different results, we give in Table 3
the impacts of these parameters on energy consumption. For more details, we refer the
reader to corresponding works [20, 77, 79, 80, 85, 86]. The energy consumption of complex
security solutions, merging different encryption-based methods plus learning techniques, is
far more difficult to evaluate. In the next section, we present IoT security solutions aiming
to balance the energy consumption of the security solutions in the devices while ensuring
a high security level.
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3.3 Categories of energy-efficient security solutions for

IoT networks

In the previous section, we highlighted the significant impact of security solutions
based on encryption, authentication, or signature methods on the energy consumption
of IoT devices which cannot be overlooked. Existing security solutions for IoT networks,
and even computer networks (even if these networks are out of the scope of this thesis),
are more designed with performance in mind and less energy efficiency and sustainability.
In energy-constrained networks and applications, using a security solution that provides
a high security level (such as strong encryption, local anomaly, or threat detection for
instance) reduces network lifetime since it requires many computations.

Furthermore, many applications consider a fixed security level, usually the highest
one (longest keys, strongest algorithm supported by the MCU, etc.). This approach is
inefficient as it draws useless resources from the devices, which could be either used for
other tasks or to increase device lifetime [55]. For instance, if the system considers the
IEEE 802.15.4 specification, which is built on AES, the common approach would be to use
the maximum security level, the 7th level (which guarantees authentication, confidentiality,
and integrity). This approach is the most energy-consuming [55, 80]. Hence, these solutions
cannot be directly implemented into energy-constrained devices unless they are lightweight
or take advantage of energy-awareness. Therefore, how it is possible to reduce the impact
of IoT security on energy consumption and network lifetime?

In this section, we explore the literature to determine the different categories of
security solutions that could efficiently secure IoT networks while not increasing a lot the
energy consumption of IoT devices and therefore, increasing network lifetime. We also
introduce a new taxonomy presented in Fig. 5 for these efficient security solutions. This
taxonomy extends the existing ones with five categories: lightweight protocols, energy-
efficient solutions, adaptive security solutions, context-aware security solutions, and energy
harvesting concepts for security.

3.3.1 Lightweight cryptography approaches

Lightweight cryptography approaches are cryptographic algorithms designed for
constrained platforms. Hence, they can extend the device lifetime compared to non-
lightweight cryptographic protocols. Recently, the National Institute of Standards and
Technology (NIST) has finalized the Lightweight Cryptography Standardization Process
and has chosen the ASCON family to be the brick of lightweight cryptography [87]. The
ASCON family is a set of cryptographic algorithms that enable authenticated encryption
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Figure 5: Categories of security solutions that are strong and energy-efficient.

and hashing.

Until now, the Advanced Encryption Standard (AES) algorithm, a well-established
standard, was considered in both IoT and for the security of computer networks [54].
However, according to many benchmarks and as outlined in the previous section, the
energy consumption of AES is not negligible. Thus, NIST considered that the choice of
the ASCON family as the standard for lightweight cryptography is relevant to reduce the
energy consumption of authenticated encryption and authentication.

Lightweight protocols such as lightweight encryption and authentication are designed
to cope with the constrained nature of IoT nodes. Research in this domain is still active
and led to numerous protocols and algorithms. For instance, Thakor et al. referenced
existing lightweight cryptography algorithms for the IoT, classified them regarding their
structure, and provided a comparative study for their hardware, software, and security
performances [86].

Lee et al. provided two schemes for lightweight and mutual authentication and key
agreement for IoT networks [88]. The first scheme is designed for resource-constrained
devices and considers the use of the Elliptic Curve Qu-Vanstone (ECQV) which is an
implicit certificate scheme. The second scheme is based on certificateless authentication
and key agreement (CL-AKA) and provides a slower but higher security level. In their
simulations, their schemes are faster and have a lower overhead than the majority of
compared works, but the second scheme is slower than the second scheme. However, they
did not study the energy consumption of their solution and they did not simulate their
work in a heterogeneous network.

Seok et al. provided a secure Device to Device (D2D) communication system for
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5G-based IoT networks [89]. They used lightweight cryptography based on ECC and
lightweight Authenticated Encryption with Associated Data (AEAD) ciphers. A token
system based on ECDSA is used between IoT nodes and general Node-B (gNB, 5G base
stations). During their experiments, they observed that AES had the highest delays
compared to lightweight AEAD ciphers. Their system performs basic authentication using
5G-AKA and provides confidentiality and integrity of the exchanged data. It also provides
anonymity and protection against impersonation attacks, eavesdropping, privacy sniffing,
free-riding attacks, and location spoofing.

3.3.2 Energy-efficient mechanisms for IoT security

Energy-efficient security methods exploit different mechanisms for energy savings
while providing an adequate security level. Energy-efficient mechanisms for IoT security
have one common ground: the concept of energy-awareness.

Definition 3.3.1. A system is deemed as energy-aware if, for one or more decisions it
takes, energy is a decision variable.

For instance, if a device has to choose between security solution A and security
solution B, it has the following information, presented in Table 4.

Security solution Strength Energy consumption
Solution A low low
Solution B mid high

Table 4: Example of security solutions with their strength and relative energy consumption.

If the security solution choice is not energy-aware, then the security solution chosen
will always be in function of the security requirements of the system. In a classical setting
and previous works, the main approach was to always use the highest security level or
the lowest one if the budget was insufficient. Otherwise, the choice will be based on two
functions: energy availability and security requirements. In this case, if energy is low, but
communications need to be secured, the solution A will be used. If energy is sufficient
and the threat is low, solution A is sufficient. If energy is sufficient and the threat is high,
solution B should be used. If energy is insufficient, but the threat is high, either solution
A should be used, with the risk of data theft or other attacks, or stop the communications.

Energy-awareness enables a better management of security solutions and, thus,
improves device lifetime.

As stated previously, Hellaoui et al. studied energy-efficient mechanisms for IoT
security solutions [74]. In what follows, we present recent solutions using energy-efficient
mechanisms.
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Ateniese et al. considered the offloading of costly security operations when energy
harvesting is possible [90]. Costly security operations are, for instance, the computation of
cryptographic values used in random generators or for key generation. A delegating device
will offload computations to delegated devices that will compute the costly operations. Their
offloading solution, called HELIOS, has three variants: tHELIOS for trusted environments
and dHELIOS alongside iHELIOS for untrusted environments. dHELIOS is used to detect
if there are any malicious devices in the area of the delegating device. iHELIOS is used to
determine which devices are malicious (if there are any). In their experiments, tHELIOS
and dHELIOS decrease the energy consumption of the delegating node, regardless of the
chosen security level. On the contrary, iHELIOS increases the energy consumption of the
delegating node for an increasing number of nodes and higher security levels.

Kommuru et al. provided a scheme to reduce energy consumption while ensuring
an adequate security level in WSNs [91]. They used XOR encryption and asymmetric
cryptography to secure the network while using PSO and LEACH to cluster nodes. They
validated their solution in simulations and improved network lifetime compared to an
approach only based on LEACH or PSO. The energy-efficient approach here was to cluster
the devices, which improved their lifetime.

Suslowicz et al. investigated in [92] the use of pre-computed values called coupons for
security methods in IoT networks. Their proposition is for cryptographic operations and
algorithms that have two phases: offline and online phases. These coupons must not rely
on the data that should be encrypted. Hence, they are computed during the offline phase
of the algorithm and used during the online phase when data has to be processed. They
demonstrated the validity of their approach by using it on AES-CTR for key expansion
and counter increments and observed that energy consumption and latency were reduced.

An energy-efficient approach for security is to determine if data should be sent in a
unique block or within multiple blocks, hence, requiring multiple security headers. Fang
et al. studied this problem and proposed two algorithms to determine if data should be
sent in a unique data block or within multiple data blocks [93]. Security headers induce a
supplementary but fixed energy consumption (for a given security level). Each algorithm
corresponds to a specific case: a case when nodes have harvested enough energy and a
case when energy harvesting is not sufficient to supply the capacitor. Their simulations
exposed that their algorithms achieved near-optimal results and were able to consider the
available energy.

As explained earlier, energy-awareness is useful to improve the energy-efficiency of
IoT security. De Rango et al. applied this principle and proposed a security solution based
on ECC and MQTT for IoT networks [94]. ECC became energy-aware by assigning a key
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frequency exchange to each elliptic curve length considered (193, 239, and 409-bit length).
When the device has less available energy, the strength of ECC decreases by choosing
a lower security level. While during their experiments, network lifetime was improved,
the energy spent for requests for key re-generation increased. Thus, the energy for the
communication phase increased.

Mohd et al. also showed that power-awareness is useful for adaptive encryption [95].
For each power level determined, an encryption method is used. In their experiments,
compared to static security levels (use of a single encryption method with a fixed number
of rounds), their method consumed 39 % less energy than a method using 2 rounds and 32
iterations. 35 % of energy is saved compared to the encryption made with one round and
32 iterations.

Yazdinejad et al. proposed an efficient SDN controller architecture to secure IoT
networks while reducing the energy consumption of all devices [96]. They used two
categories of blockchain since devices and SDN controllers have different capabilities. IoT
devices and their associated SDN controller share a private blockchain, while all the
existing SDN controllers are registered to a public blockchain. Furthermore, the authors
explained that they eliminated the Proof of Work (PoW) by using the two categories of
blockchain. The PoW is the main problem of the blockchain that makes it unusable by
energy-constrained devices. The blockchain is used to manage malicious devices, and their
ID is registered into the public blockchain if they are indeed malicious. They validated
the effectiveness of their method in simulations and observed a reduced latency along with
reduced energy consumption for IoT devices.

Farooq et al. presented a security framework for IoT networks with a focus on
heterogeneous and constrained devices [97]. Their approach selects the security level to
use according to resources and throughput constraints. They modeled the problem using
a multi-objective optimization approach and solved it using the Hungarian algorithm.
Compared to a greedy approach which maximizes the throughput, their approach improves
throughput and resource utilization.

Recent works use energy-awareness as the central piece of energy-efficient security,
along with optimizations such as the coupons proposed by Suslowicz et al. [92]. Energy-
efficient mechanisms are a second step toward energy-efficient and strong IoT security.

3.3.3 Adaptive security solutions

Energy-awareness is important to improve the energy-efficiency of IoT security
solutions. However, another approach to consider that may complement or use energy-
awareness is the domain of adaptive security.
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In IoT, adaptive security solutions are used to adapt the security service to either the
different types of data or to the different threats [98, 99]. By choosing a lower security level,
if there are few or no ongoing threats, devices may consume less energy. This approach is
a good step toward energy-efficient security in the IoT. However, it requires a complete
architecture to properly function: threat detection or data differentiation (what pieces
of data must be protected). Learning techniques and game theory approaches leverage
adaptive security. Furthermore, the ability of trust-based approaches to determine trusted
and untrusted nodes can further improve adaptive security approaches [63, 64]. These
techniques were presented in Chapter 2.

In [100], the focus is on adaptive security using Reinforcement Learning (RL) and
Deep Reinforcement Learning (DRL). The goal is to determine the optimal security policy
to choose in an IoT network using 5G and User Equipments (UEs). The choice of a
security solution regarding multiple parameters such as available energy, harvested energy,
or consumed energy can be modeled as an Infinite Horizon Markov Decision Process
(MDP). Thus, the choice of a security context (4 available levels) is energy-aware by
using RL and DRL techniques. Each packet type (user plane, control plane, and network
discovery messages) has a set of allowed security levels. Nodes can also harvest energy
from their environment, which is considered in the environment model used in RL and
DRL models.

Hellaoui et al. proposed an adaptive security framework based on coalitional games
[98] to choose the optimal security level (encryption method and key length) for IoT
devices during the establishment phase. During the use phase, the network uses a trust
system to monitor, detect threats, and make appropriate and adaptive security decisions.
They validated their framework through extensive simulations and observed a reduced
energy consumption compared to a static approach where only the highest security level is
used in the network.

Wang et al. provided a machine-learning based scheme for anomaly detection in
Wireless SDNs [101]. They designed an adaptive anomaly detection, i.e. the strength of
the anomaly detector depends on the suspected threat. It merges a lightweight anomaly
pre-detector and a heavyweight anomaly detector. To determine if the threat is important
and suspicious, the authors leveraged game theory techniques. The heavyweight anomaly
detector uses machine learning and likelihood-based techniques to detect if suspicious flows
are signs of DoS and DDoS attacks or not. Their module consumed less energy, had a
better detection rate, and an overall lower false positive rate than other machine-learning
based detection schemes.

Mohammed et al. presented UbiPriSEQ, a deep reinforcement learning scheme
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to guarantee privacy, security, QoS, and reduce energy consumption in 5G-based IoT
networks [102]. UbiPriSEQ provides security against rogue nodes and jamming attacks
while ensuring privacy through Laplace mechanism. Nodes use less energy by offloading
tasks to other nodes. UbiPriSEQ is evaluated in simulations and compared to an approach
based on Constrained Markov Decision Process (CMDP); their approach provides better
privacy, a lower latency, and a better average utility. However, the authors did not provide
details on how much energy was saved and, on average and how many tasks were offloaded.

Adaptive security can also be implemented on the link layer of IoT networks. This
is the research done by Mao et al. to secure IoT networks based on energy harvesting
and SDNs [57]. If it is possible to predict the harvested energy for the future m time
slots (as presented in Chapter 2), then it is possible to determine which security level
to use at the device level for the future m time slots. Furthermore, this security level
choice is threat-aware, i.e. the chosen security level cannot be inferior to the impact of the
detected threat. Their simulations validated their method and improved network lifetime
and throughput. Moreover, IoT nodes needing privacy protection have a higher security
level than other IoT nodes with non-sensitive data.

Adaptive security leverages energy-efficiency and good security against either varying
threats or different categories of data in the network. However, it requires methods to
detect threats (or the different categories of data) [57, 98].

3.3.4 Context-aware security

Context-awareness for IoT security solutions allows a node to consider the context
in which it operates. Context-awareness can provide a form of intelligence [103] in IoT
networks. These solutions may have a reduced energy consumption compared to classical
approaches. The concept of context-awareness is old and has been introduced by Abowd et
al. [104]. We do not aim to detail what are the different works regarding context-awareness
and security in the IoT. For instance, context-aware authentication [105], context-aware
anomaly detection [106], or context-aware trust systems [107] are context-aware security
methods. We are interested in the application of context-awareness to the choice of a
security level or security decisions and thus, reducing the energy consumption of the
security solution.

Zhou et al. provided a scheme named PRCOES to preserve the privacy of the users
based on their context in a smart home environment [108]. PRCOES is also designed
to reduce the energy consumption of smart home devices. Their scheme chooses, using
an online RL model, the best Energy Offer (EO). PRCOES protects the privacy of the
users by using Laplace mechanism on EOs and Exponential mechanism on user data. The
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authors simulated a smart home environment and fulfilled user satisfaction while saving
energy and preserving user privacy.

Roy et al. provided a method based on dynamic programming to provide a context-
adaptive and energy-aware security for mobile devices [109]. The underlying problem is
to allocate a security level to each place the user goes to, subject to energy and security
constraints. The authors opted for an offline approach where places do not have preferences
regarding security levels. Therefore, the problem is an allocation problem which is similar
to the knapsack problem. The authors provided a greedy heuristic to solve this optimization
problem and observed lower computation times compared to a brute-force approach.

Asaithambi et al. [110] continued the work done by Roy et al. [109] and provided an
online algorithm for security allocation for mobile users under energy constraints. Compared
to the previous work, locations require a minimum security level. They provided two
algorithms to tackle this problem: a greedy algorithm and an efficient algorithm. They
observed during simulations that the benefits of the efficient algorithm are higher than
those of the greedy algorithm. However, the greedy algorithm always allocates a security
level, as opposed to the efficient algorithm, which is a clear limit.

Massad et al. provided a scheme called MQTTSec (Secure MQTT) enhancing MQTT
v5 [111]. MQTTSec consists of a selection algorithm, CASA, to choose an encryption
algorithm given the context and available energy. MQTTSec also enhances CONNECT
and CONNACK messages by adding new fields to those messages. They created a small
test bed and considered AES, DES, RSA, and Blowfish for the set of available encryption
methods. Authors stated that MQTTSec provides security against multiple attacks such as
broker impersonation attacks, eavesdropping, chosen plaintext attacks, chosen ciphertext
attacks, man-in-the-middle attacks, and cryptanalysis.

Thus, context-awareness is a valid approach to protect IoT networks and their
users while consuming less energy. If the context is not deemed important (no users or
important processes), context-aware security methods reduce the security level. On the
contrary, if the context is critical, the security level is increased. Context-aware security is
complementary to adaptive security. The former focuses on what security solution or level
to apply according to the current context, while the latter determines which security level
to use according to the current threat level or classes of data.

3.3.5 Energy harvesting, wireless charging, and energy transfer

for IoT security

The concepts of energy harvesting, energy transfer, and wireless charging may be
used to improve the energy availability in IoT networks and, thus, have enough energy
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to deploy strong IoT security solutions (which may be energy-aware or even adaptive).
Indeed, Schaumont et al. presented pre-computed values called coupons for cryptographic
algorithms [81]. Devices may calculate these coupons during time windows where the
harvested energy is high or when energy may be wasted. Indeed, computing coupons
during harvesting periods may reduce the impact of cryptographic algorithms on the
battery of the device. For costly security operations, Ateniese et al. provided an offloading
scheme for devices that have an excess of energy [90].

Mao et al. considered that to choose an optimal security level for a future time slot,
the corresponding energy harvesting prediction is available [57]. Knowing how much energy
may be harvested in current and future time slots helps in the final decision regarding the
choice of a security level (among predefined levels). In another research work for 6G-IoT
networks, the same authors applied an extended Kalman filter to predict the amount of
harvested energy for the future time slots [112]. Their goal was to balance the network
lifetime and the security of the network. The selection of a security level remains the same
as their previous work [57]. The prediction of harvested energy has a central place in these
security solutions; thus, it is necessary to be able to predict well the amount of harvested
energy. Many research works focus on the prediction of harvested energy [39–41, 113, 114].
On one hand, having a precise prediction for the future time slots of the harvesting process
improves the energy management of the network. On the other hand, if the prediction is
available and if there are multiple available security levels against one threat, the device
may choose the security level that consumes the least energy and is relevant to the threat.
This approach efficiently limits the impacts of security on available energy, thus, increasing
network lifetime.

Energy harvesting can also be used to protect devices against attacks on energy.
Indeed, Cheng et al. provided a way to mitigate Denial of Energy (DoE) attacks by using
wireless charging signals to build a new communication channel [115]. This method enables
Power-Positive Networking (PPN) on the receiver side. Moreover, for network protocols
based on one exchange (request-reply) between a requester and a receiver, the energy
consumption of these protocols is the burden of the requester. It means that each time a
device A wants to communicate (a requester) with another device (a receiver) when PPN
is enabled, the requester sends energy to the receiver. When a DoE attack happens (which
is a special case of DoS attacks), in the PPN framework, the DoE attack is completely
mitigated because each time an attacker sends requests to a victim, the requests charge
the battery of the victim, which is the characteristic of power-positive networking.

Thus, the principle of wireless energy transfer (moreover, from an attacker) is useful
to nullify attacks against energy. Furthermore, energy harvesting can provide the devices
with the energy intake needed for the use of strong security solutions.
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Figure 6: Characteristics of surveyed IoT security solutions that may save energy while
providing an adequate security service. Complexity, flexibility, and potential saved energy
increase from top to bottom.

3.4 Summary and discussion

As IoT is used in many domains, some solutions are more appropriate due to the
consideration of domain-related parameters and environment constraints. In Fig. 6, we
remind the different categories of solutions we surveyed in Section 3.3. Both security and
device lifetime are QoS criteria for IoT networks. On one hand, there is a need for different
security levels to tackle different threats. On the other hand, device lifetime is also an
important QoS criterion and high energy consumption reduces device and network lifetime.
From the previous section, we observed that the stronger the security level is, the higher
the energy consumption is. Thus, one cannot ask for both a high device lifetime and high
security level at the same time: trade-offs have to be made.
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3.4.1 Summary of studied solutions

This classification helped us to identify the main blocks and concepts to develop
energy-efficient and strong security solutions for IoT networks.

Firstly, lightweight encryption and authentication methods should be used as the
first building blocks. Lightweights protocols [86, 88, 89] (authentication, encryption) are
useful for resource-constrained nodes since computational power and energy are limited.
However, these protocols are static and offer only a fixed security level. They need to be
combined with other methods to have a better consideration of energy and threats.

Secondly, energy-efficient mechanisms (and energy-awareness) are the second block
to consider to reduce the energy consumption of this security solution. Energy-efficient
security solutions can consider the use of lightweight protocols and use energy-efficiency
mechanisms (described in [74]) to lighten the energy consumption of such protocols. They
may also adapt the security service to the remaining energy but not necessarily to threats,
data, or users. Thus, they provide fixed security levels against varying threats.

Thirdly, adaptive security concepts may prove useful to continuously adapt the
security level to a plethora of threats [57, 63, 98, 102]. In our study, these solutions
are energy-aware and may use various lightweight protocols to provide a suited security
level with a decreased energy consumption. These solutions are dynamic with regard to
the provided security service. The choice of an adapted security level instead of a static
security level saves energy in the long run.

Then, context-awareness provides additional information from the environment and
the users to the security solution in order to fine-tune the choice of a security level. Due
to the use of multiple data sources (historical, environmental observations, network traces,
trust sources, etc.), implementing a context-aware security solution is far more complex
than using a lightweight protocol. The dynamism behind context-aware security solutions
makes them useful and appropriate for mobile IoT nodes [109, 110]. It may appear natural
to merge context-aware security and adaptive security to exploit possible synergies between
them.

Last but not least, energy harvesting concepts may enhance security against attacks
on energy and provide sufficient energy to power adaptive security solutions.

Combining the concepts of adaptive security and context-aware security may improve
security while reducing the energy consumption of security tasks. On one hand, if the
environment is safe and fully trusted, a low-security level might be applied to save more
energy. On the other hand, if the environment becomes insecure, the highest security
level may be applied. Furthermore, for sensitive events and applications, context-aware
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Figure 7: Elements needed to provide a security solution balancing the provided security
level and energy consumption.

security can further improve the security of the system. Moreover, network administrators
and developers may use threat monitoring systems to improve the choice of a security
level, along with context-aware and adaptive security modules. Threat monitoring process
and intrusion detection can also be adaptive according to a recent research work done by
Wang et al. [101]. Furthermore, energy harvesting approaches can be used to either power
the devices or strengthen their security. Energy harvesting concepts may also be used to
provide energy to the system or secure it [115]. Figure. 7 presents an overview of the key
elements to consider when designing an IoT security solution that can minimize energy
consumption in both trusted and untrusted environments while maintaining an adequate
security level.

3.4.2 Remarks on surveyed works

The surveyed works in this chapter showed that it is possible to secure well IoT
networks while reducing their energy consumption. Compared to existing surveys on IoT
security [10, 37, 47, 59, 116–119], the number of surveys on energy-efficient security is low
[37, 74, 75]. Hellaoui et al. focused their study on energy-efficient mechanisms for IoT
security solutions [74], but they only considered encryption-based, authentication-based,
or signature methods. On the contrary, Tedeschi et al. surveyed many solutions for
energy-constrained or batteryless devices, with a focus on PHY-layer security solutions [37].
Yousefpoor et al. tackled the problem of secure data aggregation, which is central in current
and future IoT networks [75]. Data aggregation reduces the energy consumption of the
devices, but it is important to secure the aggregation and sending processes. While these
surveys offer a deep understanding of a particular security facet, they do not consider a
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general approach to IoT security that encompasses the IoT network as a whole. Nowadays,
there are research works that consider encryption-based methods as a block of the global
solution, as opposed to being the proposed solution. Although encryption increases
the energy consumption of IoT devices, it is mandatory as the number of threats and
eavesdroppers increases.

The encryption-based methods used as the building blocks of energy-efficient security
solutions are not always lightweight. Indeed, lightweight encryption methods (such
as SPECK or SIMON) are not the primary choice. Practitioners favor strong security
primitives such as AES or ECDSA [53, 79]. It is also possible to offload heavy computations
of some security primitives, according to Ateniese et al. [90]. It may increase device
lifetime while guaranteeing a good security level unless the environment is made of a
majority of malicious devices.

Energy-awareness is one of the keys to energy-efficient and strong security solutions.
For instance, Mohd et al. provided power-aware encryption [95]. However, their approach
is static with regard to threats because, with decreasing energy levels, the security provided
by the cipher decreases. Other methods using learning approaches [100, 102] or game-based
approaches [98] for 5G-based IoT networks provide sufficient security against adaptive
threats while considering energy constraints.

Context-aware security and privacy solutions use multiple data sources (historical
data and contextual data, neighbor nodes, and servers) to secure an IoT network (or node).
The solutions we have surveyed are energy-aware and context-aware. Both [109] and [110]
considered context and the user’s energy budget to choose a security level when they
arrive in a new place. Context-awareness combined with energy-awareness may provide
improved security and better energy management. These solutions may consume less
energy compared to a static approach. However, in [109] and [110], authors did not provide
comparisons with static approaches for the energy consumption. What is the result if only
the highest (or lowest) security level is used in each place?

Many research works on IoT security we surveyed considered that energy harvesting
or energy transfer are elements of the system model, but few research works used the core
concepts of energy harvesting, wireless charging, or energy transfer to improve the security
of IoT networks. To the best of our knowledge, only Chang et al. studied the case where
the defense mechanism is the energy transfer mechanism, which is based on inductive
charging channels [115]. Nevertheless, designing harvesting-aware security solutions is
necessary since future connected devices will rely more on energy harvesting to operate.
Mao et al. [57, 112] considered this approach: they provided an adaptive security level
choice according to observed threat and predicted harvested energy.
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3.4.3 Issues and challenges

There is an urgent need to design security solutions covering multiple threats and
suited to heterogeneous IoT networks. However, as they are resource-constrained, it is
impossible to efficiently cover each existing threat when devices are energy-constrained.
Depending on the application domain, some threats are more present and should be the
focus of the security system deployed. Many issues and challenges arise when implementing
security solutions, even if they are energy-efficient or adaptive. The next points illustrate
the issues with energy-efficient and adaptive security.

Security of highly energy-constrained or batteryless IoT devices

IoT networks deploy small devices that may operate with a very small battery
or even be batteryless. Batteryless devices rely on energy harvesting to function, and
harvested energy is stored in a capacitor [120]. For instance, passive RFID devices are
batteryless [121], thus, relying on the signals of the reader to be powered. In this case,
it is near impossible to use cryptography-based or learning-based security solutions [37].
The main approach is to consider data-secrecy methods at the PHY-layer along with
supplementary countermeasures [122, 123]. Protecting such devices is a challenging task,
and many researchers explore the aforementioned categories of solutions to secure these
devices. Research also focuses on the energy-efficiency of such devices to improve the
harvesting efficiency, thus, having more energy for their security or application needs.
Given that the trend is to miniaturize devices to deploy them everywhere at a low cost,
their energy storage decreases. However, at the same time, more and more threats appear
in the IoT ecosystem [48]. Thus, it is challenging to secure IoT networks made of heavily
energy-constrained devices, even if the security solution is threat-aware or context-aware.

The use of non-suited security primitives

For battery-powered devices, it is possible to use security primitives and other
solutions to secure them. However, as presented in Section 3.2.1, the energy consumption
of security primitives reduces device and network lifetime. With stronger security primitives,
the energy consumption of devices increases, and thus, their lifetime decreases. Thus, it is
necessary to favor the use of lightweight security primitives within IoT security solutions.
To this end, NIST launched a standardization process for lightweight cryptography methods
[124] in 2015, with a first draft in 2016, and finalized it in 2023 [87]. Lightweight security
primitives exist, but AES is still a favored choice among practitioners in the field because
it secures well communications and has been challenged many times to determine its
vulnerabilities.
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The impact of learning methods on the battery lifetime

Although security solutions based on learning approaches deliver better results thanks
to the detection of new or even unknown attacks, their use has some drawbacks. First, for
machine-learning and deep-learning based approaches, there is a need to train the models
beforehand. The training process can be long and consume a lot of energy, depending
on the complexity of the model [125]. If these solutions are deployed in devices with
an unlimited amount of energy (fog or cloud), such as an IDS, it will not impact their
lifetime. However, if heavy security solutions based on learning algorithms are deployed in
energy-constrained devices, the different training phases will consume a lot of energy and
time, depending on the complexity of the algorithm. Thus, the use of lightweight learning
algorithms is an appealing approach. It is the approach of Wang et al. who merged
heavyweight and lightweight anomaly detectors [101]. For both detectors, they consider
machine learning-based techniques which are lightweight compared to deep learning-based
approaches.

If an intrusion (or anomaly) is detected, then adequate security decisions should be
taken. Using threat detection to adapt the security level of IoT devices is promising and
leads to energy savings [57] while efficiently securing the network.

However, as explained before, learning mechanisms tend to be energy-consuming.
Yet, having an excellent estimate or the true consumption of a learning model is a hard
task [125]. Also, the process of anomaly and intrusion detection is energy-consuming [126].
This intelligence can only run on devices if and only if the energy storage is big enough to
handle the process. Otherwise, it will greatly reduce the lifetime of the device. In Table 5,
we sum up the characteristics of each security solution using a learning method and if the
solution has reduced energy consumption.

Guaranteeing energy availability for energy-efficient, adaptive, and smart
security

If IoT security is energy and threat-aware, then security decisions can be adapted to
each dangerous situation while saving energy. There are research works that are dependent
on the future harvested energy. The considered networks need to either have harvesting
devices or charging strategies available. These requirements are on the architecture side of
an IoT network, and the security of such networks has to be planned from the beginning.

Moreover, mobile chargers [135–137] may also be considered to extend network
lifetime and reduce maintenance costs. However, the use of such chargers has an important
monetary cost, and recharge time relies on antenna efficiency and distances. If there are
unreachable nodes or the mobile charger cannot move in the environment, other methods
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to charge batteries and operators may be required. These mobile chargers may also be
mobile nodes dedicated to heavy computations. Indeed, computation offloading in Mobile
Edge Computing (MEC) nodes is a topic of interest in research [138]. Offloading and
outsourcing security operations in mobile robots could be an interesting way to manage
heavy security operations, and thus, energy-constrained devices may save more energy.
However, to the best of our knowledge, no work considered the use of mobile chargers to
help secure IoT networks as shown in Table 6 and as discussed in Section 3.2.

Energy approaches

Security approaches

Energy-
efficient mech-
anisms for
security

Adaptive security Context-aware
security

Energy management methods [91, 96] X X
Energy harvesting [90, 92, 93, 115] [57, 73, 100] X
Wireless charging X X X
No particular mechanism used [94, 95, 97] [98, 101, 102] [108–111]

Table 6: Classification of studied works with regard to energy management or harvesting
methods they use and the security classes they belong to.

In fact, energy harvesting and energy saving mechanisms can lead to energy savings
when used in security solutions [81, 92]. Having a prediction of the future harvested energy
also helps in the choice of a security level [57, 112], and reduces energy consumption. If
hardware constructors design harvesting units with dedicated MCUs for cryptographic
operations [139], other MCUs or chips can have more energy dedicated to other tasks
and balance security with energy consumption. However, according to the authors in
[140], asynchronous duty-cycling may negatively impact the energy consumption induced
by security solutions. This point requires further research for different duty-cycling
based protocols. Chang et al. provided an interesting approach for mitigating denial of
energy attacks by using power-positive networking [115], but their method only works for
short distances, considers only small devices, may not scale well, and their scenario only
considered devices under an ongoing attack.

In Table 6, we classify the IoT security solutions that may use (or be built upon)
energy management or harvesting methods to further reduce energy consumption (and
gain energy).

In future IoT networks, mobile chargers and energy transfer architectures may be
used due to the promising performances in network lifetime improvement and applications
[37, 43]. A good research direction would be to study wireless mobile chargers and their
impacts on the security of IoT networks. Furthermore, they may have good results in

Energy-saving security solutions for IoT networks 51



mitigating energy-based attacks.

Software-defined networking and energy-efficient security

SDN along with Network Function Virtualization (NFV), are enablers of energy-
saving security solutions. Indeed, Rawat et al. surveyed both energy-efficient mechanisms
and possible security solutions for SDNs [141]. Yazdinejad et al. proposed an energy-
efficient SDN controller [96] along with the use of blockchain technology (public and private
blockchains) to secure and reduce the energy consumption of all devices in the network.
SDN may be used along with 5G networks [101]. Furthermore, the energy consumption of
anomaly detection can be reduced if well designed in an SDN architecture [101]. However,
this approach is an architectural approach that requires the devices to be enabled with
SDN capabilities (or using gateways that enable the compatibility between SDN and legacy
communications).

Then, the deployment of virtual network functions such as threat, anomaly, or false
data detection is easier in an SDN environment, as explained in Chapter 2. However, there
is still the challenge of integrating legacy and traditional IoT and WSNs networks with
SDN-enabled IoT networks.

3.4.4 Towards energy-efficient and strong security

The design of security solutions has to consider the remaining energy since the impact
of security on energy consumption is non-negligible thanks to energy-awareness [20]

Then, learning-based methods can leverage trade-offs between ensuring a good secu-
rity level and the energy consumption of IoT devices. Indeed, Mohammed et al. considered
this approach thanks to deep reinforcement learning to optimize QoS, security, privacy,
and energy consumption for 5G IoT networks [102]. Conceição also used reinforcement
learning to dynamically attribute security levels along with the use of energy harvesting in
5G IoT networks [100]. On the contrary, authors in [57] favored an approach based on
optimization to find the best security suite for a given time cycle. However, using learning
methods such as reinforcement learning or deep learning incurs additional complexity, and
sometimes, these solutions may not scale well. Some solutions considered real-time and
constrained environments (such as UAV networks [133]), but no practical information on
the feasibility is given. If the training phase occurs in an energy-constrained device or
during a period where available energy is low (in the battery or in the environment), the
device may run out of energy. Moreover, during the lifespan of the device, multiple model
training may occur to adapt the model to the dynamic environment, thus, increasing
the energy consumption of the device. Transfer learning [131, 142] may alleviate the
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devices from this energy-consuming process. Thus, learning-based security solutions for
IoT networks should provide the energy consumption of the training and use phases, and
if training occurs multiple times, what would be the corresponding energy consumption?

To have a good balance between ensuring a good security level while reducing energy
consumption, a general approach would be to:

1. Determine the current threat level thanks to anomaly and intrusion detectors.
Learning-based solutions can be used.

2. Check past security records and decisions taken. If there is a similar security situation
in the database, take the same security decision.

3. Otherwise, choose the best category of encryption-based methods to protect confi-
dentiality and integrity while considering energy constraints. This choice can benefit
from learning methods.

4. If other methods are needed (secure routing, friendly jamming, etc.), use them.

5. Append to the current security record the taken security decisions and store it in
the database.

In a complex IoT environment, the available security solutions are not always linked to
cryptography or link-layer security such as authentication but may be linked to trust-based
approaches or anomaly detection (detect false data or abnormal energy consumption or
CPU usage) [143]. As explained before in Section 3.3.3, trust-based IoT security solutions
can detect malicious devices while reducing the energy consumption of the devices [64].
Indeed, the security level can be reduced with trusted devices while it will be increased for
communication with less trusted devices.

Research works done by Mao et al. [57, 112] took a similar approach to determine the
best security level according to the remaining energy and predicted threats. The security
at the link layer is made dynamic and threat-aware thanks to the use of an intrusion
detection system.

We believe that researchers should pursue further research to achieve a good balance
between security level and energy consumption to improve network lifetime while efficiently
securing IoT devices. Moreover, combining adaptive security and context-aware security
may improve network protection against advanced threats. Learning-based solutions
can quickly adapt against threats and fine-tune the security decision, reducing energy
consumption compared to a fixed security level. In addition, such solutions may consider
energy constraints, user needs, security requirements, and other attributes to continuously
adapt the security services with regard to the available resources. Software-Defined
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Networking is also a good enabler for energy-efficient and strong security solutions since it
makes the deployment and modification of security services easier. There is research in the
field of green IoT, energy-efficient IoT, security for IoT, and energy-efficient security, but
research tackling both green IoT and energy-efficient security in IoT is scarce. Authors
in [144] advocate the need for research in the field of sustainable security for IoT. We
also think that more research needs to be done in this field. The energy consumption of
security solutions cannot be ignored anymore when devices are getting smaller and smaller,
with less available energy.

3.5 Conclusion

With an ever-increasing number of threats and numerous deployments in critical
applications, it is necessary to protect IoT networks that require the deployment of
security services. However, the deployment of such services induces additional energy
consumption which may reduce the network lifetime. Hence, it is important to consider
energy constraints while designing IoT security solutions.

In this chapter, we first presented related theses and surveys in the field of energy-
efficient security and outlined the limits of these works. Second, we presented the energy
consumption of encryption-based security methods and the impacting parameters of such
methods on energy consumption. Then, we proposed a new taxonomy extending the existing
ones by presenting, discussing, and comparing recent security solutions aiming for a good
security level while decreasing energy consumption. Afterwards, we used this classification
to propose a model for a general IoT security solution that is both energy-efficient and
adaptive against threats. Finally, we discussed recent advances such as Software-Defined
Networking (with Network Function Virtualization) and learning techniques for the design
of energy-efficient and robust security solutions. Learning techniques leverage intelligence
while Software-Defined Networking improves the deployment of security modules thanks
to Network Function Virtualization.

However, existing approaches for energy-efficient IoT security lean more toward
energy-efficient mechanisms and the adaptation of the strength of the security mechanisms.
No works tackled adaptive energy management and adaptive energy provisioning approaches
for IoT security. This approach may increase network lifetime by considering the energy
requirements of IoT security and efficiently managing the available resources to ensure
the continuous operation of IoT security. Thus, this literature study on energy-efficient
security for IoT networks gave us an interesting research direction: considering wireless
charging alongside context awareness and then threat awareness to maximize network
lifetime. In Chapter 4, we will present the problem of context-aware wireless charging,
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while in Chapter 5, we will study the problem of threat-aware charging.
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Chapter 4

An efficient context-aware approach for
IoT wireless charging

IoT networks deploy numerous energy-constrained devices, making the efficient
management of their energy resources mandatory to ensure high network lifetime. To this
end, various approaches such as energy management techniques, energy harvesting, or
wireless charging approaches have been explored to increase device and network lifetime.

In the previous chapter (Chapter 3), we observed that security solutions increase
the energy consumption of IoT devices. Despite the use of energy-efficient, adaptive, or
context-aware security solutions, energy is still consumed, thus, reducing network lifetime.
An innovative approach to address this issue would be to provide energy for their security
needs based on the current threat status. However, there is a general approach that has yet
to be tackled in the literature: adapting the charging path to the events in the environment.
The problem of context-aware wireless charging is a building step to study the problem
of threat-aware wireless charging, which is further presented in Chapter 5. In dynamic
environments, some devices may go to sleep because they do not have to manage an event
whereas other devices may have to wake up to manage this event. This leads to variable
energy consumption among devices. Therefore, one research question appears: ‘How can
the knowledge of ongoing events and the prediction of future events improve the lifetime
of an IoT network?’ This knowledge of ongoing events and predicting future events is
tackled with context-awareness approaches. Context awareness gives information on the
ongoing event(s) in the environment, their criticality, and their impact on the devices.
Thus, it is possible to determine the device that will require energy to effectively process
upcoming events. Notably, existing wireless charging strategies lack context awareness in
their trajectory planning, whether they are offline or online, which motivates us to propose
a context-aware wireless charging strategy for IoT networks.

We start this chapter by introducing the fundamentals about mobile wireless charging.
Then, we provide background on Markov Decision Processes (MDPs), Reinforcement
Learning (RL) and Deep Reinforcement Learning (DRL), leading to the presentation
of wireless charging strategies using these techniques. Furthermore, we show that these
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research works lack context awareness. Thus, we present our system model and the
different hypotheses considered to overcome the limits of the related works. Furthermore,
we discuss and justify the use of context awareness and present a general approach to
how it could be used by a Mobile Charger (MC). Then, we formulate the problem of
context-aware charging as a Markov Decision Process (MDP) and justify the use of deep
reinforcement learning to solve it. Finally, we present an algorithm describing the different
steps of the context-aware charging strategy.

4.1 Fundamentals of wireless charging

As introduced in chapter 2, wireless charging approaches can increase device and
network lifetime. We first introduce background on wireless charging, and then we present
related works in the domain.

4.1.1 Background on wireless charging

Wireless charging is a special case of energy harvesting since a dedicated energy
source (fixed or mobile) sends energy signals to devices. These energy signals carry Radio-
Frequency (RF) energy. There are two main approaches for energy transfer and wireless
charging [145]:

• Far-field wireless charging

• Near-field wireless charging

For both approaches, a source emits a signal with one or multiple antennas (in our
case, a wireless charger), and a receiver receives this signal (the IoT device). Then, the
IoT device can harvest with one or multiple antennas the energy contained in the signal
to charge its battery and power itself.

In the far-field wireless charging approach, the charging signals are emitted by far-
away stations. These signals may either be propagated or not by intermediate devices.
Then, the devices harvest the energy contained in the signals. In the near-field wireless
charging approach, the energy signal is near the device, which may either come from a
fixed station or a mobile charging device (e.g. a wireless mobile charger).

To be able to harvest the energy from a signal, an IoT device needs to have a
particular architecture. Mishra et al. [21] presented the aforementioned architecture,
which is made of:

• One or multiple antennas that capture the signal,

• A matching circuit to maximize the power transfer process [146],
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• A voltage multiplier,

• An energy storage to store the converted energy,

• A power management unit to manage the power.

RF energy is abundant in the environment [19, 21, 147]. However, its main problem
is that its power density is very low compared to other energies. Furthermore, if the
model is based on Friis’s free space equations, the energy received by the charged device
is inversely proportional to the square of the distance [46, 135]. Then, to maximize the
amount of received RF energy, the source has to be the closest as possible to the receiver.
A solution to this problem is to consider a mobile node with energy transfer technology to
charge the devices. In the literature, this special mobile node is called a Wireless Mobile
Charger (WMC) or sometimes a Mobile Charger (MC, the word wireless may be omitted).
Thus, in the following sections and chapters, we may use WMC and MC interchangeably.

4.1.2 Wireless charging and network lifetime maximization: re-

lated works

In the past years, research on wireless charging strategies has attracted a lot of
interest. According to Yang et al., wireless charging strategies can be categorized into
different classes [148]:

Periodical wireless charging strategies: These strategies aim to establish a charging
path for each charging period, which begins and ends in a safe zone.

On-demand wireless charging strategies: These strategies consider the recharge
requests issued by the devices to determine the charging order. These strategies are more
adaptive than periodical wireless charging strategies.

Proactive or dynamic wireless charging strategies: These strategies may consider
both recharge requests, remaining energy, or energy needs of devices that did not issue
recharge requests. They are more flexible than on-demand wireless charging strategies.

There are three main approaches in the literature to plan a charging path:

• Through linear or nonlinear programming,

• Through genetic algorithms,

• Through Reinforcement Learning (RL) and Deep Reinforcement Learning (DRL)
approaches.
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The domain of wireless charging in Wireless Sensor Networks (WSNs) has attracted
many researchers in the past years due to the promising results for network lifetime
extension. Thanks to the results of Wireless Energy Transfer (WET) technologies [46],
Mobile Chargers (MC) are investigated to extend device and network lifetime. There
exists charging strategies using heuristics and charging strategies using learning methods.
We focus our study on terrestrial MCs, even if unmanned aerial vehicles [45, 149] may
be considered for charging devices. Many works use heuristics, linear, or non-linear
programming to determine a charging path. Furthermore, some of them consider that the
charging path planning problem is a TSP. Thus, operational research tools can be used to
solve these problems.

Wang et al. [31] provided a non-learning scheme using energy harvesting devices
and mobile wireless charging to maximize device lifetime. They introduced the use of
partial recharges to charge the devices. The underlying problem is similar to the Traveling
Salesman Problem with Neighborhoods (TSPN), which cannot be solved efficiently. The
designed algorithm for optimizing recharge times has a time complexity of O(n3) in the
worst case (n is the number of wireless-powered nodes in a tour). Their experiments
demonstrated that these partial recharges improve network lifetime. Indeed, partial
recharges imply that the WMC stays less time at the device position to charge them,
allowing more devices to be charged. However, the approach is offline.

Abid et al. [136] provided three on-demand mobile charging strategies for an
architecture based on solar energy harvesting and wireless charging in WSNs: DDP,
PDP, and PDPP. These strategies take advantage of the multiple Energy Harvesting
Base Stations (EHBS) deployed in the network and Mobile Chargers (MC) to maximize
network lifetime. Their experiments outlined that the PDP strategy outperforms the other
strategies. Furthermore, the deployment cost of the network is lower when the number
of EHBS is low. However, their on-demand strategies are not context-aware: they only
consider network characteristics and remaining energy.

Na et al. tackled the problem of charging multiple IoT devices at once and planning
the charging path [135]. They provided two non-learning algorithms, namely Best Charging
Efficiency (BCE) and Branching Second Best Efficiency Algorithm (BSBE) to solve the
problem. In their experiments, BCE is computationally faster than BSBE. Nevertheless,
BSBE has a better charging cost and performs better than BCE in large networks. However,
their approach is an offline approach, which is inefficient when unexpected events occur
during the tour of the charger.

Gharaei et al. [137] provided two non-learning algorithms for the optimization of
charging tours and charging time. Their algorithms are designed for the use of two MCs.
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One MC balances the energy in the network, and a second MC charges devices to keep them
above a predefined threshold. The main contribution of their research is the consideration
of the variance of the remaining energy of the devices. Their approach achieved valuable
results and increased network lifetime compared to other works. However, their approach
is offline, and it is only activated when the variance of the remaining energy of the devices
goes above a threshold.

Although the presented research works increase network lifetime, they use offline
approaches to determine the charging path which are inefficient when considering dynamic
environments. Furthermore, there is a major downside of using linear or non-linear
programming to determine a charging path: these approaches give the whole charging path
given the state of the network at a given time, but they do not give an adaptive charging
path given potential changes in the network [31, 137, 149]. These approaches are suited
for offline solutions but are unsuitable for online path planning in dynamic environments.
Online path planning and other online decision-making problems can be solved using
Reinforcement Learning (RL) approaches. In the next section, we introduce Reinforcement
Learning (RL) and the associated modeling tool: Markov Decision Processes (MDPs).

4.2 Reinforcement Learning: a novel approach for wire-

less charging

As explained before, the main problem of non-learning-based approaches is their
difficulty in adapting to varying environments and changing situations. Reinforcement
Learning (RL) and Deep Reinforcement Learning (DRL) are two learning frameworks able
to adapt to varying environments and, thus, are suited for wireless charging strategies.
Reinforcement Learning (RL) draws its origins from multiple sciences: psychology, control,
mathematics, etc. It has many application domains, ranging from autonomous driving
to IoT networks [65, 150–152]. In recent years, Deep Reinforcement Learning (DRL)
has emerged to solve more complex problems with improved performance compared to
reinforcement learning. In this section, we present fundamentals regarding reinforcement
learning and deep reinforcement learning. We also present applications of RL and DRL in
IoT networks and for wireless charging. We finally justify our approach for a context-aware
wireless charging strategy.

4.2.1 Fundamentals of Markov decision processes

As presented before, RL and DRL are based on an agent that takes an action at each
time step. Both frameworks build on a common theoretical ground: the Markov Decision
Process (MDP).
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Formally, an MDP is defined as a 4-tuple (S,A,R, P ) in which:

1. S is the state space of the MDP. The state space represents how is the environment
and what are the variables the agent is looking at.

2. A is the set of actions of the MDP. The action space represents what are the actions
an agent can take.

3. R is the reward function of the MDP. It represents how the agent is performing (well
or badly).

4. P is the probability transition state function of the MDP. It is the probability of
being in the new state st+1 knowing that action at was taken in state st.

The probability transition state function P can be known or not. It is defined as
P (St+1 = st+1|St = st, At = at) = P (st+1|st, at), where St+1, St, and At are random
variables. This probability transition state function represents the dynamics of the
environment [151]. It leads to an important property called the Markov property, which
states that the future state of the environment is only based on the current state and the
chosen action, i.e. there is no memory of the past states and taken actions (the process is
memoryless). More formally, the future state is conditionally independent from the past
given the present state and action [151, 153]. It can be written as:

P (St+1 = st+1|St = st, At = at, St−1 = st−1, At−1 = at−1, . . . ) =

P (St+1 = st+1|St = st, At = at)

(4.1)

The previous equation implies that the time is discretized and the agent interacts
with the environment at each time step t. It is important to note that the duration between
two timesteps i and j may vary.
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Figure 8: Interaction model between an agent and the environment in an MDP [65, 151]

When the MDP is ongoing, there is a succession of random variables tied to state
observations, actions taken, and received rewards: S0, A0, R0, S1, A1, R1, S2, A2, . . . [151].
This succession is the core of the agent-environment interaction loop depicted in Fig. 8:
an agent gets from the environment the current state st and the reward from the previous
action taken rt, determines what action at it should take, apply it, and then, it modifies
the environment to the next state st+1 and the agent receives the reward rt+1. The time
horizon can be finite, i.e. the agent will only interact with the environment a given number
of times, infinite, or indefinite.

Definition 4.2.1. A finite-horizon MDP is an MDP in which the agent interacts with the
environment for a fixed number of interactions [151].

Alongside finite-horizon MDP, there are also indefinite-horizon MDPs and infinite-
horizon MDP.

Definition 4.2.2. An infinite-horizon MDP is an MDP in which the agent interacts with
the environment for an infinite amount of interactions [151].

Definition 4.2.3. An indefinite-horizon MDP is an MDP in which the agent interacts with
the environment for an arbitrarily long number of interactions, but the interaction
can terminate due to a terminating state [151].

In the domain of WMC, the MDP is an indefinite-horizon MDP (the MDP can end
early if the charger dies or later if the charger can keep the network alive for a long period).

4.2.2 Classification of Reinforcement Learning algorithms

Reinforcement Learning (RL) has emerged in the 80s [151]. A smart agent has to
accomplish some tasks in an environment. The agent will learn what actions to take at
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each step to maximize a reward signal. This is similar to human children when they learn
a new skill: when they succeed, they earn a new skill and rewards. If they fail, they need
to pursue their training and get no rewards or even a penalty.

After modeling the problem with an MDP, it is possible to apply reinforcement
learning algorithms. Reinforcement learning algorithms are classified into two categories:
model-free versus model-based algorithms. The difference between model-free and model-
based approaches lies in the transition probability function P . In model-free RL, the agent
does not know the transition probability function P , while in model-based RL, the agent
knows P [151, 154]. To summarize, the agent learns the MDP and the environment model
in model-based RL, while in model-free RL, the agent interacts with the environment and
learns what to do thanks to the accumulated experience [151, 155]. Thus, if along the
MDP, there is a model available with the transition probability function P , model-based
RL algorithms are well suited. Otherwise, if no model is available or if the model is far
too complex to design, model-free RL algorithms are more suited. Due to the dynamics
of an IoT network, especially in the field of wireless mobile charging, we will focus on a
model-free approach.

Then, model-free RL can be decomposed into two categories: value-based RL
algorithms and policy-based algorithms. Policy-based RL algorithms aim to learn the
policy function directly [151, 153]. Value-based RL algorithms aim to learn a value function
that defines the quality of being in a given state s. Being in a good state is tied to the
actions that are taken by an agent; how it behaved such that it reached this state. This
behavior is the policy of the agent. Formally, a policy π maps the states s of the MDP
to the actions a the agent can take, written as π(a|s). Thus, it is a probability of taking
action a if the state is equal to s. Thus, if the agent follows the policy π, the value function
is defined as the expected discounted reward when starting in the state s at time t [151,
156]:

V π(s) = Eπ[Gt|St = s] (4.2)

where Gt =
∑∞

k=0 γ
kRt+k+1 is the discounted reward starting from time step t, 0 ≤ γ ≤ 1

is a discount factor, and E(.) is the mathematical expectation. In practice, γ = 0 or γ = 1

cases are not considered (a null discount factor implies that the agent will always maximize
the immediate reward, a unit discount does not discount all future rewards).

This value function is useful to introduce the analogous action-value function: the
Q-function Q. The Q-function gives the expected reward when the agent, for a policy π,
takes action a in state s. It is formally defined as:

Qπ(s, a) = Eπ[Gt|St = s, At = a] (4.3)
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This Q-function is a central piece in many reinforcement learning algorithms. A
smart agent (in our case, the wireless mobile charger) wants to learn the best policy π∗ that
gives the best discounted rewards [156]. π∗ is the policy that maximizes the Q-function,
i.e. that gives the optimal action-value function Q∗(s, a).

Q∗(s, a) = Qπ∗
(s, a) = max

π
Qπ(s, a) (4.4)

This function is central to the eponymous algorithm presented in the next subsection.

4.2.3 Q-learning

Q-learning is one of the most famous model-free reinforcement learning algorithms
designed by Watkins et al. in 1989 [157]. Q-learning is an off-policy RL algorithm. It is
said to be off-policy because the agent acts according to a policy different from the one it
is learning [151, 155]. In on-policy algorithms, the same policy is used during learning and
decision-making.

Q-learning is based on a table of state-action pairs with a Q-value associated to each
state-action pair. At each time step, an agent that uses Q-learning updates each Q-value
according to the update rule described below:

Q(st, at)← Q(st, at) + α[r(st, at) + γmax
a
Q(st+1, a)−Q(st, at)] (4.5)

When using Q-learning, the agent continuously learns a policy π that gives a good
future discounted reward Rt. Indeed, the agent wants to maximize the reward it receives
over time.

Although Q-learning has been a breakthrough in the field of reinforcement learning,
its main drawback is that the more the state space increases, the more costly Q-learning
becomes. Furthermore, it only works when the state and action spaces are discrete. Other
reinforcement learning algorithms are required if the state and action spaces are continuous.

4.2.4 Deep Q-learning

Deep Q-learning is also one of the most famous deep reinforcement learning algorithms.
This approach was proposed by Mnih et al. in 2015 [150]. In Deep Q-learning, a neural
network is used to approximate the Q-table. Deep Q-learning is an answer to the curse of
dimensionality induced by the Q-table. Indeed, the Q-table is a matrix that can take a
lot of memory space if the state space increases. Since the Q-table maps the states and
actions to a Q-value Q(s, a), the size of this table is equal to |S| × |A|. If the state space S
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is discrete and does not hold too many states, then the Q− table may be used in memory.
However, if the state space is continuous (or some variables are continuous), then the state
space S can take an infinite amount of state values, and thus, the Q-table would have an
infinite size. Unless some special machines can store in their memory infinite-sized tables,
it is not the case for the computers of this era. Thus, one of the solutions to tackle this
curse of dimensionality is to approximate the Q-Table.

That is the approach considered by Mnih et al. in 2015 [150] in which they used a
Convolutional Neural Network (CNN) to approximate the Q-table. They combined the
CNN to an experience replay, a memory structure, to remove correlations between multiple
successive observations. Combined with this memory structure and the use of a target
network, their agent achieved superior results compared to human levels on a broad range
of Atari games.

One major advantage of neural networks is that they are good non-linear function
approximators [158]. It has been observed that, with just one hidden layer of neurons, it is
possible to approximate a non-linear function. Furthermore, thanks to the neural network,
it is possible to have continuous state spaces, but the action space is still discrete.

The main interest of Deep Q-learning and other deep reinforcement learning algo-
rithms is to be efficient when the state space increases. Existing deep learning approaches
can be combined to RL to tackle different problems. Deep learning algorithms build on
neural networks that combine one or multiple hidden layers of neurons. Figure 9 presents
a multi-layer perceptron which is one of the most simple neural networks Deep Q-learning
can use.

If the reader is interested in reinforcement learning and deep reinforcement learning,
the book written by Sutton and Barto is one of the major references in the field [151].
For one of the major applications of deep reinforcement learning, the reader can read the
article written by Mnih et al. about Deep Q-networks and Atari games [150] or the more
recent success of AlphaGo [159] which is based on Monte-Carlo tree search and policy
iteration using a deep neural network.

4.2.5 Applications of RL and DRL in IoT networks

Thanks to the promises of automated and intelligent decision-making, reinforcement
learning has got a place of interest in IoT research. Indeed, RL and DRL have many
applications, from the physical layer to the application layer [65, 70, 154, 160].

For instance, reinforcement learning is useful for controlling IoT devices. Murad
et al. [160] showed that deep reinforcement learning approaches such as policy-gradient
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Figure 9: Example of an artificial neural network that is a multi-layer perceptron.

perform well for the control of energy-harvesting IoT devices. Thus, it is a viable choice
for long-term control of IoT devices.

DRL is also viable for data collection in IoT networks. Benhamaid et al. proposed
two DRL-based path planning strategies [161]. The first one is an off-policy approach
based on Deep Q-learning, and the second is an on-policy approach based on Deep SARSA.
In their experiments, the Deep Q-learning approach can collect more data but consumes
more energy than the Deep SARSA approach. They showed that Deep Sarsa is safer in
its decisions than the Deep Q-learning approach since it consumes less energy. Therefore,
there are fewer risks that the mobile data collector runs out of energy during the data
collection process.

DRL can be applied to computation offloading to improve IoT device lifetime. Min
et al. proposed such an approach [138] for devices that can harvest energy from their
environment. An IoT device has to offload computational tasks to Mobile Edge Computing
(MEC) devices that have more computational power and energy. After proposing an
offloading scheme based on Q-learning named RLO, they provided a DRL-based offloading
approach called DRLO that uses a CNN as the function approximator. Their DRL-based
approach consumes less than the RL-based approach, has a lower communication latency,
and drops fewer tasks. However, the DRL-based approach takes more memory space (345
MB) than the RL-based approach (168 MB) and is slower to make decisions (8.3 ms vs.
0.4 ms).
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DRL can also be used for the mitigation of threats in SDNs (applied to IoT or
traditional networks). Akbari et al. [70] proposed this solution for security management
in SDN environments. Their framework, called ATMoS, gives guidelines for implementing
RL-based security agents for SDN environments. Observations from the different hosts
are used to build the state space, and actions are host migration to virtual networks with
stronger or weaker security levels. They studied the performances of ATMOS when the
threat is an Advanced Persistent Threat and observed good mitigation results.

The main advantage of RL and DRL is their capability to learn during the whole
system lifetime. Furthermore, RL and DRL approaches iteratively give the action for the
current time slot in a short time, while optimization-based or constraint programming
approaches can take more time to give results.

However, an important drawback of RL and DRL methods is their memory size. As
already mentioned, the contributions of Min et al. [138] have a big memory footprint: the
DRL-based offloading solution used 345 MB of memory, while the RL-based offloading
solution used 168 MB of memory. This is a huge amount of memory, unbearable for IoT
devices that are either too small or heavily energy-constrained.

4.2.6 Applications of RL and DRL to wireless charging

Although reinforcement learning and deep reinforcement learning have been consid-
ered in robotics and other industrial domains for many years, their application in IoT
networks is quite recent. Furthermore, the application of RL and DRL for the design of
wireless charging strategies is even more recent.

The first proposed work that considered reinforcement learning for wireless charging
path planning was carried out by Wei et al. for Wireless Rechargeable Sensor Networks
(WRSNs) [162]. Their strategy, called Charging Strategy based on RL (CSRL), based on
the simulated annealing algorithm, considers the remaining energy, the position of devices,
their power consumption, and if they were already visited in a charging round. Compared
to a greedy algorithm (that always selects the node with the lowest energy level), with
a mean lifetime of 5.5× 104, CSRL achieved a mean lifetime of 9.74× 104, with a lower
mean driving distance.

A second work of interest in this field was led by Van Quan et al. [163]. They studied
the problem of on-demand charging in which devices issue recharge requests. The goal is
to find the best charging path according to the different demands and device status. They
provided a Q-learning-based on-demand wireless charging scheme for rechargeable WSNs
with a multi-node charging scheme. Their Q-learning algorithm considers an estimated
charging time, and it aims to maximize the network coverage after the recharge at each
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charging location.

Yang et al. [148] investigated the use of Actor-Critic Reinforcement Learning (ACRL)
for rechargeable WSNs for dynamic charging. They considered that the energy consumption
rate of devices may vary due to uncertainties in network operations. Devices have energy
demands which are the amount of energy needed to be over a certain threshold. The
actor-critic method is implemented with Gated Recurrent Units (GRUs), which are an
evolution of recurrent neural networks. In their simulations, their scheme achieved better
results than prior works, especially in networks with a high number of sensors.

An interesting research work was carried out by Cao et al. [164]. They proposed an
on-demand charging scheme based on Deep Reinforcement Learning (DRL) for rechargeable
WSNs. During their research, they modeled the charging demand of each device as time
windows and used this model to plan the trajectory of MC to minimize the number of
dead nodes and the distance traveled by the MC. Compared to a random approach and
a heuristic (named NJNP), their approach achieved a lower number of dead devices and
higher rewards.

Besides, Bui et al. provided an adaptive charging strategy for rechargeable WSNs
[165]. Their strategy is built on DRL to determine what device to charge next according
to a set of static and dynamic parameters. Static parameters are parameters that do
not vary, while dynamic parameters change over time (such as the remaining energy,
the energy consumption rate, etc.). Their strategy is designed to answer the problem of
on-charging strategies that rely on charging requests of field devices. Indeed, charging
requests are sent when the remaining energy of the devices is below a threshold. Thus,
the main difficulty is to choose a good threshold to not overwhelm the MC with charging
requests. The model merges attention and pointing mechanisms alongside a multi-layer
perceptron to determine the action to do: charge a device or go back to a charging station.
Their experiments outlined that their agent can increase network lifetime compared to
non-learning approaches.

Although recent works based on RL or DRL improve greatly network lifetime
compared to non-learning-based approaches, in Table 7, we outline the main elements
of the state space of each related work and show that they are not context-aware. Van
Quan et al. [163] did not consider context information, and future energy consumption
rate is not considered. Moreover, for large networks, using a Q-table is counter-effective
because the size taken by the table may explode. Yang et al. [148] explored an alternative
based on actor-critic RL for WSNs. It exposed good results, but they did not consider the
context and probable future energy of devices to charge them in advance, but only their
current energy needs. Cao et al. [164] used a model to consider the charging demands
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of devices, but it is linked to a threshold. Nevertheless, they considered that the mobile
charger has a limited battery. Moreover, the energy consumption rate is considered as
known, while in reality, the consumption may fluctuate according to ongoing events.

Reference RL or DRL Remarks on the state space

Wei et al. [162] RL State space only considers remaining energy of the
devices, distance to the charger and if the device
was already visited. It is not context-aware.

Van Quan et al. [163] RL The state space only considers charging locations
determined from charging requests issued by the
devices. It is not context-aware.

Yang et al. [148] DRL The state space only considers the coordinates of
each device and their energy demand to reach a
threshold. It is not context-aware.

Cao et al. [164] DRL The state space only considers the remaining en-
ergy of the charger and the devices, the distances
to the charger, and if the time window of the
device to charge it is open. Context awareness
is limited (can the device be recharged or not at
this moment).

Bui et al. [165] DRL The state space considers for the device-related
information its remaining energy and its consump-
tion rate, but it is estimated from previous re-
maining energy levels and not the current context.
It is not context-aware.

Table 7: Description of the state space of existing works and their limitations regarding
context-awareness.

Recent related works in wireless mobile charging are not context-aware, except
the research work conducted by Cao et al. to a limited extent [164]. All these reasons
motivated us to propose a new approach considering the contexts, past and future, for the
design of an intelligent wireless mobile charging scheme. Context modeling will be carried
out by a Context-reasoning module (CRM) at the base station (BS). This CRM will give
the charger information related to future context to determine the device to charge next
thanks to an variable called modified importance.

4.3 Our solution: context-aware wireless charging

In the previous sections, we introduced different useful concepts to tackle and model
the problem of context-aware charging. We start this section by explaining a general idea
of our solution. Then, we present the considered system model. Besides, we detail how
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Figure 10: Model of the network and the wireless mobile charger.

context-awareness can be useful for wireless charging trajectory planning. Finally, we
present the context-aware charging strategy for IoT networks.

4.3.1 General overview of the solution

To give the reader a general idea of the solution, we present in Fig. 10 the proposed
solution with a sole base station, three smart devices s1, s2, s3, and a Mobile Charger
(MC).

Classical charging schemes choose devices with the lowest remaining energy and/or
with the highest energy consumption rate, and build the charging path at once. However,
the main limitation of only considering energy consumption rate and remaining energy
is that these values do not reflect the possible future energy consumption of the devices,
which may have a sudden increase in their energy consumption rate. Devices with a high
energy consumption rate may, in the next time slot, have a low energy consumption rate,
while for other devices with a low energy consumption rate, this rate may explode due to
a future event that may happen.

In our example, at time t, the MC has to choose which node should be recharged.
A classical charging scheme would choose s1 since its remaining energy is the lowest one.
However, in this time slot, an event at node s3 is likely to happen, with a huge energy
consumption induced by the event, while node s1 will not consume a lot of energy. With
our scheme, the MC will charge s3 to cover the energy expenditure during the time slot t.
At time t+1, some context information alerts the network that an event is likely to happen
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at s2, with a possible node death. Thus, the MC should drive towards s2 to preventively
charge it. Node s1 will have a low energy consumption, as in the previous time slot.

Our scheme aims to cover these cases, as classical schemes, and even intelligent
mobile charging schemes, lack to consider. Related RL-based or DRL-based such as [148,
164] does not consider future impacts of events in the environment.

Knowing possible events in the environment and their impact on the energy con-
sumption of IoT devices will improve the efficiency of wireless mobile charging schemes.
In the next subsection, we present the system model.

4.3.2 System model

In this subsection, we detail the general system model of our scheme, which is also
depicted in Fig. 10. The considered IoT network is made of different devices di that belong
to different classes. A device di belongs to a class ck, which defines its battery size Bck .
The set of all classes is written as C. Hence, this network is a heterogeneous IoT network.
These devices are placed into a field of size L ∗ L meters. There is a Base Station (BS) at
coordinates (0, 0) and multiple Energy Access Points (EAPs) located at fixed coordinates
in the network. We consider a unique Wireless Mobile Charger (WMC) that travels in the
field to charge the devices. The WMC has a battery capacity of BMC , coming from the
BS or an EAP. EAPs will act as safe points for the WMC. We consider a battery-limited
WMC, similar to some previous works [163, 164]. We also consider that the WMC may
charge only one device at a given time. It is important to note that, in the literature,
there are related works that consider the WMC can charge multiple devices at once [135,
163, 166].

Each di ∈ D has an importance level impi, denoting its importance in the network.
A high value of impi indicates that di has critical tasks in the network. In this case, if di
dies, the network (or running application) may be critically impacted (e.g. if an actuator
dies during a critical process, the process will fail and it may have disastrous consequences).
A low value of impi indicates that the tasks of di are not important with regard to the
application/ongoing process. This importance value may be fixed (i.e. defined by operators
during network deployment) or may change over time (e.g. a function of different network
parameters). We consider in this chapter that impi may vary over time due to varying
contexts. Thus, we write impi as impt

i. This importance impt
i does not have a general

formula since it is application-dependent. For the sake of clarity, we summarize the main
notations used in this chapter in Table 8.

In the next subsection, we detail how we can enable context-awareness for wireless
mobile charging.
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Notation Definition

D Set of smart devices
A Set of Energy Access Points
Et

i Remaining energy of device di at time t
impt

i Importance level of device di at time t

ĩmp
t+1

i Modified importance level of device di at time t+ 1
C Set of device classes
Bck Battery capacity of devices in class ck
E Set of events
H History of events
et Event happening at time t
critei Criticality of event ei
ẽt+1 Predicted event at time t+ 1

Ẽet+1 Estimated energy cost of the predicted event at time t+ 1
Et

activities Energy spent in activities outside of event handling at time t
N t

req Number of recharge requests at time t
N t

alive Number of alive nodes at time t
N t

dead Number of dead nodes at time t
BMC Battery capacity of the MC
Et

MC Remaining energy of the MC at time t
Emove Energy consumption of the movement of the MC
ηck Charging rate of MC towards class of devices ck

Table 8: List of the main notations used in the chapter.

4.3.3 Enabling context-awareness for wireless mobile charging

Context-awareness is the promise of adapting any service to the needs of a user [167]
thanks to information regarding the environment, the moment, the place, etc. One of
the first definitions on what is context has been proposed by Abowd et al. [104]: ‘any
information that can be used to characterize the situation of an entity, where an entity can
be a person, place, or physical or computational object ’. They also proposed a definition
for context-awareness in which the context is used to take a relevant decision [104, 168].

Context and context-awareness are concepts that have plenty of applications, from
networks to user’s well-being. For instance, context-awareness can be useful in smart
museums to provide visitors with an enhanced experience and real-time information on art
pieces [169]. As presented in Chapter 3, context-awareness can be used to design efficient
security solutions for IoT networks. Context-awareness enables energy-efficiency while
protecting the IoT network when the current context needs strong security levels. Thus,
context-awareness is very useful to make decisions. Below, we present related works on
context-awareness for decision making, and then, how we can model varying contexts for
wireless charging.
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Context awareness and decision-making: related works

In the context of wireless charging, knowing the context may improve the decision-
making process for the choice of the device to charge. Indeed, modeling the context
and predicting it is of uttermost importance to model the interactions between the
environment and the IoT network since it improves the decision-making process in which
context-awareness is embedded [104, 170, 171]. Thus, context-awareness can improve
decision-making in a wireless mobile charging scenario.

Many works of interest describe the usefulness of considering context-awareness
for decision-making. An interesting work on context-awareness was done by Rodrigues
et al. [172]. They provided an integration of contextual security information for their
architecture called HAMSTER for unmanned aerial vehicle networks. A security context is
separated into three components: external security context, mission context, and internal
security context. HAMSTER uses the three components to compute a perceived security
index (PSI) and uses it to activate security mechanisms. This PSI can change during
the mission, enabling the UAV to improve its security level or determining if the mission
should stop. Thus, contextual information is thus useful to determine the security solutions
to use before, during, and after a UAV mission.

A work of interest we found for context prediction was done by Ding et al. for
industrial environments such as mining [170]. They applied context-prediction for the
prediction of power consumption since power is expensive. Thus, if it is possible to predict
the context and reduce the number of active machinery, then energy savings are made. To
enable context-prediction, the proposed system merges data acquisition (noted as sensing),
context identification (noted as computing), and prediction along with adaptation (noted
as adaptation).

A second work of interest for context-aware decision-making was done by Meurer et
al. [171]. They studied the problem of context-aware control for smart home and company
environments. Indeed, if there are no users in a room, no appliances or lights should
be active. They presented a context-aware decision engine built on neural networks and
fuzzy controllers. The neural network is used to predict the future control to apply to
the devices, given the current context (that comes from sensors, actuators, etc.). Then,
the fuzzy controllers may modify the control command using the user’s preferences and
pre-defined rules. The user can give feedback, such as undoing the control done by the
neural network and the fuzzy controller. They demonstrated during experiments that
context-aware control can reduce the power consumption of the environment.

These research works demonstrated that the use of context-awareness improves the
control or the decision-making process. The problem of context-aware wireless charging
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was not tackled in the literature before. Thus, it is important to determine how should
context-awareness be embedded into the wireless charging decision process. One of the
main challenges is to design the interaction between a context management module and
the wireless charging module, that we present next.

Context modeling for wireless charging

To have a context-aware wireless mobile charging scheme, the first building block to
consider is context management. One may manage the different contexts by collecting
information about the contexts, modeling them, reasoning about them, and taking action.
IoT environments generate a lot of data. Thus, there are records of the residual energy of
each device and what kinds of events happened, and how much it lasted.

We do not detail which kind of context we consider here, as it may be contextual
information on security [172], on the environment, of an ongoing process, etc. The system
proposed in [171] considered the context to have an adaptive control for smart home
environments. Ding et al. considered power consumption as the context to predict the
future context [170]. If context-awareness may improve the control of smart homes or
mining environments, then having an adaptive WMC scheme is possible. Context modeling
and reasoning are managed by the Context Reasoning Module (CRM) presented in Fig. 11.
Thanks to the CRM, the base station may estimate the future events that are likely to
happen and what devices will manage these events. It will then send to the WMC the
information related to future events.

Formally, we define an event as: ei =< critei ,C > where critei is the criticality of
event ei and C represents the classes of devices it targets (C ⊆ C). The set of events is
written as E . With multiple events happening in the network over time, an entry Hi in
the history of events is defined as:

Hi = {tstarti , tdur i , Eevoli , eei} (4.6)

where tstart is the beginning time of the event, tdur its duration, Eevol is the matrix of the
remaining energy at tstart and tstart + tdur (the end of the event) for each device, and ee is
the event that happened. The aggregate of all entries Hi is the history of the events H. It
is important to note that multiple events may happen at the same time, increasing the
need for energy. However, for the sake of simplicity, we consider that only one event may
happen at a given time t.

The CRM takes as input the current context (e.g., sensor values) and finds similarities
with past events to output the probable future events and the concerned device classes.

If one sees e1, e2, . . . , ei, ei+1, . . . , et as a sequence of events up to time t, then, the
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Figure 11: General model of the scheme. Two modules are considered: a deep learning-
based context reasoning module (blue) and a DRL-based Wireless Mobile Charger (green).

next events et+1, . . . , et+τ may be predicted by the CRM, with τ being the time horizon
used for the prediction. The predicted events of et+1, . . . , et+τ are denoted as ẽt+1, . . . , ẽt+τ .

There exist different deep learning methods that take a sequence of k things (words,
values) in input to give outputs for the k + 1, . . . , k + τ future outputs such as time series
models, Recurrent Neural Networks and derivatives (which are deep neural networks:
GRU, LSTM-RNN, etc.). Since we aim to provide a general approach of the CRM, we do
not detail what algorithm we should choose, and we present the general logic behind the
process of the CRM.

For each event e ∈ E , there is an estimated energy cost (energy needed to process
the event). Thus, when the CRM outputs the sequence ẽt+1, . . . , ẽt+τ , the energy cost of
each predicted event is Ẽet+1 , . . . , Ẽet+τ .

The CRM is also able to output a matrix P of size N ∗ τ reporting the possible
activity rate ρt+k

i , k ∈ 1 . . . τ of each device di at time t+ 1, . . . , t+ τ . This activity rate
is a percentage of time the device will be active for the next time step. When its value
is near zero, it means that the device will be in a sleep state most of the time. On the
contrary, when it is near one, it means that the device will be in an active state most of
the time. This activity rate is application-dependent.

This predicted activity rate might impact the future importance level impi of each
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device di. Thus, for each device di, we define a modified importance level ĩmp
t+1

i as:

ĩmp
t+1

i = impt
i + ρt+1

i crit ẽt+1 +
1

max(0, Et
i − ρt+1

i Ẽet+1)
(4.7)

This modified importance level will provide the MC with information on the im-
portance of each device in the future time slot. It also considers the potential impact of
the energy cost of the predicted event. If the event is likely to happen near the device di

and the remaining energy of di is near zero, then ĩmp
t+1

i tends to the infinity, indicating
that device di should be prioritized for charging. If no event is likely to happen, then
ĩmp

t+1

i may be set to the initial value impt0i . This modified importance ĩmp
t+1

i may also
be generalized to consider the values up to the time t+ τ .

Estimating such importance level and what may be the future events are difficult
tasks. We considered that the CRM was located at the BS. However, a better place for this
module would be either a Fog device or the Cloud for the computational power of these
devices. We present the general guidelines of the context-reasoning module in Algorithm 1.
The CRM takes as an input the observed context, historical events, and the time horizon
τ . The first step is to determine the most probable events to happen in the future (Line
1). Then, using this prediction of the future events, the activity rate is predicted (Line 2).
Finally, for each device and for each future time slot, the CRM computes the modified
importance (Line 4) and sends it to the WMC (Line 6). The time horizon τ is fixed by
the administrators of the CRM or application-dependent.

Algorithm 1 Pseudo-code of the Context-reasoning module
Input: Observed context (e.g. sensor values, user input, etc.), historical events, time

horizon τ
Output: The modified importance of each device di ĩmpi from t+ 1 to t+ τ
1: From the past events and the observed context, determine the most probable events

in the future ẽt+1, . . . , ẽt+τ

2: Compute the matrix P of the different activity rates of each device ρt+k
i , k ∈ 1 . . . τ

3: for k = 1, .., τ do
4: Compute the modified importance ĩmp

t

i of each device di according to Eq. 4.7
5: end for
6: Send the modified importance values to the WMC. If τ ̸= 1, the WMC will store the

values on-board and use them for its future decisions

This architecture is somewhat similar to the one considered by [171]. Indeed, Meurer
et al. used a neural network to determine the control to apply to the devices according
to the current context. Their neural network is trained on past user commands, prior
knowledge, room, and user room data. However, the neural network part of Meuer et al.
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would predict the future control to apply to the devices, while in our work, we consider
that the CRM only predicts the state of the devices in the future, thus, their modified
importance ĩmp

t+1

i . Then, this modified importance for each device will have an important
place in the decision-making process.

4.3.4 Establishing an intelligent charging strategy with deep rein-

forcement learning

With regard to the existing works and the previous section, we investigate in this
section the use of context-awareness for a wireless mobile charging strategy, depicted in
Fig. 11 with the Wireless Mobile Charger module.

As explained in the overview of our solution, we aim to preventively charge devices
instead of always responding to recharge requests, even if it is a possibility. In this
approach, the proposed strategy is not an on-demand strategy nor a periodic charging
strategy but an adaptive strategy. Thus, we have to design an intelligent scheme able to
consider the modified importance of devices, along with their remaining energy and their
distance to the MC, with a minimum number of queued recharge requests Nreq .

First of all, we need to determine the energy spent by the devices and the WMC.
On the device side of di, the amount of energy left at any time t is:

Et
i = Et−1

di
− Et

ee − Et
activities (4.8)

Et
activities is the energy spent in normal tasks (sensing, computing), which we assume is

known. Et
ee is the energy cost of handling event ee at time t, which is known when it

happens. For each device, the following constraint always holds:

∀t ∈ T, Et
i > 0 (4.9)

Furthermore, the estimated energy at the future time slot Ẽt+1
di

for device di is:

Ẽt+1
di

= Et
di
− Ẽt+1

tasks (4.10)

where Ẽt+1
tasks = Ẽt+1

activities + Ẽt+1
ee may be estimated thanks to the output of the CRM

(described in the previous subsection).

In a similar manner, if the time horizon τ is higher than one, then:

Ẽt+τ
di

= Et
di
−

τ∑
j=1

Ẽt+j
tasks (4.11)
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Thus, depending on the time horizon τ chosen, the goal is to find what node should
be recharged first to always respect the constraint in Eq. 4.9. However, the amount of
energy transferred to a device should not exceed its maximum capacity to avoid energy
wastage.

The WMC may send an amount of energy EMC ,di to di, up to a maximum amount
EMCmax, with a charging rate ηck tied to each device class ck. The MC moves at a constant
speed of v m/s and consumes Emove for each second it moves, for a total movement
duration of ttravel . However, the MC must consider its own remaining energy Et

MC , defined
by:

Et
MC = Et−1

MC − EMC ,di − ttravelEmove (4.12)

If the wireless mobile charger does not have enough remaining energy to charge
devices, it should go back to an EAP or the BS before running out of energy. If it runs
out of energy before reaching a safe point, i.e. Et

MC = 0, then the scheme has to give a
penalty rdeathMC to the WMC.

If a device di does not have enough energy to fulfill the tasks due to the event et, i.e.
Et

i ≤ Ẽet , then the task fails. The scheme receives a penalty rfail for this failure.

If the energy of the ith device reaches 0, the device dies, and the IoT network
has to re-organize itself to recover from the node death. It will incur high energy and
computational costs, and that should be avoided. For each node death, a penalty of
rdeathDEV is given to the WMC.

Based on the previous details, we formally define our problem as a Markov Decision
Process (MDP) with the 4-tuple (S,A,R, P ) where:

S is the set of states. It considers the remaining energy Et
i of each device, the

remaining energy Et
MC of the mobile charger, the modified importance level ĩmp

t

i, the
Euclidean distance between the devices di and the mobile charger d(di,MC ).

A is the set of all actions where at = [di, EMC ,di ], i ∈ 1 . . . |D |+ |A|+1, at ∈ A, with
the device di and the amount of energy sent to di. Here, di may be a device, an energy
access point, or the base station. If the WMC chooses to go to the BS or an Energy Access
Point (EAP), the amount of energy sent to the device EMC ,di becomes zero. Otherwise,
EMC ,di is the amount of energy until its battery is full.

R is the reward function, which maps the states and the actions to numerical values.
Especially we have:

• For a successful event handling by node di, the MC receives a reward of rsucc. For
nodes staying alive (and did not have to handle an event), the MC receives a reward
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of ralive .

• If di could not handle the event et, the MC receives a penalty of rfail .

• If the MC dies of energy exhaustion, it receives a penalty of rdeathMC

• If a device di dies of energy exhaustion in the round, the MC receives a penalty of
rdeathDEV .

• Otherwise, it receives no reward.

Penalties are negative values whereas the rewards rsucc and ralive are positive. Thus, the
immediate reward received r(st, at) by the MC due to the action at is:

r(st, at) =
n∑

i=1

(hirsucc + (1− hi)rfail)

+ rdeathMC +N t
aliveralive

+ β(N t
deadrdeathDEV −N t

req) (4.13)

With hi being a binary variable indicating if di has successfully handled event et or
not, β a penalty factor for the number of recharge request messages N t

req and the penalty
tied to the dead nodes. For the sake of clarity, we will write r(st, at) as rt.

The future discounted reward, starting from time slot t and considering a discount
factor γ, is defined as:

Rt =
T∑
i=t

γi−tr(si, ai) (4.14)

P is the probability of going from state st to state st+1 given that the MC did the
action at. In this chapter, the transition probability from st to st+1 is unknown. Because
the transition probability P is unknown, we consider a free-model setting. Thus, using
Q-learning is suited to the problem. The MC aims to learn a policy π that gives a good
future discounted reward Rt.

The agent, the MC, has to learn what actions it must take to maximize the device
lifetime with regard to our constraints. Thus it has to learn a policy π(a|s) mapping
the states s to actions a. However, the MC seeks to learn the optimal policy π∗, which
maximizes the expected return of Rt, i.e. π∗ = argmaxπ E(Rt|π). As presented in
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subsection 4.2.3, Q-learning relies on updating the Q-function, recalled in Eq. 4.15.

Q(st, at)← Q(st, at) + α[rt

+ γmax
a
Q(st+1, a)−Q(st, at)] (4.15)

The MC has to find an approximation of the optimal Q-function which follows the optimal
policy π∗, denoted as Qπ∗

(st, at). Since our state space has many parameters, implementing
a Q-table to find the optimal policy π∗ would be too memory-consuming. Thus, to solve
this problem, we consider the use of Deep Reinforcement Learning (DRL) [150, 151] to
approximate the Q-function, as presented in subsection 4.2.4. Deep neural networks are
good non-linear function approximators (as explained in Section 4.2.4, thus, useful to
approximate the values of the Q-function. We call these networks Deep Q-Networks
(DQN). To further improve the efficiency of DQNs, we use the experience replay structure
introduced by Mnih et al. [150]. This experience replay is a memory poolM that stores
past experience, i.e. it stores the past state, the corresponding action taken, the received
reward, and the new state induced by the action. A typical entry inM is:

mt = (st, at, rt, st+1)

Keeping a memory pool will allow the agent to draw entries, the sampling process, and
limit the impact of the correlation of successive states. When the sampling process happens,
there is a batch of experiences sampled fromM as (s, a, r, s′).

A second network Q̃-network, called target network, may be useful to stabilize the
learning process [150, 164]. This target network also approximates a Q̃-function, called
target function and denoted as Q̃. During the training process, the parameters of the
target network will be updated thanks to the parameters of the Q-network. This target
network is necessary because it reduces the risk that the policy the agent is training
diverges.

During the training process, the DQN trains its weights θ through the minimization
of a loss function L(θ). The error function f(θ) considered is the Huber loss that is more
resilient to outliers compared to the mean squared error [173]. When the prediction error
is under a certain margin, Huber loss is similar to the mean squared error (also called the
L2 loss). Otherwise, it is similar to the mean absolute error (also called L1 loss).

f(θk) =

1
2
(Tar t −Q(s, a, θk))

2 if |Tar t −Q(s, a, θk)| < δ

δ(|Tar t −Q(s, a, θk)| − 1
2
δ) otherwise

(4.16)

An efficient context-aware approach for IoT wireless charging 81



where Tar t = rt + γmax
a′

Q(s′, a′, θ̃k), θ̃k are the parameters of the target network Q̃

at timestep k. δ is equal to 1. Then, the loss function L(θ) is defined as:

L(θ) = E(f(θ)) (4.17)

Then, the minimization of the loss function is done thanks to a gradient descent
method. Finally, the new weights θ of the Q-network are used to update the weights θ̃

of the target network Q̃. This update of the target network is done every λ time steps,
reducing the risks of having a divergent policy [150].

Furthermore, for the whole training process, we consider an ε-greedy policy to explore
and avoid local extrema. It means that with probability ε, the charger will take a random
action with probability ε and the best action with probability 1 − ε. This approach is
useful to make the WMC explore the different spaces and possible actions [150, 161, 164].

Based on all the previous details, we present in Algorithm 2 the pseudo-code of the
context-aware Wireless Mobile Charger based on Deep Reinforcement Learning. Lines
2 to 6 are the state construction step. It is important to note that, to get the modified
importance level, the charger sends a request to the CRM, and then receives the different
values. Lines 7 and 8 are the phase of determining the action. Then, after the action was
chosen thanks to the ε-greedy policy, the WMC applies the action to the environment, the
state evolves from st to st+1, and the WMC receives the corresponding reward r(st, at)

(Line 9). The memory pool is then updated with the entry (st, at, r(st, at), st+1) (Line
10). Finally, the parameters θ of the Q-network are updated after minimizing the loss
function L(θ) (Lines 11 and 12), while the parameters of the target network Q̃−network
are updated every λ steps (Line 13).
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Algorithm 2 Pseudo-code of the context-aware energy management scheme on the
Wireless Mobile Charger side

1: for each time step t do
2: Retrieve the current remaining energy Et

i of each device di
3: Retrieve the remaining energy of the Wireless Mobile Charger Et

MC

4: Retrieve the modified importance level ĩmp
t

i of each device di from the context-
reasoning module.

5: Compute the distance dist ti between the mobile charger and each device di.
6: Build the state st with Et

MC , Et
i , ĩmp

t

i, and d(di,MC ), for i = 1, . . . , n
7: Feed the Q-Network of the agent with the state st, the parameters θ
8: Take action at w.r.t. the ε−greedy policy (it is the device to charge or an EAP,

EMC ,di is either 0 or energy to full battery)
9: Receive reward r(st, at) and process to the state st+1

10: Update the memory poolM with the tuple (st, at, r(st, at), st+1)
11: Use the target Network Q̃ with a sample batch from the memory pool M to

minimize the loss function L
12: Update the Q-network thanks to the minimization of L described in Eq. 4.16 and

Eq. 4.17
13: Update the target Network Q̃ every λ steps with the trained weights θ of the

Q-Network.
14: end for

4.3.5 Discussion

The proposed scheme considers the context to preventively charge IoT devices. We
believe that this approach is suited to IoT environments due to the large amount of
data they generate. Context-awareness has been successfully applied for smart home
environments [171] or operation in hostile environments [172]. It is also possible to consider
these pieces of data to make real-time decisions. This is the main goal of our scheme:
considering device data plus residual energy information to build context information
to decide on the quantity of energy that the MC should transfer in the future time in a
preventive manner. The event prediction is, in our work, a modification of the importance
value impi plus a set of possible activity rates that are given to the MC, which then decides
on what device to recharge. Moreover, we did not tackle the case when multiple events
happened at the same time.

However, the efficiency of our scheme may depend on the efficiency of the prediction
of future events. If the predictions are always false, then the MC may go towards a device
that may not need preventive charging. In that case, devices that simply need energy
should be prioritized. Furthermore, depending on the complexity of the CRM, predicting
future events may induce some latency between the moment the CRM receives the request
for the modified importance of each device and the moment it sends back the values to
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the WMC.

We also considered the use of the Euclidean distance. This distance is useful for
large environments with negligible obstacles and within a plane. However, for urban
or industrial applications, the Manhattan distance may be more useful. For networks
deployed in mountains or environments with multiple height levels, the use of the geodesic
distance, which is the distance between two points on a surface, may be more precise.
Another approach to compute the distance is to determine the shortest path to the device,
given the obstacles, thanks to the A∗ algorithm for instance, and then, compute the length
of this path.

Existing works on wireless charging did not focus on the impact of tasks and events
in the environment. Context-awareness may improve the charging process by providing
the WMC an indicator of the current importance and future importance level for each
device.

4.4 Conclusion

Existing research works did not consider context awareness to design a wireless
charging strategy for IoT networks. They considered quantitative variables such as
remaining energy or energy consumption rate and the distance, but the impact of varying
contexts was not studied. Therefore, we proposed in this chapter a new energy management
approach based on wireless mobile charging that uses context awareness. The proposed
solution uses a Context-Reasoning Module (CRM) that may leverage deep learning
algorithms to predict future events and the most important devices to tackle these future
events. This CRM communicates with a wireless mobile charger that is in charge of
choosing the next device to charge given their remaining energy, their distance to the
charger, their modified importance in the future, and the remaining energy of the charger.
We modeled the problem of context-aware charging with a Markov Decision Process
(MDP) and used Deep Reinforcement Learning (DRL) to enable intelligent decisions on
the wireless charger side.

This chapter creates the ground for the next chapter which considers threat aware-
ness to determine a charging path. The advantage of reinforcement learning and deep
reinforcement learning approaches lies in their adaptability to uncertainties, as opposed to
offline approaches. Given that a threat may be random, RL and DRL approaches may be
able to solve the problem of threat-aware charging.
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Chapter 5

Threat awareness for wireless charging
in IoT networks

IoT networks are vulnerable to varying threats. During some periods, attackers may
not be interested in data produced by the devices whereas, during mission-critical periods,
attackers may target critical devices to steal data or shutdown them. Adaptive security
solutions are useful for mitigating threats. However, an adaptive security solution induces
variable energy consumption among IoT devices: some of them may consume a lot of
energy because they have to use the highest security level, whereas some devices will only
use the lowest security level, thus, consuming less energy than other devices for some
periods of time. Thus, some devices will run out of energy faster than other devices. As a
result, some devices will not be able to secure their communications, leading to energy
exhaustion and thus, device failure.

IoT security solutions greatly impact the energy consumption of IoT devices, thus,
reducing device and network lifetime. In Chapter 4, we studied the problem of context-
aware charging in IoT networks. This approach paved the way to threat-aware charging
that was not tackled in the literature. If a charger can identify the device that may need
energy for its future security needs, the charger should adapt its trajectory to charge this
device. This approach is more flexible and adaptive than static approaches considering
only the residual energy and the distance. However, the charger should not neglect devices
that are low on energy but that will not consume a lot of energy in the near future. In
this chapter, we give an answer to the following research question: ‘With knowledge of
the current energy status of devices, the distance from the wireless charger to the devices,
and the current threat level, how may a mobile charger determine the device it should
charge next?’ This approach has the potential to reduce the impact of security solutions
on the lifetime of IoT devices, thereby increasing the overall network lifetime. During our
study, we found out that no research work studied the problem of threat-aware charging,
and thus, we are the first to propose a solution to this problem. Therefore, we propose an
intelligent and dynamic threat-aware charging strategy that considers the threat level in
the network to determine the next device to charge.
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To this end, we begin this chapter by presenting background on anomaly, threat
detection, the usefulness of trust management, and adaptive security. Then, we present the
system model and we detail the impact of security solutions on the energy consumption
of IoT devices. Thanks to the system model, we formulate our problem as a Markov
Decision Process (MDP) problem and justify the use of Deep Reinforcement Learning
(DRL) to determine the device to charge according to our criteria. We evaluate and
present the performances of the proposed solution compared to non-learning approaches
and a DRL-based agent that is not threat-aware. Finally, we study the complexity of the
proposed solution and discuss its strengths and weaknesses.

5.1 Abstracting threats and security risks in IoT net-

works

To design a threat-aware wireless charging scheme, we need to define multiple
concepts: What is a threat? How can we measure it? And how can we mitigate or nullify
them?

Definition 5.1.1. A passive threat does not directly impact the IoT network. It is hard
to detect it.

Definition 5.1.2. An active threat aims to impede the IoT network and its users. It is
easier to detect an active threat than a passive threat.

Both threats may either be inside or outside the network [48, 52]. In our research
work, we are more interested in threats related to malicious entities.

5.1.1 Detecting and quantifying threats

A threat may be estimated, detected, or even quantified. Before quantifying a threat,
it is necessary to detect it, but it is a challenging task. As presented in the definitions of
passive and active threats, it is easier to detect active threats than passive threats because
the former ones have a direct impact on the IoT network. This impact can either be the
loss of packets, node loss, or service interruption for instance [48, 52]. The cornerstone
to efficiently detect and mitigate threats is the use of an Intrusion Detection System
(IDS): it provides information on what kind of intrusion has been detected, where, and
when. Consequently, it is an important tool to guarantee availability and enable adaptive
security solutions. Zarpelao et al. [174] surveyed numerous IDS and classified them into
four categories: Signature-based, Anomaly-based, Specification-based, and hybrid. Each
category has advantages and drawbacks which are listed in Table 9.
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IDS category Advantages Drawbacks
Signature-based Performs well against known

threats, easy to understand
Unable to determine new
threats

Anomaly-based Performs well to detect new
threats

May lead to high false positive
rates

Specification-based Performs well to detect new
threats

If specifications are bad, then
false positives and false nega-
tives may occur; need of an ex-
pert to determine what is an
abnormal behavior

Hybrid Minimizes the drawbacks of the
other categories

More complex to implement
than the other categories

Table 9: Advantages and drawbacks of each IDS category according to [174].

Trust-based solutions are also valid candidates for threat detection. Indeed, trust-
based solutions [62, 64] define what are a good behavior, a bad one, and intermediate
states (e.g. compromised) based on multiple criteria. These criteria can be network-related,
such as throughput, packet delivery ratio, etc.

Recent trust-based solutions, threat, or intrusion detection systems use artificial
intelligence approaches, especially machine learning and deep learning approaches, as
described in Chapter 2. The high volume of available data and the need for adaptability can
be tackled with these algorithms. However, due to their computational complexity, they
need to be run on devices with good computational capabilities and a big (or unlimited)
energy supply.

Then, it is possible to improve or decrease the security level of the IoT network
according to the detected threat(s). Adaptive and context-aware security solutions are
the way to go. Recent research works consider that the threat can be estimated to
determine the best security level to use [15, 56, 57, 112]. If there is a low threat level,
encryption, authentication, and privacy levels may be low [15]. If the threat level increases,
authentication or encryption may be activated or strengthened. If the threat level is critical
or maximum, one-time signatures, strong privacy measures (e.g. homomorphic encryption),
or maximum encryption strength may be considered. Being adaptive to threats reduces
energy consumption compared to traditional approaches which consider a fixed security
level, as presented in Chapter 3. However, it induces variable energy consumption among
IoT devices [57].

In this research, we consider that the IoT network has a hybrid, centralized threat
detection module able to estimate the current threat. However, estimating the current
threat level is still a difficult task since there exist many attacks and vulnerabilities in IoT
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networks. We abstract the kind of threats and available security solutions. The current
threat observation the MC receives from the threat detection module is the true current
threat level, i.e. there are no false positive and no false negative detection results. The
current threat is written as danger t. This threat level may change after x seconds. Then,
the MC will choose the device to charge according to this security information, along with
information regarding remaining energy and the distance between the devices and the
MC. In the next section, we present the system model, the energy consumption model of
security, and the Markov Decision Process (MDP).

5.2 Our solution: Threat-aware charging strategy

5.2.1 System model

We consider an IoT network composed by a set D = {d1, d2, . . . , dn} (|D | = n) of
smart devices and a fixed Base Station (BS) with high computation power and unlimited
energy. We also consider that each device di belongs to a class, denoted by ck which defines
the consumption rate of devices belonging to this class. The IoT network is deployed
in a squared environment of dimensions L ∗ L and all the devices are powered with a
rechargeable battery. The base station is located at coordinates (0, 0).

For sake of simplicity, we consider that the Mobile Charger (MC) has an infinite
amount of energy and that the devices have the same maximum amount of energy Bmax .
This assumption may hold if the MC can harvest energy from its movement (mechanical
energy harvesting) or other sources, and the amount of harvested energy is greater than
the energy it spends for moving and charging the IoT devices. We also consider that the
MC may charge only one device at a given time. At each time step k, the MC has to
determine which device it should charge.

We consider that each device di ∈ D has an importance level impi, denoting its
importance in the network. A high value of impi indicates that device di has critical tasks
in the network. In this case, if di dies due to an attack, the network will be critically
impacted. A low value of impi indicates that the tasks of di are not important with regard
to the application/ongoing process. This importance value may be fixed (i.e. defined by
operators during network deployment) or may change over time (e.g. a function of different
network parameters or the ongoing processes). We consider in this chapter that impi is
fixed and impi > 0. The main notations used in the chapter are summarized in Table 10.

Then, we define in the next subsection the impacts of adaptive security and threat-
awareness on the energy consumption of the IoT devices.

Threat awareness for wireless charging in IoT networks 88



Notation Definition

D Set of smart devices
DR Set of dead devices during this round
Et

i Remaining energy of device di at time t
impi Importance level of device di
C Set of device classes
ηck Consumption rate of class ck
danger t Current threat happening at time t
Edef k Energy cost of the k-th defense mechanism
N t

dead Number of dead nodes at time step t
vMC Velocity of the Mobile Charger (MC)

Table 10: List of the main notations used in this chapter.

5.2.2 Modeling the impact of security on energy consumption

To model the impact of the current threat level on IoT devices, we need to define what
is a security need and how it can be fulfilled. Each device di has a security requirement
denoted as req i which can be task-dependent (e.g. data has to be encrypted for critical
scenarios). For sake of simplicity, let’s consider that the security solution provides u

security levels. To fulfill this requirement, the device can activate a defense mechanism
def k, with strength powk. The chosen security level has to protect the network against
the current threat danger t, i.e.:

∀t ∈ T, powk − danger t ≥ 0 (5.1)

It means that if the security level chosen by the device at the beginning of the
application cannot guarantee a sufficient protection against the detected threat, it has to
choose a higher security level (e.g. stronger authentication or encryption, depending on
the security requirements of the devices). The higher danger t is, the bigger consequences
will be if an attack succeeds. Thus, danger t is a risk indicator.

This definition of a threat level is similar, yet different from [57, 112]. This defense
mechanism def k has a known energy consumption rate, written as Edef k . The choice of
the security mechanism can either be handled by the device [15] or a central component
such as an SDN controller [57] which holds a global view of the network threats.

At time step t, the mobile charger is at coordinates (xMC , yMC), and has to choose
a device di to charge with coordinates (xi, yi). The less time the mobile charger spends
traveling, the more energy di will receive from the MC. With a velocity of vMC , the MC
takes tm =

distti
vMC

seconds to reach di, and tc seconds to fully charge di. If the MC chooses
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to charge a device that was its last action taken, it is time penalized, i.e. it has to stay to
this device during tp seconds. This time penalty can be seen as a time between two fetch
requests for energy levels and current threat estimation. Indeed, since a reinforcement
learning approach does not exclude previous choices, it is necessary to consider the case
when at = at+1, i.e. when the charger decides to do the same action during two consecutive
time steps. In a wireless charging scenario, there is no need for the charger to charge the
same device in two consecutive time steps.

Thus, the elapsed time between st and st+1, ∆t is: ∆t = tm + tc or ∆t = tp.

∆t =

{
tm + tc if at ̸= at+1

tp otherwise
(5.2)

Finally, the remaining energy of a device di of class ck at time step t+ 1 is:

Et+1
i =

Bmax , if di is charged by the MC

Et
i −∆t(ηck + Edef k), otherwise

(5.3)

However, if the threat level changes during the transition between t and t+ 1, the energy
consumption has to consider this change. Until the time where the threat level changes, the
defense mechanism used is def k. Then, the new threat occurs and the defense mechanism
def k′ is used, with its consumption rate Edef k′

during the remaining time.

The main objective of the mobile charger is to minimize the number of dead devices
while maximizing network lifetime given the network threat level. In this chapter, we
consider that the network lifetime is the time duration until the number of dead devices
exceeds a certain amount [16]. This choice is relevant since applications based on IoT
networks may stop if too many nodes are dead. To solve the problem of threat-aware
charging, we model it using a MDP, presented in the next subsection.

5.2.3 Enabling threat-aware wireless charging with DRL

To tackle the problem of proactively charging the devices for their future security
needs, we formally model our problem as an MDP with the 4-tuple (S,A,R, P ).

At time step t, the mobile charger observes a state st, made of the remaining energy
of each device Et

i , the distances dist ti between the mobile charger and the current threat
observation danger t. A is the set of actions the mobile charger can take. At time t, the
action at, at ∈ A is at = [di], i ∈ 1 . . . n. It is the device di to recharge (to its maximum
battery level).
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R is the reward function of the mobile charger. It maps the states and the actions
to a numerical value.

The reward r(st, at) the MC will receive after taking action at considers:

• a penalty if a device di dies, rd , multiplied with the importance impi of di,

• a penalty if the chosen device dies during the transit of the MC rdm,

• a penalty if the MC chooses the same device to charge rs ,

• a penalty if the MC chooses a dead device to charge rad

• a variable reward related to the transferred energy re

Penalties are negative values, whereas the variable reward re is a positive value.

Therefore, the reward r(st, at) the MC receives after taking action at in state st is:

r(st, at) =
∑
i∈DR

rd.impi + rdm + rs + rad + re (5.4)

where DR is the set of dead devices after taking action at. In equation 5.4,
rdm, rs , and rad are only added if at least one of the above situations occurs.

Moreover, the future rewards starting from the time step t are discounted to give
more importance to near rewards than to the far-future rewards. With a discount factor
γ, this future discounted reward is defined as:

Rt =
T∑
i=t

γi−tr(si, ai) (5.5)

Finally, P is the transition probability of the environment between states st and
st+1 given that the mobile charger has taken action at. Given that the environment is
dynamic and the mobile charger has no knowledge of the whole model, the transition
probability is unknown. Hence, we consider model-free approaches such as Q-learning or
Deep Q-learning. The MDP cannot be solved with Q-learning because the state space is
too large. This would incur a too-large Q-Table, and thus, too much memory would be
consumed. In Eq. 5.6, we remind the Q-learning update rule (which is also described in
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Chapter 4, subsections 4.2.3 and 4.2.4).

Q(st, at)← Q(st, at) + α[r(st, at)

+ γmax
a
Q(st+1, a)−Q(st, at)] (5.6)

The mobile charger has to learn the actions, i.e. what device to charge to maximize
network lifetime given the current threat. Hence, the MC has to learn the policy π(a|s)
that maps the states (described beforehand) to the actions a. Furthermore, to maximize
network lifetime, with a minimum amount of dead devices, the MC has to learn the optimal
policy, denoted as π∗. It also needs to approximate the optimal Q-function which follows
the optimal policy π∗, denoted as Qπ∗

(st, at). π∗ maximizes the expected value of Rt, i.e.
π∗ = argmaxπ E(Rt|π). To balance the choices between exploration and exploitation, it
is useful to use an ε−greedy policy. Thus, the mobile charger will take the best action with
a probability of 1− ε and choose a random action with a probability of ε, as explained in
Chapter 4.

Since the state space is very large, computing and updating the Q-table to find
the optimal policy π∗ would be memory and time-consuming, as explained in Chapter 4.
Thus, we focus on Deep Reinforcement Learning (DRL) [150] to ease the estimation of
the Q-function. Indeed, deep neural networks are widely used for non-linear function
approximation, and thus, they can approximate the Q-function. These neural networks
are called Deep Q-Networks (DQN). DRL has many uses in IoT networks [155] such as
security [65] or wireless charging [164].

For the DQN, we consider the same architecture as described in Chapter 4. Thus,
we also use experience replay and a target network Q̃−network to stabilize the training
process [150]. The memory pool M used in experience replay has entries written as
mt = (st, at, r(st, at), st+1). As previously explained in Chapter 4, this memory pool is
useful for loss minimization during the training of the Q-network. This memory pool will
attenuate the impact of the correlation of successive states. To improve and stabilize the
learning process, a target network Q̃-network is also useful [164]. This target network also
approximates a Q̃-function, called target function and denoted as Q̃. During the training
process, the parameters of the target network will be updated thanks to the parameters of
the Q-network. The loss function used to update the parameters of the Q−network is the
Huber loss function [173] (more details are given in Chapter 4).

The underlying algorithm of our threat-aware charging strategy is presented in
Algorithm 3. Firstly, the MC builds the state st (lines 2 to 5). Then, it uses it as an
input to the Q-Network, determines the device that will be charged, and receives the
corresponding reward (lines 7 to 9). After that, the MC updates the memory poolM with
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Algorithm 3 Pseudo-code of the threat-aware energy management scheme
1: for each time step t do
2: Retrieve the current, observed threat level danger t

3: Retrieve the current remaining energy Et
i of each device di

4: Compute the distance dist ti between the mobile charger and each device di
5: Build the observation st with danger t, Et

i , and dist ti, for i = 1, . . . , n
6: Feed the Q-Network of the agent with the state st, the parameters θ
7: Take action at w.r.t. the ε−greedy policy
8: Receive reward r(st, at) and process to the state st+1

9: Update the memory poolM with the tuple (st, at, r(st, at), st+1)
10: Use the target Network Q̃ with a sample batch from the memory pool M to

minimize a loss function L
11: Update the Q-network thanks to the minimization of L
12: Update the target Network Q̃ every λ steps with the weights of the Q-Network.
13: end for

the tuple (st, at, r(st, at), st+1). If there are enough samples inM, it takes a random batch
of samples and uses it to minimize a loss function L. The results of this minimization are
used to update the parameters of the Q-Network (lines 10 to 12). Moreover, for every λ

time steps, the parameters of the target network Q̃ are updated with the parameters of
the Q-network (line 12).

Figure 12: Q-network architecture of the threat-aware WMC (biases are not represented).
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The neural network architecture we considered for the Q-network and the Q̃−network
is made of two hidden layers of 256 neurons each, as depicted in Figure 12. The layers are
fully interconnected. The input layer is fed with the state of the environment st, while
the output layer is made of each possible action: the estimated Q-values. The function
activation of the output layer is the ReLU (Rectified Linear Unit) function. ReLU is a
good activation function due to its properties, compared to sigmoid or tanh activation
functions. ReLU is more resilient to the vanishing gradient problem than sigmoid-based
activation functions [175].

In the next section, we will present the settings of our simulations and the obtained
results.
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5.3 Performance evaluation

5.3.1 Simulation description

Parameter Value

Environment size 100m ∗ 100m
Number of devices ndevices [15, 20] + 25
Threshold of dead devices 0.6ndevices

Maximum battery Bmax 100J
Consumption rates [0.02, 0.04]
Initial residual energy U(0.45, 0.55) ∗ Bmax

Charging rate 5 W
Moving speed vMC 1m/s
Time penalty tp 60s
Threat renewal period x 200 s
rd -1
rdm -50
rs -10
rad -100
re Bmax − Et

i (J)
Total number of steps 2.106 steps
Number of transition collection steps 1.105 steps
Batch size 256
Size of memory replay buffer 2.105

Update interval of target network λ 1.105 steps
Learning rate α 3.10−5

Discount factor γ 0.9
Exploration probability ε 0.05
Neural network architecture [256, 256], ReLU activation function

Threat label Range Probability

No threat 0 0.1
Low threat ]0, 25] 0.5
Medium threat ]25, 60] 0.3
High threat [61, 100[ 0.1

Solution label Strength Energy consumption

Solution 1 25 0.015 J/s
Solution 2 60 0.09 J/s
Solution 3 101 0.25 J/s

Table 11: List of the parameters of the experiments.

We conducted our experiments on an HP Elitebook with an Intel Core i7-10610U
CPU @1.8GHz with 8 cores. The simulations were done using Python 3.9 using OpenAI
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Gym [176] and Stable-baselines3 libraries [177]. Stable-baselines3 is a Python library
providing reliable implementations of RL and DRL algorithms based on the deep learning
library PyTorch.

We randomly generate devices in a square (100m ∗ 100m) according to a uniform
distribution. The threat level evolves between [0, 100) and is separated into 4 levels: no
threat, low threat, medium threat, and high threat. Each threat level has a range of threat
values. First, a level is generated according to the distribution in Table 11. Then, the
current threat value is generated according to a uniform distribution on the related level,
described at the bottom of Table 11. A new threat level is generated every 200 seconds.
The neural network architecture is made of 2 hidden layers with 256 neurons each, and
the activation function is a ReLU activation. Hyperparameters were chosen empirically.
We ran for each environment 100 simulations. Then we took the average of the results
to plot them. Furthermore, for training and evaluation, we limited the simulation time
to 4 ∗ 24 ∗ 3600 = 345600 seconds. This is done to prevent endless training episodes and
endless evaluation scenarios. The other parameters of the simulation are described in
Table 11.

We compared our scheme, Threat-Aware DQN, with the following:

• A fully random approach where the MC randomly chooses the next device to charge;

• A random-aware approach where the MC randomly chooses the next device to charge
among the remaining alive devices;

• A greedy approach that considers the device with the lowest remaining energy as
the next device to charge;

• Another smart agent based on Deep Q-learning whose observation space is restricted
to the remaining energy and the distance to the devices. It is named not TA-DQN.
This agent is trained with the same parameters as TA-DQN described in Table 11;

• The baseline lifetime of the network when there is no threat, but the security needs
are covered and when the threat level is maximum, with the security needs fulfilled.
In these setups, the initial energy of all devices is set to Bmax .

First, we study the loss training curves and mean reward curves of the TA-DQN
and not TA-DQN agent. We evaluate the maximum average lifetime and the total reward
received by the different schemes. The total reward is a good indicator of the effectiveness
of a charging scheme.
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5.3.2 Simulation results

Training phase

First of all, we present the training losses of our threat-aware agent (TA-DQN) for
the different environment sizes in Figure 13. Furthermore, we compare these losses with
the losses of an agent that is not threat-aware (written as Not TA-DQN). The loss values
are computed thanks to equations 4.16 and 4.17 (in Chapter 4).

For both agents, we can observe that loss curves are high at the beginning of the
experiments (after the phase of collection of transition steps has ended at 100k steps).
The loss then decreases quickly for both agents. This decrease shows that the agent can
predict much more reliably its future performance. However, when the number of steps
increases, our threat-aware agent, TA-DQN, observes a higher loss than its not-threat-
aware counterpart (not TA-DQN). It can be interpreted as the threat-aware agent makes
fewer good decisions during the training phase compared to the not threat-aware agent
according to the observed state. However, these decisions are better over time since the
loss curves have decreasing tendencies.

Then, we analyze the mean rewards obtained during the training phase for both
TA-DQN and not TA-DQN in Figure 14. We can observe that, during the training
phase, our agent may either earn less mean rewards (for n = 15, 16, 20, 25) or more (for
n = 17, 18, 19). The difference is more present for n = 20 and n = 25, where the not
TA-DQN agent earns more mean rewards than the TA-DQN agent. However, there are
a lot of fluctuations for the not TA-DQN agent, and even some catastrophic forgetting
for the case n = 17 where the reward was quite high for 1.4M timesteps, but then it
dramatically dropped. The same observation can be done for the TA-DQN agent when
n = 19. There is a drop from 600k until 1.3M timesteps, and then it increases again. The
TA-DQN agent seems to have more difficulties getting good rewards during the training
phase. Thus, we need to determine if this behavior may be observed during the evaluation
phase, or if the TA-DQN agent can perform better than the not TA-DQN agent in some
scenarios.
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(a) n = 15 (b) n = 16

(c) n = 17 (d) n = 18

(e) n = 19 (f) n = 20

(g) n = 25

Figure 13: Loss curves during the training for both learning agents.
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(a) n = 15 (b) n = 16

(c) n = 17 (d) n = 18

(e) n = 19 (f) n = 20

(g) n = 25

Figure 14: Mean reward curves during the training for both learning agents.

Evaluation phase

We observed that the TA-DQN agent may have difficulties outperforming a smart
agent that does not know about the current threat (not TA-DQN) during the training
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phase. However, is it still the case during evaluation? To determine if this assumption
holds or not, we evaluate the performances of TA-DQN and not TA-DQN agents over 100
runs; then, we take the average of the results to plot them.

Figure 15: Comparison of our scheme to other baseline lifetimes.

First of all, we evaluate and plot in Figure 15 the effectiveness of the TA-DQN agent
to the baseline lifetime, when there is no charging strategy and the devices have their
battery full. The TA-DQN agent can extend the network lifetime compared to when the
minimum security requirements are fulfilled, when the threat level is maximum, and there
is no MC in the environment. Compared to an environment with 20 nodes in which there
is no threat, but security is ensured, our TA-DQN agent can extend the network lifetime
up to 462 seconds, from 371 seconds, thus, an increase of 24.52%.
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Figure 16: Comparison of the average lifetime of our scheme with other approaches.

In Fig. 16, we compare the effectiveness of our solution to other approaches. For
network sizes of 16 to 19 nodes, our threat-aware agent performs better than a not threat-
aware agent (using DRL). For instance, the average lifetime of our IoT network with 16
nodes using the threat-aware agent is 9259 seconds, whereas the lifetime with the Not
TA-DQN agent is about 7615 seconds. Thus, lifetime is increased by 21.59%. For bigger
network sizes, our TA-DQN approach performs better than greedy and random approaches
but underperforms compared to a not threat-aware approach.

Figure 17: Mean total rewards of our scheme versus other approaches (log-scale).

In Fig. 17, we compare the total received rewards of the different methods. Our
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approach receives more reward for network sizes of 16 to 19 devices than the Not TA-DQN
agent and receives less for 15, 20, and 25 devices. This is tied to the average lifetime of
the network with our threat-aware agent. However, against, random approaches and the
greedy approach, the TA-DQN agent has better rewards for 19, 20, and 25 nodes since it
can determine the best device to charge according to the current threat. However, since
it aims to charge the device that will need the most energy for its security needs, with
an emphasis on devices with lowest remaining energy, it may neglect overtime devices
that may consume more, but have more energy at the beginning of a time step. Hence, it
struggles against a not threat-aware agent that solely aims to charge the devices without
this threat information and plans its charging tour to directly minimize the number of
dead devices.

These results confirm the observations of the training phase where the TA-DQN
agent earned less mean rewards compared to the not TA-DQN agent, especially for n = 20

and n = 25. However, for n = 15 and n = 16, TA-DQN earned similar rewards compared
to the not TA-DQN agent. We can observe that during the evaluation phase, the TA-DQN
agent was able to get more rewards than during the training phase for these cases.

Although TA-DQN does not perform better than other approaches on all network
sizes, it shows that the consideration of threat-awareness to design a wireless charging
strategy is a valid approach for small-sized, but spread networks. The obtained results
with our agent considered that devices do not have an initial remaining energy at the
maximum capacity of their battery. Even with this constraint, the network lifetime with
our agent is increased compared to baseline lifetimes, greedy and random approaches.
Thus, a threat-aware wireless charger is able to improve device lifetime in the same fashion,
and even better than non-learning approaches and a smart agent.

5.3.3 Complexity study

Although the use of a neural network to approximate the Q-table is what made
successful DRL approaches, there is the counterpart that training a neural network is time
and memory-consuming [150].

Deep reinforcement learning approaches are hard to implement on memory and
energy-constrained devices, especially if the neural network is huge. In that case, for
deeper neural networks, there is a huge number of parameters θ and biases to learn. We
are interested in determining if our models can run on a resource-constrained WMC, which
does not have as much as resources as our experimental platform. To do so, multiple
variables can be studied: the number of parameters of the deep Q-network, the size it may
take, or the size of the state space, which directly impacts the number of parameters to
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learn.

The number of parameters θ of the Q−network can be computed easily since the
Q−network has dense connections, as shown in Figure 12. It means that each neuron of
the k-th layer is connected to all the neurons of the k + 1-th layer. For each connection
between two neurons i and j, there is a weight parameter θi,j.

Let |hk| be the size of the k− th hidden layer and |A| the number of possible actions
(which is equal to the number of IoT devices n). Then, the number of weight parameters
θ is:

|θ| = |st||h1|+ |h1||h2|+ |h2||A| (5.7)

The number of bias weights |b| is:

|b| = |h1|+ |h2|+ |A| (5.8)

Thus, the total number of parameters the model has to learn is: |θ|+ |b|.

In this chapter, the size of st is equal to 2n + |dangert|. The variable dangert is a
discrete variable. To be able to use it, it has to be implemented with a one-hot encoding
vector. Thus, for four discrete threat levels, four neurons are needed, hence, the size of
the state st is st = 2n+ 4. In Table 12, we list for each network size, the size of the state,
the total number of parameters that have to be learned, and the estimated size if the
parameters are encoded using 8 bytes.

Network size n |st| = 2n+ 4 total number of parameters
|θ|+ |b|

Estimated size (8 bytes per
parameter, in Kebibytes)

15 34 78607 614.1 KiB
16 36 79376 620.1 KiB
17 38 80145 626.1 KiB
18 40 80914 632.1 KiB
19 42 81683 638.1 KiB
20 44 82452 644.1 KiB
25 54 86297 674.2 KiB

Table 12: Parameter complexity of our approach as a function of the size of the network.

Compared to existing works that use RL or DRL approaches, our state space is quite
small. The state space is problem and model-dependent. However, as shown before, it has
an impact on the number of parameters and the potential memory size of the model. In
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Table 13, we compare the size of the state space of related works to our solution (presented
in Chapter 4). Variable n is the number of IoT devices (or charging locations) in the
network. Our approach has a lower state space size than the existing works, except the
work of Van Quan et al. [163] that considered only the charging location as the variable
in the state space (The environment is discretized into charging locations, in which IoT
devices are present).

Reference and Year RL or DRL? State space size |st|

Wei et al. [162], 2018 RL 3(n+ 2) + 1
Van Quan et al. [163], 2020 RL l (number of charging locations)

Cao et al. [164], 2021 DRL 5n+ 1
Yang et al. [148], 2021 DRL 3(n+ 1)
Bui et al. [165], 2022 DRL 5n+ 7

Context-aware WMC, Chapter 4, 2022 DRL 3n+ 1
TA-DQN, this Chapter, 2023 DRL 2n+ 4

Not TA-DQN, this Chapter, 2023 DRL 2n

Table 13: Comparison of state space sizes of related works.

Furthermore, the total size of our agents is reported in Table 14, demonstrating that
they can effectively run on memory-constrained devices.

Agent name Network size n File size

DQN_15_devices_simus_100J 15 1.22 MiB
DQN_16_devices_simus_100J 16 1.24 MiB
DQN_17_devices_simus_100J 17 1.25 MiB
DQN_18_devices_simus_100J 18 1.26 MiB
DQN_19_devices_simus_100J 19 1.28 MiB
DQN_20_devices_simus_100J 20 1.29 MiB
DQN_25_devices_simus_100J 25 1.35 MiB

Table 14: File sizes of the different threat-aware agents as a function of the network size
(in Mebibytes).

The models can effectively run on IoT platforms with little available memory. How-
ever, the training phase has to be done on either servers or workstations, as the learning
process of RL and DRL is time-consuming, especially if the number of training steps is
huge.
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5.3.4 Discussion and limitations

We observed that our approach extends network lifetime under the hypothesis that
we can estimate the network threat. The strategy improves network lifetime compared
to non-learning-based approaches and even a learning approach that does not know the
current threat level in the IoT network.

We also considered that the threat detection module always outputs the right result,
i.e. it is an oracle. In a real-life scenario, threat and intrusion detection modules are prone
to either false negative or positive results or may even sometimes not detect threats. An
interesting scenario to investigate would be the case when the threat prediction is false.

A major difficulty we encountered during this research is that it is near impossible
to compare our results with existing research works. Indeed, for other deep reinforcement
learning-based solutions, some papers did not present the parameters of their neural
networks, what were the values of the hyperparameters, etc. This is a serious flaw in the
reproducibility of RL-based experiments. Furthermore, for research papers that considered
the use of GPU servers for their experiments, GPUs are prone to non-deterministic
behaviors, leading to hard reproducibility of the experiments [178, 179]. Nowadays, open
and reproducible science should be the default standard in all domains, and DRL-based
solutions are no exception.

It is also important to note that DRL is a black box, i.e. it is not possible to fully
explain why a decision was taken, due to the use of a neural network approximator for the
Q-table. Moreover, if the IoT network gets new devices (e.g. a new monitoring area or a
new factory), a whole new agent has to be trained, consuming time and computational
resources. Furthermore, the larger the environment gets, the higher the number of input
neurons will be (the state has a size of 2n+ 4 with n as the number of IoT devices). In
Table 15, we list the advantages and drawbacks of the proposed solution.
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Advantages Drawbacks

Consideration of threat awareness A model where the WMC with infinite
energy may not be a realistic assumption.

Dynamic path planning Threat estimation is a hard task.
Improvements compared to non-learning
approaches

The strategy is not suited for critical en-
vironments.

May build on different categories of threat
detection architectures

The strategy may be inefficient for dense
networks.

Memory footprints of our agents are small The agent has to be trained in a simulated
world before. How good is this simulated
world compared to reality?
An attacker who has physical access to
the network and knows the position of the
WMC can impede it. It can also attack
the furthest devices from the WMC.

Table 15: Advantages and drawbacks of the threat-aware charging strategy.

The network architecture we considered is that the threat detection module is
located at the Base Station (BS). Data is sent from the devices to the BS. A possible
network architecture is the use of Software-defined networking. Indeed, SDN along Virtual
Network Functions can easily implement different security functionalities (threat detection,
mitigation, etc.). Thus, it is possible to consider a network function that outputs a threat
level value and sends it to the WMC.

5.4 Conclusion

In this chapter, we first discussed that the impact of security solutions is important
on the energy consumption of IoT devices, especially if they have small batteries. Moreover,
if the threat level increases, then the devices need to use stronger security solutions. Hence,
the devices consume more energy to protect themselves and their communications. Thus,
using a threat-aware charging strategy to improve network lifetime is a promising approach
for IoT networks that use energy-consuming security solutions. Therefore, we proposed
a new energy management scheme based on deep reinforcement learning. The scheme
is threat-aware and relies on wireless mobile charging. Threat awareness enables the
estimation of the future energy consumption of the security mechanisms, and thus, the
charger determines which device will need energy for its security needs. Deep reinforcement
learning is used to tackle large state and action spaces. The proposed scheme can extend
network lifetime when there are varying threat levels compared to static approaches and a
DQN-based approach that is not threat-aware.
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Chapter 6

Conclusion and Perspectives

6.1 Conclusion

Nowadays, the Internet of Things (IoT) empowers many applications, such as smart
cities, smart health, or industry 4.0. The IoT gained a lot of popularity in the past years
and attracted many companies and researchers. However, there are still major flaws
impeding its worldwide adoption such as energy efficiency and security. Security solutions
may not be well implemented or may lack adaptability against threats or context changes,
etc. while consuming a lot of energy. Furthermore, IoT devices have a finite lifetime
since they are powered thanks to batteries or energy harvesting. That is why some IoT
devices do not use any security solutions or use depreciated solutions that may consume
less energy. In this thesis, we proposed different approaches to overcome the problem of
energy-efficient security for IoT networks. The main goal of the conducted research is to
efficiently secure IoT networks while maximizing their lifetime. To this end, we studied
different categories of security solutions and energy-efficient approaches, such as wireless
charging techniques.

We began this thesis by introducing the Internet of Things along with the important
challenges of energy and security in Chapter 2. This chapter laid the background on
energy management and recent IoT security solutions. We also discussed new approaches
to IoT security such as Artificial Intelligence (AI) or Software-Defined Networking (SDN).
Then, we presented a literature review of energy-efficient security solutions that may
protect the IoT well in Chapter 3. These solutions are mandatory to reduce the energy
consumption of IoT security compared to traditional approaches. We identified the main
characteristics of each solution and we classified them into five categories. Furthermore,
we investigated whether the surveyed IoT security solutions used energy management or
energy harvesting approaches. Then, we discussed the usefulness of AI and SDN for the
design of energy-efficient IoT security solutions. This state of the art gave us the main
research direction of this thesis: wireless charging for IoT security.

We explored this research direction in chapter 4 in which we introduced a context-
aware wireless charging strategy for IoT networks. Existing strategies, whether they are
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offline or online, learning-based or not, did not consider context information to make a
charging decision. Thus, we proposed a model for the problem of context-aware wireless
charging in IoT networks. The first contribution was a framework to model the context with
the current and future events with their impact on the energy consumption of the devices.
Then, we presented the context-aware charging strategy based on deep reinforcement
learning and presented Deep Q-learning as the solving tool. Subsequently, we modified the
presented model to tackle the problem of threat-aware energy provisioning in Chapter 5.
Threat awareness gives information on the security solutions that will be used to mitigate
the detected threat. Thus, it is possible to determine the estimated energy consumption of
the security solution(s) and identify the devices that need energy for their security needs.
To this end, we proposed a threat-aware charging strategy for IoT networks based on
Deep Q-learning. Experiments show that network lifetime can be improved compared to
non-learning approaches, and even compared to an agent based on Deep Q-learning that
does not know about the current threat. Finally, we concluded this manuscript in this
chapter.

6.2 Open Issues and Perspectives

With the conducted research, we identified several open issues that may lead to new
contributions.

6.2.1 Energy-efficient security

Although there is still work to do in this field, we did not tackle this domain as we
focused on energy provisioning for IoT security. However, there is still room to improve the
energy efficiency of IoT security. First, researchers and companies should not underestimate
the energy consumption of anomaly and intrusion detection. Since the most recent research
works use deep learning-based algorithms, their energy consumption during the training
phase, testing phase, and use phase cannot be overlooked. More research needs to be
done on the energy consumption of online and offline learning algorithms. Then, more
room should be given to lightweight encryption algorithms in IoT networks. The National
Institute of Standards and Technology (NIST) has chosen the Ascon family of ciphers
as the standard for lightweight cryptography, paving the way for optimized applications,
extended research on the considered algorithms, benchmarks, etc. Third, threat-awareness
and context-awareness should have more importance for the choice of a security level
(at the link layer for instance, the choice of the authentication method). This awareness
will lead to reduced energy consumption. We may tackle this area in the future, but we
identified more research directions presented in the next subsection.
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6.2.2 Improving energy provisioning for security

In this thesis, we considered wireless mobile charging to guarantee energy provisioning
for IoT security using Deep Q-learning. Recent research showed that actor-critic methods
have better efficiency in solving MDPs than Deep Q-networks. Actor-critic methods
are based on the gradient descent and function approximators for the actor (the part
responsible for the policy) and the critic (the value function). However, the drawback
is that they also need computing power, depending on the underlying neural network
architecture considered. Nevertheless, considering other reinforcement algorithms will
allow us to compare on-policy and off-policy approaches and establish benchmarks in
different scenarios. This is the first possible extension to our research work.

Moreover, the model we considered in Chapter 5 had a wireless mobile charger with
an infinite amount of energy. In the future, we aim to investigate the scenario of how
the Wireless Mobile Charger (WMC) behaves when it has a limited amount of energy.
What decisions it should take when it has a limited amount of energy whereas the threat
level varies and impacts the energy consumption rate of IoT devices? A possible system
model to consider is the one presented in Chapter 4 in which there are many energy access
points that a WMC with limited energy can visit to recharge its battery. Then, there is a
new model that has to be considered, similar to the one proposed in Chapter 4 in which
the remaining energy of the wireless mobile charger is part of the state st. Moreover, a
problem we want to study is the problem of joint context-aware and threat-aware wireless
charging. We studied context-aware and threat-aware wireless charging separately, but
decision-making when both contexts and threats vary leverages new research questions.
Does a charger that knows about the current threat and current context perform better
than a charger that is only threat-aware (or context-aware)?

Furthermore, the environment we considered was a continuous world environment.
Another interesting model for the environment is the square-grid world. In a square-grid
world, the agent navigates from one square to another and can take actions for each square
if they contain a device or a cluster of devices. With this model, it is possible to consider
wider areas and widen the study to the recharge of clusters instead of devices in a field for
instance. Then, it is possible to study the average energy consumption of a cluster and
the impact of a network attack (or other attacks) against a cluster and determine if this
cluster should be recharged first or not. These new models are a second research direction
worth investigating.

A third research direction we may also study is the proposition of a new model
based on a Partially Observable Markov Decision Process (POMDP). POMDPs can model
environments with many uncertainties. In the context of threat-aware wireless charging,
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uncertainties may arise from the following:

• The availability of the current threat level. How should the WMC behave when the
threat level is not available or cannot be computed by the threat detection module?

• The remaining energy of IoT devices. The WMC may not be able to get all the
remaining energy levels of IoT devices in the field. Furthermore, the remaining
energy of each device may not be the same when the information is sent and when
the WMC receives it.

A fourth research direction we will study are the interactions between an attacker
and a smart wireless charger. A clear limit we identified to our research work presented
in chapter 5 is that if the attacker knows the position of the WMC, they can impede
it or destroy it. The attacker could also target a single device or a set of devices far
away from the WMC. This will increase the threat level in the network and the energy
consumption of the devices that will have to use stronger defense mechanisms to mitigate
the attack. An interesting research direction would be to study a more precise model
in which an attacker knows the position of the charger. How should the charger act to
maximize network lifetime given this threat? Furthermore, if this device is important for
the network/application, the wireless mobile charger will have to recharge it. Then, the
attacker can identify the most critical devices in the network to make the charger loop
between the attacked devices and neglect the other devices. Hence, we may propose a new
mechanism that would be able to improve network lifetime with harsher conditions.
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