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Figure 1.1:

Figure 1.2:

Figure 1.3:

Figure 1.4:

LIST OF FIGURES

Typical geological model of a seismogenic strike-slip fault zone
in different views. a: An exhaustive view shows that the fault
zone structure contains a fault core that includes a thin prin-
ciple slip zone where the fault slips and is surrounded by the
heavily fractured damage zones. With the increase in the dis-
tance from the fault core, the number of fractures decreases.
The compositions of the fault zone with much fewer fractures
are represented by two stiffer wall rocks that host the whole
fault. b: A global view of the fault zone shows that the sand-
wiched principal slip zone is extremely thin compared to the
whole fault zone. Retrieved from Cocco et al. (2023). . . . . . .
Roughness measurement of the exhumed Corona Heights Fault
in California with decreasing scales and increasing resolution
(from the top to bottom panels), with corresponding measuring
devices indicated below each panel. The fault roughness exists
at all scales. An elliptical asperity in millimeter-scale can be
roughly evidenced in G. Modified from Candela et al. (2012).
Maps of the normal stress distribution (color-coded) of the same
segment of a seismogenic analog fault under the normal loads of
4400 N (top) and 2700 N (bottom). Modified from Selvadurai
and Glaser (2017). . . . . . . . ...
Slip behaviors and geological structure of a typical strike-slip
fault. A: Schematic illustration of the distribution of seismic
slip, aseismic creep, repeating earthquakes, SSEs, and tremors
on the partially coupled San Andreas Fault near Parkfield. B:
Conceptual section across strike-slip fault illustrating depth dis-
tribution of temperature, fault zone rocks, and deformation
mechanisms accommodating different slip behaviors. Modified
from Biirgmann (2018). C: Slip rates and rupture propagation
speeds for different fault slip behaviors. Retrieved from Rowe
and Griffith (2015).. . . . . .. ... o
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Figure 1.5:

Figure 1.6:

Figure 1.7:

Typical geophysical signals of the observed slow earthquake
family. a: Low-frequency earthquakes (LFEs) (Shelly et al.,
2007). b: Tectonic tremors (Ide et al., 2008). c: Very-low-
frequency earthquakes (VLFEs) (Ide et al., 2008). d: Short-
term SSEs (Hirose & Obara, 2010), where the dashed lines in-
dicate calculated tilt changes due to the short-term SSE. The
daily count of concurrent tectonic tremors is presented below
this signal (Hirose & Obara, 2010). e: Long-term SSEs (Takagi
et al., 2016). Retrieved from Nishikawa, Ide, and Nishimura
(2023). . .
a: Relative static friction coefficient as a function of hold time
using the bare rock fault (solid) and the granular fault gouges
(open). b: Friction coefficient as a function of displacement
during several slide-hold-slide experiments with hold time indi-
cated below the spikes. c¢: Relative dynamic friction coefficient
as a function of slip rate using the bare rock fault (solid) and
the granular fault gouges (open). d: Friction coefficient as a
function of displacement during a velocity-up-step experiment,
which shows the friction coefficient transitions from a steady
state to another steady state after sliding a characteristic dis-
tance. Retrieved from Marone (1998b). . . . . . . . .. ... ..
a: Two possibilities of friction evolution reacted to an incre-
ment of the slip rate of a fault. If (a — b) > 0, the frictional
strength of the fault will be strengthened and lead to a stable
aseismic slip behavior (black line). On the contrary, the fric-
tional strength will be weakened and the unstable seismic slip
is possible to nucleate, given the condition (a—b) < 0 (red line).
Retrieved from Scuderi, Collettini, and Marone (2017). b: Sta-
bility diagram of the velocity-weakening fault system governed
by the rate and state frictional law. The fault system will be
stable (red) if the loading stiffness, K, is greater than the critical
rheological stiffness of the fault, K.. The frictional instability
can nucleate (orange) if K < K, while a narrow oscillation zone
(shaded) which indicates the transition between stable and un-
stable emerges when the values of K and K, are close. Modified

from Gu, Rice, Ruina, and Simon (1984) and Scholz (1998).
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Figure 1.8:

Figure 1.9:

An updated asperity model. A: Cross-sectional scheme indi-
cating the megathrust rupture characteristics of the subduction
zone off the northeast coast of Honshu, Japan. Four depth-
varying domains are presented with corresponding behaviors of
the earthquake and fault slip illustrated. B: Cutaway schematic
characterization of the megathrust frictional subduction inter-
face related to the four domains defined. The regions in red,
orange, and white indicate the seismic asperities slipping unsta-
bly, the conditional stable regions with aseismic slip that can
also be accelerated by the ruptures of adjacent seismic asperi-
ties, and the stable aseismic or episodic slow slipping regions,
respectively. It is noteworthy that the asperities are involved in
all the complex and diverse behaviors of earthquake and fault
slip. Retrieved from Lay and Nishenko (2022).. . . . . ... ..

A-F': Slip rate maps computed from a forward boundary ele-
ment method model by assuming different scenarios of asperity
distribution. The white regions indicate the locked asperities
with zero slip rate. The slip rates of the regions around the
locked asperities are smaller compared to the regions far away
from the asperities. Retrieved from Biirgmann et al. (2005).
G: Spatially heterogeneous interseismic coupling map along the
Peru megathrust, indicating the major role of asperity in the in-
terseismic phase. Retrieved from Perfettini et al. (2010).

Figure 1.10: a: Scheme of the one-dimensional Burridge-Knopoff model.

The spatially homogeneous system (with an equilibrium spac-
ing, a) consists of a chain of identical blocks of mass m coupled
to their nearest neighbors by the same harmonic springs of stiff-
ness, k., and attached to the plate of a slow-loading rate of V'
by identical leaf springs of stiffness, k,. These blocks are in
contact with a rough substrate, and the friction of each block
depends only on its slip rate. Modified from J. Carlson and
Langer (1989). b: Scheme of the two-dimensional Burridge-
Knopoff model. The original one-dimensional array of blocks
is extended to the two-dimensional array of blocks that con-
tains lateral and longitudinal interactions while keeping the
other assumptions the same as the 1D model. Retrieved from
Kawamura, Yoshimura, and Kakui (2019). . . . .. ... .. ..
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Figure 1.11: Schematic fault governed by the rate and state friction show-

ing the individual velocity-weakening asperities surrounded by
the velocity-strengthening creep areas (left). The rupture con-
ditions of a fault are simultaneously controlled by the frictional
properties and the density of asperity (right), which empha-
sizes the collective effect of local asperities on the slip behavior
and frictional stability on the macroscopic fault. Modified from
Dublanchet, Bernard, and Favreau (2013). . . . . . ... .. ..

Figure 1.12: a: Schematic of the triaxial apparatus used for loading the

centimeter-scale rough fault. b: Schematic of the saw cut fault
sample. c: Initial roughness applied on the two parts of the fault
before experiments. Two roughness maps are shown with the
color bar indicating the altitude of asperities in pm. Retrieved
from Aubry et al. (2020). d: Experimental setup of a meter-
scale laboratory rock fault with a dense array of strain gages. e:
Two fault surfaces are contrasted by the degree of topographic
heterogeneity, where the transition from the less to the more
heterogeneous fault is achieved by applying a fast-rate (1 mm/s)
shear loading. Retrieved from S. Xu et al. (2023). . . . . . . ..

Figure 1.13: a: Side-view schematic of a PMMA-PMMA interface under

Figure 2.1:

the direct-shear loading. Detail A illustrates a cartoon rep-
resentation of the multi-contact interface. b: A small sec-
tion of the multi-contact interface showing initial asperity con-
tact measured using the pressure-sensitive film. Retrieved from
Selvadurai and Glaser (2015a). c¢: Scheme of a PMMA-PMMA
fault interface under the direct-shear loading, where the real
contact area along the entire interface is measured over time
through a total internal reflection based method. A sheet of
laser light, incident on the frictional interface, is totally reflected
everywhere except at contact points. The intensity of the light
transmitted at the real contact can be imaged by the fast cam-
era and then converted to the real contact area. Retrieved from
Ben-David, Cohen, and Fineberg (2010). d: An example show-
ing the temporal evolution of the normalized real contact area
along the fault interface. Retrieved from Svetlizky and Fineberg
(2014). . .

Picture showing numerous identical spherical rigid PMMA beads
with a radius of 3 mm embedded in a soft viscoelastic block with
dimensions 10x10x~3.0 cm. Modified from Shu, Lengliné, and
Schmittbuhl (2023). . . . .. ... ... Lo
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Figure 2.2:

Figure 2.3:

Figure 2.4:

Figure 2.5:

Typical temporal evolution of normal force (red) and displace-
ment of the piston (blue) in the first set of experiments at im-
posed displacement (a) and the second set of experiments at
imposed force (b). . . . ...
Characterizing the viscoelastic rheology of the silicone block.
a: Temporal evolution of the normal force during the relax-
ation period (e.g., the force decay shown in Figure 2.2a). The
black and red curves indicate the raw data and the best fitting,
respectively. A Maxwell characteristic time of 19.08 + 5.75 s
is obtained. b: Temporal evolution of the displacement dur-
ing the force step. The black and red curves indicate the raw
data and the best fitting, respectively. A Maxwell character-
istic time of 22.67 £ 2.65 s is obtained. c: Normal force as a
function of the displacement of the loading piston during the
loading stage. The circles and the red dashed line indicate the
raw data color-coded by experiments and the best fitting, re-
spectively. A stiffness of 767 N/mm is obtained for the silicone
block. Retrieved from Shu et al. (2023). . . . . ... ... ...
Technical experimental setups. a: Picture showing the ex-
perimental setup using the normal loading machine, LoadTrac
I1. Note that the fault interface reflected by the mirror comes
from a preliminary analog fault model used for testing. b: Pic-
ture showing the experimental setup using the normal loading
machine, MTS Model C43.104. c: Schematic side view of the
same technical experimental setup, although two separate nor-
mal loading machines, LoadTrac IT or M'TS Model C43.104, are
used in different experiments. Modified from Shu et al. (2023). .
Raw images at the beginning (a) and the end (b) of an experi-
ment extracted from the video recorded by the optical monitor-
ing system. Both images clearly show the analog fault interface
and the offset indicating the total slip of asperities during an
experiment is also observed. . . . . . . . ... ... L.

xiii

37



Figure 2.6:

Figure 2.7:

Figure 2.8:

a: Typical automatic detection results indicate the initial posi-
tions of asperities at time ¢y within the selected region of inter-
est, 1300x 1080 pixels. The asperities without markers represent
the undetected ones while the asperities with blue circles corre-
spond to the excluded ones as their correlation windows exceed
the image boundary. A total of N = 144 asperities marked
by red circles are kept and their positions, x}(ty), are taken as
the initial positions for computing the slip through the subse-
quent image correlation. The square correlation window with
a size of V2R for an arbitrary retained asperity is marked by
the orange square. Two images are extracted from the square
correlation window at times t,_; and %, and then the contrast
is increased, and the neighbor asperities are excluded from the
window (see the four gray tapers in the corners). b: The two-
dimensional FFT-based cross-correlation map between the two
extracted images at times t;_; and t;. The final displacement of
this asperity between the two successive time frames is refined
through an iterative interpolation process implemented around
the position of the maximum value of this correlation map. . . .
a: Schematic side view of the technical experimental setup
coupled with acoustic monitoring. Four identical accelerometers
are deployed by vertically gluing them on the top of the thick
PMMA plate. b: Picture showing the four accelerometers glued
to the PMMA plate. Note that the analog fault model here is
a single-asperity interface used for measuring the parameters in
the rate and state frictional law. . . . . . . ... .. ... ...
Superposition of the raw seismograms (in gray) recorded by
each accelerometer and the corresponding highpass-filtered and
denoised seismogram color-coded by the accelerometer index.
Each black pentagram indicates a STA/LTA detected acous-
tic event that simultaneously triggers all four accelerometers,
where the P-wave arrival time differences among any pairs of ac-
celerometers are all smaller than the preset threshold, 2.0x10~*
s. The acoustic signals recorded by the accelerometers S2, S3,
and S4 are offset by -0.3 V, -0.6 V, and -0.9 V for better visu-
alization. The right panel shows a zoom-in view for the period
ranging from 110 s to 120 s to show the comparison between
the raw seismograms and the processed ones. This experiment
is performed under a normal load of 500 N with a constant
loading rate of 25 pm/s. . . . . ..o
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Figure 2.9: Synchronization of the shear force measurement of the macro-
scopic fault system, the mean acoustic data averaged over the
four accelerometers, and the average cumulative slip of asper-
ity over all asperities computed from optical monitoring. Black
pentagrams indicate the seismic events detected through the
acoustic data, and these events track the shear force drops
and average cumulative slip increments at both small and large
scales. This experiment is performed under a normal load of
500 N with a constant loading rate of 25 ym/s. . . . . . . . ..

Figure 2.10: Typical examples of the highpass-filtered (5 kHz) and denoised
acoustic signals and corresponding short-time Fourier transform-
based spectrogram of noise (a), a small-scale event (b), and a
large-scale event (c). Note that the scales in the y axis are differ-
ent for the three signals that are extracted from the same acous-
tic data (the mean acoustic signal averaged over the four ac-
celerometers) shown in Figure 2.9. A large-scale event presents
more high-frequency characteristics, whereas a small-scale event
is dominated by the intermediate frequency band. No dominant
frequency is shown in the spectrogram of noise except a peak is
observed at 20kHz. . . . . . . .. ... oo

Figure 2.11: a: Cross-correlation between the initial times of optical and
acoustic events, where the mean initial time is removed from
both the optical and acoustic catalogs before the cross-correlation.
The acoustic events are the seismic events detected before, while
the optical events are the slip episodes clustered from the spa-
tiotemporal interactions of different asperities. A nearly sym-
metric distribution of the cross-correlation function is observed.
According to the zoom view (b), the maximum cross-correlation
is found at -4 s time lag, indicating a time synchronization issue
that needs to be optimized in further tests. . . . ... ... ..

Figure 2.12: Temporal evolution of the friction coefficient of the multi-
asperity interface during the five slide-hold-slide experiments.
All the experiments are performed under a normal load of 500
N and a loading rate of 15 pum/s. All the experiments have a
holding time sequence of 10 s, 100 s, 1000 s, and 10000 s. Each
experiment is coded by color. Note the sudden friction coeffi-
cient drop of Exp3 at about 11300 s is due to the stop of the
shear loading. . . . . . . . . . ...
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Figure 2.13: Measurements of the static friction of the multi-asperity in-
terface at different holding times for all five slide-hold-slide ex-
periments. Each experiment is color-coded the same as Figure
2.12. Each circle denotes the static friction coefficient, whereas
each line represents the best linear fit of the fault healing for
each experiment. Expb is excluded due to the outlier at the
holding time of 10000 s. The mean value of the evolution effect
b averaged over the four retained experiments is 0.0171+0.0030. 56

Figure 2.14: Typical evolution of the friction coefficient as a function of
time (top) and as a function of the shearing point displacement
(bottom). The green dashed lines roughly divide the evolution
into several periods corresponding to different loading rates that
are indicated in pum/s. The inset shows the temporal evolution
of the displacement of the shearing point to indicate the history
of the loading rate. The velocity up-step from 15 pym/s to 150
pum/s and the velocity down-step from 150 pm/s to 15 ym/s are
highlighted in this experiment. . . . . . . . ... .. ... ... o8

Figure 2.15: a: Zoom view of the evolution of the friction coefficient as a
function of time during the first velocity up-step shown in Figure
2.14. b: Zoom view of Figure 2.15a with higher resolution.

c: Zoom view of the evolution of the friction coefficient as a
function of shearing point displacement during the first velocity
up-step shown in Figure 2.14. d: Zoom view of Figure 2.15¢c
with higher resolution. . . . . . . . .. ... ... 59

Figure 2.16: Picture showing a single rigid PMMA bead, the same as the
beads used in the analog fault model shown in Figure 2.1, em-
bedded in a rigid plaster block with dimensions 10x10x ~3
CIML. . . v e e e e e 62

Figure 2.17: Temporal evolution of the friction coefficient of the single-
asperity interface during the six slide-hold-slide experiments.

All the experiments are performed under a normal load of 200
N and a loading rate of 15 pum/s. Four experiments (top) have
a holding time sequence of 10 s, 100 s, 1000 s, and 10000 s and
the other two (bottom) have a holding time sequence of 10 s,
50 s, 100 s, 500 s, 1000 s, 5000 s, and 10000 s. Each experiment
iscoded by color. . . . . . . . ... ... 63

Figure 2.18: Measurements of the static friction of the multi-asperity inter-
face at different holding times for all six slide-hold-slide experi-
ments. Each experiment is color-coded the same as Figure 2.17.

Each circle denotes the static friction coefficient, whereas each
line represents the best linear fit of the fault healing for each
experiment. The mean value of the evolution effect b averaged
over all six experiments is 0.0183+£0.0022. . . . . . . .. .. .. 64
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Figure 2.19: Typical evolution of the friction coefficient as a function of

time (top) and as a function of the shearing point displacement
(bottom). The green dashed lines roughly divide the evolution
into several periods corresponding to different loading rates that
are indicated in pum/s. The inset shows the temporal evolution
of the displacement of the shearing point to indicate the history
of the loading rate. The velocity up-step from 5 pm/s to 50
pm/s and the velocity down-step from 50 pum/s to 5 pm/s are
highlighted in this experiment. . . . . . . ... ... ... ...

Figure 2.20: a: Zoom view of the evolution of the friction coefficient as a

function of time during the first velocity up-step shown in Figure
2.19. b: Zoom view of Figure 2.20a with higher resolution.
c: Zoom view of the evolution of the friction coefficient as a
function of shearing point displacement during the first velocity
up-step shown in Figure 2.19. d: Zoom view of Figure 2.20c
with higher resolution. . . . . . . . ... ... .00

Figure 2.21: Superposition of the friction coefficient variation as a function

Figure 3.1:

Figure 3.2:

Figure 3.3:

of time variation (a) and as a function of shearing point dis-
placement variation (b) for all the velocity up-steps in the five
experiments, by setting both the friction coefficient peak and
itstime as zero. . . . . . . . .. ...

Scheme of the single-degree-of-freedom spring-block system.
The slider of mass (analogical to an asperity) is coupled by a
spring with a stiffness of Kg to a plate with a constant loading
rate of Vs, which represents the other side of the fault and
the thick PMMA plate in our experimental setup. The friction
between the slider and the rough surface is governed by the rate
and state friction with aging law in our modeling. . . . . . . . .
a: Earthquake sequences simulated by our spring-block model
(black solid line) and QDYN (red dashed line) using the same set
of parameters listed in Table 3.1. The two earthquake sequences
present the same evolution after the first earthquake cycle. b:
Zoom-in view of Figure 3.2 ranging from 1000 s to 1500 s.
Earthquake sequences simulated by the spring-block model un-
der four different normal loads. The steady sliding of the system
is observed at 1 MPa. The recurrence time, the maximum stress

76

drop, and the maximum slip rate increase with the normal stress. 77
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Figure 3.4:

Figure 3.5:

Figure 3.6:

Figure 3.7:

Figure 3.8:

Figure 3.9:

Recurrence time, maximum slip rate, peak strength, and max-
imum stress drop of the earthquake sequences simulated under
different normal loads. The thick gray dashed line indicates the
reference slip rate of the spring-block system. No recurrence
time is plotted at the 1 MPa normal stress due to the steady
sliding of the system. . . . . . .. ... .. ... ... ... ..
Earthquake sequences simulated by the spring-block model un-
der three different loading rates. The recurrence time decreases
with the loading rate. . . . . . . .. .. .. ... ... .....

Recurrence time, maximum slip rate, peak strength, and max-
imum stress drop of the earthquake sequences simulated un-
der different loading rates. The thick gray dashed line in the
right top panel indicates the reference slip rate of the spring-
block system. The recurrence time decreases with the loading
rate, while the maximum slip rate shows no dependency on the
loading rate. The peak strength and the maximum stress drop
slightly decrease with the loading rate. . . . . . . . . ... ...
Earthquake sequences simulated by the spring-block model un-
der three different values of a/b by keeping b fixed as 0.0144. The
recurrence time, the peak strength, and the maximum stress
drop decrease with the ratio. . . . . . ... ... .. ... ...

Recurrence time, maximum slip rate, peak strength, and max-
imum stress drop of the earthquake sequences simulated under
different values of the ratio a/b. The thick gray dashed line in
the right top panel indicates the reference slip rate of the spring-
block system. The recurrence time, the peak strength, and the
maximum friction drop evidently decrease with the ratio a/b,

while the maximum slip rate slightly decrease with the ratio a/b. 82

Earthquake sequences simulated by the spring-block model
under three different critical slip distances. The steady slid-
ing of the system is observed when the critical slip distance
is large enough. For the system with stick-slip sequences, the
peak strength, recurrence time, the maximum slip rate, and the
maximum stress drop decrease with the critical slip distance. . .
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Figure 3.10: Recurrence time, maximum slip rate, peak strength, and max-
imum stress drop of the earthquake sequences simulated under
different critical slip distances, D.. The thick gray dashed line
in the right top panel indicates the reference slip rate of the
spring-block system. No recurrence time is plotted at the crit-
ical slip distance of 1000 um due to the steady sliding of the
system. In the stick-slip regime, the recurrence time, the peak
strength, and the maximum stress drop evidently decrease with
the critical slip distance, while the maximum slip rate slightly
decreases when the critical slip distance is less than 10 gm.

Figure 3.11: Scheme of the simple one-dimensional model containing two
identical asperities. The viscoelastic interaction between the
asperities is quantitatively described by the Maxwell spring with
both the elasticity K; and viscosity 1. The other assumptions
are the same as the spring-block model shown in Figure 3.1. . .

Figure 3.12: Earthquake sequences simulated by the one-dimensional vis-
coelastic model using the parameters listed in Table 3.2. The
same initial conditions are set for the two blocks. The black
rectangles represent two zoom-in views, where the one ranging
from 500 s to 800 s is shown in Figure 3.13a and the other
ranging from 1700 s to 2000 s is shown in Figure 3.13b. . . . . .

Figure 3.13: a: Zoom-in view of Figure 3.12 ranging from 500 s to 800 s,
showing the consistent behaviors of the two blocks. b: Zoom-in
view of Figure 3.12 ranging from 1700 s to 2000 s, showing the
inconsistent behaviors of the two blocks affected by the viscous
damping. . . . . .. L

Figure 3.14: a: Earthquake sequences simulated by the one-dimensional vis-
coelastic model using the parameters listed in Table 3.2, except
the viscosity is modified as 2.2x10° Pa-s. The initial condi-
tions are set the same for the two blocks. The black rectangle
represent the zoom-in view ranging from 1500 s to 2000 s. b:

84

85

Zoom-in view of the black rectangle region shown in Figure 3.14a. 91

Figure 3.15: a: Earthquake sequences simulated by the one-dimensional vis-
coelastic model using the parameters listed in Table 3.2, except
the viscosity is modified as 2.2x10% Pa-s. The initial condi-
tions are set the same for the two blocks. The black rectangle
represent the zoom-in view ranging from 1500 s to 2000 s. b:

Zoom-in view of the black rectangle region shown in Figure 3.15a. 92
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Figure 3.16: a: Earthquake sequences simulated by the one-dimensional vis-

coelastic model using the parameters listed in Table 3.2, except
the viscosity is modified as 2.2x10! Pa-s. The initial condi-
tions are set the same for the two blocks. The black rectangle
represent the zoom-in view ranging from 1500 s to 2000 s. b:

Zoom-in view of the black rectangle region shown in Figure 3.16a. 93
Figure 3.17: a: Earthquake sequences simulated by the one-dimensional

viscoelastic model using the parameters listed in Table 3.2, but
no viscosity is applied. The initial conditions are set the same
for the two blocks. The black rectangle represent the zoom-in
view ranging from 1500 s to 2000 s. b: Zoom-in view of the
black rectangle region shown in Figure 3.17a. . . . . .. . . ..

Figure 3.18: Scheme of the two-dimensional numerical model with the num-

ber and positions of asperities the same as the analog fault
interface. Through the Delaunay triangulation, the spatial con-
nections between asperities are determined and shown as gray
lines indicating the viscoelastic interactions between asperities.
The zoom view shows that such a viscoelastic interaction be-
tween two asperities is quantitatively described by the Maxwell
spring with both the elasticity K; and viscosity n. Note that
the normal stress heterogeneity induced from the various peak
heights of asperities has not been considered in this preliminary
model. The same normal stress on each asperity is assumed in
the current model. The other assumptions are the same as the
spring-block model shown in Figure 3.1. . . . . ... .. .. ..

Figure 3.19: a: Earthquake sequences simulated by the two-dimensional vis-

Figure 4.1:

coelastic model using the parameters listed in Table 3.2, but the
reference friction coefficient, pg, is changed to 0.1. The initial
conditions are set the same for the two blocks. The behaviors of
three asperities are displayed for clear visualization. b: Zoom-in
view of Figure 3.19a ranging from 1500 s to 2000 s. . . . . . . .

a: Sketch of a typical natural fault zone showing a rough fric-
tional slipping interface subjected to shear. b: Conceptual
model of the analog shear interface derived from the natural
fault core structure. The rigid asperities embedded in the soft
thick block establish a rough slip plane beneath the top rigid
block. Retrieved from Shu et al. (2023). . . . .. ... ... ..



Figure 4.2:

Figure 4.3:

Figure 4.4:

Figure 4.5:

Schematic diagram of the technical experimental setup (side
view). The normal force, Fy, and shear force, Fy, are measured
by their corresponding sensors. A laser is employed to measure
the displacement of the PMMA plate, dp. A high-resolution
camera is utilized with a mirror to monitor the positions of
the PMMA beads during the whole shear process. Two axis
systems, one attached to the ground and another one attached
to the mirror, are represented. The yellow line indicates a rough
slip plane established between the PMMA plate and the PMMA
beads. The inset shows an image of the PMMA beads embedded
in the soft silicone block. Retrieved from Shu et al. (2023). . . .
a: Topographical map of the analog fault interface. The blueish
part is the embedding silicone block while the colored circles are
the asperities created by the PMMA beads. There are a few
non-measured points in the bottom-left corner that have little
effect on characterizing the interface. b: Peak height of each
asperity. The minimum and the maximum are 1.31 mm and
3.15 mm, respectively. c: Distribution of the peak heights of all
the asperities. The asperities with peak heights ranging from
1.4 to 2.6 mm account for the majority. A standard deviation
of 0.39 mm indicates a small variance in the peak heights. d:
Average peak height difference as a function of the z and y
direction. This highlights the large scale variation of the peak
heights. Retrieved from Shu et al. (2023). . . . ... ... ...
Temporal evolution of the shear force under multiple normal
loads. The interface slips steadily when the normal load is quite
small while evident stick-slips occur when the normal load be-
comes greater than 50 N. With the increase of the normal load,
the shear force drop also increases. Retrieved from Shu et al.
(2023). . .
Typical automatic detection results indicating the initial posi-
tions of asperities at time %(, on the interface within a region of
interest of dimensions 1300 x 1080 pixels (i.e., 108.33 x 90 mm).
The asperities without markers represent the undetected ones
while the asperities with blue circles correspond to the excluded
ones as their correlation windows exceed the image boundary.
A total of N = 144 asperities marked by red circles are kept
and their positions z}(ty) are taken as the initial positions for

computing the slip through the image correlation. Retrieved
from Shu et al. (2023). . . . . . . ..o
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Figure 4.6:

Figure 4.7:

Figure 4.8:

Figure 4.9:

Trajectories of all the asperities during the whole duration of
an experiment under a normal load of 400 N and a loading rate
of 5 um/s. The onset of each trajectory is superimposed to be
at the origin (0,0). The prominent gaps correspond to the large
stick-slip events. Retrieved from Shu et al. (2023). . . ... ..
a: Temporal evolution of the cumulative slip in the x direction
for 20 asperities during an experiment under a normal load of
200 N and a loading rate of 15.0 yum/s. The cumulative slips of
the 20 asperities are colored-coded by their initial y positions
at time ty. b: Zoom view of Figure 4.7a showing the detailed
behaviors of asperities during one time interval between two
large stick-slip events (LSE) and ranging from 310 s to 350 s.
Fully sticking indicates a locked state while fully sliding gives
the slope of the imposed displacement rate to the system. Re-
trieved from Shu et al. (2023).. . . . .. ... ... ...
Slip velocity of all the asperities during the time period ranging
from 330 s to 350 s of the same experiment shown in Figure
4.7. The asperities are sorted in ascending order by their initial
x positions at time tg, x;(tg). A large stick-slip event (LSE)
indicated by the red arrow occurred at time 348 s observed,
where all the asperities are synchronously slipping. During the
sticking phase, there are also several small stick-slip events (SEs)
which are indicated by the pink arrows involving the slipping of
a part of asperities. We note that the slip velocity is thresholded
as 1 mm/s to clearly show the slipping of local asperities. The
maximum slip velocity is about 11 mm /s which is a rough proxy
as this might be strongly sensitive to the sampling rate of the
camera. Retrieved from Shu et al. (2023). . . ... ... .. ..

a: Evolution of the shear-to-normal force ratio, pf, as a func-
tion of the average cumulative slip, (u(t)), during the same ex-
periment shown in Figure 4.7 with multiple seismic cycles. b:
Variation of the effective friction coefficient, Ay, as a function
of the variation of the average cumulative slip of all the asperi-
ties, A(u(t)), for the same experiment shown in Figure 4.9a. All
the seismic cycles represented by different colors are superim-
posed together by setting the onset of each fast slipping phase as
the origin. The colored curves in the shadow indicate different
slow slipping phases while the circles denote the corresponding
fast slipping phases. Retrieved from Shu et al. (2023). . . . . .
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Figure 4.10:

Figure 4.11:

Figure 4.12:

Figure 4.13:

Figure 4.14:

Map of the interseismic coupling of asperities along the inter-
face using the same experimental data shown in Figure 4.9. A
similar pattern between the peak heights of asperity (Figure
4.3b) and the interseismic coupling is observed, which shows
that a larger peak height corresponds to a larger interseismic
coupling whereas a smaller peak height corresponds to a lower
interseismic coupling. Retrieved from Shu et al. (2023).. . . . .
Evolution of the interseismic coupling at different peak heights
of asperity under multiple normal loads. The circles with one
filled color are the dataset computed for all the experiments
under the corresponding normal load. Each curve is obtained
by averaging the interseismic coupling over the peak height of
asperity with a bin width of 0.10 mm. The inset displays the
peak height of asperity at transitions from high to low coupling
(stars) as a function of the normal load, where the peak height
of asperity decreases with the increase of the normal load. Re-
trieved from Shu et al. (2023).. . . . . . .. ... ...
Number and percentage of isolated slip episodes under different
values of the coefficient ¢ of D™, With the increase of the
coefficient value, the percentage of isolated slip episodes first
decreases sharply and then remains relatively stable. The value
¢ = 6 that controls the transition is determined as the optimal
coefficient of D4, Retrieved from Shu et al. (2023). . . . . . .

Time-localized slip events produced by a single asperity (i =
98) in the same experiment shown in Figure 4.7. The blue stars
and the thick magenta line represent slip events and the corre-
sponding threshold I'gg specifically computed for this asperity.
The slip events localized in the shadow region with slip velocity
greater than the threshold are defined as IASs while the others
indicating minor slip events and noise are removed. A zoom
view showing the low amplitude TASs during an interseismic
phase ranging from 310 s to 350 s is presented below. Several
IASs with low slip velocities are observed. Retrieved from Shu
etal. (2023). . . ..
Example of one SE lasting one time step which is composed of
nine IASs (polygons with different colors) colored by their total
slips. The magenta dots and gray lines indicate the asperities
locations and the spatial connections all over the interface de-

termined by the Delaunay triangulation, respectively. Retrieved
from Shu et al. (2023). . . . . . . ...
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Figure 4.15: Magnitude-frequency distributions at different loading rates
under the same normal load of 400 N (top) and at different nor-
mal loads under the same loading rate of 15 um/s (bottom).
The circle symbols marked by crosses indicate the large stick-
slip events at the global fault scale, which are excluded from the
computation of the b value since they are reaching the bound-
aries of the model and accordingly are limited in size. The gray
dashed line indicates a reference line with a b value of 1.3. The
shadow represents the range of the magnitudes corresponding
to the ruptures of a single asperity, with an average value of
M = —6.09. Modified from Shu et al. (2023). . .. ... .. ..

Figure 4.16: Moment-duration scaling relation of SEs from multiple exper-
iments under different normal loads with a decreasing slip area
threshold. The slip area threshold decreases from 1.0 x 10* mm?
(top, i.e., the whole interface) to 7.5 x 10> mm? (middle) and
to 2.8 x 10> mm? (bottom). The low, intermediate, and high
normal loads correspond to the values of no greater than 200
N, between 200 N and 600 N, and no less than 800 N, respec-
tively. The linear and cubic scaling relations are plotted for a
guide. The left panel shows the distribution of all the SEs while
the right panel displays the average moment for each duration.
Modified from Shu et al. (2023). . . . ... ... ... .. ...

Figure 4.17: Moment-duration scaling relation of SEs from multiple exper-
iments under different loading rates with a decreasing slip area
threshold. The slip area threshold decreases from 1.0 x 10* mm?
(top, i.e., the whole interface) to 7.5 x 10> mm? (middle) and
to 2.8 x 10> mm? (bottom). The values of loading rates are
color-coded as shown in the legend. The linear and cubic scal-
ing relations are plotted for a guide. The left panel shows the
distribution of all the SEs while the right panel displays the
average moment for each duration. Modified from Shu et al.
(2023). . .
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Figure 4.18: a: Moment-duration distribution obtained using SEs from all

experiments at various normal loads and loading rates, with
a slip area threshold of 1.0 x 10* mm? (i.e., the whole inter-
face). The black dash-dotted line and dashed line represent
the scaling relations of My oc T and M, o T for the guide,
respectively. Two populations of events indicating small and
moderate events (blue) and large events (red) are evidenced. b:
Average moment-duration scaling relation obtained using small
and moderate SEs from all experiments as the large slip events
reaching the edge of the sample have been excluded using a slip
area threshold of 2.8 x 10® mm?. The shadow indicates the mo-
ments corresponding to the ruptures of a single asperity, with a
range of My =2.324+0.91 N m. c: Scaling relation between the
expanding distance of SEs and their duration using the same
dataset in (b). The black dashed line represents the square-
root scaling relation between the expanding distance and the
duration. Retrieved from Shu et al. (2023). . ... ... .. ..

Figure 4.19: Temporal decay of SEs defined in multiple experiments under

different normal loads and the same loading rate of 15 pym/s
(top) and under different loading rates and the same normal
load of 200 N (bottom). The rate of SEs first decays rapidly
with 1/t during about 1 s and then keeps stable as a background
value of about 1 or 2 SE(s) per second. Modified from Shu et
al. (2023). . .

Figure 4.20: Evolution of (a) the interfacial elastic energy, Ej, and of (b)

Figure 5.1:

the bulk elastic energy, F;, under different normal loads and the
same loading rate. Both Fj and FE; accumulate slowly during
the slip-strengthening phases and drop when a large stick-slip
event occurs. Both E} and E; show a clear dependence on the
normal load. Retrieved from Shu et al. (2023). . . .. ... ..

a: Variations of stress drop with source depth using the cata-
log of 942 thrust earthquakes of magnitude My, 5.5 and above.
Solid circles are individual measurements, and solid squares
are mean (bootstrapped) over magnitude bins. Gray and red
lines are uncertainty measurements. Retrieved from Denolle
and Shearer (2016). b: Variations of average stress drop with
normal stress using laboratory stick-slip events. Solid triangles
and open circles respectively represent the events produced by
a rough fault (a roughness of about 80 pum) and a smooth fault
(a roughness of about 0.2 ym). Retrieved from Okubo and Di-
eterich (1984). . . . . . .. .. ..
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Figure 5.2:

Figure 5.3:

Figure 5.4:

Figure 5.5:

Stress drops of six types of slip episodes under different nominal
normal loads. The stress drops computed through the direct
manner are denoted by the filled circles, while the open circles
denote the stress drops obtained from the inferring manner. The
inferring stress drops are offset horizontally by +40 N for clear
visualization. . . . .. . ...
Inferring stress drop as a function of the direct stress drop. The
gray dashed line represents the slope of 1 as a guide to the eye.
Stress drop of confined and unconfined ruptures. Top: Stress
drop distributions with increasing normal stress (color intensity,
values shown in bottom plot) for six unique fault conditions.
The width of each shape corresponds to the probability density
function for that range of stress drops. For the largest fault size
with fully confined ruptures (left of thick dashed line), stress
drop is invariant to changes in normal stress (green), normal
stress heterogeneity (red), and even to a large extent increases
in the frictional force along the fault (blue). However, as the
size of the fault is reduced (right of thick dashed line) and events
increasingly nucleate or terminate at the edges of the system, a
large change in the stress drop, as well as an emergent normal
stress dependence are observed (purple, fuchsia, gray). Black
dots indicate the average stress drop of all events across the
experiment. Bottom: Average normal stress for each corre-
sponding set of experiments above. Horizontal dashed line at
30 kPa is shown as a guide to the eye. Modified from Steinhardt,
Dillavou, Agajanian, Rubinstein, and Brodsky (2023). . . . . .
a: Picture showing numerous asperities embedded with height
variations in the viscoelastic silicone block. Modified from Shu
et al. (2023). b: Raw image (with a resolution of 2400 DPI)
of the digitized pressure-sensitive film compressed under a con-
stant macroscopic normal load of 800 N for about 200 s. A few
asperities located in the right top corner are not clearly mea-
sured because they have smaller peak heights as evidenced in the
high-resolution topographical map (see Figure 4.3 for details).
The zoom view displays the color intensity (proportional to the
pressure) and the real contact measured at one local asperity.
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Figure 5.6:

Figure 5.7:

Figure 5.8:

Figure 5.9:

a: Luminous intensity map of the digitized pressure-sensitive
film compressed under a constant macroscopic normal load of
800 N for about 200 s. The real contacts are marked by the re-
gions with smaller intensity. The black rectangles highlight the
zoom-in regions shown below, where the real contact of each as-
perity is displayed. b: Normal stress map of the same pressure-
sensitive film where the white rectangles mark the same zoom-in
regions. The zoom-in view of the normal stress map is consis-
tent with that of the luminous intensity map. . . . . . . . . ..
a: Peak height of each asperity extracted from the high-resolution
topographical map of the analog fault interface (see also Figure
4.3). The minimum and the maximum are 1.31 mm and 3.15
mm, respectively. Such a distribution of the peak height of
asperity indirectly indicates the normal stress distribution if re-
ferring to a simple Hertz contact model. Modified from Shu et
al. (2023). b: Normal stress distribution at local asperities mea-
sured from the pressure-sensitive film compressed under a nom-
inal normal load of 800 N. The normal stress is color-coded and
the equivalent contacting radius of each asperity is up-scaled by
1000 times for clear visualization. The normal stress and the
real contact of a few asperities located in the right top corner of
the analog fault are not measured by the pressure-sensitive film.
a: Distribution of the equivalent contacting radius of the real
contacts detected by the pressure-sensitive film. The minimum,
average, and maximum equivalent contacting radius are 0.1143
mm, 0.1740 mm, and 0.3506 mm, respectively. b: Mean normal
stress sustained by the asperity as a function of its equivalent
contacting radius. Each separate circle is color-coded by the so-
lidity of the image detection, and the best linear fit of the whole
dataset is represented by the gray dashed line. The thick ma-
genta dashed line represents the macroscopic normal stress of
the interface, which is computed by dividing the applied nom-
inal normal load by the sum of the real contact areas of the
detected asperities. The whole measurement generally follows a
trend indicating an increase in real contact area increasing the
mean normal stress. . . . . .. ...
Number of detected asperities as a function of the applied nom-
inal normal loads. The dashed line represents the best linear fit.
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Figure 5.10: a: Distribution of the equivalent contacting radius of the de-
tected asperities, color-coded by the nominal normal load. b:
Mean normal stress sustained by the asperity as a function of
its equivalent contacting radius. The symbols are coded by the
applied nominal normal loads. Each separate symbol is color-
coded by the solidity of the image detection. The color-coded
thin, solid lines represent the best linear fits of the asperities
detected under different normal loads. The thick dashed lines
with the same color coding indicate the macroscopic normal
stresses computed the same as that in Figure 5.8. . . . . . . .. 170
Figure 5.11: Mean normal stress as a function of the peak height of asper-
ity derived from the topography of the analog fault interface.
The symbols are coded by the normal load, and the color indi-
cates the equivalent contacting radius measured by the pressure-
sensitive film. The gray symbols represents the undetected as-
perities with unknown mean normal stresses. For each normal
load, the undetected asperities are plotted using the same ar-
bitrary value. A vertical offset of 2 MPa is applied to all the
undetected asperities under three normal loads for clear visual-
ization. . . . . . . L. 172
Figure 5.12: Mean normal stress as a function of the nominal normal load.
The symbols are the measurements given by the pressure-sensitive
film and are coded by the peak height of asperity. A best linear
fit is presented when the asperity is detected by the pressure-
sensitive film under all three normal loads, which is color-coded
by the peak height of this asperity. It gives the linear rela-
tionship between mean normal stress on a local asperity with a
specific peak height and the applied nominal normal load. . . . 174
Figure 5.13: Pictures showing another two multi-contact analog fault mod-
els. a: Numerous identical spherical rigid PMMA beads with a
radius of 2 mm are randomly embedded with height variations
in the same viscoelastic block. b: Two sizes of spherical rigid
PMMA beads, one in a radius of 2 mm (red) and the other in
a radius of 3 mm (blue) are randomly embedded with height
variations in the same viscoelastic block. . . . . . . . . ... .. 176
Figure 5.14: Spatiotemporal evolution of the instantaneous interseismic cou-
pling along the simulated fault. Blue solid lines denote the
earthquake rupture segments and green stars their epicentres.
The position of the barrier is indicated by the white dashed
lines. Retrieved from Molina-Ormazabal, Ampuero, and Tas-
sara (2023). . . .o 180
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Figure 5.15: Top: Experimental setup, where a bump can be artificially cre-
ated by placing different numbers of identical thin steel shims
(assumed to be infinitely stiff since their Young’s modulus is
much greater than that of PMMA) between the PMMA plates
and the steel load frame. Middle: Local normal stress distri-
bution along the experimental PMMA-PMMA fault. Bottom
(left): Temporal evolution of the average slip for two experi-
ments under the same conditions (7, = 2 MPa), except the
left one has no bump (0 shim) while the right one has a bump
(6 identical shims) that induces a local normal stress of about
37.4 MPa. Bottom (right): Complexity of the labquake se-
quences as a function of the average normal stress along the
macroscopic experimental fault, 7,,, and the local normal stress
at the bump (proportional to the number of shims), Aoy The
color indicates the variance of the normalized average slip. Each
marker denotes the labquake sequences during an experimental
run. Triangles indicate consistent sequences (all complete rup-
ture events, bump never stopped rupture) while squares indicate
variable sequences (at least one partial rupture where the bump
did not slip). The dashed line with a slope of 6 separates the
map into two phases: consistent and variable sequences. Modi-
fied from Cebry, Sorhaindo, and McLaskey (2023). . . . .. ..

XX1X



Table 3.1:
Table 3.2:
Table 4.1:
Table 4.2:

LIST OF TABLES

Parameters used in the spring-block model . . . . . . . ... .. 75
Parameters used in the one-dimensional viscoelastic model . . . 87
Parameters of each experiment . . . . . . ... ... ... ... 111
Parameters and b value of each experiment . . . ... ... .. 136

XXX



VITA

2012 - 2016 B.Eng. in Mining Engineering, Central South Univer-
sity, Changsha, China

2016 - 2019 M.Eng. in Mining Engineering, Central South Univer-
sity, Changsha, China

2020 - 2024 Ph.D. in Geophysics, Université de Strasbourg, Stras-
bourg, France

PUBLICATIONS

Weiwei Shu, Olivier Lengliné, and Jean Schmittbuhl, “Collective Behavior of
Asperities Before Large Stick-Slip Events”, Journal of Geophysical Research: Solid
Earth, €2023JB026696, 2023.

XXX1



ABSTRACT OF THE DISSERTATION

Analogical modelling of frictional slip on faults: implications for

induced and triggered seismicity

by
Weiwei Shu
Doctor of Philosophy in Geophysics
Université de Strasbourg, 2024

Faults are common geological discontinuities at different scales distributed at
various depths within the Earth’s crust, which can slip with diverse behaviors by
accommodating the large-scale, far-field, slow tectonic loading: from aseismic creep
to seismic slip. Such diverse slip behaviors of a fault are mainly controlled by the
frictional stability of the fault interface sandwiched in the middle of the macro-
scopic fault zone system, in which viscoelastic rheology, particularly for faults at
greater depth or within the high-temperature environment (e.g., geothermal reser-
voirs), might be aroused from the potential circulation of hot fluid in the heavily
fractured damage zone. Through topographical measurements of exhumed geolog-
ical faults, it has been widely recognized that the roughness of a fault interface
exists at all scales and creates numerous discrete asperities that establish a com-
plex set of real contacts. These asperities control the initiation and evolution of
the fault slip since they offer greater than average resistance to the imposed shear
stress. Investigating the intrinsic relationships between the collective behavior of
local asperities and the frictional stability of the macroscopic fault enables a better
understanding of the mechanical evolution of a fault and the physical process of
resulting earthquake sources.

An analog fault model comprising multiple asperities is developed to overcome
the difficulty of imaging an exhaustive spatiotemporal variability of a natural fault
interface at depth and the limited computational efficiency of the numerical models

when heterogeneities span a large time and space domain. Specifically, numerous
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identical rigid spherical PMMA (poly-methyl-methacrylate) beads, which are used
to model the discrete frictional asperities, are embedded with height variations
and random spatial distribution in a soft viscoelastic silicone block to establish
numerous micro-contacts with a thick transparent rigid PMMA plate on the top.
During the entire shear process of such a heterogeneous fault interface, not only
the subtle motion of each local asperity can be directly measured by the high-
resolution optical monitoring system, but also the seismic characteristics emitted
from dynamic ruptures that occurred at local asperities can be captured by the
acoustic monitoring system.

By capturing the temporal evolution of the slip of each asperity, we link the
mechanical response of the macroscopic fault with the collective behavior of local
asperities. The synchronization of the local slips at all asperities is responsible
for the unstable stick-slip of the macroscopic fault. Many destabilizing events
at the local asperity scale are observed in the slip-strengthening stage which is
conventionally considered as the stable regime of a fault. The slip behavior of
asperities during the slip-strengthening stage is evaluated through the interseismic
coupling, which can be affected by the nominal normal load, the local topogra-
phy of the fault interface, and the elastic interactions between asperities through
the embedding silicone block. The spatiotemporal interactions of asperities are
quantified as slip episodes. Statistical analysis of the catalog of slip episodes re-
produces the significant characteristics and scaling laws observed in natural faults,
such as the magnitude-frequency distribution, the moment-duration scaling, and
Omori’s law, demonstrating the effective upscaling of the experimental results.
The collective depinning of asperities in this slow-loading system is quantitatively
illustrated through the evolution of the elastic energies. An unexpected persistency
of a disordering of the asperities through the seismic cycles is evidenced despite
the relaxation effect of the large slip events.

Additionally, such a multi-contact fault interface with normal stress variations
at asperities and viscoelastic bulk rheology can be modeled numerically based
on the modified two-dimensional Burridge-Knopoff model, where the viscoelastic

interactions of asperities are quantified from the physical properties of our exper-
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imental setup and the friction of each asperity is governed by the rate and state
frictional law. The rate and state parameters of a single-asperity interface mea-
sured from slide-hold-slide and velocity step experiments are inputted into the
numerical model. This physics-based numerical model is efficient in computation,
and it allows a complementary understanding of the effects of some fault parame-
ters (e.g., the viscosity of the silicone block, the spatial distribution of asperities,
etc.) on the fault slip behavior.

Our results demonstrate that earthquake sequences are phenomenological man-
ifestations of the diverse slip behaviors of a macroscopic fault controlled by the
collective behavior of local asperities. The slow slip events clustered from spa-
tiotemporal interactions of asperities are generated in our frictional-viscous exper-
imental setup without the presence of fluid, which supports that the viscoelastic
rheology of the complex fault zone could be an effective candidate for explaining
the physical mechanism of the slow earthquakes observed worldwide. The slip
intermittency of these slow events is also highlighted in our experiments. Such
slip intermittency is consistent with the observations that a long-term slow slip
event can be decomposed into multiple short-term slow slip events each acting
for a limited duration. In addition, the initiation and arrest of the confined slip
episodes taking place during the slip-strengthening phase are observed. This slip-
strengthening phase with multiple small-size confined ruptures can be seen as the
preparatory phase of a giant rupture that occurs in a natural fault. Besides, we
evidence that the interseismic coupling on the analog interface is similar to that
observed along subduction zones, where the coupling evolves with the normal stress
and the topographical variation. All the reproduced magnitude-frequency distri-
butions follow a typical Gutenberg-Richter distribution where events with multiple
sizes are observed. Our moment-duration scaling indicates a best-resolved trend
close to My o< T that is in agreement with the observations of slow earthquakes
using catalogs from multiple subduction zones. Similar temporal decay of our slow
events is also evidenced when analyzing low-frequency earthquakes (LFEs) that
occurred in several natural faults, as LFEs are mainly accounted for as the small

shear ruptures confined on localized asperities.
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Future work will focus on the relationships between the other features of such
a group of asperities (e.g., asperities with varying sizes or different frictional prop-
erties on the same interface) and the development of seismicity, as well as the
stress transfer and slip triggering among discrete asperities, which aims at better

understanding the link of seismicity and the aseismic slip of asperities.
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Chapter 1

Introduction

1.1 Stick-Slip of Crustal Faults

Large tectonic earthquakes are commonly felt as sudden violent shaking of the
ground caused by the radiation of the seismic waves generated by the earthquake
source in the Earth’s lithosphere, which can induce tremendous damage to infras-
tructure and loss of human life (Fontiela et al., 2020). However, seismic radiation is
only a small portion of the total energy released during such an earthquake (Aki &
Richards, 2002). The energy of an earthquake is accumulated for years through the
elastic strain localization acting on a crustal fault due to tectonic loading while
being released in seconds through the rapid slip of the fault accompanied by a
shear rupture instability (Scholz, 2019). Such a process is explained by the elastic
rebound theory (Reid, 1911). During the long period when the fault is locked, the
elastic strain slowly accumulates and the shear stress builds up on the fault with
no earthquake occurrence. At one point, the accumulated shear stress is large
enough to yield the fault, the shear strength of the fault suddenly drops and a
rapid slip occurs to release the accumulated energy. This first locking and then
slipping process is called stick-slip and has been universally recognized as the phys-
ical mechanism of earthquakes (Brace & Byerlee, 1966). The repeated occurrence
of earthquakes also defines the seismic cycle over geological times, which mainly
divides the temporal evolution of shear stress on the fault into three periods: inter-

seismic, coseismic, and postseismic phases (Scholz, 2019). The interseismic phase



is the long sticking period for energy accumulation, while the rapid slip of the fault
takes place during the short coseismic phase, which is followed by the postseismic
phase where the stress redistributes around the earthquake source. Another seis-
mic cycle will start with the interseismic phase when the shear stress slowly builds

up again on the fault.

Minor faults
a in the DZ

1-1,000 m

1-1,000 m ! | Note changes in scale

Figure 1.1: Typical geological model of a seismogenic strike-slip fault zone in dif-
ferent views. a: An exhaustive view shows that the fault zone structure contains
a fault core that includes a thin principle slip zone where the fault slips and is sur-
rounded by the heavily fractured damage zones. With the increase in the distance
from the fault core, the number of fractures decreases. The compositions of the
fault zone with much fewer fractures are represented by two stiffer wall rocks that
host the whole fault. b: A global view of the fault zone shows that the sandwiched
principal slip zone is extremely thin compared to the whole fault zone. Retrieved

from Cocco et al. (2023).

Faults are common geological discontinuities at different scales distributed at
various depths within the Earth’s crust (Ben-Zion & Sammis, 2003). However,
a unified geological model (e.g., Figure 1.1) is commonly used to describe the
structure of these faults (Cocco et al., 2023). The structure of a fault zone is, from
inward to outward, composed of the principal slip zone, fault core, and damage

zone, hosted by two stiff wall rocks with few fractures (Mitchell & Faulkner, 2009;



Stierman, 1984). The principal slip zone is a thin fault surface (of a thickness
of several millimeters) where the rapid slip motion of the fault takes place and
also where the fault gouges or cataclasites are generated due to the wear effect
(Engelder, 1974). The core of the fault, with a thickness of several meters, contains
the principal slip zone and accommodates most of the displacement during the fault
slip process, which is surrounded by a plastic zone consisting of heavily fractured
rock mass with a thickness of several hundreds of meters, that is damage zone
(Chester & Chester, 1998; Schulz & Evans, 2000).

Earthquakes are physically the results of the shear rupture instability along
the thin principal slip zone embedded in the fault core. Such a thin principal slip
zone is usually simplified as a slip plane, which is the fault interface, to study the
relationship between earthquake characteristics and the frictional slip behaviors of

the fault interface (Barbot, 2019).

1.2 Fault Roughness and Interfacial Contacts

The fault slip plane actually is not perfectly flat although the interface is ide-
alized as a frictional slip plane (Barbot, 2019). The exhumed geological faults
provide the opportunity to directly measure the roughness of the fault surface.
For example, the roughness of the Corona Heights Fault in California was mea-
sured in scales varied by several orders of magnitude and corresponding adaptive
resolutions (Candela et al., 2012), as shown in Figure 1.2. From the top to bottom
panels of Figure 1.2, the measuring scales are decreased from dozens of meters to
several millimeters, while the measuring resolutions are increased thanks to the
topographical scanning devices employed with higher and higher resolutions. It is
clear to see that this fault surface exhibits a complex topography characterized by
height variations at all scales. It is not surprising that the same finding is concluded
when similar measurements are performed on other exhumed faults (Candela et
al., 2009; Power et al., 1987; Schmittbuhl, Gentier, & Roux, 1993). Moreover, the
upscaling of the roughness of exhumed faults measured at laboratory scales allows

a numerical model to successfully reconstruct the absolute normal stress fields of
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Figure 1.2: Roughness measurement of the exhumed Corona Heights Fault in
California with decreasing scales and increasing resolution (from the top to bottom
panels), with corresponding measuring devices indicated below each panel. The
fault roughness exists at all scales. An elliptical asperity in millimeter-scale can

be roughly evidenced in G. Modified from Candela et al. (2012).



the Nojima fault before and after the 1995 Kobe earthquake (Schmittbuhl et al.,
2006).

Furthermore, the laboratory experiments performed by Dieterich and Kilgore
(1994) using the transparent PMMA (poly-methyl-methacrylate) sample, a glassy
material analogical to rock, clearly demonstrate the existence of a complex set of
microcontacts on the frictional fault interface, which is responsible for establishing
the fault roughness (Schmittbuhl et al., 2006) and commonly known as asperi-
ties (Bhushan, 1998). Recently, a series of laboratory experiments (Selvadurai &
Glaser, 2015a, 2017) have taken advantage of the transparency of the PMMA-
PMMA fault interface and the pressure-sensitive film to map the normal stress
distribution of a seismogenic fault interface (Figure 1.3). It provides the identifi-
cation of numerous discrete asperities with a complex and random distribution on
this fault interface that serve as the real microcontacts. Since the real contact area
is much smaller than the nominal contact area, these asperities sustain greater
normal stress than the other parts of the interface and thus act as normal stress
concentrators. Meanwhile, their resistance to the imposed shear stress is proved to
control the initiation and evolution of the fault slip (Brener et al., 2018; Chen et
al., 2020; de Geus et al., 2019; Scholz, 2019). By comparing the top and bottom
panels in Figure 1.3, the number of generated asperities and the average normal
stress of asperities increase with the normal load, which is also consistent with the
prediction of the contact model (K. Johnson, 1987).

Such interfacial contacts of exhumed and analog faults can also be extrapolated
to the active seismogenic faults at depth by supposing a similar topographical fea-
ture in which numerous discrete asperities sustaining higher normal stress estab-
lish the roughness of the fault surface. Indeed, the seismological observations of
small repeating earthquakes in the San Andreas Fault (Nadeau & Johnson, 1998;
Nadeau & McEvilly, 1999) and in the Japan Trench (Igarashi, 2020; Matsuzawa et
al., 2002), as well as in other creeping plate boundary faults (Uchida & Biirgmann,
2019), interpreting them as the periodical failure of small locked patches driven
by the constant aseismic creep on the surrounding fault surface, well support the

presence of such asperities on the fault interface.
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Figure 1.3: Maps of the normal stress distribution (color-coded) of the same
segment of a seismogenic analog fault under the normal loads of 4400 N (top) and

2700 N (bottom). Modified from Selvadurai and Glaser (2017).

1.3 Diverse Slip Behaviors of Faults

According to the traditional end-member model of fault slip rate, the slip along
the fault is thought to behave either in the fast seismic (unstable) way or in the
slow aseismic (stable) way. It has been widely recognized that the seismic slip
rates during earthquakes range approximately from 10~* m/s to 1 m/s (Biirgmann,
2018; Sibson, 1986), while the aseismic slip rate during creep is around 107 m/s
(Figure 1.4C) (Rowe & Griffith, 2015). However, with the discovery of a transition
zone between the fast seismic slip and the slow aseismic creep, which is composed
of slip events with intermediate slip rates of about 1078 — 107 m/s (Dragert et
al., 2001), it is suggested that faults actually can slip with various rates in a
wide range (Rowe & Griffith, 2015), from fast seismic slip to slow aseismic creep,
by accommodating lithosphere deformation (Biirgmann, 2018), thus presenting
diverse slip behaviors: fast seismic slip, intermediate slow slip, and slow aseismic

creep (Figure 1.4). These slip events with such intermediate slip rates are usually
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Figure 1.4: Slip behaviors and geological structure of a typical strike-slip fault.
A: Schematic illustration of the distribution of seismic slip, aseismic creep, repeat-
ing earthquakes, SSEs, and tremors on the partially coupled San Andreas Fault
near Parkfield. B: Conceptual section across strike-slip fault illustrating depth
distribution of temperature, fault zone rocks, and deformation mechanisms ac-
commodating different slip behaviors. Modified from Biirgmann (2018). C: Slip
rates and rupture propagation speeds for different fault slip behaviors. Retrieved
from Rowe and Griffith (2015).



called slow slip events (SSEs) (Dragert et al., 2001; Rogers & Dragert, 2003).

The distribution of seismic slip, repeating earthquakes, aseismic creep, SSEs,
and tremors is schematically illustrated on the partially coupled San Andreas Fault
near Parkfield (Figure 1.4A), while the deformation mechanisms on fault rocks in
the conceptual section across the fault structure (Fagereng & Toy, 2011) correspond
in Figure 1.4B (Biirgmann, 2018).

It is interesting to note that although SSEs can occur at all depths (Lay &
Nishenko, 2022; Nishikawa et al., 2023) within the seismogenic zone of faults and
below (Figure 1.4A), the related fault structure can be quite different due to the
depth-varying factors of temperature, pore fluid pressure, fault rock, and the rheo-
logical deformation mechanisms integrated from all these factors (Fagereng & Beall,
2021). The complex fault structure and low-resolution frictional environment make
the generation and physical process of SSEs and related seismologically observed
slow earthquakes (will be briefly reviewed in Section 1.2.1) still elusive (Behr &
Biirgmann, 2021). Regardless of considering such complexity, a fault capable of
hosting SSEs is supposed to be at the transition state of the frictional equilibrium
between seismic and aseismic slip (Scholz, 1998), which has also been evidenced on
small-scale faults in geothermal reservoirs where high temperature and high pore
fluid pressure (low effective normal stress) exist (Cornet, 2016; Wynants-Morel et

al., 2020).

1.3.1 Brief Review of Slow Earthquakes

The geophysical signals observed at the fault transition state of the frictional
equilibrium between seismic and aseismic slip are classified in the category of slow
earthquakes. For convenience, the most commonly known regular earthquakes that
generate significant ground shaking are termed ”earthquakes” in this dissertation,
in contrast to the "slow earthquakes” that gently release the accumulated energy.
The mechanism for the occurrence of slow earthquakes remains largely a mystery.
Currently, there are five major types of slow earthquakes (Nishikawa et al., 2023),
which are low-frequency earthquakes (LFEs) (Figure 1.5a), tectonic tremors (Fig-
ure 1.5b), very-low-frequency earthquakes (VLFEs) (Figure 1.5¢), long-term slow



slip events (SSEs) (Figure 1.5d), and short-term SSEs (Figure 1.5¢). Among these
five signals, long-term and short-term SSEs are observed by geodetic instruments,
while the others are observed through seismological instruments. Here I briefly
review some key features of the slow earthquakes according to the order shown in

Figure 1.5.
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Figure 1.5: Typical geophysical signals of the observed slow earthquake family.
a: Low-frequency earthquakes (LFEs) (Shelly et al., 2007). b: Tectonic tremors
(Ide et al., 2008). c: Very-low-frequency earthquakes (VLFEs) (Ide et al., 2008).
d: Short-term SSEs (Hirose & Obara, 2010), where the dashed lines indicate
calculated tilt changes due to the short-term SSE. The daily count of concurrent
tectonic tremors is presented below this signal (Hirose & Obara, 2010). e: Long-

term SSEs (Takagi et al., 2016). Retrieved from Nishikawa et al. (2023).

LFEs are slow earthquakes with the smallest moment magnitudes (approxi-
mately My, 1.5) and shortest source duration (about 0.2 s) (Ide, Beroza, et al.,
2007; Ide, Shelly, & Beroza, 2007). They are characterized by low dominant fre-

quencies (1-8 Hz) compared to micro-earthquakes of comparable moment release
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(Shelly et al., 2007). Meanwhile, LFEs are thought as small shear ruptures (Beroza
& Ide, 2011; Ide, Shelly, & Beroza, 2007) occurring on small localized asperities
within a fault predominated by aseismic rheology (Thomas et al., 2018).

Tectonic tremors are detected as bursts of seismic signals without clear P- and
S-wave arrivals. The dominant frequency band of tremors is 2-8 Hz (Shelly et al.,
2007). It is suggested that a tremor can be decomposed into numerous individual
LFEs concealed in this swarm (Shelly et al., 2007).

The waveforms of VLFEs present very weak amplitudes of high-frequency com-
ponents, while VLFEs have greater seismic moments (of My, 3-4) and longer source
duration of tens to hundreds of seconds (Beroza & Ide, 2011; Ito et al., 2007; Obara,
2020). The occurrence of VLFEs in subduction zones is also frequently accompa-
nied by tremors and LFEs.

Short-term SSEs are aseismic slip transients usually lasting from minutes to
days and captured by the Global Navigation Satellite System (GNSS) (Dragert
et al., 2001). According to the investigation of Dragert et al. (2001), the slow
transient with a slip of ~2 cm and a duration of about one month in the Cascadia
subduction zone releases energy equivalent to the moment magnitude of My, 6.7.

Long-term SSEs are aseismic transients that have the largest moment magni-
tudes (approximately My 6.5-7.5) and the longest characteristic time scales of
several months to years (Kano et al., 2018; Nishikawa et al., 2023; Takagi et al.,
2019). It is noteworthy that a long-term SSE can also be decomposed into a clus-
ter of short-term SSEs by using a dense catalog of LFEs as a guide (Frank et al.,
2018).

Although five major types of slow earthquakes are observed with different time
scales and energy releases, they are often observed to occur in close time and spatial
proximities. For example, episodic bursts of tremors, which can be decomposed
into LFEs (Shelly et al., 2007), are found to coincide with the motions of short-
term SSEs in the Cascadia subduction zone (Rogers & Dragert, 2003). It is also
suggested by some recent reviews (Blirgmann, 2018; Obara & Kato, 2016) that
the rupture fronts of SSEs can be represented by the tremor sequences.

It has been realized that slow earthquakes are ubiquitous in various environ-
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ments (Saffer & Wallace, 2015) and characterized by a wide spectrum (Peng &
Gomberg, 2010). Moreover, slow earthquakes play an important role in the earth-
quake cycle as they are thought to act as precursory sequences that trigger large
earthquakes (Kato et al., 2012; Radiguet et al., 2016; Ruiz et al., 2014; Socquet et
al., 2017). On the contrary, they also can be triggered due to the stress transfer
from a mainshock (Alwahedi & Hawthorne, 2019; Uchida & Matsuzawa, 2013).
The diverse slip behaviors of a fault interface are associated closely with slow
earthquakes. Although many efforts have been made to explain these intriguing
observations, a more comprehensive and detailed knowledge of the physical pro-

cesses of diverse fault slip behaviors is still demanding.

1.4 Rate and State Friction

The frictional stability of a fault interface is usually quantified by the rate and
state friction law, which is a constitutive law derived from laboratory rock friction
experiments (Dieterich, 1979; Ruina, 1983). Figure 1.6 summarizes how the fric-
tion evolves with respect to the hold time and the slip rate using both bare rock
samples and granular fault gouges in the laboratory (Marone, 1998b). With the
quartz gouges, the friction strengthening is reproduced through the slide-hold-slide
experiments and the frictional strength is greater with a larger hold time (Fig-
ure 1.6b). Such time-dependent friction strengthening using several experimental
datasets is summarized in Figure 1.6a, which shows that the friction coefficient
increases linearly with the logarithmic hold time. This strengthening of the fault
frictional strength is usually called healing (Dieterich, 1978; Dieterich & Kilgore,
1994) and it describes the frictional strength increase (energy accumulation) of
the seismogenic faults during slow creep (Marone, 1998a). Meanwhile, a velocity-
weakening of the friction is also observed during a velocity-up-step experiment
with quartz gouges (Figure 1.6d). Such weakening of the friction strength upon a
slip rate increment is not only observed in quartz gouges but also bare rock faults
(Figure 1.6¢). This weakening characteristic also illustrates the origin of the slip

instability, which is that the faster the slip rate, the weaker the fault interface,
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resulting in accelerated slip and mechanical instability.
Based on the measurements of rock friction experiments, the rate and state fric-
tional law is established by simultaneously modeling both the slip rate dependence

and the state dependence on friction,

Vol

v
,uZ,LLo—l—aln(vO)—i—bln(D ), (1.1)

where the friction coefficient, pu, is simultaneously dependent on the slip rate, V,
and the state variable, . The state variable, 0 is often interpreted as the average
contact age of the frictional fault interface. o and Vj are the reference values
of the friction coefficient and the slip rate of the fault, respectively. D, is the
characteristic slip distance required for the fault to reach a new steady state. a and
b are empirical parameters that indicate the direct effect and the evolution effect,
respectively. Two different evolution laws of the state variable, 8, are commonly

used to couple with equation 1.1:

o _ Ve
dt D.’

(1.2)

and
db B _V@l Ve

== n(D ). (1.3)
The equation 1.2 is called aging law (Dieterich, 1978, 1979) that emphasizes the

time dependence on the restrengthening of friction during quasi-stationary con-
tact while the equation 1.3 is the slip law that considers slip is necessary for any
change in friction even during the restrengthening during quasi-stationary contact
(Ruina, 1983). The differences between the aging law and the slip law have been
compared in Marone (1998b) in detail and T will not dive deep into this topic in
this dissertation.

Assuming a fault reaching the steady state which gives df/dt = 0 and fgg =
D./V, then its friction is quantified as:

b= o+ (a— ) 111(%). (1.4)

Upon an increment of the slip rate, the frictional strength is strengthened and

this leads to the aseismic slip of the fault if (a — b) > 0, which is usually called
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Figure 1.6: a: Relative static friction coefficient as a function of hold time using

the bare rock fault (solid) and the granular fault gouges (open). b: Friction coeffi-

cient as a function of displacement during several slide-hold-slide experiments with

hold time indicated below the spikes. c: Relative dynamic friction coefficient as a

function of slip rate using the bare rock fault (solid) and the granular fault gouges

(open). d: Friction coefficient as a function of displacement during a velocity-

up-step experiment, which shows the friction coefficient transitions from a steady

state to another steady state after sliding a characteristic distance. Retrieved from

Marone (1998b).
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velocity-strengthening behavior (Scholz, 1998). On the other hand, the fault shows
velocity-weakening behavior and has the possibility to nucleate instability with
unstable seismic slip due to the decrease of the frictional strength if (a —b) < 0

(Figure 1.7a).
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Figure 1.7: a: Two possibilities of friction evolution reacted to an increment of
the slip rate of a fault. If (a —b) > 0, the frictional strength of the fault will
be strengthened and lead to a stable aseismic slip behavior (black line). On the
contrary, the frictional strength will be weakened and the unstable seismic slip is
possible to nucleate, given the condition (a — b) < 0 (red line). Retrieved from
Scuderi et al. (2017). b: Stability diagram of the velocity-weakening fault system
governed by the rate and state frictional law. The fault system will be stable
(red) if the loading stiffness, K, is greater than the critical rheological stiffness of
the fault, K.. The frictional instability can nucleate (orange) if K < K. while a
narrow oscillation zone (shaded) which indicates the transition between stable and

unstable emerges when the values of K and K, are close. Modified from Gu et al.
(1984) and Scholz (1998).

A velocity-weakening fault governed by the rate and state friction can nucleate
dynamic instability when the stiffness of the loading system, K, is lower than its
rheological critical stiffness, K,:

./ (b—a)

K. =
D

, (1.5)
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where 0, is the effective normal stress equal to the difference between the normal
stress, 0,,, and the pore fluid pressure, P;. A stability diagram explaining different
phases considering the ratio of K/K, is shown in Figure 1.7b (Gu et al., 1984;
Scholz, 1998). If K > K., the fault system will be stable whereas the fault will be
unstable if K < K. It is noteworthy that a self-sustaining oscillatory motion will
occur if values of K and K, are close to each other (Scholz, 1998). Such oscillation
marks a transition between seismic and aseismic slips which has been considered
as a candidate to explain the physical mechanism of slow earthquakes (Leeman et
al., 2016; Scuderi et al., 2016).

The rate and state friction law has been widely used to understand the me-
chanics of earthquakes and faulting, which enables the investigation of the whole
seismic cycle (Lapusta et al., 2000) ranging from the nucleation phase (Ampuero
& Rubin, 2008; Rubin & Ampuero, 2005) and precursory characteristics (Cattania
& Segall, 2021; Dieterich, 1992) to the coseismic ruptures (Okubo, 1989; Tse &
Rice, 1986) and to the afterslip (Perfettini & Avouac, 2007; Perfettini et al., 2010).

1.5 Role of Asperities during Fault Slip

1.5.1 Field Observations

The role of asperities in the behavior of earthquakes has been recognized since
the proposal of the ”asperity model” (Lay & Kanamori, 1981; Lay et al., 1982),
which emphasizes a strong link between the rupture synchronization of asperities
and the magnitude of the impending earthquake. This model is well supported
by the evidence of the simultaneous rupture of multiple asperities observed in
many huge interplate earthquakes, such as the 1960 My, 9.5 Chile earthquake
(Moreno et al., 2009), the 2004 My, 9.2 Sumatra-Andaman earthquake (Subarya
et al., 2006), and the 2011 My, 9.0 Tohoku-Oki earthquake (S.-J. Lee et al., 2011).
On the other hand, it is also suggested that small and scattered asperities on a
subduction interface may lead only to a minor release of the seismic moment (Ruff
& Kanamori, 1983).

The asperity model has progressively been updated by adding complexities of
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diverse fault slip behaviors and of possible earthquake sequences since its proposal
(Lay et al., 2012; Lay, 2015; Lay & Nishenko, 2022), especially after the dense
investigations of the 2011 My, 9.0 Tohoku-Oki earthquake (Lay, 2018; Kodaira et
al., 2020, 2021; Nishikawa et al., 2023). Figure 1.8 presents the most up-to-date
asperity model by taking the subduction zone off the northeast coast of Honshu,
Japan, as an example. Four depth-varying domains representing different megath-
rust rupture characteristics on the subduction interface are indicated in Figure
1.8A, and features of the frictional slips for the corresponding domains are charac-
terized in Figure 1.8B. Such four domains include the near-trench domain A where
tsunami earthquakes or anelastic deformation and stable sliding occur, the central
megathrust domain B where large slip occurs with low short-period seismic radia-
tion, the down-dip domain C where moderate slip occurs with significant coherent
short-period seismic radiation and the transitional domain D where SSEs, LFEs,
and tremors occur. All these rupture characteristics actually are controlled by the
frictional processes illustrated in Figure 1.8B, where numbers and sizes of asper-
ities (in red), isolated or clustered asperities, and whether their distribution in
conditional stable regions (in orange) or aseismic stable regions (in white), all im-
pact the frictional behaviors of the fault interface in an individual and/or coupled
way. It is noteworthy that, regardless of the depth of the frictional segment, the
type of the triggered earthquakes and the duration and the amount of the corre-
sponding seismic radiation, diverse slip behaviors of local asperities distributed on
the macroscopic frictional interface and their complex interactions control the im-
peding slip behaviors of the frictional interface and the corresponding earthquake
characteristics.

The very recent 2023 My, 7.8 and My, 7.6 Kahramanmarag earthquake dou-
blet that occurred in southeastern Turkey is an example that demonstrates the
strong fault geometrical effect on the rupture dynamics of a complex fault zone
system (Jia et al., 2023; L. Xu et al., 2023). It is suggested that geometric barriers
could decelerate rupture propagation and enhance high-frequency wave radiations
(Zhang et al., 2023). The multi-segment fault geometry is also thought as the most
important reason for exciting the back-propagating rupture during the 2023 My,
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Figure 1.8: An updated asperity model. A: Cross-sectional scheme indicating the
megathrust rupture characteristics of the subduction zone off the northeast coast
of Honshu, Japan. Four depth-varying domains are presented with corresponding
behaviors of the earthquake and fault slip illustrated. B: Cutaway schematic
characterization of the megathrust frictional subduction interface related to the
four domains defined. The regions in red, orange, and white indicate the seismic
asperities slipping unstably, the conditional stable regions with aseismic slip that
can also be accelerated by the ruptures of adjacent seismic asperities, and the stable
aseismic or episodic slow slipping regions, respectively. It is noteworthy that the
asperities are involved in all the complex and diverse behaviors of earthquake and

fault slip. Retrieved from Lay and Nishenko (2022).
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7.8 Kahramanmarag earthquake (Ding et al., 2023). Such multi-segment geomet-
rical complexities of a fault zone can be simplified to normal stress heterogeneities
on a fault interface, which is controlled by the asperities establishing the interfacial
contacts. Additionally, the observation of seismicity transients starting approxi-
mately 8 months before the 2023 My, 7.8 Kahramanmaras earthquake indicates
that the nucleation of a large earthquake along rough heterogeneous faults is con-
trolled by an intrinsically complex failure process of individual asperities of various
sizes and strengths (Kwiatek et al., 2023).

Furthermore, the role of asperities on the behavior of the faulting interface is not
limited to dynamic rupture events. Indeed, the interseismic phase is also strongly
impacted by the presence of such strong contact areas. This notably arises as locked
patches can create stress shadows that lead to reduced interseismic slip rates on
the surroundings of the asperity (Biirgmann et al., 2005; L. R. Johnson & Nadeau,
2002), and thus a spatial modulation of the interseismic coupling (Perfettini et
al., 2010), where the interseismic coupling is defined as the slip deficit over the
long-term slip (Radiguet et al., 2016). Figures 1.9A-F show the slip rate map of a
subduction interface under different scenarios of asperity distribution. In general,
we observe that the stress shadows from the locked asperities cause the areas near
to the asperities to slip aseismically at rates much less than the plate convergence
rate. Figure 1.9G displays the interseismic coupling along the Peru megathrust.
This heterogeneous spatial distribution of interseismic coupling emphasizes the
important role of asperity in evaluating the slip behavior of the fault, the energy
accumulation, and the assessment of potential seismic hazards. In addition, some
other works (Lovery et al., 2024; Vaca et al., 2018; Villegas-Lanza et al., 2016)
also evidence heterogeneous interseismic coupling that indicates the various locking

degrees of the patches along the Peru megathrust.

1.5.2 Numerical Simulations

Numerical models are effective for prescribing multiple asperities on a fault
interface and studying how the fault responds mechanically to the interactions of

these asperities.
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Figure 1.9: A-F: Slip rate maps computed from a forward boundary element
method model by assuming different scenarios of asperity distribution. The white
regions indicate the locked asperities with zero slip rate. The slip rates of the
regions around the locked asperities are smaller compared to the regions far away
from the asperities. Retrieved from Biirgmann et al. (2005). G: Spatially het-
erogeneous interseismic coupling map along the Peru megathrust, indicating the
major role of asperity in the interseismic phase. Retrieved from Perfettini et al.

(2010).
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The original Burridge-Knopoff spring-block model, although proposed more
than 50 years ago, is a simple mechanical model that can reproduce the first-order
features of earthquakes observed worldwide (Burridge & Knopoff, 1967). This
Burridge-Knopoff model is a one-dimensional system simulating an earthquake
fault interface, which consists of a chain of identical blocks of mass M coupled to
each other by the same coil springs of stiffness, k., and attached to a plate with
a small constant loading rate of V' by the identical leaf springs of a stronger stiff-
ness, k, (Figure 1.10a) (J. Carlson & Langer, 1989). Before the loading, the blocks
are homogeneously distributed in space contacting on the rough surface with an
equilibrium spacing, a. All the blocks are analogical to asperities that establish
multiple contacts on a fault interface. These blocks obey Newton’s laws of motion
and the friction is dependent only on the slip rate of each block. Sequences of slip
events with a wide range of sizes are reproduced using such a discrete model with
only short-range elastic interactions, which particularly bears some analogy with
the statistical magnitude distribution observed in natural earthquakes (J. M. Carl-
son & Langer, 1989; J. M. Carlson et al., 1991; J. Carlson, 1991a; J. M. Carlson
et al., 1994; Schmittbuhl et al., 1996; Shaw et al., 1992). In addition to the
chaotic motions of asperities, the solitary-wave solution that is not earthquake-like
is also investigated through a 1D dynamic Burridge-Knopoff model (Schmittbuhl,
Vilotte, & Roux, 1993), which can be correlated to the self-healing crack models
for earthquake rupture.

These earlier simulations are then extended by considering a more realistic nat-
ural fault interface. For example, the one-dimensional chain of blocks is extended to
the two-dimensional plane that includes lateral and longitudinal interactions of the
blocks (J. Carlson, 1991b; Myers et al., 1996; Kawamura et al., 2019) while keep-
ing the essential assumptions of the stick-slip spring-block oscillators unchanged
(Figure 1.10b). Moreover, other strategies, such as considering the long-range
interactions between blocks (Mori & Kawamura, 2008; Xia et al., 2005), taking
account of the viscous effect (Myers & Langer, 1993; Shaw, 1994; Yoshino, 1998),
and changing the friction law governing the motions of blocks (Cao & Aki, 1987;

Kawamura et al., 2017; Ohmura & Kawamura, 2007), have been supplemented to
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Figure 1.10: a: Scheme of the one-dimensional Burridge-Knopoff model. The
spatially homogeneous system (with an equilibrium spacing, a) consists of a chain
of identical blocks of mass m coupled to their nearest neighbors by the same
harmonic springs of stiffness, k., and attached to the plate of a slow-loading rate of
V by identical leaf springs of stiffness, k,. These blocks are in contact with a rough
substrate, and the friction of each block depends only on its slip rate. Modified
from J. Carlson and Langer (1989). b: Scheme of the two-dimensional Burridge-
Knopoff model. The original one-dimensional array of blocks is extended to the
two-dimensional array of blocks that contains lateral and longitudinal interactions
while keeping the other assumptions the same as the 1D model. Retrieved from

Kawamura et al. (2019).
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the Burridge-Knopoff model for better understanding how the interactions of these
discrete blocks control the features of earthquakes observed in nature. Especially,
recent simulations on the two-dimensional Burridge-Knopoff model governed by
the rate and state friction law suggest that the rupture sometimes propagates in a
manner of successive ruptures of neighboring asperities observed in large natural
earthquakes (Kawamura et al., 2019).

Rather than the discrete models can only compute the interactions within a
limited distance (i.e., the nearest neighboring asperities), the continuum models
enable computing the interactions at any scale on a numerical fault interface.
Nevertheless, whether the continuum models can correctly interpret the underlying
physics of the fault motion is still affected by the size of the computation cell
(Rice, 1993). For example, a system with a well-defined continuum limit may
be forced to mimic an inherently discrete system given the too-large size of the
computation cell (Rice, 1993). A large number of simulations have been conducted
by setting multiple discrete asperities spatially distributed over a two-dimensional
fault interface governed by the rate and state friction (Ariyoshi et al., 2009; Li &
Rubin, 2017; Luo & Ampuero, 2018). Usually, these asperities are presented as
velocity-weakening patches, thus they are defined to be potentially unstable and
can initiate the seismic slip of the fault (e.g., Figure 1.11). It is demonstrated
that the mechanical response of a fault is evidently affected by the interactions of
discrete asperities surrounded by aseismic creep areas. For instance, Dublanchet
et al. (2013) proposed a variable, namely density of asperities, which is the ratio
between the total area covered by asperities and the total area of the fault plane
to explain at which condition the fault will be ruptured entirely or locally (Figure
1.11). Such explanations regarding the local or entire rupture of the fault are
not only consistent with the aforementioned asperity model that emphasizes the
rupture synchronization of asperities distributed on the interface but also implies
the existence of a collective effect of local asperities for controlling the rupture
dynamics of a macroscopic fault.

Such asperities with distinct frictional properties can also be represented by

varying roughness of a fault interface that indicates the different extents of the
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Figure 1.11: Schematic fault governed by the rate and state friction showing the
individual velocity-weakening asperities surrounded by the velocity-strengthening
creep areas (left). The rupture conditions of a fault are simultaneously controlled
by the frictional properties and the density of asperity (right), which emphasizes
the collective effect of local asperities on the slip behavior and frictional stability

on the macroscopic fault. Modified from Dublanchet et al. (2013).

normal stress heterogeneities (Hansen et al., 2000; Schmittbuhl et al., 2006). Tt
suggested that this heterogeneity affects the earthquake nucleation process (Ozawa
et al., 2019; Tal et al., 2018), the precursory slip and foreshocks (Cattania & Segall,
2021), the transitions between seismic and aseismic slip (Tal et al., 2020), the co-
seismic slip and earthquake locations (Allam et al., 2019), the earthquake size and
stress drop (Zielke et al., 2017), the distribution of aftershock (Aslam & Daub,
2018, 2019), and the development of the damage zone (Tal & Faulkner, 2022). An-
other noteworthy point is that new simulations now incorporate the geometrical
complexity imaged from natural faults into numerical faults. For example, it is
demonstrated that the diverse slip behaviors can be reproduced with such geomet-
rical complexity alone (Romanet et al., 2018), without the need for the complexity

of frictional laws (Hawthorne & Rubin, 2013) or effective normal stress (Luo & Liu,
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2019, 2021). All these physics-based numerical simulations point out the signifi-
cance of interfacial asperities and their interactions for controlling the mechanical

evolution during the faulting process and the resulting earthquake triggering.

1.5.3 Laboratory Experiments

In the aspect of laboratory experiments focusing on the role of asperities, one
mainly simulates the fault using rough rock samples with normal stress variations,
while the other models the fault through transparent materials analogical to rock
for imaging interfacial contacts.

For the experiments using rock samples, the role of asperities is usually trans-
lated to the normal stress heterogeneity resulting from the varying roughness of the
simulated fault interface, as fault roughness controls the realistic stress conditions
at contacting asperities (Aubry et al., 2020). Numerous laboratory experiments
using simulated rock faults with pre-defined roughness (e.g., Figure 1.12¢ and Fig-
ure 1.12e) have proved the crucial role of asperities in different phases during the
fault slip and resulting earthquake behaviors (Fryer et al., 2022; Dresen et al.,
2020; Harbord et al., 2017; Goebel et al., 2017, 2023; Guérin-Marthe et al., 2023;
Morad et al., 2022; S. Xu et al., 2023; Yamashita et al., 2021). However, these
experiments, at the centimeter-scale fault (e.g., Figure 1.12b) or meter-scale fault
(e.g., Figure 1.12d), share a common feature for analyzing the effects of asperities,
which is that they can only compare the initial and final roughness of the fault in-
terface or compare the results obtained from different fault samples with different
roughness (e.g., Figure 1.12¢ and Figure 1.12e) since the nontransparent rock slabs
cannot provide the possibility to directly observe the interfacial contacts. Even if
a dense array of strain gages is employed along the two sides of the rock fault (e.g.,
Figure 1.12d), it is still difficult to completely capture what is happening on the
two-dimensional fault interface during the fault slip process because these strain
gages can only provide local measurements at limited points at the edge of the
whole slip plane.

On the contrary, some other experiments employ transparent analog materials

(e.g., PMMA) to model experimental faults that enable the direct optical observa-
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Figure 1.12: a: Schematic of the triaxial apparatus used for loading the
centimeter-scale rough fault. b: Schematic of the saw cut fault sample. c: Initial
roughness applied on the two parts of the fault before experiments. Two rough-
ness maps are shown with the color bar indicating the altitude of asperities in
pum. Retrieved from Aubry et al. (2020). d: Experimental setup of a meter-scale
laboratory rock fault with a dense array of strain gages. e: Two fault surfaces
are contrasted by the degree of topographic heterogeneity, where the transition
from the less to the more heterogeneous fault is achieved by applying a fast-rate

(1 mm/s) shear loading. Retrieved from S. Xu et al. (2023).
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Figure 1.13: a: Side-view schematic of a PMMA-PMMA interface under the
direct-shear loading. Detail A illustrates a cartoon representation of the multi-
contact interface. b: A small section of the multi-contact interface showing ini-
tial asperity contact measured using the pressure-sensitive film. Retrieved from
Selvadurai and Glaser (2015a). c: Scheme of a PMMA-PMMA fault interface un-
der the direct-shear loading, where the real contact area along the entire interface
is measured over time through a total internal reflection based method. A sheet
of laser light, incident on the frictional interface, is totally reflected everywhere
except at contact points. The intensity of the light transmitted at the real contact
can be imaged by the fast camera and then converted to the real contact area. Re-
trieved from Ben-David, Cohen, and Fineberg (2010). d: An example showing the
temporal evolution of the normalized real contact area along the fault interface.

Retrieved from Svetlizky and Fineberg (2014).
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tion of the asperities distributed on the interface (Ben-David, Cohen, & Fineberg,
2010; Ben-David, Rubinstein, & Fineberg, 2010; Jestin et al., 2019; Lengliné et
al., 2012; Rubinstein et al., 2004; Selvadurai & Glaser, 2015a, 2017; Svetlizky &
Fineberg, 2014). For instance, the multiple contacts of a PMMA-PMMA inter-
face can be measured through the pressure-sensitive film (Figure 1.13a), which
provides information including the location, real contact area, and normal stress
of each asperity (Figure 1.13b) (Selvadurai & Glaser, 2015a). However, such ex-
periments can only measure the interfacial contacts before the faulting, which is
the initial interfacial contacts rather than the temporal evolution of these multi-
contacts. Additionally, another experimental setup can quantify the asperity con-
tact by measuring the spatiotemporal evolution of the real contact area of an entire
PMMA-PMMA interface (Figure 1.13d) (Svetlizky & Fineberg, 2014). The prin-
ciple of such measurement is that a sheet of light incident on the fault interface
will be transmitted at the real contact points while being totally reflected at the
other points. Consequently, the real contact area can be measured through the
intensity of the transmitted light imaged by the fast camera (Figure 1.13c) (Ben-
David, Cohen, & Fineberg, 2010; Svetlizky et al., 2019). Such types of experiments
mainly focus on revealing the complexity of the dynamic ruptures along the fault
interface (Gvirtzman & Fineberg, 2021; Ben-David, Rubinstein, & Fineberg, 2010;
Svetlizky et al., 2019). Nevertheless, the motion of each discrete asperity and their
interactions in time and space scales, especially before the rapid dynamic ruptures,

are not well constrained.

1.6 Research Aim of the Dissertation

This dissertation aims to understand the intrinsic relationship between the col-
lective behavior of local asperities and the frictional stability of the macroscopic
fault through an analog fault model. Therefore, a novel experimental setup is
developed to track the temporal evolution of the slip of each asperity on an ana-
log fault interface during shearing. Specifically, numerous discrete rigid spherical

PMMA beads, which are used to model the frictional asperities, are embedded
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with height variations and random spatial distribution in a soft viscoelastic sil-
icone block to establish numerous micro-contacts with a thick transparent rigid
PMMA plate on the top. Such a multi-contact interface is much simpler than a
complex fault zone system, which has no mineralogy, no fluid, and no chemical
transformation, but the fundamental process of interest, how the collective behav-
ior of local asperities control the frictional stability of the rough fault interface
with normal stress heterogeneity and rheological heterogeneity, remains similar.
In particular, growing geological evidence (Behr & Biirgmann, 2021; Kirkpatrick
et al., 2021) and numerical simulations (Ando et al., 2010, 2012; Behr et al., 2021;
Nakata et al., 2011) suggest that the rheological heterogeneity caused by the mix-
ture of frictional and viscous deformation is responsible for the emerging diversity
of fault slip behaviors, which could be a potential mechanism for explaining the
physical process of slow earthquakes. During the whole shearing process, not only
the subtle motion of each local asperity on the analog faulting interface can be
directly recorded by the high-resolution optical monitoring system, but also the
seismic characteristics emitted from dynamic ruptures that occurred at local as-
perities during slow transients can be captured by the acoustic monitoring system.
An extension of the experimental efforts is the numerical modeling based on the
physical properties of the analog fault model, which can be complemented to un-
derstand the effects of some fault parameters (e.g., the viscosity of the silicone
block, the spatial distribution of asperities, etc.) on the fault slip behavior.
Integrating these studies enables explaining the slip behavior of a macroscopic
fault and the resulting earthquakes through the collective behavior of local asper-
ities. Furthermore, the aseismic slip transients clustered from the spatiotemporal
interactions of local asperities are highlighted through the direct optical observa-
tion of the fault interface. Meanwhile, the link between such aseismic slip tran-
sients and the resulting seismicity also can be bridged by capturing the dynamic
seismic characteristics recorded by acoustic monitoring. This can help to explore
which fault properties are associated with the aseismic transients and how they
influence the development of seismicity. The investigation of this dissertation is

expected to better understand the transition between aseismic and seismic slips
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of a heterogeneous fault interface, especially the physical process of aseismic tran-
sients preceding the rapid seismic slip. These studies have implications for the slip
behavior and mechanical evolution of a macroscopic fault in natural earthquakes.
On the other hand, since the seismicity induced by hydraulic stimulation within
geothermal reservoirs is mainly the product of aseismic slip triggering (Guglielmi et
al., 2015), these studies also provide insights into the occurrence and development

of the induced seismicity in EGS (Enhanced Geothermal Systems) projects.

1.7 Structure of the Dissertation

This dissertation is dedicated to studying the relationship between the collective
behavior of local asperities and the slip stability of a macroscopic fault through an
analog fault model. In Chapter 2, I describe in detail all the experimental facilities
required to perform the shear experiments of the analog fault. In Chapter 3, I
explain the development of a numerical model of such an analog fault model and
the benchmark work for validating the numerical model. In Chapter 4, I present the
experimental results to demonstrate that the slip and mechanical response of the
fault can be explained by the quantitative spatiotemporal interaction of asperities.
This chapter is the content of a peer-reviewed article published in the Journal of
Geophysical Research: Solid Farth. In Chapter 5, I discuss the implications for
natural tectonic earthquakes and seismicity induced within geothermal reservoirs,

as well as the conclusions and perspectives of my future work.



Chapter 2
Experimental Setup

The intrinsic relationships between the collective behavior of local asperities
and the frictional stability of the global fault are still elusive due to the difficulty
of imaging an exhaustive spatiotemporal variability of a fault interface at depth and
the limited computational efficiency of the numerical models with heterogeneities
span a large time and space domain. Analog modeling in the laboratory overcomes
these difficulties, which can accurately capture the slip of all the asperities on a
fault interface over time through a well-designed and controlled setup.

To conduct the experimental research on the analog fault model, a series of
experimental facilities are employed to couple multiple measurements, which can
precisely quantify the topographical map of the heterogeneous analog fault model,
record the macroscopic mechanical evolution of the analogous fault over time,
directly observe the subtle deformation of the fault interface, and capture the
acoustic emissions emitted by dynamic ruptures that occurred at local asperities.
These measurements enable a better understanding of the friction and mechanical
dynamics at both asperity and fault scales during the whole faulting process.

In this chapter, I describe in detail all the experimental facilities required to
perform the analog experiments, which include the preparation and characteriza-
tion of the analog fault model, the mechanical loading of the direct-shear setup, the
optical and acoustic monitoring of the interface, and the experimental measure-
ments of the rate and state frictional parameters on the multi-asperity interface

and the single-asperity interface.

30
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2.1 Analog Fault Model

2.1.1 Sample Preparation

The analog fault model mainly consists of three components, which, from top to
bottom, are a thick rigid PMMA plate with dimensions 20x17.5x3.0 c¢m, identical
spherical rigid PMMA beads with a radius of 3 mm, and a soft viscoelastic silicone

block with dimensions 10x10x~3.0 cm (Figure 2.1).

Figure 2.1: Picture showing numerous identical spherical rigid PMMA beads
with a radius of 3 mm embedded in a soft viscoelastic block with dimensions

10x10x~3.0 cm. Modified from Shu et al. (2023).

The thick PMMA plate is flat and transparent. Before the direct-shear exper-
iments, it is fixed to the aluminum frame (see Section 2.2 and Section 4.3) with
its bottom surface contacting with the PMMA beads. The shear load is imposed
on the plate during the faulting, which makes it act as the sliding slab, given the
preset normal load has already been uniformly transferred on this PMMA plate
(see also Section 2.2 and Section 4.3).

The identical spherical PMMA beads are embedded with small height variations
in the silicone block to model the heterogeneous multi-contact with the PMMA
plate (Figure 2.1). The detailed procedures for preparing such silicone block em-
bedding numerous beads with height variations are summarized as follows: (1) We

put the mixture containing about 4.20 g gelatin and 22 ml water at 70°C for 6
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minutes using a water bath to melt it. The mixture is poured at the bottom of a
mold of dimensions 10x10x10 cm to produce a thin layer of the thickness of a bead
radius. (2) PMMA beads, as many as possible, are dropped randomly in this layer
all over the interface and then about one hour wait at room temperature for the
solidification of the thin layer. (3) The liquid silicon (BLUESIL RTV 3428 A&B
product from the Elkem Company) is poured into the mold to cover the beads and
for at least 24 hours at room temperature for its solidification. The liquid silicone
is composed of 300 g component A and 30 g component B, and a slow stirring for
5 minutes is needed to minimize the introduction of air and to fully mix the two
components before pouring. (4) The upside-down sample is taken out from the
mold and the thin layer of gelatin is removed.

Following the procedures above, the viscoelastic silicone block embedding nu-
merous frictional PMMA beads that are randomly scattered and with height vari-

ations is customized (Figure 2.1).

2.1.2 Sample Characterization

Another silicone block without PMMA beads is produced following similar
procedures and used to characterize its physical properties. The physical charac-
teristics of the silicone are derived from the technical datasheet, the relation of
Gent (1958) for converting durometer values to Young’s modulus, and direct lab-
oratory measurements of the P-wave velocity of the material. A P-wave velocity
of 1000 m/s, an S-wave velocity of 19 m/s, a Young’s modulus of 1.1 MPa, and a
density of 1100 kg/m3, are obtained for the silicone.

The viscoelasticity of the silicone is measured through two sets of uniaxial
compression experiments (Figure 2.2) performed using the MTS Model C43.104
(see Section 2.2.1 for details of this loading machine). The first set of experiments
is controlled by the displacement of the normal loading piston. The piston is
moved to load the silicone until the same displacement, 7 mm, is reached for all
the displacement controlled experiments, at which the movement of the piston is
terminated to stop the loading (Figure 2.2a). The force decay that presents the

relaxation of the silicone block after stopping the piston is used to characterize
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Figure 2.2: Typical temporal evolution of normal force (red) and displacement
of the piston (blue) in the first set of experiments at imposed displacement (a) and

the second set of experiments at imposed force (b).

its viscosity. The temporal evolution of the normal force is recorded as shown in
Figure 2.3a. The second set of experiments is controlled by the applied normal
force. We load the piston to reach a normal force of 500 N and keep it for 2
minutes, unload the normal force to 200 N and keep it for 2 minutes, and reload
the normal force to 500 N and keep it for 2 minutes, which is a cycle process
(Figure 2.2b). The temporal evolution of the displacement of the loading piston is
recorded during each force step (Figure 2.3b). Note that the frequent oscillations
come from the subtle motions of the piston that tries to maintain the preset normal
load. Additionally, the reloading process during the second set of experiments can
be used to characterize the elasticity of the silicone (Figure 2.3c).

The viscous rheology is quantified using a Maxwell model:
f(t) =a—bexp=t/" (2.1)

where 7 = n/FE is the Maxwell characteristic time, n and E the viscosity and
Young’s modulus of the silicone block, respectively. f(t) are the temporal evolution
of force and piston displacement for Figure 2.3a and Figure 2.3b, respectively.

a and b are empirical parameters for fitting the Maxwell model. The Maxwell
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Figure 2.3: Characterizing the viscoelastic rheology of the silicone block. a:

Temporal evolution of the normal force during the relaxation period (e.g., the

force decay shown in Figure 2.2a). The black and red curves indicate the raw data

and the best fitting, respectively. A Maxwell characteristic time of 19.08 + 5.75

s is obtained. b: Temporal evolution of the displacement during the force step.

The black and red curves indicate the raw data and the best fitting, respectively.

A Maxwell characteristic time of 22.67 4 2.65 s is obtained. c¢: Normal force as a

function of the displacement of the loading piston during the loading stage. The

circles and the red dashed line indicate the raw data color-coded by experiments

and the best fitting, respectively. A stiffness of 767 N/mm is obtained for the
silicone block. Retrieved from Shu et al. (2023).
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characteristic time is estimated as 20 s, and a resulting viscosity of 2.2x 107 Pa:s is
obtained. The elasticity is fitted with Hooke’s law, with a stiffness of 767 N/mm
obtained.

PMMA has been widely used as an analogous material to rock to simulate
numerous mechanical processes taking place within the Earth, which include not
only fault creep and nucleation phases (McLaskey & Glaser, 2011; McLaskey et al.,
2012; Selvadurai & Glaser, 2015a) but also dynamic ruptures (Ben-David, Cohen,
& Fineberg, 2010; Gvirtzman & Fineberg, 2021). The values of shear modulus
and Rayleigh wave speed of the PMMA used in my experiments are estimated
from the corresponding typical values measured by Selvadurai and Glaser (2015a)
and Gvirtzman and Fineberg (2021) by assuming little differences between PMMA
materials, which are 2277.1 MPa and 1255 m/s, respectively.

To precisely quantify the height variations of the rough analog fault surface, its
high-resolution topography is measured (Figure 4.3a) with a scan size of 10 cmx 10
cm. A 3D digital microscopy (RH-2000, HIROX) and a non-contact Nano Point
Scanner (NPS, HIROX) are employed. The system uses a white light confocal
LED beam to measure the surface height with a resolution of 0.1 yum in real-time,
combined with a high-precision motorized stage. For the measurements shown in
Figure 4.3a, the scanning grids in the x and y directions are set as 28 and 10 pm,

respectively.

2.1.3 Concluding Remarks

An analog fault model that generates a heterogeneous multi-contact interface
is established using rigid PMMA and a soft viscoelastic silicone block. The hetero-
geneous multi-contact is created by contacting a thick flat PMMA plate on the top
with numerous identical spherical PMMA beads, which are embedded with small
height variations in the silicone block.

The physical characteristics of the silicone, including the P-wave velocity, S-
wave velocity, Young’s modulus, and density, are measured. In addition, the vis-
coelasticity of the silicone is also measured through two sets of uniaxial compression

experiments, where one is controlled by the displacement of the loading piston and
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the other by the applied normal force. The viscosity of the silicone is quantified
through the Maxwell model, resulting a viscosity of 2.2x107 Pa-s. The elasticity
is fitted through Hooke’s law, with a stiffness of 767 N/mm.

The high-resolution topography of the rough analog fault interface is then mea-

sured with a 3D digital microscope profiler with a height resolution of 0.1 pm.

2.2 Mechanical Loading Configuration

To simulate the large-scale, far-field loading imposed on natural faults, a direct-
shear experimental setup is designed to shear the whole analog fault interface
by imposing small displacement rates on the PMMA plate under well-controlled
normal loads (Figure 2.4).

Multiple normal loads (e.g., from 10 to 1000 N) and multiple displacement
rates (e.g., from 5.0 to 15.0 pm/s) can be imposed in the experiments (e.g., Table
4.1). The normal force Fy is uniformly transferred to the PMMA plate through
the ball bearing and the rigid aluminum frame (Figure 2.4c). A sensor is utilized
to record the normal force and maintain a constant normal load throughout the
whole duration of an experiment (Figure 2.4). A translation stage (MNT9, Axmo
Précision) with a constant displacement rate, controlled by a combination of servo
and stepper motor (National Instruments MID-7604), is run to drive the rigid load-
ing cylinder to impose the shear force Fg while maintaining a normal force Fy on
the PMMA plate (Figure 2.4c). The loading cylinder is composed of the aluminum
alloy 2017A, with a stiffness of 78 N/um. The shear force Fyg is measured using a
sensor placed between the cylinder and the translation stage, with a resolution of
0.01 N. The stiffness of this sensor is 1 N/um (from the technical datasheet), thus
most of the loading stage deformation is actually taking place within the force sen-
sor. A laser (Keyence I1-S025), range 10 mm and resolution 0.1 pm, is employed
to measure the displacement of the PMMA plate, dp (Figure 2.4c). For all the
experiments, the initial value of dp is kept the same to ensure each fault slip starts
from the same position.

Before performing the experiments, the PMMA plate is fixed to the aluminum
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Figure 2.4: Technical experimental setups. a: Picture showing the experimental
setup using the normal loading machine, LoadTrac II. Note that the fault interface
reflected by the mirror comes from a preliminary analog fault model used for
testing. b: Picture showing the experimental setup using the normal loading
machine, MTS Model C43.104. c: Schematic side view of the same technical
experimental setup, although two separate normal loading machines, LoadTrac II
or MTS Model C43.104, are used in different experiments. Modified from Shu et
al. (2023).
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frame, and the silicone block is also clamped in the rigid steel base (Figure 2.4c).
A digital level is used to make sure that the whole experimental system, especially
the slip plane (indicated as the yellow line in Figure 2.4c), is flat horizontal. Each
experiment begins at the moment when the shear force starts to increase on the
PMMA plate, given the analog fault has been previously loaded by a stable normal
load.

2.2.1 Normal Loading

Two machines imposing the normal loading were used in different experiments.
The first one is LoadTrac II from Geocomp company (Figure 2.4a), and it is
employed in all the experiments listed in Table 4.1. The second machine is MTS
Model C43.104 (Figure 2.4b). It replaces the first machine (LoadTrac II) while
keeping the original experimental setup the same (Figure 2.4c). The second one is
employed in all the other experiments, including the viscoelastic characterization of
the silicone, the experiments coupled with acoustic emission, and the experiments
with pressure-sensitive films.

The first loading machine, LoadTrac II, is a hydraulic setup. It applies the
normal load by the vertical movement of the rigid loading platen driven by a high-
precision micro stepper motor (Figure 2.4a). The maximum normal load that can
be applied is 12 kN. The sensor coupled with this machine has a resolution of 0.01
N.

The second loading machine, MTS Model C43.104, is a mechanical setup. The
normal load is imposed by the displacement of the piston, which is driven by a
high-speed, low-vibration electromechanical alternating current (AC) servo motor
with integrated, digital closed-loop controls (Figure 2.4b). The maximum force

capacity is 10 kN and the resolution of the recording sensor is 1x10~% N.

2.2.2 Concluding Remarks

The well-controlled normal and shear loading were used in our direct-shear

experimental setup to simulate the frictional slip on natural faults. For the normal
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loading, two machines were employed in different experiments while keeping the
fundamental process of frictional slip on the analog fault interface the same. The
first machine is a hydraulic apparatus with a resolution of 0.01 N, whereas the
second one is a mechanical apparatus with a resolution of 1x10~* N. Various forces
of the normal load imposed by both two machines can be uniformly transferred
to the thick PMMA plate through the ball bearing and the rigid aluminum frame.
The shear force can be imposed on the thick PMMA plate with multiple constant
displacement rates while maintaining the preset normal load on the PMMA plate.
The shear force is measured by a sensor with a resolution of 0.01 N that bears
most of the loading stage deformation. The displacement of the PMMA plate,
that is the displacement of the macroscopic fault, is measured through a laser with
a resolution of 0.1 um. We guarantee each friction experiment starts from the

same position by keeping the same initial displacement of the PMMA plate.

2.3 Optical Monitoring Configuration

A high-resolution camera (Nikon D800) with a lens (Nikon 105 mm f/2.8D AF
Micro-Nikkor) in automatic focus mode is employed as the optical device. Thanks
to the mirror inclined at 45° that is fixed inside the aluminum frame, the camera
fixed to the ground is able to capture the positions of asperities on the analog
fault interface through the mirror reflection (Figure 2.4c). Two LED lights are
placed behind the camera to supplement sufficient light for the clear observation
of the interface. The main parameters for setting the optical system are as follows:
aperture size /14, exposure time 1/30 s, and photosensitivity (ISO) 100. For an
entire experiment, the camera records a video of dimensions in 1920x1080 pixels
with a sampling rate of 29.97 frames per second, during which the positions of
asperities are always clearly captured (benefiting from the lens in automatic focus
mode) though the mirror moves with the sliding of the PMMA plate. Besides,
a function generator is used to manually trigger the recording of the camera by
sending an electrical signal, thus synchronizing the force measurement and the

optical monitoring by correcting the time base of each record.
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Figure 2.5: Raw images at the beginning (a) and the end (b) of an experiment

extracted from the video recorded by the optical monitoring system. Both images

clearly show the analog fault interface and the offset indicating the total slip of

asperities during an experiment is also observed.
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To compute the slip of each asperity during an entire experiment, the recorded
video is decomposed into a series of successive images that range from times ¢y and
tf, which are the times at the beginning and the end of an experiment, respectively.
The raw images recorded at such beginning and end of an experiment are presented
as examples (Figure 2.5). Then, the aim is to extract the slip of each asperity as
a function of time using this series of successive images. Denoting x;(t) and v;(t)
the positions of the center of asperity 7 in the fixed reference frame (attached to
the ground), the displacement of asperity i along the faulting direction in the same

fixed reference frame is defined as,

Similarly, denoting xp(t) as the position of the center of the mirror in the same

fixed frame, and then its displacement is computed as:
dp(t) = xp(t) — xp(to). (2.3)

Such displacement, dp(t), is also the displacement of the PMMA plate in this fixed
frame since the mirror moves with the sliding of the PMMA plate. The cumulative
slip of asperity ¢ at time ¢ is defined as the difference in the displacements between

the two sides of the interface, which is the difference in the displacements of asperity
1 and the PMMA plate:

w;(t) = d;(t) — dp(t). (2.4)

As mentioned before, the camera and the silicone block are both fixed to the

ground while the mirror moves with the sliding of the PMMA plate. Thus, the

positions of asperity ¢ in the moving frame attached to the mirror (also the PMMA

plate) are denoted as z(t) and y;(t). Similarly, in this moving reference, the

displacement of asperity ¢ along the faulting direction is defined as
d; (t) = x;(t) — 27 (to). (2.5)

Following the same definition of the cumulative slip of asperity ¢ at time ¢, such
displacement, df(t), is exactly the cumulative slip of asperity i, as the sliding

PMMA plate is the moving reference frame.

wi(t) = di () — dp(t) = d: (1), (2.6)
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Consequently, the cumulative slip of each asperity along the two directions (i.e.,
faulting direction and perpendicular to faulting) is obtained by tracking the tem-

poral evolution of its positions, z}(¢) and y;(t), between time ¢, and time ¢;.

2.3.1 Asperity Detection

A two-step procedure is developed to track the temporal evolution of the posi-
tions of each asperity (zf(t) and y;(¢)) during the whole experiment.

The first step is the automatic detection of the positions of each asperity at
times ¢y and ty. Prior to the detection, all the extracted RGB images are con-
verted to the grayscale. A region of interest of dimensions 1300x 1080 pixels (i.e.,
108.33%x90 mm, see the conversion between pixel and mm described below) is se-
lected to include the whole fault interface (Figure 2.6). The circular Hough trans-
form algorithm, the function imfindcircles implemented in MATLAB, enables the
automatic detection of circular objects in an input image along with estimating
their center coordinates and radius (Davies, 2005; Yuen et al., 1990). Thus, the
initial positions, x}(ty) and y;(f), at time ¢, and the final positions, z}(¢;) and
yi(ts), at time ¢, of each asperity are determined.

Figure 2.6a shows the initial positions of asperities, 2} (¢y) and y;(to), detected
at time t5. The asperities marked by red and blue are respectively retained and
discarded in the subsequent image correlation, as the image correlation windows
of the blue ones exceed the image boundary. The number of retained asperities
is N = 144 here. The value of N may change with different experiments mainly
due to the field view of the camera, but it fluctuates around 140. The radius of
asperities is estimated as 36 pixels, and it gives the scaling of the image from the
known radius of the PMMA beads (R = 3 mm), 12 pixels/mm.

In addition, the total slip of each asperity along the faulting direction (see also
Figure 2.5 for a rough total slip of each asperity) can be estimated based on their

initial and final positions:

uilty) = xi(ty) — i (to). (2.7)

Due to the constant loading rate in an experiment, a simple linear trend between



43

the initial and final positions gives an approximate position, z}(t), of each asperity

1 at each time step t:

Zi(t) = ;;i(_tfgo x t+ 7 (to), (2.8)

which provides a first-order estimate of the position of each asperity during the

experiment.

2.3.2 Image Correlation Technique

The second step is applying an image correlation technique (Sutton et al., 2009)
to refine the estimations obtained in the first step (see Equation 2.8) to compute
the most accurate positions of asperities.

To proceed with the image correlation, a square window with a size of v/2R
is defined at the center of each asperity since their initial positions, z}(tg) and
y¥(to), are estimated before. The image defined by the square correlation window
of each asperity at all frames is extracted (Figure 2.6a). For each asperity, the FFT
(fast Fourier transform)-based two-dimensional cross-correlation map between the
extracted windows defined at two successive time frames, t,_; and tj, is computed
(Figure 2.6b). The position of the maximum value in the correlation map that
gives the displacement of the asperity is isolated. The correlation window of the
second frame (¢;) is then shifted based on this displacement and the procedure is
repeated until the computed displacement is null. During this last stage, a sub-
sample displacement is extracted by interpolating the correlation map around its
maximum. The final displacement of the asperity between the two successive time
frames is obtained by summing all displacements computed during this iterative
process. By repeating this procedure for all time frames and for each asperity, the
cumulative slip of each asperity during an entire experiment can be obtained. The
typical resolution of the resolved displacement in each direction is of the order of
0.01 mm.

The non-perfect 45° inclination of the mirror and/or the non-parallel view
between the camera lens and the slip plane (Figure 2.4c) may result in the non-
parallelism that can create a non-linear scaling along the = axis (i.e., the faulting

direction). To eliminate such an effect, the cumulative slip of each asperity, u;(t),
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Figure 2.6: a: Typical automatic detection results indicate the initial positions of
asperities at time ¢y within the selected region of interest, 1300x1080 pixels. The
asperities without markers represent the undetected ones while the asperities with
blue circles correspond to the excluded ones as their correlation windows exceed
the image boundary. A total of N = 144 asperities marked by red circles are kept
and their positions, z}(ty), are taken as the initial positions for computing the slip
through the subsequent image correlation. The square correlation window with
a size of v/2R for an arbitrary retained asperity is marked by the orange square.
Two images are extracted from the square correlation window at times ¢,_; and ty,
and then the contrast is increased, and the neighbor asperities are excluded from
the window (see the four gray tapers in the corners). b: The two-dimensional
FFT-based cross-correlation map between the two extracted images at times t;_1
and t;. The final displacement of this asperity between the two successive time
frames is refined through an iterative interpolation process implemented around

the position of the maximum value of this correlation map.
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is corrected using its total slip w;(ty), which should never be greater than the
displacement of the PMMA plate, dp(tf) at the same time t;. Accordingly, the
displacement of each asperity, d;(t), also can be updated following Equation 2.4.
The image correlation technique explained above allows us to quantify the tem-
poral evolution of the slip of each asperity during the whole faulting process. For
each asperity, the slipping events, which can be called individual asperity slippings,
can be defined through a slip rate threshold computed by specifically considering
its slip history. Since numerous asperities are present on the 2D analog fault in-
terface, the individual asperity slippings originating from different asperities are
clustered in both time and space scales to quantify the spatiotemporal interactions
of asperities, which are defined as slip episodes to mimic the ruptures over the
2D fault interface. Here is only a brief introduction, please refer to Section 4.5.1
for more details about the definition and the generation of the spatiotemporal slip

episodes.

2.3.3 Concluding Remarks

A high-resolution camera recording a video of dimensions in 1920x 1080 pixels
with a sampling rate of 29.97 frames per second is employed as the optical device,
along with a 45° inclined mirror fixed inside the aluminum frame and two LED
lights, to monitor the subtle deformation of the analog fault interface. Aiming
to extract the slip of each asperity as a function of time, the recorded video is
decomposed into a series of successive images between ¢, and t;. According to the
fixed and moving reference frames in our experimental setup, the cumulative slip
of each asperity along the faulting direction and the direction perpendicular to
faulting can be obtained by respectively tracking the temporal evolution of its x*
and y* positions in the moving reference frame, which are the positions recorded
in the video.

A two-step procedure is developed to track the temporal evolution of the po-
sitions of each asperity. The automatic detection of the positions of each asperity
at times ¢y and t; is the first step. To this end, all the extracted RGB images are

converted to the grayscale, and a region of interest of dimensions 1300x 1080 pixels
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are applied to all the grayscale images. The automatic detection is implemented
through the circular Hough transform algorithm to give the initial positions, z(t)
and y; (to), at time ¢y and the final positions, x}(¢;) and y;(¢s), at time ¢, for each
asperity within the region of interest. The difference between the initial and final
positions gives the estimation of the total slip of each asperity, which in first-order
estimates the position of each asperity at each time since the constant loading rate
in our experiments is responsible for a simple linear trend between the initial and
final positions.

To compute the most accurate positions of each asperity, the second step is to
refine the estimations obtained in the first step by applying an image correlation
technique. Specifically, the FFT (fast Fourier transform)-based two-dimensional
cross-correlation map between the square correlation windows, which are of a size
of V2R centered at the position of each asperity, at two successive time frames,
tx—1 and tg, are computed. The final displacement of this asperity between the
two successive time frames is refined through an iterative interpolation process
implemented around the position of the maximum value in this correlation map.

The non-perfect 45° inclination of the mirror and/or the non-parallel view
between the camera lens and the slip place may lead to non-parallelism, which can
create a non-linear scaling along the faulting direction and thus distort the result
of the cumulative slip of each asperity. Such an effect is corrected by the fact that
the total slip of each asperity should never be larger than the displacement of the
PMMA plate.

2.4 Acoustic Emission Configuration

A preliminary acoustic acquisition test was performed by deploying an array
of four identical piezoelectric accelerometers (Miniature DeltaTron Type 4519-003,
Briiel & Kjeer company). These accelerometers were mounted on the top of the
thick PMMA plate (which moves with shearing) to monitor the seismic character-
istics emitted from dynamic ruptures during the experiments (Figure 2.7). The

initial position of each sensor is roughly located above each corner of the silicone
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block with a separation distance of about 10 cm along both = and y directions
(Figure 2.7b). The precise initial position of each sensor is not measured since the
current acoustic configuration is still under test. The peak frequency response of
these sensors is 20 kHz, and all four channels are continuously recorded at 100 kHz.
For each experiment, an function generator is used to manually trigger the acqui-
sition of the acoustic data and synchronize the acoustic recording with both the
shear force measurement and the optical monitoring. Due to the limited volume
of the acoustic acquisition cards, the maximum duration of such an experiment is

160 s at the current configuration.
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Figure 2.7: a: Schematic side view of the technical experimental setup coupled
with acoustic monitoring. Four identical accelerometers are deployed by vertically
gluing them on the top of the thick PMMA plate. b: Picture showing the four
accelerometers glued to the PMMA plate. Note that the analog fault model here is
a single-asperity interface used for measuring the parameters in the rate and state

frictional law.
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2.4.1 Acoustic Data Processing

Figure 2.8 presents a typical example of acoustic signals recorded by the de-
ployed sensor array during the whole duration of an experiment (normal load 500

N and loading rate 25 pm/s). The acoustic signals recorded by the accelerometers

02 T [ ()2

021

=]

5
T

(%]
N
1

-04r1

Output (V)
&
=
—
1

—
%
-3
%
®
B
%
B
4
%
%
%
%
%
%
-3
%
%
4
%
-3
B
¥
b’
%
%
%
%
%
%
£
%

=l { I 06 g

#
1

0.8 -1 -0.81

K B " T e o v e e
Figure 2.8: Superposition of the raw seismograms (in gray) recorded by each
accelerometer and the corresponding highpass-filtered and denoised seismogram
color-coded by the accelerometer index. FEach black pentagram indicates a
STA/LTA detected acoustic event that simultaneously triggers all four accelerom-
eters, where the P-wave arrival time differences among any pairs of accelerometers
are all smaller than the preset threshold, 2.0x10~% s. The acoustic signals recorded
by the accelerometers S2, S3, and S4 are offset by -0.3 V, -0.6 V, and -0.9 V for
better visualization. The right panel shows a zoom-in view for the period ranging
from 110 s to 120 s to show the comparison between the raw seismograms and the
processed ones. This experiment is performed under a normal load of 500 N with

a constant loading rate of 25 pm/s.

S2, S3, and S4 are offset by -0.3 V, -0.6 V, and -0.9 V for better visualization.
The raw acoustic signals recorded by the four sensors are all shown in gray (Figure
2.8). A good synchronized triggering of the four sensors is observed for all the
large and intermediate amplitude events, as well as most of the small amplitude

events. The sensors S2 and 5S4 record greater noise, compared to the others, since
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they are located closer to the shear actuator.

For the acoustic data recorded by each channel, an 8th-order highpass But-
terworth filter with a cutoff frequency of 5 kHz is designed to filter all the raw
acoustic data. Subsequently, the highpass-filtered acoustic signal of the first three
seconds is sampled as noise to obtain the frequencies corresponding to its spectral
estimation. Finally, an infinite impulse response bandstop filter is designed to fil-
ter the noise based on the previous frequency estimation. The resulting acoustic
signals color-coded by the accelerometer index are displayed in Figure 2.8. From
the superposition of the raw (in gray) and the highpass-filtered and denoised (in
color) seismograms (right panel in Figure 2.8), it is clear that the noise components
are evidently diminished for all four channels, especially for channels S2 and S4.

The short-term-average to long-term-average ratio (STA/LTA) algorithm (Earle
& Shearer, 1994) is applied to automatically detect acoustic events triggered in the
experiments. This procedure is similar to that applied to earthquake sequences in
nature. According to the short signal duration and high frequency acquisition rate
in such experimental configuration, the window lengths of STA and LTA are tai-
lored as 0.4 ms and 2.0 ms, respectively. Meanwhile, the threshold for triggering a
STA/LTA detection is set to be 3.0. In our detection, only an event simultaneously
triggers all four accelerometers, and the P-wave arrival time differences among any
pairs of accelerometers are all smaller than the preset threshold, 0.2 ms, which can
be considered as an acoustic event. The detection of acoustic events is illustrated
in Figure 2.8, where a total of 144 acoustic events indicated by the black penta-
gram are detected in this experiment. These acoustic events capture the dynamic

ruptures at different amplitude scales that occurred on the fault interface.

2.4.2 Synchronization of Multiple Measurements

The temporal evolution of the shear force measurement of the macroscopic
fault system, the mean acoustic data averaged over the four channels, and the op-
tically derived average cumulative slip of asperity over all asperities are presented
in Figure 2.9. Moreover, the detected acoustic events are also marked as black

pentagrams to correspond to the temporal evolution of these multiple measure-
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Figure 2.9: Synchronization of the shear force measurement of the macroscopic
fault system, the mean acoustic data averaged over the four accelerometers, and
the average cumulative slip of asperity over all asperities computed from optical
monitoring. Black pentagrams indicate the seismic events detected through the
acoustic data, and these events track the shear force drops and average cumulative
slip increments at both small and large scales. This experiment is performed under

a normal load of 500 N with a constant loading rate of 25 um/s.

ments. In general, we observe good synchronization and correlation between the
shear force drops, amplitudes of the detected acoustic events, and the increment of
the average cumulative slip of asperity. Specifically, these acoustic events can not
only track the large-scale stick-slip events with large shear force drops (e.g., the
large event at around 55 s with a force drop of about 40 N) but also the small-scale
local events with small shear force drops (e.g., the small event at around 20 s with
a force drop of about 7 N).

We also present the typical acoustic signals of noise, a small-scale event, and
a large-scale stick-slip event, as well as their corresponding short-time Fourier
transform-based spectrograms (Figure 2.10). The aforementioned acoustic signals
(left panel, Figure 2.10) of noise, the small-scale event, and the large-scale event

are respectively extracted at times 0.8-1.8 s, about 19.810 s, and about 54.055
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Figure 2.10: Typical examples of the highpass-filtered (5 kHz) and denoised
acoustic signals and corresponding short-time Fourier transform-based spectro-
gram of noise (a), a small-scale event (b), and a large-scale event (c). Note that
the scales in the y axis are different for the three signals that are extracted from
the same acoustic data (the mean acoustic signal averaged over the four accelerom-
eters) shown in Figure 2.9. A large-scale event presents more high-frequency char-
acteristics, whereas a small-scale event is dominated by the intermediate frequency
band. No dominant frequency is shown in the spectrogram of noise except a peak
is observed at 20kHz.

s, from the mean acoustic data shown in Figure 2.9. It is noteworthy that the
amplitudes of the three signals vary by several orders of magnitude, where the
amplitude of the noise is the smallest and relatively constant while the large-scale
event presents an energetic burst in amplitude and then decays rapidly. According
to the spectrogram of the large-scale event, the duration is about 2.0 ms, and such
an event presents a burst of high-frequency characteristics (up to 50 kHz) followed
by rapid energy decay. On the contrary, the spectrogram of the small-scale event is
dominated by an intermediate frequency of about 20 kHz. Its duration is about 3
ms, which lasts longer than the burst-like large-scale stick-slip events. No dominant

frequency is observed for the acoustic signal of the noise except a peak is observed
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at 20kHz. Note that the cutoff frequency of 5 kHz shown in all three spectrograms
comes from the highpass filtering previously performed.

To quantitatively illustrate the time synchronization between the optical mon-
itoring and the acoustic monitoring, the cross-correlation between the initial times

of optical events and detected acoustic events are computed (Figure 2.11). The
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Figure 2.11: a: Cross-correlation between the initial times of optical and acoustic
events, where the mean initial time is removed from both the optical and acoustic
catalogs before the cross-correlation. The acoustic events are the seismic events
detected before, while the optical events are the slip episodes clustered from the
spatiotemporal interactions of different asperities. A nearly symmetric distribution
of the cross-correlation function is observed. According to the zoom view (b), the
maximum cross-correlation is found at -4 s time lag, indicating a time synchro-

nization issue that needs to be optimized in further tests.

acoustic events are the detected events (black pentagrams) shown in Figure 2.9.
The optical events are the slip episodes clustered from the spatiotemporal interac-
tions of different individual asperity slips, which are defined from the slip history
of each asperity and obtained solely by optical monitoring (see also Section 4.5.1
for more details). The maximum cross-correlation, for this single experiment, is

found at -4 s time lag. This large time delay indicates a time synchronization issue
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with the current technical configuration, which needs to be improved in our further

tests.

2.4.3 Concluding Remarks

Although with the current technical configuration of acoustic emission, the
high-quality acoustic signals at local asperity and global fault scales, and the accu-
rate detection of acoustic events are achieved in the preliminary results of a single
experiment. However, a time synchronization issue between the optical monitor-
ing and the acoustic monitoring is found, which needs to be improved through
further tests. At present, two high-speed acquisition cards (PCle3660, ADDI-
DATA) which enable the recording of up to 8 signals at 24 bits up to 4 MHz, as
well as a set of 8 accelerometers from Briiel & Kjeer company are under testing,
which will contribute better acoustic data acquisition related to the slip of the
analog fault interface. In addition to developing the best acoustic acquisition sys-
tem adaptive to our experimental setup, we will also find the relevant acquisition
frequency range, the number of channels to be used, and the most appropriate
positions of the sensors for monitoring the acoustic signal linked to the sliding of
the asperities. The aforementioned tests of acoustic monitoring are expected to
improve the amplitude quantification and precisely locate the acoustic events, for
better coupling with the optical monitoring, as well as illustrating the link between

seismicity and slips of asperities.

2.5 Rate and State Frictional Parameters of the
Multi-Asperity Interface

To measure the rate and state frictional parameters of the multi-asperity in-
terface, which include the direct effect a, the evolution effect b, and the critical
slip distance D, the slide-hold-slide experiments and velocity-step experiments are

subsequently performed with this interface.
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2.5.1 Slide-Hold-Slide Experiments

The slide-hold-slide experiments are used to measure the static friction of a
fault interface (Marone, 1998b). In particular, the sliding of the interface is inter-
rupted for a specific time, here the holding time sequence, after which the original
loading is recovered to slide the interface again and measure the maximum friction
coefficient (e.g., Figure 1.6b). By repeating the slide-hold-slide process, the static
friction of the interface at the predefined holding time sequence can be measured
by picking up the corresponding maximum friction coefficient. A linear increase
of the static friction with the logarithmic hold time is expected. This linear re-
lation explains the healing of the fault interface, and its slope corresponds to the

evolution effect b in the rate and state frictional law (e.g., Figure 1.6a).
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Figure 2.12: Temporal evolution of the friction coefficient of the multi-asperity
interface during the five slide-hold-slide experiments. All the experiments are per-
formed under a normal load of 500 N and a loading rate of 15 um/s. All the
experiments have a holding time sequence of 10 s, 100 s, 1000 s, and 10000 s. Each
experiment is coded by color. Note the sudden friction coefficient drop of Exp3 at

about 11300 s is due to the stop of the shear loading.

Five slide-hold-slide experiments were conducted using the multi-asperity in-
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terface under a normal load of 500 N and a loading rate of 15 pum/s, where all
experiments have a holding time sequence of 10 s, 100 s, 1000 s, and 10000 s.
Figure 2.12 presents the temporal evolution of the friction coefficient. Each ex-
periment is coded by color. Note the sudden friction coefficient drop of Exp3 at
about 11300 s is due to the manual stop of the shear loading. Variations of the
absolute friction coefficient are observed among the five experiments, which could
be a result of the variations of the experimental environment. For example, our
experimental setup cannot maintain the same temperature and humidity for all
experiments. The increase of the friction coefficient with the holding time is ev-
idenced for all experiments, though variations of the absolute friction coefficient
exist.

The maximum friction coefficient followed by holding the interface for each
specific time is selected for each slide-hold-slide experiment. Figure 2.13 shows the
measurements of the static friction coefficients of the multi-asperity interface at
different holding times in the five experiments, where the color coding is the same
as Figure 2.12. Variations of the absolute static friction coefficients are observed
among all five experiments. In general, a consistent trend that the static friction
coefficient increases linearly with the logarithmic hold time is observed for all five
experiments. The values of the evolution effect b of the five experiments are given
by the best linear fits (shown as the color-coded lines), with a minimum value of
0.0071 and a maximum value of 0.0197, where the values of the evolution effect b of
Expl, Exp2, and Exp3 are close to each other. An outlier is found at the holding
time of 10000 s for Expb. The friction coefficient at the holding time of 1000 s
should never be less than the friction coefficient at the holding time of 1000 s if we
assume the friction coefficients at 10 s, 100 s, and 1000 s are robust. Given this
unreasonable measurement, Exp) is excluded from further analysis. The values
of the evolution effect b of the four retained experiments (i.e., Expl, Exp2, Exp3,
and Exp4) are averaged as 0.0171£0.0030, which is the estimation of the evolution

effect b of the multi-asperity interface.
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Figure 2.13: Measurements of the static friction of the multi-asperity interface at
different holding times for all five slide-hold-slide experiments. Each experiment
is color-coded the same as Figure 2.12. FEach circle denotes the static friction
coefficient, whereas each line represents the best linear fit of the fault healing
for each experiment. Expb is excluded due to the outlier at the holding time of
10000 s. The mean value of the evolution effect b averaged over the four retained

experiments is 0.017140.0030.

2.5.2 Velocity Step Experiments

The velocity step experiments measure the dynamic friction of a fault interface
in response to the abrupt change in the sliding rate (Marone, 1998b). Specifically,
the initial sliding rate of the interface is abruptly increased or decreased by im-
posing a new loading rate will lead to a change in the friction coefficient. The
friction evolves over a critical slip distance, D,., upon a sudden change in the slid-
ing rate and then to the dynamic friction in a new state to be measured (e.g.,

Figure 1.6d). If this dynamic friction coefficient is smaller than the initial friction
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coefficient in response to the sliding rate increment, the interface is defined as
velocity-weakening. By changing the variations of the velocity steps, the dynamic
friction coefficients at different sliding rates can be measured. Moreover, a linear
relationship between the dynamic friction coefficient and the logarithmic slip rate
of the interface is expected (e.g., Figure 1.6¢) to derive the direct effect a in the
rate and state framework.

Five velocity step experiments were performed with the multi-asperity interface
under a normal load of 200 N. Each experiment highlights the velocity up-step
from 15 pm/s to 150 pum/s and the velocity down-step from 150 pum/s to 15 pm/s.
Figure 2.14 displays a typical experimental result, in which the friction coefficient
evolves as a function of time (top) and as a function of the displacement of the
shearing point (bottom). The inset shows the temporal evolution of the loading
rate (indicated by the slope). Each experiment starts with a loading rate of 15
pum/s for about 120 s followed by the velocity up-step. At the velocity up-step,
the velocity-weakening behavior of the interface is evidenced. Equivalently, the
strength of the interface increases at the velocity down-step. According to the rate
and state friction (Figure 1.7a), the critical slip distance, D., can be evidenced
as the evolution distance at the velocity step. Meanwhile, the friction coefficient
variation due to the velocity step is equal to (a — b) In(V/V;), which can be used
to compute the value (a — b) since friction coefficient variation and In(V/V;) are
known.

To show more details at the velocity steps, the zoom view of the friction coef-
ficient evolution as a function of time (Figure 2.15 a and b) and as a function of
shearing point displacement (Figure 2.15 ¢ and d) are presented for the first veloc-
ity up-step. Figure 2.15b and Figure 2.15d are the zoom views of Figure 2.15a and
Figure 2.15¢ with finer resolution, respectively. We observe an evident decrease of
the friction coefficient during the velocity up-step (Figure 2.15b). Meanwhile, the
characteristic slip distance involving the evolution of the friction coefficient is also
observed (Figure 2.15d).

However, the large normal load (i.e., 200 N) imposed on the multi-asperity

interface makes it experience sequences of stick-slip before and after the velocity
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Figure 2.14: Typical evolution of the friction coefficient as a function of time
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dashed lines roughly divide the evolution into several periods corresponding to
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loading rate. The velocity up-step from 15 pm/s to 150 pm/s and the velocity
down-step from 150 pm/s to 15 pm/s are highlighted in this experiment.
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Figure 2.15: a: Zoom view of the evolution of the friction coefficient as a function

of time during the first velocity up-step shown in Figure 2.14. b: Zoom view of

Figure 2.15a with higher resolution. c: Zoom view of the evolution of the friction
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steps (Figure 2.14). Therefore, it is difficult to determine an accurate value of
the direct effect a with small uncertainty, since no accurate friction coefficients
of the steady states before and after the velocity step can be obtained. Further
experiments should be performed with a normal load of less than 50 N because this
range of normal load can induce the steady sliding of the multi-asperity interface
(see the temporal evolution of the shear force under different normal loads of the
multi-asperity interface in Figure 4.4). With appropriate normal loads, the values
of the direct effect, a, and the critical slip distance, D., can be better constrained

through the velocity step experiments.

2.5.3 Concluding Remarks

The slide-hold-slide experiments and velocity step experiments were performed
on the multi-asperity interface to measure its rate and state frictional parameters,
which are the direct effect a, the evolution effect b, and the critical slip distance
D..

Five slide-hold-slide experiments were performed with the multi-asperity inter-
face, where all the experiments have a holding time sequence of 10 s, 100 s, 1000
s, and 10000 s. Fault healing is observed for all the experiments. One experiment
with an outlier that is contradictory to the fault healing mechanism is excluded.
The value of the evolution effect b is estimated as 0.0171£0.0030 by averaging the
evolution effects of all the retained slide-hold-slide experiments.

Five velocity step experiments were performed one the same interface, where
each one highlights the velocity up-step from 15 gm/s to 150 pm/s and the velocity
down-step from 150 pm/s to 15 pm/s. Velocity-strengthening is evidently observed
in all the experiments. Yet, due to the large applied normal load, the interface
is always in the stick-slip regime rather than the steady state, which causes large
uncertainty for estimating the robust values of the direct effect a and the critical
slip distance D.. Further velocity step experiments should be conducted with a
normal load of less than 50 N, which can make sure the interface slips steadily. In
this circumstance, the values of aIn(V/Vy), bIn(V/V;), and (a — b) In(V/Vp) could

be better estimated from the clear friction coefficient variation and known velocity
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step, which results in a much more precise estimation of the direct effect a and the

critical slip distance D..

2.6 Rate and State Frictional Parameters of the
Single-Asperity Interface

The analog fault model with numerous asperities (i.e., Figure 2.1) presents an
effective friction rather than the friction of a single asperity. Therefore, a single-
asperity interface needs to be prepared to experimentally measure the rate and
state frictional parameters. To this end, a rigid embedding material with little
impact on the rheology of the contact is needed for such an interface. Otherwise,
the thick PMMA plate will easily contact with the silicone when only one single
asperity is embedded, which will modify the physical process from friction to ad-
hesion. More importantly, the time effect of friction will be mixed with the time
effect of the silicone block.

Plaster is employed as the embedding substrate to replace the soft silicone
block. Compared to the preparation of the multi-asperity analog fault model, the
procedures for preparing such a rigid plaster block embedded with a single asperity
are much easier: The plaster powder (from Esprit Composite) is fully mixed with
water at room temperature, and then the mixture is poured into the same mold
(of dimensions 10x10x10 c¢m) to form a layer of about 3 cm thickness. A single
PMMA bead, the same as the beads used in the analog fault model, is embedded
into the mixture with a depth approximately equal to its radius. After waiting for
at least 24 hours, the solidified plaster block embedded with a single asperity is
removed from the mold. Figure 2.16 displays the picture of the resulting plaster
block with a single asperity.

A single-asperity interface is achieved by contacting the thick PMMA plate
with the single asperity embedded in the rigid plaster block. Slide-hold-slide ex-
periments and velocity-step experiments are subsequently performed with this in-

terface to measure the rate and state frictional parameters of a single asperity.
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Figure 2.16: Picture showing a single rigid PMMA bead, the same as the beads
used in the analog fault model shown in Figure 2.1, embedded in a rigid plaster

block with dimensions 10x10x ~3 cm.

2.6.1 Slide-Hold-Slide Experiments

Six slide-hold-slide experiments were performed with the single-asperity inter-
face under a normal load of 200 N and a loading rate of 15 pum/s, where four of
them have a holding time sequence of 10 s, 100 s, 1000 s, and 10000 s and the
other two have a holding time sequence of 10 s, 50 s, 100 s, 500 s, 1000 s, 5000
s, and 10000 s. The temporal evolution of the friction coefficient is presented in
Figure 2.17, where each experiment is color-coded. We observe that variations of
the absolute friction coefficient exist among the six experiments. Such variations
may be due to the variations of the experimental environment, such as the tem-
perature and humidity since our experimental setup is incapable of maintaining
the same environment for all the experiments. Despite variations of the absolute
friction coefficient, an increment of the friction coefficient is also observed after
each holding for all the experiments.

For each slide-hold-slide experiment, we pick up the maximum friction coef-
ficient after holding the interface for each specific time. Figure 2.18 summarizes
the measurements of the static friction coefficients after holding the single-asperity
interface at different times in the six experiments. The absolute static friction

coefficients of the four experiments (i.e., Expl, Exp2, Exp3, and Exp4) are very



63

n—_ - 7

—

—Expl —Exp3 ]
Exp2 Exp4| ]
L L L

0.1}~

Friction coefficient

0 2000 4000 6000 8000 10000 12000
Time (s)
0B ——v—+——rT"—r—"4—+—F1r"—"+—r—"r—F1""—"—" 7T T 7T _
g 02F =
CH ]
G015 -
<3 ]
9 ]
g 01 =
g f ]
£ 005 g
- Exp6| A
o bE— P 5 5 0 & 5 o b 5 ¢ o B o 5 5 & & & o b 5 ¢ o B o ¢ 5 5 5 o F
0 2000 4000 6000 8000 10000 12000 14000 16000 18000
Time (s)

Figure 2.17: Temporal evolution of the friction coefficient of the single-asperity
interface during the six slide-hold-slide experiments. All the experiments are per-
formed under a normal load of 200 N and a loading rate of 15 um/s. Four experi-
ments (top) have a holding time sequence of 10 s, 100 s, 1000 s, and 10000 s and
the other two (bottom) have a holding time sequence of 10 s, 50 s, 100 s, 500 s,
1000 s, 5000 s, and 10000 s. Each experiment is coded by color.

close to each other, while the corresponding ones of the other two experiments
(i.e., Exp5 and Exp6) are much smaller. In general, all six experiments presents
a consistent trend that the static friction coefficient increases linearly with the
logarithmic hold time. The values of the evolution effect b of the six experiments
are given by the best linear fits (shown as the color-coded lines), with a minimum
value of 0.0165 and a maximum value of 0.0222. These six values are averaged as
0.018340.0022, which is the value of the evolution effect b in the rate and state

frictional law governing the motion of a single asperity.

2.6.2 Velocity Step Experiments

Five velocity step experiments were performed with the same single-asperity

interface under a normal load of 200 N. Each experiment highlights the velocity up-
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Figure 2.18: Measurements of the static friction of the multi-asperity interface
at different holding times for all six slide-hold-slide experiments. FEach experiment
is color-coded the same as Figure 2.17. FEach circle denotes the static friction
coefficient, whereas each line represents the best linear fit of the fault healing for
each experiment. The mean value of the evolution effect b averaged over all six

experiments is 0.01834-0.0022.

step from 5 pum/s to 50 um/s and the velocity down-step from 50 um/s to 5 pm/s.
Figure 2.19 illustrates a typical experimental result, in which the friction coefficient
evolves as a function of time (top) and as a function of the displacement of the
shearing point (bottom). The inset displays the temporal evolution of the loading
rate (indicated by the slope) imposed on the fault interface. Each experiment
starts with a sliding stage at 15 pm/s for about 60 s to achieve a steady state
of the interface. At the velocity up-step, the velocity-weakening behavior of the
interface is evidenced. Equivalently, the strength of the interface increases at
the velocity down-step. According to the rate and state friction (Figure 1.7a), the

critical slip distance, D., can be evidenced as the evolution distance at the velocity
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Figure 2.19: Typical evolution of the friction coefficient as a function of time
(top) and as a function of the shearing point displacement (bottom). The green
dashed lines roughly divide the evolution into several periods corresponding to
different loading rates that are indicated in pm/s. The inset shows the temporal
evolution of the displacement of the shearing point to indicate the history of the
loading rate. The velocity up-step from 5 pum/s to 50 um/s and the velocity down-
step from 50 pum/s to 5 um/s are highlighted in this experiment.
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step. Meanwhile, the friction coefficient variation due to the velocity step is equal
to (a — b) In(V/V4), which can be used to compute the value (a — b) since friction
coefficient variation and In(V/V,) are known.

To show more details at the velocity steps, the zoom view of the friction coef-
ficient evolution as a function of time (Figure 2.20 a and b) and as a function of
shearing point displacement (Figure 2.20 ¢ and d) are presented for the first veloc-
ity up-step. Figure 2.20b and Figure 2.20d are the zoom views of Figure 2.20a and
Figure 2.20c with finer resolution, respectively. We observe an evident decrease of
the friction coefficient during the velocity up-step (Figure 2.20b). Meanwhile, the
characteristic slip distance involving the evolution of the friction coefficient is also
observed (Figure 2.20d).

For all the ten velocity up-steps in the five experiments, we superimpose them
by setting both the friction coefficient peak and its time as zero and present the
friction coefficient variation as a function of time variation (Figure 2.21a) and as
a function of shearing point displacement variation (Figure 2.21b). It is found
that deviations of the initial friction coefficient variation, which is the difference
between the initial friction coefficient and the minimum friction coefficient, exist
among these ten velocity up-steps. Assuming the initial friction coefficient varia-
tion corresponding to (a—b) In(V/V;) (Figure 1.7), such large deviations will result
in a large uncertainty in the estimation of the direct effect a. A preliminary value
of about 2-3 um for the critical slip distance, D., can be estimated from Figure
2.21b if we assume the minimum friction coefficient variation corresponds to the
initiation of the new state of the fault interface.

To measure the direct effect a in the rate and state friction with velocity step
experiments, the most used way is to steadily slide the fault interface before the
velocity step, which makes it easy to determine the value of aIn(V/V;) by com-
puting the difference between the relatively constant friction coefficient before the
velocity step and the peak friction coefficient during the velocity step (Figure 1.7).
The fault evolves to another steady state with another relatively stable friction
coefficient through a critical slip distance. Similarly, the relatively stable friction

coefficient under the new steady state makes it easy to determine the values of
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Figure 2.20: a: Zoom view of the evolution of the friction coefficient as a function

of time during the first velocity up-step shown in Figure 2.19. b: Zoom view of

Figure 2.20a with higher resolution. c: Zoom view of the evolution of the friction

coefficient as a function of shearing point displacement during the first velocity up-

step shown in Figure 2.19. d: Zoom view of Figure 2.20c with higher resolution.
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Figure 2.21: Superposition of the friction coefficient variation as a function of
time variation (a) and as a function of shearing point displacement variation (b)
for all the velocity up-steps in the five experiments, by setting both the friction

coefficient peak and its time as zero.

bIn(V/Vy) and (a — b) In(V/Vh). Unfortunately, the single-asperity interface ex-
perienced sequences of stick-slip before and after the velocity steps (Figure 2.19)
due to the employment of a large normal load (i.e., 200 N), which makes it diffi-
cult to determine an accurate value of the direct effect a with small uncertainty.
Experiments under the same loading rate and different normal loads need to be
performed with the single-asperity interface to find the range of normal load for
the steady sliding. Based on this range of normal load, the velocity step experi-
ments can be proceeded with the single-asperity interface to better constrain the
values of aIn(V/Vy), bIn(V/Vy), and (a—b) In(V/V}), since the steady states of the
interface can be achieved before and after the velocity step.

To estimate the direct effect, a, and the critical slip distance, D., another pos-
sibility is to employ the validated spring-block numerical model (see Section 3.1 for
details) to simulate earthquake sequences under loading characteristics the same as
those applied in our experiments. Since a robust estimation of the evolution effect,

b =0.0183 4+ 0.0022, is known, we could compare the numerical and experimental
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earthquake sequences by setting different values for a and D.. Among the values of
a and D, for numerically producing the frictional behavior of this single-asperity
interface, the one that best matches our experimental measurements could be the

robust estimation of the frictional parameters.

2.6.3 Concluding Remarks

To measure the rate and state frictional parameters of a single asperity (i.e.,
the direct effect a, the evolution effect b, and the critical slip distance D.), the
single-asperity interface was prepared by replacing the silicone block with the rigid
plaster as the embedding substrate.

Six slide-hold-slide experiments were performed with the single-asperity inter-
face, where four of them have a holding time sequence of 10 s, 100 s, 1000 s, and
10000 s and the other two have a holding time sequence of 10 s, 50 s, 100 s, 500
s, 1000 s, 5000 s, and 10000 s. A robust experimental estimation of the evolution
effect b, which is 0.0183+0.0022, is obtained by averaging the evolution effects of
all six slide-hold-slide experiments.

Five velocity step experiments were performed with the same single-asperity
interface, where each one features the velocity up-step from 5 um/s to 50 pm/s and
the velocity down-step from 50 ym/s to 5 pm/s. However, with current datasets
of the velocity step experiments, it is not easy to constrain the robust values of
the direct effect, a, and the critical slip distance, D., because the applied large
normal load (i.e., 200 N) makes the interface be in the stick-slip regime rather
than the steady state. More velocity step experiments under a range of normal
loads that lead to the steady sliding of the interface are preferred to determine the
values of aln(V/Vp), bIn(V/Vy), (a — b)In(V/Vy), and D, from the clear friction
coefficient variation and known velocity step. The values computed above can also
cross-validate the evolution effect b measured from the slide-hold-slide experiments,
which all together enable the robust estimation of the rate and state frictional

parameters for each asperity.
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2.7 Contributions

Such a novel experimental setup, which can directly capture the subtle motions
of hundreds of asperities on a faulting interface, is a significant bedrock for our
subsequent experimental and numerical works. The first version of this setup was
established by a former PhD student, Camille Jestin, of my supervisors, which
only achieved a very preliminary optical monitoring of the faulting interface but
without the high-quality capture of the subtle motions of all the asperities.

Since the start of my PhD, I found a better silicone product to produce the
silicone block, and the PMMA beads with suitable sizes and colors. I then produced
the analog fault model comprising numerous asperities with height variations and
random spatial distribution. Based on the first version of the setup, I assembled all
the individual experimental elements, supplemented more measuring devices, and
calibrated all the devices. In particular, I supplemented the laser for measuring
the displacement of the PMMA plate. I calibrated the shearing system including
the translation stage and shear force sensor. I also found the loading cylinder with
suitable stiffness. In addition, I updated the optical monitoring and determined
the best monitoring parameters for the experiments. For the acoustic aspect, it was
totally developed by myself. For measuring the rate and state frictional parameters
of both multi-asperity and single-asperity interfaces, it was totally implemented
by myself. Furthermore, for the setup related to the MTS machine, it was totally
developed by myself.



Chapter 3

Modeling of the Analog Fault

Interface

The heterogeneous analog fault model, which comprises numerous discrete fric-
tional asperities with normal stress variations randomly embedded in a viscoelastic
silicone block, leads to a multi-contact fault interface with a mixture of frictional-
viscous deformation and normal stress variations at asperities. Numerical modeling
of this interface can complement the understanding of the effects of some fault pa-
rameters on the fault slip behavior, such as the viscosity of the silicone block or
the spatial distribution of asperities.

A numerical model of such an analog fault interface is developed based on the
modified two-dimensional Burridge-Knopoff model, where viscoelastic interactions
of asperities are quantified from the physical properties of our experimental setup.
Meanwhile, the friction of each asperity is assumed to be governed by rate and
state frictional law, in which the rate and state parameters are measured from
slide-hold-slide and velocity step experiments using a single-asperity interface. In
this chapter, I start the numerical modeling with a single-degree-of-freedom spring-
block model that is validated through the benchmark with the Quasi-DY Namic
(QDYN) earthquake simulator. Ithen extend this zero-dimensional model to a one-
dimensional model containing two viscoelastically interacting asperities. Finally, a
two-dimensional numerical model of the analog fault interface is developed, which

considers the viscoelastic interactions among all asperities.

71
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3.1 Spring-Block Model

A spring-block model is established following a single-degree-of-freedom oscil-
lator (Erickson et al., 2008; Madariaga, 1998) to describe the slip behavior of a
single asperity on the rough surface (Figure 3.1), where the friction of the block
is governed by the rate and state constitutive friction with aging law (Dieterich,
1978, 1979). We consider the block with unit basal area and mass M, coupled by
an elastic spring of stiffness Kg to a loading plate with a constant rate, Vg (Figure
3.1). The radiation damping term proposed by Rice (1993) is also included to

approximately represent radiated energy loss during earthquake sequences.

Loading plate

P VS
Gn

Ks

Friction

Rough surface

Figure 3.1: Scheme of the single-degree-of-freedom spring-block system. The
slider of mass (analogical to an asperity) is coupled by a spring with a stiffness of
Ky to a plate with a constant loading rate of Vg, which represents the other side
of the fault and the thick PMMA plate in our experimental setup. The friction
between the slider and the rough surface is governed by the rate and state friction

with aging law in our modeling.

The behavior of this model is described by the following system of ordinary
differential equations (ODEs):
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where u, V', and M are respectively the slip, the slip rate, and the mass of the
block, o, is the normal stress, GG is the shear modulus, and Cyg is the shear wave

speed. p is the friction coefficient defined by the rate and state friction law,

V Vof
1= po+ aln(—) + bln(~>

7 D) (3.2)

where all these variables have already been explained in equation 1.1 in Section
1.3. We emphasize that the evolution of the state variable, 0, here is defined by
the aging law (Dieterich, 1979).

A non-dimensionalization is implemented as follows before numerically solving

the system of ODEs (Bolotskaya & Hager, 2022; Erickson et al., 2008):

(o _u
nd_ud_Dc
Vv Vv
Vnd__:_
Vi W
0 (3.3)
nd—e_d—?%
t Vi Vo
thg=—=t— =t—
LTty Ug D,

where the variables marked by the subscripts 'nd’ and ’d’ indicate the non-dimensionalized
and dimensional variables, respectively. With these non-dimensionalization equa-

tions, the original ODE system (equation 3.1) can be derived into the non-dimensionalized
system as:

p
Und = Vnd —1
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This non-dimensionalized ODE system is then solved numerically in MAT-
LAB using a variable-step, variable-order stiff solver (Shampine & Reichelt, 1997;
Shampine et al., 1999).

3.1.1 Benchmark with QDYN

The widely used Quasi-DYNamic earthquake simulator (QDYN) (Luo et al.,
2017) is applied to simulate the earthquake sequences with the spring-block model.
By comparing the earthquake sequences produced by our model and QDYN using
the same set of parameters, our spring-block model can be benchmarked.

A set of parameters listed in Table 3.1 is used both in our numerical spring-
block model and QDYN. The mass is estimated from the mass of a single PMMA
bead used for modeling the asperity, and the shear modulus and shear wave
speed of PMMA are respectively estimated by Selvadurai and Glaser (2015a) and
Selvadurai, Galvez, Mai, and Glaser (2023). Since the robust estimation of the rate
and state frictional parameters have not been obtained through the experiments
on the single-asperity interface, the direct effect a and the evolution effect b are
extracted from the studies on PMMA interface (Berthoud et al., 1999), and the
critical slip distance D, is represented by a preliminary value. We note that, for
the moment, these parameters (Table 3.1) are capable of testing the performance
of our spring-block model, although some of them are not perfectly true for our
analog fault interface.

With the same set of parameters (Table 3.1), the earthquake sequences pro-
duced by our model and QDYN are compared in Figure 3.2. We observe that,
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after one earthquake cycle, the evolution of the two sequences achieves the same
during the subsequent dozens of cycles. This simple benchmark demonstrates the
effectiveness of our developed spring-block model. We note that the inertia term
is not included in the governing equations in QDYN, though a good consistency
between our model and QDYN is observed. The reason is that in our spring-block
model, the mass value is set based on the mass of a PMMA bead, which is about

6x1073 kg, thus only a negligible inertia effect will be considered.

Table 3.1: Parameters used in the spring-block model

Parameter Symbol Value
Mass M 6x1072 kg
Shear modulus G 2.28 GPa
Shear wave speed Cs 1330 m/s
Normal stress On 20 MPa
Loading rate Vs 10.0 pum/s
Direct effect a 0.00936
Evolution effect b 0.01440
Critical slip distance D, 1x107° m
Stiffness of the loading Ks 1.0 GPa
Reference friction coefficient 0.6
Reference slip rate Vo 10.0 pm/s
Simulation time t 3000 s
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Earthquake sequences simulated by our spring-block model (black

solid line) and QDYN (red dashed line) using the same set of parameters listed in

Table 3.1. The two earthquake sequences present the same evolution after the first

earthquake cycle. b: Zoom-in view of Figure 3.2 ranging from 1000 s to 1500 s.
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3.1.2 Tests with Varying Parameters

We conduct a series of tests by separately varying the normal stress, the loading
rate, the ratio between the direct effect a and the evolution effect b, and the critical
slip distance while keeping the other parameters the same as Table 3.1 to further

test the established spring-block model.

Varying the Normal Stress
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Figure 3.3: Earthquake sequences simulated by the spring-block model under
four different normal loads. The steady sliding of the system is observed at 1
MPa. The recurrence time, the maximum stress drop, and the maximum slip rate

increase with the normal stress.

Figure 3.3 presents the simulated earthquake sequences under four different
normal stresses of 1 MPa, 10 MPa, 20 MPa, and 40 MPa. We observe that the
recurrence time, the maximum stress drop, and the maximum slip rate increase
with the normal stress, which is consistent with the experimental and field obser-
vations (Riviere et al., 2018; Zhou et al., 2021). The steady sliding of the system is

observed when the normal load is 1 MPa, during which the slip rate and the fric-
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tion coefficient are equal to the loading rate and the reference friction coefficient,
respectively.

With the earthquake sequences produced by our spring-block model, the vari-
ables including recurrence time, maximum slip rate, peak strength, and maximum
stress drop are plotted as a function of the normal stress in Figure 3.4. The thick
gray dashed line in the right top panel represents the reference slip rate of the
system (i.e., 1x107° m/s). All the four variables increase with the normal stress.
The steady sliding of the system, which has zero stress drop and a slip rate equal
to the reference slip rate, is evidenced at a normal stress of 1 MPa. Thus, no
recurrence time is plotted at the 1 MPa normal stress. Such evolution also high-
lights the transition from steady sliding to stick-slip of the spring-block system

with increasing normal stress.
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Figure 3.4: Recurrence time, maximum slip rate, peak strength, and maximum
stress drop of the earthquake sequences simulated under different normal loads.
The thick gray dashed line indicates the reference slip rate of the spring-block
system. No recurrence time is plotted at the 1 MPa normal stress due to the

steady sliding of the system.
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Varying the Loading Rate

We also test the earthquake sequences under three different loading rates (Fig-
ure 3.5). An evident decrease in the recurrence time is observed for the increment
of the loading rate. This is also consistent with experimental observations (Zhou
et al., 2021). Nevertheless, the loading rate shows no dominant effect on the max-

imum slip rate.
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Figure 3.5: Earthquake sequences simulated by the spring-block model under

three different loading rates. The recurrence time decreases with the loading rate.

The effect of the loading rate on the recurrence time, maximum slip rate, peak
strength, and maximum stress drop is also investigated through multiple earth-
quake sequences simulated by the spring-block model. As shown in Figure 3.6, the
recurrence time evidently decreases with the loading rate, whereas the maximum
slip rate is invariant to the loading rate. The peak strength and the maximum

stress drop slightly decrease with the loading rate.
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Figure 3.6: Recurrence time, maximum slip rate, peak strength, and maximum
stress drop of the earthquake sequences simulated under different loading rates.
The thick gray dashed line in the right top panel indicates the reference slip rate
of the spring-block system. The recurrence time decreases with the loading rate,
while the maximum slip rate shows no dependency on the loading rate. The peak

strength and the maximum stress drop slightly decrease with the loading rate.
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Varying the Ratio a/b

By keeping b fixed to 0.0144, we vary the ratio a/b as 0.50, 0.65, and 0.80
to simulate the corresponding earthquake sequences (Figure 3.7). We find that
the recurrence time, the peak strength, and the maximum stress drop all decrease
with the increase of the ratio. Indeed, the proportional relationship between the
variable (a — b)o, and the stress drop has long been recognized (Cao & Aki, 1987;
Tullis et al., 2012) and indicated in the rate and state frictional law (Figure 1.7a),
which means that a smaller difference between a and b (given a < b) will lead to
a smaller stress drop. Thus, a larger value of the ratio a/b will result in a smaller
stress drop. Since a smaller energy will be released during an earthquake, the
time required for accumulating strain energy will be less, which causes a smaller

strength of the system and a smaller recurrence time.
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Figure 3.7: Earthquake sequences simulated by the spring-block model under
three different values of a/b by keeping b fixed as 0.0144. The recurrence time, the

peak strength, and the maximum stress drop decrease with the ratio.
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Such an explanation is well supported by Figure 3.8, which shows the evolution
of recurrence time, maximum slip rate, peak strength, and maximum stress drop
along with multiple values of the ratio a/b. The recurrence time, the peak strength,
and the maximum friction drop are observed to clearly decrease with the a/b ratio,

whereas the maximum slip rate slightly decrease with this ratio.
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Figure 3.8: Recurrence time, maximum slip rate, peak strength, and maximum
stress drop of the earthquake sequences simulated under different values of the ratio
a/b. The thick gray dashed line in the right top panel indicates the reference slip
rate of the spring-block system. The recurrence time, the peak strength, and the
maximum friction drop evidently decrease with the ratio a/b, while the maximum

slip rate slightly decrease with the ratio a/b.
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Varying the Critical Slip Distance

In addition, we vary the critical slip distance, D.., at three orders of magnitude
to check its effect on the earthquake sequences (Figure 3.9). The system will
be stable (i.e., steady sliding) if the critical slip distance is large to result in a
large enough nucleation length (Ampuero & Rubin, 2008), which can prohibit the
occurrence of the stick-slip behavior. The steady sliding of the system is found
when the critical slip distance is 1000 gm. In the regime of stick-slip of the system,
the peak strength, the recurrence time, the maximum slip rate, and the maximum

stress drop decrease with the critical slip distance , D..
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Figure 3.9: Earthquake sequences simulated by the spring-block model under
three different critical slip distances. The steady sliding of the system is observed
when the critical slip distance is large enough. For the system with stick-slip
sequences, the peak strength, recurrence time, the maximum slip rate, and the

maximum stress drop decrease with the critical slip distance.

Similarly, our spring-block model simulates multiple earthquake sequences with
critical slip distances ranging five orders of magnitude. Five sets of recurrence

time, maximum slip rate, peak strength, and maximum stress drop are extracted
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from the corresponding earthquake sequences and summarized in Figure 3.10. The
steady sliding of the system, which has zero stress drop and a slip rate equal to
the reference slip rate, is evidenced when the critical slip distance is 1000 pm, thus
no recurrence time is plotted here. Recurrence time, maximum slip rate, peak
strength, and maximum stress drop all decrease with the critical slip distance.
However, the maximum slip rate just slightly decreases when the critical slip dis-
tance is less than 10 um, and it decreases sharply since the critical slip distance is
greater than 10 pym. The transition of the spring-block system from stick-slip to
steady sliding is also highlighted with the increment of the critical slip distance.
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Figure 3.10: Recurrence time, maximum slip rate, peak strength, and maximum
stress drop of the earthquake sequences simulated under different critical slip dis-
tances, D.. The thick gray dashed line in the right top panel indicates the reference
slip rate of the spring-block system. No recurrence time is plotted at the critical
slip distance of 1000 pum due to the steady sliding of the system. In the stick-slip
regime, the recurrence time, the peak strength, and the maximum stress drop evi-
dently decrease with the critical slip distance, while the maximum slip rate slightly

decreases when the critical slip distance is less than 10 pm.
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3.2 One-Dimensional Model

Based on the spring-block model established above, we extend it to a one-
dimensional model considering the viscoelastic interactions between asperities. We
start with a simple version that includes two identical asperities coupled to each
other by a spring defined by the Maxwell viscoelastic model while keeping the
other assumptions the same as the single spring-block model. Such a model is
illustrated schematically in Figure 3.11, where the viscoelasticity the interacting
spring, 2.2x107 Pa-s, is determined from the silicone sample characterization in
Section 2.1.2. We acknowledge that the thick PMMA plate in our expe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>