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Résumé étendu

Réseaux sur Puce - Network-on-Chip

Le paysage technologique en constante évolution stimule la demande de systèmes em-
barqués multicœurs à grande échelle et hautement efficaces. Depuis son introduction au
début des années 2000, le concept de Réseaux sur Puce (Network-on-Chip - NoC) a subi
une transformation notable, s’établissant fermement dans l’architecture de ces systèmes.
Actuellement, les NoCs sont incorporés dans des composants avancés tels que le CPU
Intel Core i9 [Int], le Système sur puce Snapdragon® 8 Gen 2 de Qualcomm [Yua+23] et
le FPGA Stratix d’Altera [Sam+23], témoignant de leur importance et de leur pertinence
dans l’industrie des semi-conducteurs.

L’étude des NoCs implique une analyse minutieuse de leurs divers composants, notam-
ment les algorithmes de routage et les critères d’évaluation pertinents. Face à l’évolution
rapide de la technologie des semi-conducteurs et aux besoins accrus en traitement de
données, les NoCs classiques rencontrent continuellement de nouveaux défis [PJD22]. La
recherche et le développement incessants ont conduit à l’apparition de stratégies inno-
vantes pour surmonter ces obstacles, assurant ainsi l’adaptabilité et l’efficacité des NoCs
dans le contexte technologique actuel [MSP23].

Évaluation des performances

L’évolution vers des architectures multicœurs, caractérisée par un parallélisme massif
sur une seule puce, a marqué un tournant ces dernières années. Ces architectures, in-
tégrant des dizaines, voir des centaines de cœurs hétérogènes, favorisent des capacités
de calcul parallèle considérables, pertinentes notamment pour le calcul à haute perfor-
mance (High-Performance Computing HPC) [Viv21]. Cette augmentation du parallélisme
entraîne une augmentation conséquente des échanges de données, mettant en lumière
l’importance cruciale du système de communication pour la performance globale.

Les avancées dans l’intégration du silicium ouvrent la voie à des interconnexions inno-
vantes telles que les réseau sans fil sur puce (WiNoCs) [Ort+19]. Les WiNoCs exploitent

17



Résumé étendu

la large bande de fréquences du processus CMOS, permettant des communications rapides
sur de longues distances sans augmentation significative de la latence, contrairement aux
NoCs électriques qui sont limités par les traversées de routeurs. Bien que les WiNoCs
puissent fonctionner seuls, la combinaison de WiNoCs et de NoCs électriques dans un
système hybride offre une flexibilité, en utilisant des communications sans fil pour les
distances longues et des routeurs électriques pour les distances courtes, pour surmonter
les limitations de bande passante des WiNoCs.

L’exploration des architectures de systèmes multicœurs représente un défi en raison de
la complexité et du temps requis pour l’évaluation des performances, laquelle repose sou-
vent sur des simulations lentes, particulièrement dans le cas de système à large échelle. En
alternative, la modélisation mathématique se présente comme un compromis intéressant
entre rapidité de calcul et précision. Les modèles analytiques appliqués aux interconnex-
ions sur puce, basés sur la théorie des files d’attente, offrent des indicateurs de performance
comme l’utilisation moyenne de la mémoire tampon et la latence des paquets. Toutefois,
un défi majeur réside dans le fait que les modèles actuels sont principalement conçus pour
des interconnexions homogènes et ne s’adaptent pas bien aux systèmes d’interconnexion
hybrides.

Traces de trafic d’application

L’évaluation des performances d’un NoC lors des premières phases de conception ar-
chitecturale, souvent désignée comme l’exploration de l’espace de conception, est cru-
ciale pour les concepteurs de système sur puce. La simulation de systèmes complets,
englobant l’architecture dans son ensemble – coeurs de calcul, mémoires, interconnexions,
et l’exécution des applications –, représente la méthode la plus fiable pour évaluer les
performances des interconnexions et leur influence sur l’exécution des applications. De
plus, cette approche est essentielle pour mesurer précisément la vitesse d’exécution d’une
application.

Malgré son importance, la simulation de systèmes complets pour l’évaluation des per-
formances des NoCs s’avère extrêmement chronophage. La complexité de personnaliser
des simulateurs tels que le fameux Gem5 représente un premier obstacle majeur pour les
concepteurs souhaitant tester des interconnexions sur puce émergentes. De plus, la durée
nécessaire à ces simulations limite drastiquement l’exploration efficace de l’espace de con-
ception. Un exemple concret de cette limitation est la simulation de l’exécution d’une
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architecture à 64 cœurs traitant une vidéo de 13 secondes avec l’application x264 dans
le cadre de la suite PARSEC. Avec un processeur Dual Intel Xeon 4214 et 64 Go de mé-
moire, une telle simulation requiert environ cinq jours, ce qui restreint considérablement
la possibilité d’évaluer divers paramètres en un temps raisonnable.

Les modèles analytiques et les simulateurs NoC représentent des solutions pour l’évaluation
des performances des NoCs. Cependant, ils présentent des limites, notamment l’incapacité
à évaluer l’accélération des applications, car ils se concentrent sur les traces de commu-
nication sans exécuter les applications simultanément avec le NoC. Malgré cela, leur util-
isation reste privilégiée dans la conception des NoCs. Historiquement, les concepteurs
ont recours à des modèles de trafic génériques, comme les modèles aléatoires ou trans-
posés, pour évaluer le comportement des NoCs. Récemment, l’adoption de modèles de
trafic plus réalistes, reflétant le comportement des applications réelles, a gagné en intérêt.
Cette approche implique d’abord l’exécution d’une application sur un simulateur de sys-
tème complet pour enregistrer les traces de communication, qui sont ensuite injectées dans
un outil d’analyse de performance NoC. L’injection de ces traces peut se faire de deux
manières : i) l’injection paquet par paquet à des moments précis, ou ii) l’utilisation d’un
trafic basé sur le taux d’injection de paquets (PIR). La première méthode peut être très
chronophage en raison du volume de données à traiter, tandis que la seconde, bien que
plus rapide, peut affecter la fidélité des résultats en raison des variations dans le calcul
du PIR.

L’utilisation des traces de trafic d’application pour l’analyse de performance des NoCs
est un sujet largement abordé dans la littérature. Ces traces sont couramment employées
soit pour valider les propositions de recherche, comme dans notre étude, soit pour com-
parer et caractériser des applications de référence. Des approches variées sont adop-
tées pour cette analyse. Par exemple, certaines études, comme celles référencées dans
[Adusumilli 2023, Chen 2020], utilisent un taux d’injection de paquets (PIR) constant
pour chaque cœur durant toute l’application, ce qui peut atténuer les variations et man-
quer de précision dans l’évaluation des performances de l’interconnexion. D’autre part,
d’autres chercheurs [Mandal 2019, Mandal 2021a] ont divisé les traces en fenêtres de
temps de taille fixe pour mieux appréhender l’évolution de la latence en fonction des cy-
cles d’horloge. Cependant, la sélection arbitraire de la taille de ces fenêtres soulève des
questions quant à l’impact de ce choix sur la précision de l’évaluation des performances.

Les travaux que nous avons réalisés et qui sont présentés dans ce document abordent
ces différentes problématiques. Nous proposons d’étendre les modèles analytiques pour
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prendre en compte l’hétérogénéité d’un NoC. De plus, nous proposons un modèle ex-
haustif pour l’analyse des traces d’application et l’automatisation de leur utilisation dans
l’évaluation des performances des NoCs, que ce soit via des simulations ou des modèles
analytiques.

Le reste du manuscrit est organisé de la façon suivante

Chapitre 1

Ce chapitre dédié aux NoCs traite de leur évolution historique et des principes fonda-
mentaux qui les régissent. Nous entamerons par une analyse approfondie des topologies,
des composants et des formats de transfert de données des NoCs, suivie d’un examen des
algorithmes de routage et des techniques de contrôle de flux. Par la suite, nous définirons
et discuterons les critères d’évaluation qui déterminent les performances des NoCs. Il
est également crucial de reconnaître les limites des NoCs électriques traditionnels, tout
en examinant les technologies émergentes, en particulier les réseau sans fil sur puce. Fi-
nalement, le chapitre conclura avec une explication détaillée des différents modèles de
trafic utilisés dans les NoCs, en se concentrant sur les applications synthétiques et les
benchmarks.

Chapitre 2

Dans ce chapitre, nous proposons d’étendre les modèles analytiques pour prendre en
compte l’hétérogénéité d’un NoC. Nous introduisons un modèle analytique innovant pour
les NoCs hybrides, basé sur le modèle de file d’attente M/G/1. Ce modèle est conçu pour
évaluer la latence moyenne des paquets et le débit du réseau dans unNoC hybride, où
les paquets peuvent emprunter des chemins électriques, sans fil, ou mixtes. Le modèle
repose sur une distribution de Poisson pour le trafic de communication, avec des routeurs
utilisant l’arbitrage round-robin et un accès au canal sans fil via un système de passage
de jetons. Il permet une configuration distincte des temps de service et des capacités des
canaux électriques et sans fil, reflétant les conceptions matérielles réelles. Ce modèle offre
une hétérogénéité qui facilite l’exploration des paradigmes de conception futures, tels que
les architectures basées sur les chiplets ou les accélérateurs. Il aborde des caractéristiques
clés non couvertes par les modèles conventionnels, telles que i) un mécanisme d’accès au
canal sans fil distinct, ii) des largeurs de bande de communication hétérogènes entre les
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médias électriques et sans fil, et iii) des différences dans les temps de latence entre les
routeurs électriques et sans fil. À notre connaissance, ce modèle est le premier de son
genre pour une interconnexion hybride sur puce.

Chapitre 3

Ce chapitre se consacre à l’élaboration d’un modèle exhaustif pour l’analyse des traces
d’application et l’automatisation de leur usage dans l’évaluation des performances des
NoCs, que ce soit via des simulations ou des modèles analytiques. L’intégration des
fenêtres d’analyse est mise en avant, soulignant leur rôle crucial dans la capture de la
dynamique temporelle de la latence. Le cadre développé ne se limite pas à recommander
l’utilisation de fenêtres d’analyse ; il fournit également des indications sur la taille optimale
de ces fenêtres et expose les bénéfices de leur utilisation. En offrant une perspective
détaillée sur l’évaluation des applications réelles et en explorant l’impact des fenêtres
d’analyse sur les résultats, ce modèle permet d’améliorer la robustesse des études de
recherche et de réaliser des comparaisons plus précises entre différentes architectures.
Ainsi, ce chapitre enrichit la compréhension de l’évaluation des performances des NoCs
et promeut une approche plus approfondie et complète de l’analyse des applications de
référence dans le domaine des architectures informatiques.
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Introduction

Context and Motivations

In the early days of the electronics industry, devices were mainly based on electron
tubes. These tubes control the flow of electrons between two metal electrodes in a vacuum
or gas-sealed container [Oka94]. In 1925, Lilienfeld [Edg30] introduced the concept of
current control by a perpendicular electric field, later known as Metal-Semiconductor
Field-Effect Transistor (MESFET). Despite the difficulties encountered in the initial
manufacture of the MESFET, progress was made with Schottky’s theory of rectification
behavior in metal-semiconductor contacts and the creation of the first bipolar junction
transistor in 1947 by Bardeen, Brattain and Shockley [Ort09]. More progress was then
made in the 1960s with the development of the Metal-Oxide-Semiconductor Field-Effect
Transistor (MOSFET) and the establishment of silicon as the reference semiconductor,
thus culminating in the successful manufacture of the MESFET [Mea66], marking the
transition to the era of nanoscale electronics.

Moore’s Law, a key concept in semiconductor technology, has its origins in an observa-
tion made in 1965 by Gordon Moore, co-founder of Intel. Figure 1 illustrates the 122 years
of Moore’s law, which postulates that the number of transistors on a microelectronic chip
will double approximately every two years, increasing computing power. The graph shows
the evolution of different computing technologies, from mechanical systems to integrated
circuits. It starts with mechanical devices used in the early 20th century, followed by
relays, vacuum tubes, transistors, and finally integrated circuits dominating today. An
exponential increase in the computing power can be observed over time, particularly from
the 1960s onward with the advent of transistors. This trend highlights the rapid and
impressive progress of semiconductor technology, leading to major advances in computing
and digital technologies.

Figure 2 additionally illustrates the evolution of the node sizes of semiconductor tech-
nology over several decades, from 3µm to 3nm. A constant and significant reduction
in node size is recognized, reflecting the technological advances in miniaturization. The
graph further shows that, as early as the 1970s, the nodes were relatively large, measur-
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Figure 1: 122 years of Moore’s law [AI].

ing micrometers. However, as technology progressed, they gradually decreased, reaching
sub-micrometer sizes such as 90nm, 65nm, and down to recent nanometer sizes such as
7nm and 5nm. The images inserted in the graph show the density of transistors or struc-
tures at each stage, highlighting the massive increase in density as technology advances.
This continuous reduction in node size is a testament to the ingenuity of microelectronics
engineering, enabling increased performance and greater chip energy efficiency.

For instance, in the beginning of 2023, apple announced [App] the M2, M2 pro and
M2 Max (Figure 3) next generation System-on-Chip (SoC): the M2 Max builds upon the
capabilities of the M2 Pro, featuring up to a 12-core CPU and a remarkable 19-core GPU.
In addition, the M2 Max boasts a GPU with up to 38 cores. This cutting-edge chip is
manufactured using second-generation 5 nm process technology. When it comes to the
transistor count, the M2 Pro is packed with 40 billion transistors, while the M2 Max
contains an astounding 67 billion.

Today, other giants such as Huawei are not to be outdone, regularly announcing sig-
nificant technological advances in this field. The Kirin 9000S processor is used in the
latest Mate 60 Pro phone [HUA]. The Kirin 9000 is an advanced 5nm chipset, featuring
a CPU with 1x Cortex-A77 at 3.13 GHz, 3x Cortex-A77 at 2.54 GHz, and 4x Cortex-A55
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Figure 2: The evolution of the node sizes of semiconductor technology over several
decades [TSM].

at 2.05 GHz. It features a 24-core Mali-G78 GPU with Kirin Gaming+ 3.0, Huawei Da
Vinci 2.0 AI architecture with 2x Ascend Lite + 1x Ascend Tiny, supports 5G SA&NSA,
Sub-6G&mmWave, has a four-channel Kirin 6.0 ISP, 8 MB system cache and supports
LPDDR5/4X memory.

These innovations are not simply technological triumphs. They also embody a global
struggle for supremacy in the semiconductor sector. It is not just a competition be-
tween companies but also between nations. Chips and Integrated Circuit (IC) are at the
heart of most modern technologies, from smartphones and autonomous cars [GGM23] to
communications infrastructures and supercomputers. Whoever leads in this field holds
considerable influence, both economically and strategically.

The frenetic pace of this "chip war" illustrates just how crucial these innovations are
to the future of technology and, by extension, to our way of life.

The work presented in this manuscript takes place in the technological domain, partic-
ularly concentrating on interconnects, which are crucial components in the architecture of
modern computing systems. Our focus is on interconnection and chip performance. Ini-
tially, the most common approach to interconnecting the Intellectual Property (IP) such
as Central Processing Unit (CPU) cores, memory, and Input/Output (I/O) devices was
a shared bus [Ack+00]. This means that all IP had to communicate with each other over
the same pathway (bus). Figure 4 illustrates an example of the general architecture of a
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Figure 3: M2 Pro features 40 billion transistors, 200GB/s of unified memory bandwidth,
and up to 32GB of fast, low-latency unified memory.

Figure 4: General Architecture for an MPSoC using a shared-memory bus-based system.
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Multiprocessor System-on-Chip (MPSoC) using a shared memory bus system. Although
this approach was simple, it quickly became a bottleneck as the number of cores increased.
The shared bus had limited bandwidth, and when multiple cores tried to communicate
simultaneously, they had to wait their turn, reducing the overall system performance.

To get around this problem, the importance of on-chip networks came into picture.
Initially electrically based, then followed by the emerging of new technologies such as
photonics and wireless communication as well as the hybrid communication that com-
bines both electrical with either wireless or photonic communications. These emerging
technologies were first considered because of limitations in terms of latency and energy
consumption. This thus implies the major issue of performance analysis, which forms a
crucial step in the early stages of system-on-chip design.

This evaluation, which involves several metrics such as latency, throughput and energy
consumption, can be carried out using different approaches:

• Full system simulator; such as sniper and Gem5, that cover interconnections, cores
and memories.

• NoC simulator: like noxim and booksim, are cycle-accurate interconnection network
simulator.

• Analytical model: based on queuing theory with which several metrics can be con-
sidered such as latency, throughput and saturation.

It is worth noting that simulators are very slow, which is considered as a limitation for
designers. On the other hand, analytical models are much faster while still maintaining
good precision. Moreover, in terms of complexity, simulators are much more complicated
than analytical models.
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Contributions and Organization of the Thesis

This doctoral research makes a significant contribution to the understanding and im-
provement of NoCs through two major advances, each detailed in its own chapter.

The first contribution, outlined in Chapter 2, "AMHNOC: Analytical Model for Hybrid
NoC", presents a novel analytical model for evaluating the performance of hybrid NoCs.
We have introduced new evaluation metrics and tools, including simulators and analytical
models, to finely analyze hybrid interconnects. In-depth parameter exploration with syn-
thetic traffic was carried out to understand the impacts of traffic patterns, architecture
size, packet size, wireless data rate, and number of antennas on network throughput and
execution time. This exhaustive analysis has enabled us to identify optimal configura-
tions for different types of reference applications, minimizing relative error and maximizing
overall performance.

The second contribution, detailed in Chapter 3, "Application trace windowing for
fast NoC performance analysis", proposes a methodological framework for accelerating
NoC performance analysis by exploiting application trace windowing. We have devel-
oped a window splitting and merging technique to improve the accuracy of performance
evaluation while reducing computational complexity. Experimental results validated the
effectiveness of this method with random traffic and a combination of precise and Poisson
traffic, confirming the significant reduction in errors and improvement in execution time.

Together, these contributions broaden the horizon of possibilities in NoC design and
optimization, providing system designers with analytical and practical tools to meet the
challenges of today’s and tomorrow’s high-performance computing systems.
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Chapter 1

State of the art

1.1 Introduction

As the technological landscape evolves, the demand for efficient, multicore embedded
systems on a large scale becomes increasingly critical.

As the technological landscape continues to develop, the need for efficient, multicore
embedded systems on a large scale systems becomes increasingly important. Initially in-
troduced in the early 2000s, the concept of NoC has undergone a remarkable evolution
and has become strongly based on the architecture of these systems. Today, it is inte-
grated into processors and SoC designs such as the Intel Core i9 CPU [Int], Qualcomm’s
Snapdragon® 8 Gen 2 SoC [Yua+23], and Altera’s Stratix FPGA [Sam+23].

An in-depth study of NoCs requires an extensive exploration of its multiple compo-
nents, including the routing algorithms used and the relevant evaluation metrics. In paral-
lel with the constant evolution of semiconductor technologies and the increasing demands
of data processing, traditional NoCs are regularly subjected to new challenges [PJD22].
Ongoing research and development has enabled the emergence of novel approaches to
address these issues, ensuring the adaptability and efficiency of NoCs [MSP23].

In this chapter, the historical evolution of NoCs, highlighting their essential principles
will be illustrated (Section 1.2). Starting first with a detailed analysis of topologies,
components, and data transfer formats followed by a study of routing algorithms and flow
control methods. The evaluation criteria defining the performance of NoCs will be then
detailed. Furthermore,despite that traditional electrical NoCs offer many advantages, it
is essential to highlight their limitations.

Additionally, the present emerging technologies, in particular Wireless Network-on-
Chip (WiNoC) will be presented in Section 1.3. After in Section 1.4, a detailed explana-
tion of the traffic patterns used considering its two types i.e., synthetic and benchmark
applications, will be provided.
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1.2 Historical Evolution and Background of Network
on Chip Architectures

Communications saturation in bus-based architectures results from the integration of
numerous logic blocks, known as IP, communicating with each other on a single chip as
transistors become miniaturized. This led to the recognition of NoC as a remedy for the
limitations of MPSoC [BD02]. To overcome the limitations posed by shared bus-based
architectures, NoCs offer a scalable and robust solution for interconnecting numerous
cores and other components within a single chip, making it an essential feature of the
modern SoC landscape.

1.2.1 Evolution of microprocessors

The evolution of microprocessors has been characterized by a continuous increase in
computing power, miniaturization of components and improved energy efficiency. Over
the last 50 years, the evolution of microprocessors has significantly changed the landscape
of digital technology. The constant focus on miniaturization and increased functionality
has led to the development of increasingly complex systems. Figure 1.1 [Rup22] shows
several key trends in microprocessor development over the past five decades. Since the
1970s, there has been an exponential growth in the number of transistors, in accordance
to Moore’s law, which predicts a doubling in the number of transistors every two years.
This is due to the reduction of the transistor size to just a few nanometers [Tau23]. At the
same time, the performance of single thread increased sharply from the 1970s and up until
the 2000s before stabilizing. This indicates that the performance gains per thread were
reaching their limits. Additionally, the rapid increase in the microprocessor’s frequency,
until the early 2000s, before slowing down, is probably due to the thermal and power
consumption constraints. We also note that microprocessor power consumption rose until
the early 2000s before stagnating, reflecting a growing interest in energy efficiency in chip
design. Following this stagnation, the industry moved towards a significant increase in
the number of logic cores, marking a shift towards multi-core architectures to counter the
stabilization of single-threaded performance. In this context, NoC have been crucial to
guarantee optimal communication between the various components and cores, reflecting
the need to adapt to the growing complexity of SoC.

The progression of SoC and NoC reflects the constant pursuit for higher performance
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Figure 1.1: 50 years of Microprocessor Trend Data [Rup22].

in the microprocessor field. While early generations of microprocessors concentrated on
increasing the number of transistors and clock frequency, physical constrains and heat
dissipation problems led to the adoption of the multi-core approach. NoCs emerged
as an elegant solution to the growing complexity of intra-chip communication, offering
superior scalability and energy efficiency compared to traditional bus and point-to-point
architectures. This transformation has been accompanied by innovations like Surface
Wave Interconnect (SWI), which hold the potential to further revolutionize interconnects
by using surface waves for ultra-fast, low-power wireless communication, thus enabling
even denser, more integrated systems. These technologies are reshaping the SoC design
paradigms, opening the door for a new era of compact, potent electronic devices capable
of satisfying the ever-growing processing and connectivity demands of the digital age.
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1.2.2 Topologies

1.2.2.1 2D Topologies

The study of network topologies within NoCs is an essential aspect, as it affects commu-
nication efficiency and the optimization of the overall SoC performance. Careful topology
selection has a direct influence on the scalability, latency, and power consumption, which
is necessary to meet the needs of today’s sophisticated applications. Generally, the topol-
ogy of NoC determines how to manage the physical layout and the network connections.
Two categories of topologies have been defined, direct and indirect topologies [CML12].
In indirect topology, not all routers are associated with an IP, in which some of them are
only responsible for forwarding packets within the network. By specializing routers in an
indirect topology, more advanced NoCs can be constructed, allowing for precise control
over traffic management to reduce bottlenecks and enhance overall system performance.
In contrast, in direct topology (such as mesh, ring, binary tree, etc.), every router is
connected to an IP. Such a pair (IP, router) is called a node. Figure 1.2 illustrates some
examples of direct topologies:

Figure 1.2: Different NoC direct topologies.

• Mesh [Kum+02]: The mesh topology is defined by the dimensions n and m (n ×
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m), which determine the number of nodes in each row and column, respectively.
Figure 1.2-a shows an example of a 4 × 4 mesh with n = 4 and m = 4 and 16 cores
in total. Furthermore, all IP are connected to a router, which in turn is connected
to 2, 3, or 4 adjacent routers. Each router is equipped with a maximum of five ports
(for Electrical Network-on-Chips (ENoCs)), one connected to an IP and the rest
linked to up to four neighboring routers if they exist. The communication pathways
used to establish a connection between two neighboring routers, or between a single
router and an IP, comprise two unidirectional links that run in opposite directions.
The mesh topology offers a simple, regular and scalable structure with redundant
communication paths. However, it suffers from potentially higher communication
latency between remote nodes and increased routing complexity with network size.

• Ring [CGL11]: As represented in Figure 1.2-b, all nodes are connected in a ring with
each node maintaining connections with two neighboring nodes, regardless of the
size of the ring. The greatest distance between any pair of adjacent nodes increases
proportionally to the number of nodes. Although ring topology offers predictable
latency with a simple structure, it remains sensitive to failures with a limited ability
to handle heavy traffic loads.

• Binary tree [DYN03]: It comprises a specific arrangement of routers or nodes
that are connected to one another in a structure similar to that of a tree, with the
exception of the root node. Each node is connected to one parent and zero, one, or
two child nodes. We refer to a tree as balanced when each leaf node is equally spaced
from the root, indicating that all tree branches are of equal lengths. As shown in
Figure 1.2-c, each parent node is connected to two child nodes, with a total of 15
nodes in the architecture. The binary tree topology provides a structured hierarchy
and modular expansion. Nevertheless, it suffers from an increased potential latency
for inter-tree communications and susceptibility to failures in high-level nodes.

• Spidergon [Cop+04]: In a Spidergon, the nodes are connected in a ring with each
node being connected to the node on the opposite side of the ring, as illustrated in
Figure 1.2-d. Spidergon topology affords a better latency and power consumption
than other topologies for medium-sized networks, however, the increasing complex-
ity and potentially higher interconnection costs for very large networks are still
considered as disadvantages for such topology.

33



Chapter 1 – State of the art

• Torus [Pan+05]: As presented in Figure 1.2-e, a n×m torus configuration is derived
from a mesh topology n × m by incorporating a wraparound channel on every row
and column. The inclusion of these wraparound channels helps to decrease both
the diameter and the average distance across the router. As a result, each router is
equipped with 5 ports, linked to 5 routers. The advantage of such topology includes
their flexibility and redundancy with multiple paths between nodes, facilitating fault
tolerance and better performance. On the other hand, their drawbacks include the
higher interconnection complexity and potentially increased routing cost.

Figure 1.3: Unicast, multicast and broadcast communication.

One of the most commonly used topologies for NoCs is the mesh topology that is
adopted in this thesis (Figure 1.2-a). Whatever the topology used, it is necessary to
improve the performance of NoC by proposing interconnection architectures that facili-
tate collective communications. For example, unicast communication enables the packet
transmission from a one source to one destination. Additionally, the multicast communi-
cation, enables transmission from one source to M destinations and is ideal for applications
such as cache synchronization or instruction distribution. Broadcast communication, on
the other hand, enables transmission from one source to all destinations, and is crucial
for operations such as service announcements or global configuration updates.
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1.2.2.2 3D Topology

Having explored two-dimensional NoC topologies, it is important to note that another
dimension can be added, for even greater efficiency, resulting in the revolutionary emer-
gence of what are known as 3D NoCs [PF07]. As shown in Figure 1.4, the 3D topology
enables connections not only horizontally and vertically (intra-layer links) on a single
plane but also across different layers of a stacked chip (inter-layer links). By stacking
the integrated circuits within multiple layers, 3D NoCs exploit vertically to increase the
connection density and decrease the distance that should be traversed by the signal, thus,
reducing the latency and potentially increasing the bandwidth, thereby, the overall sys-
tem performance is improved [AAK10; BG20]. Therefore, 3D NoCs mark a substantial
advancement in the field of electronic systems design. Additionally, this 3D architecture
also offers a better thermal management and reduced power consumption, paving the way
for more compact designs, which is particularly beneficial for mobile devices for instance
as well as for applications that require a high computing power in a small space.

Figure 1.4: 3D OASIS-NoC 2×2×4 mesh topology [AAK10].
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1.2.3 Data transfer format

In NoCs, a message, which is a complete unit of information, is transmitted from one
point to another. It includes complex data types such as files, images or texts and often
divided into several smaller packets to facilitate transmission [ZWG13]. Each packet
contains a part of the message, as well as some additional information, such as the source
and destination addresses and error-checking information. A packet is further divided
into smaller units called flits (Flow Control Digit). The flit is the basic transfer unit
in a NoC and corresponds to the width of the interconnection between the routers. A
packet typically consists of a head flit, which often contains routing information, as well as
information about the number of flits included in the packet, and a body flit carrying the
actual packet data. Including a tail flit adds an additional flit to the packet to terminate
it. It should be noted that the number of flits can vary within a packet, including in rare
cases flits of uniform size.

Figure 1.5: Data transmission hierarchical: Bits, Flits, Packets and Messages.

This process of dividing messages into packets and flits enables more efficient use of
the network. It also allows better control of traffic, as packets can be routed individually,
and transmission can be controlled at flit level [Lee+13].
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1.2.4 Components

After discussing how messages are structured and organized efficiently, it is important
to identify the individual components of a NoC to better understand how these messages
are processed and routed. The components of a NoC are the fundamental elements that
define its efficiency and reliability. In order to ensure optimal communication between the
cores of a SoC and that the network can effectively handle the high processing demands
of contemporary IT systems, careful design of these components is imperative.

Figure 1.6: An example of a NoC-based many-core on-chip system.

Figure 1.6 shows a general example of a NoC-based many-core on-chip system. Gen-
erally, routers, links and Network Interface (NI) are the three essential components that
form NoCs [DYN03], especially in a basic electrical NoC. The Router is an important
component of a NoC that is responsible of routing data packets. Typically, it comprises
input and output ports, buffers for holding incoming packets, and a switching unit. The
role of the switching unit is to transmit packets according to the implemented routing
algorithms (discussed in Section 1.2.5).

Initially, there is only one channel per port with virtual channels which are defined
to share physical router resources and increase throughput, allowing logical separation
of data streams to reduce congestion and improve overall performance [BV15]. The NI
on the other hand, establish logical connections between the network and the IP that is
interconnected with the router through electrical links. The actual set of routing paths is
decided by the routing algorithm and will be detailed in the following section.
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1.2.5 Routing algorithm

The path a packet takes to reach its destination is determined by the routing algorithm
which indicates the next channel to be used at each intermediate node. The channel
though can be chosen from several options. Nonetheless, the packet will be blocked and
will not progress if all candidate channels are full.

Moreover, the routing algorithm can also impact the connectivity, which indicates
the ability to route packets from any source node to any destination node. Similarly,
adaptivity, which is the ability to select a different path for routing packets when there is
contention or faulty components, is also a key feature determined by the routing algorithm
used [Mer+22].

Furthermore, the routing algorithm has a vital role in ensuring deadlock and livelock
freedom, i.e., guaranteeing that packets will not end up in an indefinite blockage or
constantly drift within the network without reaching their destination.

Figure 1.7: Example of routing algorithms: (a) XY and (b) West-first routing algorithm.

Depending on their level of adaptability, routing algorithms can be classified into
different categories. For example, deterministic routing, such as XY routing [CGP12],
as shown in Figure 1.7 (a), always follows a predefined path and is totally deterministic
when the number of turns is restricted to four, but for one communication, just one turn,
offering a single possible path for a packet from source A to destination B and vice versa.
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Other methods, such as "West first" routing (Figure 1.7 (b)), allows all possible shortest
paths when a packet travels east (from source A to destination B), but only allows one
path when it travels west (from source B to destination A), requiring the west direction
to be taken first if necessary. Other variants of this approach include the "North first",
"South first", and "East first" methods [TSJ].

For adaptive routing methods, designed to avoid congested network paths, additional
knowledge of the network is required. These routing algorithms naturally require more
work to develop and therefore cost more in terms of space, cost, and power. Consequently,
it is necessary to consider the appropriate Quality of Service Quality-of-Service (QoS)
parameter before resorting to these techniques [AS09].

1.2.6 Flow control methods and arbitration

The routing of packets is allowed and stopped by the flow control mechanism. When
a packet is blocked, buffer space is needed to store it. Additionally, packet transmission
is halted by the flow control mechanism when there is no more buffer space available.
It resumes when the packet is routed and there is space in the buffer. Furthermore, the
packet may be dropped or rerouted through another channel if there is no flow control
and no additional buffer space available.

Furthermore, flow control regulates the sequence of data from its source to its destina-
tion in the path. Its primary function is resource (like channels, bandwidth, and buffers)
allocation and conflicts resolution for these resources. By minimizing waiting times for
shared resources, effective flow control increases network packet speed and decreases prob-
lems such as deadlocks. Wormhole flow control is the most widely used, as it provides
better buffer utilization and lower latency. In terms of virtual channels, using the same
physical channel allows the use of idle bandwidth (the available transmission capacity on
the network that is not actively carrying packets or data transfers) [MMH21].

In the literature, different flow control methods have been proposed and are sum-
marized in Table 1.1 along with their advantages. These methods include Clumsy FC,
Prediction Based FC, Distributed Buffer FC, Improved FC, Injection Level FC, Pile Level
FC, QHT FC, and Fault Tolerant FC. Several criteria are examined, such as area reduc-
tion, cost reduction, design complexity, increased packet injection rate, latency reduction,
throughput increase, power consumption reduction, congestion control, fault tolerance
and buffer utilization. For each criterion, some techniques show benefits, indicated by
a " ", while others do not, as shown by a "-". Therefore, the table provides a valuable
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Table 1.1: Advantages of Different Flow Control Techniques [MMH21].

Clumsy FC Prediction
Based FC

Distributed
Flit Buffer
FC

Improved
FC

Injection
Level
FC

Flit
Level
FC

QLT FC Fault Tol-
erant FC

Reduced
Area

- - - - -

Reduced
Cost

- - - - - -

Reduced
Design Com-
plexity

- - - - - - -

Reduced La-
tency

- - - -

Increased
Throughput

- - - - - -

Reduced
Power

- - - - -

Congestion
Control

- - - - - -

Fault Toler-
ance

- - - -

Better
Buffer Uti-
lization

- - - - -

overview of the relative strengths of each technique with respect to the various criteria
evaluated.

Arbitration, on the other hand, determines the access priority when multiple cores
attempt to simultaneously access a shared resource router in the NoC. There exist many
different arbitration processes [AS09]. For example, Round Robin arbitration offers a
high level of fairness between cores by equally treating each port of entry. This ensures
a fair distribution of the schedules. In this way, each input port is offered the same
opportunity to access the output port, thus solving the starvation problem [LJL13]. First
Come, First Serve (FCFS) is another arbitration in which the first packet that arrives
is the first to be processed. This is the simplest of the scheduling algorithms. Additionally,
the Fixed Priority arbitration assigns priorities to each packet. Packets with higher
priority are processed before those of lower priority [Jai+15]. This arbitration technique
is simple to use, but the critical path delay increases with the number of inputs. It also
unfairly favors a single input port, leading to problems of low utilization for the other
ports [Bec+12]. Other arbitration techniques that include, for instance, the Dynamic
Adaptive Arbiter, where the buffer status can dynamically change the priority of the
input port, and the Ring Arbiters, where the signal is generated by a token, are
discussed and detailed in [Jia+13].
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1.2.7 Pros and Cons of classical Electrical NoCs

The integration of thousands of heterogeneous cores and huge parallel computation
capabilities suitable for High Performance Computing (HPC) [Viv21] are allowed. These
parallelism capabilities obviously generate an enormous amount of data exchanges, making
the communication medium a key element in overall system performance.

The evolution from dedicated wires and buses to NoC architectures in multi-core sys-
tems has been mainly driven by the need for efficient and scalable communication schemes.
One of the key advantages of conventional electrical NoCs is their predictability. They
can be designed to guarantee certain levels of performance, particularly when using deter-
ministic routing algorithms. In addition, they offer a modular design, enabling designers
to reproduce tiles (consisting of a processing element and a router) on the chip, thus sim-
plifying design scalability. This modularity also facilitates the streamlining of the design
and verification processes. Moreover, electrical NoCs effectively manage the complexity of
on-chip communications, enabling power, latency, and bandwidth to be optimized accord-
ing to the performance requirements of the applications and systems. Furthermore, the
adaptability of its design allows different topologies to be implemented according to the
particular requirements of SoC. In addition, their cost-effectiveness and capacity to ac-
commodate intricate communication protocols render them a dependable and reasonably
priced option for the vast majority of modern IT applications.

On the other hand, although transistors have become smaller, links remain the same
size, resulting in dis-proportionality between the cost of communications and that of
computations. In addition, in an extended many-core system, long-distance communi-
cations require the passage through many nodes. This leads to a significant increase in
the dynamic power consumption. Moreover, as interconnections get closer together in
increasingly dense architectures, electromagnetic interference and cross-talk become sig-
nificant problems. Due to these constraints, different alternatives have been explored by
researchers, which has led to the development of emerging technologies which hold the
potential to get around some of these issues and open the door for a new era of intra-chip
communications. Theses technologies include for example optical or millimeter-wave-
based NoCs and will be further detailed in the following section.
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1.3 Emerging Technologies

As the electronics industry continues to push the boundaries of miniaturization and
efficiency, the design and innovation of on-chip interconnects becomes essential. In ad-
dition to the 3D technology discussed in Section 1.2, work has been done to implement
emerging technologies in NoCs such as Optical Network-on-Chip (ONoC), WiNoC, RF-
Interconnect and other alternatives (Figure 1.8). Table 1.3 summarizes a comparison
among the WiNoC, 3D-NoC and photonic NoC [WJ14]. These innovations have led to
the implementation of hybrid NoC technologies that use wireless and waveguide technolo-
gies with traditional ENoC. In our work, we have focused primarily on these emerging
technologies and hybrid NoCs. These technological advances promise to bring significant
improvements in speed, efficiency and flexibility for future systems.

Figure 1.8: Technology based classification NoC [BBB17].

Since many years ago, traditional NoCs have served as the basis of intra-chip commu-
nications, allowing for effective integration and communication between the many com-
ponents on a chip. Like any system, they are not without limitations. It is important to
evaluate the advantages and disadvantages of traditional electrical NoCs given the emer-
gence of new technologies and the increasing expectations for performance and efficiency.
Likewise, it is crucial to look at emerging technologies aiming to overcome the challenges
posed by traditional solutions.
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1.3.1 Optical Networks on Chip

Integration of optical links into circuits based on Silicon Photonics (SiP) is considered
as a major solution to address the bandwidth and energy limitations of electrical inter-
connections, giving rise to Optical Networks on Chip (ONoCs) [WNL17]. However, the
development of SiP devices and the management of on-chip optical data transmission
present many challenges and requiring a thorough understanding of the traffic require-
ments and constraints associated with integrating both electronic and photonic devices.
In this regard, our Lab has carried out research pioneering the Architectural exploration
of network interface for energy efficient 3D optical network-on-chip [Pha18; Luo18].

Figure 1.9: Nanophotonic interconnect NoC Optical (ONoC) [Lee22].

Figure 1.9 details an ONoC architecture , displaying photonic devices such as waveg-
uides, multi-wavelength lasers, and microring resonators (MRRs) used as modulators
and photo detectors. Light signals generated by the laser sources are modulated using
wavelength-specific microring modulators with on-off keying (OOK) modulation, thus,
converting parallel bit electrical signals into serialized sequences. These signals, possibly
modulated into multiple wavelengths to accelerate transfer, traverse a shared waveguide
with wavelength-division-multiplexing (WDM), facilitating parallel signal transmission.
At the destination, the signals are filtered by microring filters, directing specific wave-
lengths to photo-detectors. These photo-detectors can convert them back into electrical
signals for the respective chip nodes. Each ONoC node communicates with many others
via the Signal Writer and Multiple Reader (SWMR) model, using WDM-enabled waveg-
uides.
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1.3.2 RF-Interconnect NoC

Transmission delays, power-hungry routers, and the less importance of scalability, all
make switched networks-on-chip less attractive. An alternative is to use high-quality
transmission lines. For medium-scale multi-core processors (CMPs), the interconnection
infrastructure can eliminate the need for packet switching and offer energy and perfor-
mance advantages over conventional mesh interconnections. A possible NoC strategy
is represented by RF-Interconnects, which use radio frequency signals to connect SoC
cores. With greater bandwidth and less power consumption than electrical NoCs, this
new technology seeks to overcome their drawbacks without the physical limitations of
wired interconnects.

Figure 1.10: General schematic representation for the transmission line link interconnect.
On the left, we have the Transmitter block, containing a Serializer followed by an amplifier
(Amp). On the right, the Receiver block also contains an amplifier, followed by a Phase
and data recovery (PDR) and a Deserializer. The two blocks are connected by a series of
lines that represent the transmission line itself, with a measurement 5 mm. [Car+12].

For on-chip connectivity, particularly for moderately-sized CMPs, a correctly designed
communication link based on transmission line can achieve extremely low latency and
power consumption [Car+11]. Furthermore, in radio-frequency (RF) and microwave cir-
cuits, transmission lines are a typical component. The general architecture of a single
transmission link with transmission circuits is shown in Figure 1.10 (it is encircled by
neighboring links). The transmission circuit can typically be as basic as totally digital
inverter-chain circuits, and as it becomes more complex, it enables faster data rates at
typically lower per-bit energy costs. In [Ham+19], a novel radio frequency (RF) channel
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access method for intra-chip communications is presented, overcoming the undesirable
effects of multiple connections in conventional methods. Based on active access through
associated transistors in a distributed topology, this method offers improved properties
in terms of reflection and transmission coefficients along the transmission line. This ap-
proach is validated by an in-depth comparison with existing basic access methods (e.g.
direct and capacitive). Measurements on a test circuit using 0.25 µm SiGe BiCMOS
technology confirm the good performance of the proposed access.

1.3.3 Surface Wave Interconnect

SWI NoC [Kar+12] is an advanced hybrid interconnect architecture that combines an
on-chip network based on metal interconnects and Zenneck’s SWI technology. Preliminary
results show that this hybrid architecture significantly reduces power consumption and
improves performance compared to a traditional NoC, while offering a low additional cost
in terms of hardware and surface area.

Figure 1.11: Surface wave implementation [Kar+12].

Figure 1.11 shows a schematic illustration of a SWI communication system applied
to a SoC. It shows an SoC as the basis for the technology, topped by a surface specially
designed for surface wave propagation. The waves generated are intended to transmit in-
formation efficiently through the SoC without the use of wired connections. An integrated
transceiver is located at one end, responsible for converting electrical signals into surface
waves and vice versa. It is also possible to make out a vertical dipole (TVD), which acts
as an antenna for receiving or transmitting waves.

Even though SWI offers promising advantages, it also suffers from different technical
challenges and limitations. First, it can be difficult and expensive to manufacture surfaces
that are intended to efficiently guide surface waves. In addition, there are challenges as-
sociated with interference management and signal loss, particularly in congested environ-
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ments where multiple signals may cross paths. Another crucial element is the requirement
for precise synchronization between transmitters and receivers to preserve data integrity.
Hence, continued advancements in materials, design, and modulation techniques are nec-
essary to overcome these obstacles and make SWI a viable solution for interconnecting
the upcoming generations of SoC.

1.3.4 Wireless Networks on Chip

A significant work has been done to implement Wireless Networks on Chip WiNoC to
traditional NoCs. As our first contribution (detailed in Chapter 2 of this manuscript) relies
on the integration of WiNoCs in combination with ENoCs, the different key components
of WiNoCs will be presented along with describing their architectures, the channel access
methods and protocols used to manage communications between nodes in a network.

1.3.4.1 Key components

Utilizing the very wide frequency band offered by the Complementary metal oxide
semiconductor (CMOS) process is the key benefit of WiNoCs [Ort+19]. On-chip wireless
signal speed propagation allows long distance communications without an increase in
latency compared to electrical NoCs that suffer from more router crossings.

WiNoC essentially integrates wireless intra-chip links within an ENoC. As depicted in
Figure 1.12, when a packet reaches a wireless interface, it is serialized, modulated, and
then transmitted by the antenna in a specific pattern. Upon arrival, it undergo demodu-
lation and deserialization. On the other hand, the core is also connected to an electrical
router allowing traditional electrical communications. By bypassing intermediate router
steps, WiNoC drastically reduces the latency of long-distance and broadcast/multi-cast
transmissions.

1.3.4.2 Architectures

In purely wireless architectures (Figure 1.13), wired connections are replaced with wire-
less interconnections, aiming for scalability, cost-effectiveness, and flexibility. In contrast
to entirely wired NoC designs, all node connections in this architecture are wireless. How-
ever, the constraints of channel range and energy consumption hinder the feasibility of
entirely wireless NoCs, particularly when anticipating chips with hundreds to thousands
of cores [Zha+11; ZW08].
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Figure 1.12: Sketch of a Wireless NoC architecture [Tim+18].

Figure 1.13: A pure multi-channel wireless-based NoC with a mesh topology [Zha+11].
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Figure 1.14: Example of Hybrid NoC architecture.

Several wireless and hybrid architectures have been proposed in the literature in which
three different architectures are highlighted in Figure 1.14. Figure 1.14-a showcases a
many-core that is fully connected with a classic 2-D mesh NoC, while the wireless routers
are shared by several cores and accessible by using the electrical routers [OSR19]. Fig-
ure 1.14-b represents a many-core that is divided into clusters of cores where all the
routers within the same cluster are connected to one antenna. In such example, intra-
cluster communications are conducted with electrical NoCs that are composed of electrical
routers, whereas inter-cluster communications are only possible through wireless routers
integrating an antenna [GD21]. A similar architecture than that shown in Figure 1.14-b
is depicted in Figure 1.14-c that differs only with the number of routers connected to an
antenna within a cluster where only one router is connected to the antenna within each
cluster [Fra+21]. Several other architectures exist, such as architectures with a heteroge-
neous placement of wireless routers within a classic electrical NoC [Le+17].

The number of routers connected to a single antenna (wireless interface) is also an im-
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portant aspect of WiNoC. By increasing the number of connections, the communication
load becomes more intensive thus, impacting the system’s performance. An overloaded
antenna can lead to longer transmission delays as each router must wait for its turn. Ad-
ditionally, increased communication traffic raises the chance of interference and collisions
reducing the throughput. Examples of 16 connections to a single antenna [Deb+13], and
4 connections to a single antenna [Cat+17] can be found in the literature without any
real motivation for their choice.

There are also different architectures, including those with one dedicated wireless
router per core [Fra+21], or those with a heterogeneous placement of wireless routers
within a classic electrical NoC [Le+17].

1.3.4.3 Channel access methods and protocols

In this section, several channel access protocols used to manage communications be-
tween nodes in a network are presented. For instance, the use of the token-passing channel
access method is widely studied in the literature [MIG15; Deb+13]. The Token Passing
protocol involves the transmission of a ’token’ from one node to another as shown in Fig-
ure 1.15. The node must hold the token in order to transmit the data, thus ensuring that
only one node is transmitting data at a time and for a specific period of time avoiding
collisions [KPJ08]. However, the passage of tokens is limited by the fact that the to-
kens must follow a predefined order [Fas+21]. Additionally, this method is limited by its
reduced scalability, increased latency, and complexity of implementation, making it less
suited to the fast, efficient communication requirements of modern embedded systems.

Furthermore, the Code Division Multiple Access (CDMA) method employs distinct
spreading codes to facilitate simultaneous channel access for multiple nodes while ensuring
interference-free transmission [Vid+12]. CDMA can improve the performance and reduce
the energy dissipation [Vij+14]. However, the performance gets worse as the number of
cores increases in the network. Additionally, this method is limited by its complex man-
agement of interference and code assignment, and by the challenges of dense integration
and signal processing on a single chip.

Moreover, the Time Division Multiple Access (TDMA) assigns each node a specific
time slot for data transmission, ensuring collision-free transmissions by permitting only
one node to transmit within its designated slot [Pan+09]. Nevertheless, it is limited
by its temporal rigidity, which can lead to bandwidth under-utilization and its increased
latency, especially in systems with variable traffic loads and heterogeneous communication
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Figure 1.15: Token.

requirements.

Furthermore, the Code Sense Multiple Access (CSMA) protocol [CL14] channel con-
trol mechanism was presented as an alternative to token-passing flow control in WiNoC
applications that lack wired links. This mechanism detects the absence of other traffic
before transmitting on a shared channel. The limitations of this mechanism are presented
in the delay encountered when determining the status of the shared transmission channel
and postponing communications until the channel is available.

Finally, random access protocols, such as ALOHA and Slotted ALOHA, allow each
node to send data at any time. In the event of a collision, the node waits a random period
of time before attempting to send the data again. In both cases, if two messages are
sent at the same time, they collide on the communication channel, and neither is received
correctly. After a transmission failure, the nodes wait for a random delay, hoping that the
next attempt will be collision-free. Random access protocols in NoCs can lead to frequent
conflicts and collisions under heavy load, resulting in reduced efficiency and problems of
reliability and predictability for on-chip communication.
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Table 1.2: Summary comparison of the key features for current and emerging on-chip
interconnects [Kar+16].

Features Metal wire Transmission
lines (RF-I)

Wireless in-
terconnect
(WiNoC)

Optical inter-
connect

Surface wave
interconnect
(SWI)

Power Dynamic power
that is propor-
tional to the wire
capacitance and
voltage.

Power consump-
tion is relatively
tolerable.

High free space
power dissipa-
tion.

High power con-
sumption.

Power consump-
tion is relatively
tolerable.

Signal Decay Limited by la-
tency, which in-
creases exponen-
tially without re-
peaters.

Low signal decay
and dissipation.

High decay,
inversely pro-
portional to
distance.

Very low signal
decay and dissi-
pation

Low signal decay
and dissipation
inversely propor-
tional to square
root of distance.

Reliability Possible cross-
talk exists.

Cross-talk exist
(capacitor and
inductor cou-
pling).

Noise coupling
to the antenna
and possibility
of multipath
interference.

High signal in-
tegrity.

Less subject to
noise coupling.

Fan-out Needs extra
power for multi-
drop bus (stubs)
and lowers prop-
agation velocity.

Stubs cause
impedance dis-
continuity, which
will lead to signal
reflection.

Limited by trans-
mission signal
propagation
cover area only

Require optical
splitters and
combiners that
decay the optical
signal (3dB per
splitter).

Limited by trans-
mission signal
propagation
cover area only.

Bandwidth Limited by in-
terconnect delay;
thus, bit rate is
dependent on dis-
tance.

Limited pro-
cess technology
transistor cut-off
frequency, which
is currently 100
to 200 Gbps.

Limited pro-
cess technology
transistor cut-off
frequency, which
is currently 100
to 200 Gbps

Very large band-
width with multi-
wavelength capa-
bility up to 500
Gbs.

Limited pro-
cess technology
transistor cut-off
frequency, which
is currently 100
to 200 Gbps.

Complexity Need repeaters
for cross-chip
communication
that consume
transistors, via
and restrict floor
planning. How-
ever, it still is
the cheapest and
simplest inter-
connect.

Medium com-
plexity required:
(1) integrated
transceiver, (2)
wide thick wires
and spacing
(12–45 ), m n
(3) may require
shielding wires
and plans to over-
come coupling,
(4)matching cir-
cuits in case of
forking path

Medium com-
plexity required:
(1) integrated
transceiver, (2)
integrated an-
tenna or cluster
of antennae based
on the required
bandwidth and
the operational
frequency.

High complex-
ity and some
devices are not
CMOS compati-
ble, required: (1)
laser source, (2)
photo detectors,
(3) modulators
and filters, (4)
waveguide, (5)
laser-waveguide
couplers in
case of off die
laser source,
(6) nanoscale
mirrors, (7) split-
ters/combiners.

Medium com-
plexity, required:
(1) integrated
transceiver
(2)integrated
designed surface
(3) integrated
transducer.
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1.3.5 Overall comparison

Table 1.2 represents a detailed comparison of the key features of current and emerging
on-chip interconnects [Kar+16]. Five types of interconnects are evaluated: Metal wire,
Transmission line (TTL/RF), Wireless interconnect (WiNoC), Optical interconnect and
Surface wave (SW). The characteristics evaluated in this table include power consump-
tion, signal degradation, reliability, fan-out, bandwidth and complexity. Regarding first
the power consumption, Metal wire exhibits dynamic power consumption, while WiNoC
and SW are more tolerant. As for signal degradation, most interconnects show varying
levels of delay and dissipation. Regarding reliability, concerns such as cross-talk and cou-
pling are highlighted. In terms of fan-out, the optical interconnect requires specific optical
components to transmit and detect the signal. Bandwidth on the other hand, is limited
for most interconnects, with the exception of optical interconnect, which offers high band-
width. Finally, in terms of complexity, optical interconnection is identified as the most
complex, requiring many specific components. According to the various criteria evaluated,
this table provides a valuable overview of the relative advantages and disadvantages of
each interconnection technique.

Table 1.3 summarizes the main differences between emerging 3D NoC, ONoC and
WiNoC. In terms of hardware requirements, 3D-NoC uses multi-layer stacks with vertical
connections, while photonic NoC relies on silicon photonic components. WiNoC on the
other hand uses on-chip antennas. Regarding the communication bandwidth, 3D-NoC
offers higher connectivity with fewer hops thanks to shorter paths, photonic NoC utilizes
high-speed optical links, while WiNoC offers high bandwidth via wireless channels with
regard to energy consumption, the three NoCs show different advantages. 3D-NoC, for
example, uses a shorter path, photonic NoC consumes less energy for optical transmission,
while WiNoC has a low-power in wireless communication. In terms of reliability, 3D-NoC
presents challenges such as TSV interconnect failure, while photonic NoC faces cross-
talk issues in photonic waveguides. WiNoCs on the contrary, is generally considered less
reliable due to the challenges of on-chip antenna integration.

A landscape of innovative solutions is developed by comparing the various emerging
NoC technologies all together, each with its unique advantages catered to distinct appli-
cations and design challenges. These technologies promise to significantly improve the
performance and efficiency of systems-on-chip, thus opening up exciting possibilities for
the future of intra-chip communications. The choice between these technologies will ul-
timately depend on the particular needs of each application and the trade-offs between
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Table 1.3: Comparisons among the WiNoC, 3D-NoC and photonic NoC [WJ14].

3D-NoC Photonic NoC WiNoC
Hardware requirement Multiple-layers stacks Silicon photonic com-

ponents
On-chip antennas

Communication bandwidth Higher connectivity
(vertical links)

High-speed optical
links

High wireless chan-
nels

Power consumption Shorter path (less
hops)

Low power in optical
transmission

Low power in wireless

Reliability Through silicon via
(TSV) failure

Crosstalk in photonic
Waveguides

Less reliable in wire-
less

Challenge Thermal issue due to
high-power density

Integration of on-chip
photonic components

Integration of on-chip
antennas

cost, performance, and implementation complexity. As these technologies mature, they
will shape the development of the up-coming electronic devices, leading to significant
improvements in electronics and computing.

1.4 NoC Traffic patterns

NoC traffic can be typically classified as synthetic or Benchmark applications. The
latter are traces from real-life application workloads.

1.4.1 Synthetic Traffic

A synthetic traffic is an experimental traffic used to evaluate the communication archi-
tecture and attempts to reproduce real-world application traffic. There are two types of
synthetic traffic: regular (uniform) and irregular (non-uniform).

An example of a regular traffic is the random traffic pattern (or also called uniform
traffic pattern), which is the most common traffic pattern used in network evaluation. This
is related to the fact that it represents the worst-case test that enables the evaluation of
NoC performance under highly stressful conditions with non-predictive load. This can
help in identifying bottlenecks and network performance limits. In a random traffic, each
source has an equal probability of sending data to each destination:

psd =


1

Nc−1 i ̸= j

0 i = j
(1.1)

The message distribution is presented using a traffic matrix. P , denoted by the symbols
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psd, indicates the percentage of traffic from node s to node d, as represented in Figure 1.16,
which shows an example of the matrix for a mesh topology with the number of cores Nc

= 9 cores.

Figure 1.16: Example of Nc = 9 cores based on (a) network mesh topology with its
respective (b) frequency matrix of communication between cores.

On the other hand,an example of an irregular traffic pattern is the well known trans-
pose traffic. Transpose traffic is a distinct traffic pattern within a network which is
characterized by the transposition of communication pairs. Given an example of a net-
work composed of nodes labeled with coordinates (i,j). In the transpose traffic pattern,
the node situated at coordinates (i,j) communicates with the node at coordinates (j,i).
This operation creates a bottleneck along the diagonal bisection of the network, as all
packets must traverse it. Incorporating transposed traffic with appropriate NoC rout-
ing algorithms can lead to a significant imbalance in the network load. This is because
counter-clockwise links around the center of the mesh are used, while clockwise links re-
main unused, creating an uneven distribution of traffic. This form of traffic pattern is
notably prevalent in applications that require matrix transpose operations. There are also
many other irregular traffic patterns such as shuffle, bit reverse, bit rotation, etc. that
are detailed in [DT04; TSJ]

1.4.2 Benchmark applications

1.4.2.1 Benchmark suites

Real workload benchmarks offer a realistic traffic distribution. Today, the Stanford
Parallel Applications for Shared Memory (SPLASH-2) [Woo+95], Princeton Applica-
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tion Repository for Shared-Memory Computers (PARSEC) [Bie+08], Multi-Constraint
System-Level (MCSL) [Liu+11] and Standard Performance Evaluation Corporation (SPEC)
[SPE] benchmark suites are commonly used to study the performance of CMPs. However,
the collection of programs in the SPLASH-2 benchmark suite is strongly oriented towards
HPC and graphics programs and does not include certain parallel models used in other
application areas. Unlike SPLASH-2, the collection of programs in the PARSEC bench-
mark suite already includes some programs that reflect current computing problems. An
in-depth comparison between the SPLASH-2 and PARSEC benchmarks was carried out
by Bienia et al. [BKL08] taking into account different configurations for the simulations.
The PARSEC benchmark contains thirteen applications from different domains and there-
fore with different characteristics. Table 1.4 summarizes the different applications with
application domains and problem size [DM14]. Although these benchmarks are not new,
they are still used in various recent works [AT23; Man+23; Mat21].

Table 1.4: Overview of PARSEC workloads [DM14].

Benchmark Application
Domain

Parallelism
Model

Working Set Communication

1 blackscholes Computational fi-
nance application

data-parallel small low

2 bodytrack Computer vision
application

pipeline medium medium

3 canneal Electronic De-
sign Automation
(EDA) kernel

data-parallel huge high

4 dedup Enterprise stor-
age kernel

pipeline huge high

5 facesim Computer anima-
tion application

data-parallel large medium

6 ferret Similarity Search
application

pipeline huge high

7 fluidanimate Computer anima-
tion application

data-parallel large medium

8 freqmine Data mining ap-
plication

data-parallel huge medium

9 raytrace Computer anima-
tion application

data-parallel medium high

10 streamcluster Machine learning
application

data-parallel medium medium

11 swaptions Computational fi-
nance application

data-parallel medium low

12 vips Media application data-parallel medium medium
13 x264 Media application pipeline medium high
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For example, blackscholes is an application that forms part of the Intel RMS (Rig-
orous Mathematical Simulation) benchmark suite. This application utilizes the Black-
Scholes Partial Differential Equation, which is widely acknowledged for its role in finan-
cial mathematics for option pricing [BS73]. The application specifically calculates the
prices of a portfolio of European options. In an effort to minimize communication and
synchronization overhead, blackscholes employs coarse-grained parallelism, which breaks
down the program into sizable tasks. Interestingly, this application exhibits a low packet
injection rate per processor, and thus network congestion is typically low. Despite this,
it is observed that, regardless of NoC having 64 or 256 cores, each processor generates a
message, indicative of the effective utilization of the application of all available cores. In
particular, the first core, which is primarily designated to distribute tasks to other cores
within the network, processes the bulk of the generated messages.

Dedup is an another application, and it is a kernel derived from the PARSEC suite.
Dedup is designed to decrease the size of data streams by employing global and local com-
pression techniques [SW00; QD02]. It operates using medium-grained parallelism, which
is a compromise between fine- and coarse-grained parallelism. Consequently, dedup’s
application is parallel in two dimensions. This characteristic not only yields optimal per-
formance but also gives rise to a high packet injection rate. One of the hallmarks of dedup
is its effective task distribution, as it disperses the tasks nearly uniformly across all cores.

The x264 benchmark is a performance testing application that evaluates the speed
and efficiency of a computer when running the x264 video codec [MV23]. The x264
codec is widely used for video compression and is renowned for its ability to deliver high
video quality at relatively low bit rates. The x264 Benchmark application measures the
time it takes a computer to encode a video using this codec, providing an indicator of
the system performance in video processing. The test results can be used to compare
performance between different computer systems or to assess the impact of hardware
upgrades on video encoding performance. In addition, the x264 Benchmark is often used
by computer enthusiasts and professionals alike to optimize system settings for the best
possible performance when encoding videos.

The raytrace benchmark application is designed to evaluate the ray tracing perfor-
mance of a computer system, putting processor and graphics card to the test through a
series of complex graphics rendering scenarios. This advanced rendering technique simu-
lates the behavior of light to produce ultra-realistic images, taking into account reflections,
refractions, and shadows [Whi05]. Raytrace measures the system response time and the
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frame rate per second, providing an overall score that helps users compare performance
between different systems or configurations, and identify potential hardware upgrades or
optimization needs to improve ray tracing performance.

A streamcluster benchmark application is designed to evaluate the performance
of a computer system in processing and analyzing real-time data streams [OCa+02].
This application simulates scenarios where large quantities of data are constantly being
generated and need to be processed rapidly to extract relevant information, as in the use
cases of online stream processing, recommendation systems, or social network analysis.
This benchmark measures the speed with which the system can process data, manage flows
and perform clustering operations, providing an overview of system performance under
high load conditions and in real time. The results can help identify bottlenecks, compare
performance between different systems, and guide hardware and software configuration
choices to optimize data flow processing performance.

1.4.2.2 Characterization

Benchmark characterization is an essential process for evaluating and comparing the
performance of NoCs. Benchmarks are designed to provide a standardized set of work-
loads that simulate a variety of typical applications and usage scenarios. Effective char-
acterization involves the analysis of several aspects of a benchmark application, such as
memory access patterns, CPU utilization, branching behavior, and communication pat-
terns in multi-core systems or NoC. This analysis identifies the performance and resource
requirements of applications, facilitating the optimization of processor architectures, op-
erating systems and underlying hardware. Researchers and engineers use this information
to improve system design, ensure compatibility with target workloads, and guide the
development of new technologies to meet end-user needs. In short, benchmark character-
ization is fundamental to technological progress in computing, as it establishes a direct
link between simulation performance and real-world requirements.

The benchmarks can be simulated using a dedicated simulator to extract communica-
tion traces. Communication traces list all injected packets during application execution.
Each injected packet has information about the source, destination, and injection time.
From the communication traces obtained with the simulator, a traffic characterization
can be performed.

Furthermore, the injection times, which determines the packet inter-arrival times, form
an important piece of information in performance studies. This involved a better statisti-
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cal management of both interconnection simulators and analytical methods as their cycle
by cycle management is much slower given the fact that tens or even hundreds of thou-
sands of packets are injected within a definite interval. In general, several distributions
can be used including i) General distributions, ii) Geometric distributions and iii) Poisson
distributions.

i) The general distribution is the most flexible, as it can model a wide variety of
behaviors, but often requires more parameters to be characterized. The general form
of this distribution depends on the specific parameters chosen for the model. It can be
represented by a probability density function (PDF) or a cumulative distribution function
(CDF), with no single standard form. Its parameters can vary according to the model
chosen and often include mean and standard deviation along with other model-specific
parameters.

ii) The Geometric distribution on the other hand is useful for modeling the waiting
time until the first packet arrives after a period of no traffic, which is common in on-chip
networks where periods of activity can be intermittent. It is generally defines by:

P (X = k) = (1 − p)k−1 × p (1.2)

where p is the probability of success for a single trial and k is the number of trials to the
first success.

iii) Additionally, the Poisson distribution is often used to model the number of events
occurring in a fixed time interval, which can be relevant for predicting the number of
packets arriving in a given time interval in an on-chip network. It is defined by:

P (X = k) = e−λλk

k! (1.3)

where λ is the average rate of events per cycle and k is the number of events.
In summary, each distribution offers different advantages depending on the specific

nature of traffic and analysis needs in on-chip networks.

1.5 Conclusion

In conclusion, this chapter offers a comprehensive analysis of the state-of-the-art in
NoC architectures. From the detailed study of the historical evolution of microprocessors
and the various aspects of NoCs , such as topologies, data transfer formats, components,
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routing algorithms, and flow control methods. These elements are crucial to understanding
the operation and performance of NoCs.

However, it is essential to recognize that despite their many advantages, traditional
NoCs have limitations, particularly in terms of scalability and energy efficiency. Ex-
amination of emerging technologies such as optical, RF-interconnect and wireless NoCs
revealed advances and innovations that are redefining the capabilities of systems-on-chip
communications. This has led us to examine the emerging technologies. Among these,
hybrid NoCs stands out by combining the best features of different approaches and in-
tegrating new technologies to improve performance and reduce energy consumption. As
the complexity of systems-on-a-chip continues to grow, the exploration and adoption of
these emerging technologies become essential to sustain advances in the field.

Finally, the analysis of traffic patterns, both synthetic and real applications, has pro-
vided an in-depth characterization of the workloads and performance requirements of
today’s NoC architectures. Synthetic traffic, which enables the basic performance and
robustness of NoC architectures to be assessed, and real applications, which is used to
understand the practical and direct impact on real-life performance. This two-sided ex-
ploration is crucial to the development of NoCs that are not only theoretically valid, but
also efficient and adaptive to the concrete requirements of modern applications.
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Chapter 2

AMHNOC : Analytical Model for Hybrid
NoC

2.1 Introduction

Several years ago, the rise of many-core architectures became very noticeable, primarily
due to the implementation of massive parallelism on a single chip. With the integration
of thousands of heterogeneous cores, they allow huge parallel computation capabilities
suitable for HPC [Viv21]. Recent advances in silicon integration offer opportunities to
use emerging on-chip interconnects such as WiNoCs [Ort+19]. The use of the very wide
frequency band offered by the CMOS process is the key benefit of WiNoCs. On-chip
wireless signal speed propagation allows long distance communications without an increase
in latency, whereas electrical NoCs suffers from more router crossings. WiNoCs can
be used alone; therefore, all data exchanges between two nodes are done with wireless
communications. However, the wireless bandwidth is generally lower than electrical NoCs,
hence they can be combined as a hybrid NoC. In this case, communications can either
be handled by wireless links for long-distance communications or by electrical routers for
the short ones.

Indeed, the design space for exploring such architectures is complex and time-consuming,
as the performance evaluation mostly relies on simulations that are slow processes, par-
ticularly for large multicore systems. On the other hand, mathematical modeling offers
a good trade-off between computation times and accuracy level. Analytical models for
on-chip interconnects are based on the queueing theory and provide performance metrics
such as average buffer utilization and average packet latency. However, current analytical
models only support homogeneous interconnects and are not adapted for hybrid ones.
Section 2.2 details the two methods for analyzing the performance of NoC: simulator and
analytical methods based on the queueing theory.

In Section 2.3, we propose Analytical Model for Hybrid NoC (AMHNOC), based
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on the M/G/1 queueing model, to evaluate the average packet latency and the network
throughput of a hybrid NoC, where packets can be routed on electrical, wireless, and mixed
paths between cores. This model considers the Poisson distribution for communication
traffic. Routers are based on round-robin arbitration, whereas wireless routers are based
on token-passing channel access. The service time and channel capacities of electrical and
wireless can be set separately to meet real hardware designs [OSR19]. This model provides
a degree of heterogeneity useful to explore future design paradigms, such as chiplet or
accelerators-based architectures [Viv21]. The main features of hybrid models that are
not satisfied by conventional models are: i) wireless channel access differs from classic
electrical router and is based on a token passing medium access control, ii) communication
bandwidths between electrical and wireless mediums are heterogeneous, and iii) electrical
and wireless routers latencies (service time) may differ. The proposed analytical model
addresses these limitations, and, to the best of our knowledge, this is the first analytical
model for a hybrid on-chip interconnect.

The parameters to be explored in the proposed model are latency, throughput and
saturation. For the energy consumption, this will be calculated in a different way, and
analytical methods have already been proposed which estimate and calculate energy con-
sumption analytically [Bha22; GNR08], whereas during my work we concentrated on
latency, throughput and saturation.

2.2 Performance Evaluation

NoCs have emerged as a promising solution to the challenges of communication between
components in today’s highly integrated SoC. NoCs play a key role in the overall perfor-
mance and energy efficiency of SoC, particularly in areas such as embedded systems, data
centers, and artificial intelligence. Due to the increasing complexity of NoCs and their
importance for system performance, there is a need for advanced performance analysis
methods. These methods can be classified into two main categories: analytical methods
and simulation.

Analytical methods are approaches based on mathematical models that attempt to
characterize the performance of a NoC in terms of parameters such as throughput, latency
and energy consumption. These methods are often used in the early phases of design as
they can provide quick insight without the need for large-scale simulation. However, due
to their simplifications, they may not fully capture the design details of a NoC.
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On the other hand, simulators are tools that model the behavior of a NoC in a detailed
manner. They can take into account different aspects of the design, such as topology,
routing algorithms, and buffer management policies. Although simulators can provide
more accurate results, they are often slower and require more computing resources than
analytical methods.

In this section, an overview of the state-of-the-art in performance analysis methods
for NoC will be illustrated. We will explore the different available techniques and tools,
examining their advantages and disadvantages.

2.2.1 Evaluation metrics

In the analysis and evaluation of NoCs, it is important to have reliable and relevant
evaluation criteria, commonly known as metrics. These metrics are crucial to quantifying
the performance, efficiency and quality of service of a NoC. They not only allow designers
to compare different NoC architectures and configurations, but also follow the evolution
of performance throughout the development cycle. In this section, we examine the key
evaluation metrics used in NoC analysis, such as throughput, latency, energy efficiency,
and many others. A solid understanding of these metrics is essential for any NoC design,
optimization, and validation effort.

The latency is the delay of a packet between the source and the destination. Low
latency is often desirable, especially for real-time applications. It is an essential measure
of NoC performance, and is usually expressed in terms of clock cycles. In a NoC, the
latency can be affected by several factors, including: i) Routing distance where the more
nodes a packet has to traverse to reach its destination, the higher the latency, ii) Network
utilization rate that indicates that packets may have to wait before being forwarded if the
network is heavily used, thus increasing latency, and finally iii) Routing algorithm where
different routing algorithms can affect the latency by determining the path packets take
through the network.

Latency = Q + T + D (2.1)

Generally speaking, the latency is the summation of queuing time Q, which is the
time spent in the queue before the packet can be processed or transmitted. Service time
T generally comprises the time taken to process the packet at the source node, including
the time taken to prepare for transmission, which may include header serialization time.
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And transmission time D is the time required for the packet to travel through the network
to its destination, this time includes the encoding of the entire packet on the transmis-
sion medium, often expressed as S/W where S is the packet size and W is the channel
bandwidth.

Figure 2.1 shows the evolution of the latency versus packet injection rate. We can
clearly see the Saturation Packet Injection Rate (SPIR) which is an important
metric for evaluating the performance of NoCs. This metric represents the packet injection
rate at which the network reaches saturation, i.e., the point at which the increase in traffic
load (the packet injection rate) leads to a disproportionate increase in network latency.
In other words, when the network is operating below the saturation packet injection rate,
it can efficiently handle traffic with minimal increase in latency. However, once this rate
is reached, latency begins to increase rapidly as more and more packets are injected into
the network. The objective in designing a NoC is generally to maximize the saturation
packet injection rate, as this means that the network can handle a greater traffic load
before encountering performance problems.

Figure 2.1: Average latency relation to packet injection rate.

Using the SPIR, we can also determine the throughput which is the amount of data
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that can be transmitted per unit of time. It gives an idea of the network’s capacity to
manage traffic. In general, the throughput can be quantified by:

Th =

PIR if PIR < SPIR

SPIR if PIR ≥ SPIR
(2.2)

Another metric used by NoC designer, energy efficiency, measures the amount of
energy required to transmit a certain amount of data. With the trend towards miniatur-
isation and portability, energy efficiency has become an increasingly important criterion.
Furthermore, reliability is also considered a crucial metric in the evaluation of perfor-
mance of NoC as it represents the ability of the network to transmit data without errors.
The latter can occur due to various factors, such as noise or manufacturing faults. The
energy in a NoC is the sum of static energy and dynamic energy:

E = Estatic + Edynamic (2.3)

Static and dynamic energy represent two essential aspects of energy consumption.
Static energy refers to the electrical power dissipated due to current leakage and con-
duction losses, even when the circuit is idle or operating at minimum frequency. This
component is significant in advanced manufacturing technologies, where current leakage
becomes more prevalent. Dynamic energy, on the other hand, refers to the power consump-
tion generated by signal switching and logic operations during active circuit operation.
The latter is highly dependent on circuit activity and operating frequency. Reducing
dynamic energy means optimizing designs to minimize signal switching, and applying
techniques such as dynamic power management. The effective management of both types
of energy is crucial to achieving overall low power consumption levels in systems-on-chip.

2.2.2 Evaluation tools

2.2.2.1 Simulators

A NoC simulator is a modeling tool that simulates the behavior of a communication
system integrated within a SoC. It is designed to test and evaluate the performance and
efficiency of communication architectures prior to their hardware implementation. Fig-
ure 2.2 describes the general overview of a simulator that is located at the center of various
input and output streams. Simulator inputs consist of the configuration parameters that
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define the basic characteristics of the network, such as topology, number of nodes, router
buffer size, etc., traffic patterns (synthetic traffic or embedded application traces), traffic
parameters, router parameters (such as routing algorithms) and environmental param-
eters. On the other hand, the simulator’s outputs generally include the performance
metrics such as the network throughput, its latency, and power.

Figure 2.2: Overview of NoC simulator.

As previously mentioned, NoC simulators are essential for modeling and evaluating
communication mechanisms within complex systems-on-chip, to optimize their perfor-
mance and energy efficiency. They are indispensable tools for researchers and engineers
in the field of system-on-chip. These tools make it possible to model, simulate, and analyze
various NoC aspects, such as topology, routing, congestion management, and arbitration
strategies, in a controlled environment. By using NoC simulators, it is possible to explore a
wide range of design scenarios and optimize NoCs for specific applications. In simulation-
based methods, several simulators have been developed [AS19]. There are several types of
simulators, each offering a level of precision: Cycle-accurate simulators (Noxim [Cat+16]),
enable detailed evaluation by taking every clock cycle into account, thus offering maximum
accuracy. Interval simulators (Sniper [CHE11]) evaluate the performance over predefined
time intervals, which can speed up simulation while maintaining good accuracy. Full-
system simulators (QEMU [Bel05]), reproduce the entire system under study, including
not only the NoC but also processors, memories and other components.
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Table 2.1: Comparison of NoC simulators [Kha+18].

Simulator NoCTweak Noxim Nirgam Nostrum BookSim WormSim NOCMAP ORION
language system C system C system

C
system C C++ C++ C++ C++

topology 2D mesh 2D mesh 2D
mesh,
torus

2D mesh,
torus

wide
range

2D mesh,
torus

2D mesh no

traffic pat-
tern

synthetic,
embedded

synthetic synthetic,
embed-
ded

synthetic synthetic synthetic,
embedded

synthetic,
embedded

no

switching
mechanism

wormhole
virtual
channel,
Roshaq,
bufferless,
circuits
switched

wormhole
with
virtual
channel

wormhole
with vir-
tual
channel

wormhole
with vir-
tual
channel

wormhole
with vir-
tual
channel

wormhole
with
virtual
channel

wormhole
with vir-
tual chan-
nel

user de-
sign

buffer
depth op-
tion

yes yes yes yes yes yes yes yes

routing al-
gorithm

XY, nega-
tive first,
west first,
northlast,
OE, lookup
table

XY,
negative
first,
west first,
north-
last, OE,
dyad,
fully
adaptive,
lookup
table

source
routing,
XY, OE

XY, de-
flection
routing

all XY, OE,
dyad

XY, OE,
west first,
dyad

no

performance
parameters

power/energy
consump-
tion,
through-
put,latency

energy,
through-
put,
communi-
cationde-
lay

power,
latency,
through-
put

latency,
through-
put,
linkutili-
sation

latency,
through-
put

energy energy, reli-
ability

router
power,
link
power,
router-
area

energy
model

CMOS
standard
cell library
model

ORION
model

ORION
model

no no ORION/bit
energy
model

bit energy
model

ORION
model

input pa-
rameters
interface

command
line

command
line

log file command
line

log file command
line

command
line

command
line

hotspot op-
tion

yes yes no no no yes no no

mapping NMAP,
random

no manual manual no no BB, SA no
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Table 2.1 resumes an effective comparison of various NoC simulators. These simula-
tors differ in many aspects, including supported language, topology, traffic model, switch-
ing mechanism, buffer management, routing algorithm, performance parameters, energy
model, input interfaces, hotspot traffic management, and mapping strategy. For exam-
ple, some simulators use SystemC or C++ languages, offer synthetic or real workloads,
and can support wormhole or virtual channel switching. Buffer support is commonly
available, and routing algorithms vary from XY to dyadic, while performance parameters
cover energy consumption, latency, and throughput. The energy model can be standard
or based on a cell library, and input interfaces range from command-line to configuration
files. Some simulate traffic hotspots, and the mapping strategy can be manual or random.

Some of the most popular NoC simulators:

1. Noxim [Cat+16]: Noxim is an open source NoC simulator based on SystemC. It
allows users to test various network and traffic configurations, and provides infor-
mation on throughput, latency, and energy consumption.

2. Booksim [Jia+13]: Booksim is a highly configurable NoC simulator developed by
Stanford University. It allows the simulation of various network interconnection
models, including irregular topologies.

It’s also worth mentioning the existence of full-system simulators, which provide inte-
grated modeling encompassing processor cores, interconnects, memory and other periph-
eral components, enabling exhaustive analysis of the behavior of the system as a whole.
Some of the most popular full system simulators:

1. gem5 [Bin+11]: gem5 is a highly flexible open-source system simulator that of-
fers modeling capabilities at both the architectural level (for simulating processors,
caches, and other system components) and the system level (for simulating complete
systems, including peripherals and networks).

2. Sniper [CHE11]: Sniper is a high-performance parallel simulator for multiproces-
sor systems. It offers modelling capabilities for a variety of processor technologies,
including homogeneous and heterogeneous multicore systems. Its extensible archi-
tecture allows new models or modifications to be added. Although it is not a specific
NoC simulator, it can be used to model the performance of high-performance com-
puting systems, which typically include NoC.
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[AS16] provides a detailed comparison of full-system simulators, offering an in-depth
analysis of their functionality.

2.2.2.2 Analytical model

In this section we will discuss the latency analysis in networks on chips based mainly
on queueing theory. This latency is calculated on an accumulative basis and includes the
delays for every link in the network that the packet traverses. Each delay on a link is
itself made up of four elements: first the processing time, which is the interval between
the successful receipt of the packet at the entry node of the link and the assignment of the
packet to a queue for transmission. Then the queueing time, which is the time between the
packet being allocated to a queue and the start of its transmission. During this interval,
the packet is queued, while other packets in the queue are transmitted. Then there is the
transmission time, which is the time between transmission of the first bit of the packet
and transmission of its last bit. Finally, the propagation time, which is the delay between
the transmission of the last bit at the link’s source node and its reception at the output
node.

The queueing theory is an effective technique to analyze the performance of NoCs.
Generally speaking, it is a mathematical study of how waiting lines originate, work, and
become congested. This study is usually presented using Kendall’s notation [Ken53],
represented by three parameters P1/P2/P3:

• P1: is the nature of the arrival process. For example, M stands for the Poisson
process, G for general distribution of inter-arrival times, and D for deterministic
inter-arrival times. In NoCs, it represents the packets inter-arrival times that depend
on the packet injection rate. These time intervals can follow different distributions.
For instance, if they are equal, the distribution is deterministic.

• P2: is the nature of the probability distribution of the service times. G for instance,
stands for a general distribution, D for a deterministic distribution, and M for
exponential distributions. In NoCs, it is how the packet size varies. If the packet
size is fixed, it follows a deterministic distribution, but otherwise packet size can
follow such as the General one.

• P3: is the number of servers. In NoCs, it is how many outputs route a given packet.
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Figure 2.3: Queueing theory.

Different queueing models have been proposed allowing different NoC features. An
analytical model was proposed by Ogras et al. [OBM10] for wormhole-switched NoCs.
This proposal is based on a M/G/1 queueing model with a relative error of around 9%
for 1000 random mappings, at 0.16 packets/cycle injection rate. In [Zha+10], Zhang et
al. proposed an analytical model for the evaluation of the performance of a NoC with
constant service time system, based on a M/D/1 queueing model with a mean error
of 7.87% using XY deterministic routing and a 5 × 5, 2D-mesh network, and uniform
traffic patterns. Kiasari et al. proposed a flexible G/G/1 queueing model for estimating
the average packet latency with less than 10% error in NoCs with arbitrary network
topology and deterministic routing [KJL13]. More recently, in order to represent packet
flow in a NoC as an open feedforward queueing network, Bhaskar and Venkatesh [Bha21]
proposed a mathematical model, with 10 and 15% errors for NoCs with 36 and 64 routers,
respectively. Weighted Round-Robin arbitration has been also proposed for priority based
NoCs in [Man+21b], with less than 5% error while executing real applications and 10%
error under challenging synthetic traffic.

These models only address ENoCs, and therefore are not adapted for hybrid NoCs
with WiNoCs using token-passing channel access. To the best of our knowledge, our work
is the first attempt to propose an analytical model for hybrid interconnects based on both
electrical and wireless interconnects.
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Figure 2.4: Overview of the analysis flow based on AMHNOC.
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Table 2.2: Summary comparison of different analytical models.

[OBM10] [ZWG13] [KJL13] [Bha21] [Man21]
Queue M/G/1 M/D/1 G/G/1 G/G/1 General Geometric distribution

Arbitration Round Robin Round Robin Fixed Priority Round Robin Weighted Round Robin
Implementation C++ C++ C++ Matlab C++
Validation tools Wormsim OPENET - Booksim -

2.3 Hybrid interconnection models

In this section, AMHNOC, the proposed analytical model to estimate the average packet
latency for a hybrid interconnection containing wired and wireless interconnections is
thoroughly illustrated. Starting first by a global overview of the analysis flow presented
in Section 2.3.1, followed by the a comprehensive description of our analytical model
detailed in Section 2.3.2.

2.3.1 Overview of the analysis flow

The analysis flow to evaluate the communication latency of a hybrid wireless and electric
NoC is depicted in Figure 2.4. According to the system specifications, the flow takes as
inputs the interconnect architecture, the routing paths from sources to destinations (i.e.
routing algorithm), and the traffic between cores. The architecture is described by the
number of cores, routers, and antennas presented in the network and the way they are
interconnected. The design flow relies on architectural parameters since they impact
the communications performance. For example, packet size, router bandwidth, antenna
data rate, and wireless channel access latency are considered. The routing algorithm on
the other hand, specifies the path selected between any pair of source s and destination
d, and with respect to the architecture. Furthermore, the latency of communications
within a NoC is affected by the injected traffic. Our design flow takes as inputs synthetic
traffic, such as uniform random or transpose communication patterns, or traffic from real
application benchmarks, such as the Parsec Benchmark suite [BKL08]. Generally, the
purpose of the flow is to evaluate communication latency. Our analytical model, based
on the queueing theory, is in charge of this computation and is further detailed in the
following Section 2.3.2. This allowed us to obtain the average latency for each couple of
source and destination along with the overall latency. From this, it is easy to draw the
classic latency versus PIR plot which represents the core metric to evaluate a NoC, see
Section 2.4.2. Statistics are also obtained, such as the amount of packets using antennas
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that will be further highlighted in Section 2.4.2. It is also possible, based on traces
analysis of applications, to plot the communication latency during the execution time;
see Section 2.4.5.

2.3.2 Analytical Model

We propose AMHNOC, an analytical model based on the M/G/1 queueing model and
consider the wormhole routing. The Poisson distribution of packet interarrival M was
selected in this study as it represents a simple model to handle compared to other more
complicated ones such as General or Geometric distributions. It is good to mention
at this point that our second approach was dedicated to develop a method of using
Poisson distribution for traces coming from real applications and is thoroughly explained
in chapter 3 of this manuscript. Furthermore, the second parameter was selected to be
G, a general distribution for service time in order to evaluate packets of different sizes.

The model is generic and compatible with any kind of hybrid interconnectThis model
is based on a set of parameters defined in Table 2.3.

In these hybrid NoCs, different types of communication paths exist between a source
core s and a destination core d.

The path can be i) only with electrical routers, ii) only with wireless routers, and iii)
a mix of both electrical and wireless routers.

To compute the average latency between a source s and a destination d, the proposed
model first calculates the latency to cross each routing element. Then, with respect of
injected traffic pattern, it calculates the probability of congestion which increases the
overall latency. A routing element can be an electrical or a wireless router. An electrical
router has the same amount of input and output ports, with respect to number of con-
nected neighbors. A wireless router has one or several electrical inputs and outputs, with
respect to the amount of connected neighbors, and one input and output connected to
an antenna. In the following, we first introduce the model by illustrating how packets go
through a simple one-input one-output routing element, hence without possible conges-
tion, then we describe the complete model which can be applied to any routing elements
with any number of inputs and outputs.

2.3.2.1 A simple one-input one-output routing element

The Figure 2.5 presents the model used to evaluate the traffic bandwidth for a service
based on a single pair of input and output of a routing element.
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Table 2.3: List of the parameters used in our model

Notation Definition
m, n The number of input and output ports
Nc The number of cores
Na The number of antennas (equal to the number of wireless routers)
Nf , ρ The number of flits in a packet with ρ (bits) each flit
ai, A ai denotes the average number of packets at input buffer i,

and A the vector of average number of packets for the entire routing
element (packets)

T , T , T 2 T denotes the packet service time, T and T 2 denotes the first
and the second order moments of service time respectively (cycle)

λi, Λ λi denotes the arrival rate at input buffer i,
and Λ the arrival rates to the entire routing element (packet/cycle)

fij Forwarding probability: probability that a packet arrives at input i
and leaves the routing element through output j

γij Arrival rate at input i and routed toward the output j (packet/cycle)
β Time needed by the token to pass between consecutive antennas

(cycle)
σ The average delay required to access the wireless channel (cycle)
q Waiting time in queue, qw and qe for wireless and electrical routers

respectively (cycle)
ri, R ri denotes the residual service time at input buffer of input i

and R the residual time for the entire routing element (cycle)
δij, ∆ δij denotes the contention probability between input i and input j

and ∆ the contention matrix for the entire routing element
Se, Sw Electrical and wireless routers service time (cycle)
B Electrical router bandwidth (bit/s)
D Antenna data rate (bit/s)
θ Frequency (Hz => cycles/s)
xsd Rate of the traffic transmitted from source s to destination d

(packets/cycle)
Lsd Average latency for any packet from source s to destination d (cycle)
L Overall average packet latency (cycle)
PIR, SPIR PIR denotes the packet injection rate

and SPIR denotes the saturation packet injection rate
(packet/cycle/router)

Th Network throughput (packet/cycle/router)
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packet 1     ......        packet a
   

 Input Output

a packets

Service time: TWaiting time within a queue: q

Buffer Routing
element

Traffic arrival rate: 

Figure 2.5: Example of a single queue routing element.

In this case, using the Little’s Theorem, the average number of packets a in the system
is computed from the waiting time q within a queue and the traffic arrival rate λ of packets
into the system:

a = λq (2.4)

On the other hand, we can calculate the waiting time q of each packet by the Pollaczek-
Khinchin (P-K) formula depending on the queueing model. For the M/G/1 model, the
waiting time q is given by:

q = r

(1 − λT ) (2.5)

where r is the residual service time, the time a new arriving packet needs to wait until
the service time of already present packet is complete:

r = (λT 2)/2 (2.6)

T , T and T 2 are respectively the packet service time, the first and the second order
moments of service time without the queueing delay respectively. T is given by:

T =

Se + Nf ×ρ×θ

B
Electrical router

Sw + Nf ×ρ×θ

D
+ σ Wireless router

(2.7)

where Se, Sw are electrical and wireless router service times respectively, Nf is the number
of flits in the packets, ρ is the size of flits, B and D the electrical router bandwidth and
the antenna data rate, and σ is the Average delay token. We assume a round-robin token
circulation among Na antennas, where σ is the average delay corresponding to the number
of cycles required to access the wireless channel. In the best case, an antenna requiring
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to send a packet already posses the token and will directly send it without any delay. On
the other hand, the worse case is to wait a full round to receive the token. If the time
needed by the token to pass between consecutive antennas is β cycles, the average delay
σ can be stated as:

σ = β × Na/2 (2.8)

2.3.2.2 General case

In a NoC, there are m inputs and n outputs for a routing element as shown in Figure 2.6.
Hence, the equations 2.5 and 2.6 have to be computed as matrices. For instance, for a

 m Inputs n Outputs

Buffer

Routing
element

packet 1     ......        packet a1

a1 packets

Traffic arrival rate: 

Traffic arrival rate: 

am packets
packet 1     ......        packet am

Figure 2.6: General case of service managing m inputs and n outputs.

routing element y, the average number of packets, the arrival rates and the residual service
times are respectively defined by:

Ay =
[
ay

1 ay
2 ... ay

m

]T
(2.9)

Λy = diag(λy
1, λy

2, ..., λy
m) (2.10)

Ry =
[
ry

1 ry
2 . . . ry

m

]T
(2.11)

where the average number of packets for a routing element y is done by the equilibrium
condition [OBM10]:

Ay = (I − Λy∆y)−1ΛRy (2.12)

Contention probability: ∆ is the contention matrix, where δij is contention probability
between input i and input j:
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∆y =


1 δy

12 ... δy
1m

δy
21 1 ... δy

2m

... ...
. . . ...

δy
m1 δy

m2 ... 1


m×m

with

δy
ij =


∑m

k=1 f y
ikf y

jk i ̸= j

1 i = j
(2.13)

Where fij is the forwarding probability, the probability that a packet arrives at input i

and leaves the routing element through output j:

F y =


0 f y

12 ... f y
1m

f y
21 0 ... f y

2m

... ...
. . . ...

f y
m1 f y

m2 ... 0


m×m

f y
ij =


γy

ij∑m

k=1 γy
ik

i ̸= j

0 i = j
(2.14)

γy
ij is the arrival rate at the input i and is routed toward the output j. The traffic arrival

rate at input j at the routing element y:

λy
j =

∑
∀s

∑
∀d

xsdℜ(s, d, y, j) (2.15)

Where ℜ is the routing function:

ℜ(s, d, y, j) =

1 if (y, j) in Πsd

0 otherwise
(2.16)

Where Πsd is the set of routers pairs traversed by the packet. Then, the average packet
latency is done by:

Lsd = Le + Lw (2.17)

Where Le and Lw are given by:

Le =

0 if path fully wireless∑
(i,j)∈πsd

(qe
ij + Se) + Nf ×ρ×θ

B
otherwise

(2.18)
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Lw =

0 if path fully electric

qw
src + qw

dst + 2Sw + Nf ×ρ×θ

D
+ σ otherwise

(2.19)

Finally the overall average packet latency L is given by:

L =
∑

∀s,d(xsd × Lsd)∑
∀s,d xsd

(2.20)

2.4 Experimental Evaluations

In Section 2.4.1, we present the experimental setup considered for our study. Model
validation is performed for synthetic traffic and application benchmarks in Sections 2.4.2
and 2.4.5, respectively. The network throughput validation is carried out in Section 2.4.3.
Additionally, we analyze the execution time and evaluation error in comparison to the
Noxim cycle-accurate simulator, and the results are presented in Sections 2.4.4 and 2.4.6,
respectively.

2.4.1 Experimental Setup

To validate our model, we compare our results with the Noxim cycle-accurate simu-
lator [Cat+16]. Noxim incorporates a hybrid NoC that combines electrical and wireless
routers. In order to limit methodological bias, and ensure repeatability of results, all
the results are obtained by respecting the Noxim hybrid topology which corresponds to
Figure 2.7.

Furthermore, the primary objective of this work is not to determine the optimal topol-
ogy for hybrid on-chip interconnect or to compare ENoCs and WiNoCs, but to propose
a method that enables rapid performance analysis and exploration of such architectures.
For comparative studies, please refer to [Dai+15; BJS19].

The Nc core architecture is divided in clusters of equal size, in accordance with the
number of implemented antennas Na. Each cluster is organized in a 2-D mesh ENoC
with a wireless router shared among all cores within the same cluster. The wireless
router is then connected to each electrical router from the cluster, and can be accessed
by a core after crossing the associated electrical router. Intra-cluster communications are
handled by ENoC using the XY routing algorithm, while inter-cluster communications
are achieved by using WiNoC with a token-passing channel access scheme. For instance, in
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Figure 2.7: Overview of a cluster-based hybrid NoC. Intra-cluster communication are
done through ENoC (A), while inter-cluster communications are handled with wireless
communications (B).
a configuration with Nc = 16 cores and Na = 4 antennas, the architecture is decomposed
into 4 clusters that are not electrically interconnected. This architecture may be likened
as a chiplet-based one where inter- and intra-chiplet communications are using a different
interconnect.

We consider routers without virtual channels and a router bandwidth B set to 32
Gbit/s (32-bit flits at 1GHz). Service times Se and Sw are set to 2 clock cycles, while
the token passing latency β is set to 1 clock cycle. The simulations were conducted on
an Ubuntu 18.04.5 LTS Linux distribution, executed on a 48-cores Intel© Xeon(R) Silver
4214 CPU @ 2.20GHz. Furthermore, the proposed analytical model is implemented using
Python, and the results are compared with those obtained from the Noxim cycle-accurate
simulator NoC [Cat+16].

It should be noted that any analytical method is deterministic in nature, which guaran-
tees consistency in the obtained results without requiring multiple iterations. Simulation-
based approaches, on the other hand, can exhibit a degree of variability. Nevertheless, to
guarantee correctness on the analysis, we defined the simulation time that allows latency
convergence toward a stable value. This value depends on the PIR value. Indeed, a high
PIR value requires more clock cycles to be simulated than a lower PIR.

2.4.2 Parameters exploration with synthetic traffics

In this section, we explore the correctness of our model by exploring several parameters.
We vary the traffic pattern, packet size, wireless datarate, and number of antennas. Each
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parameter value is summarized within the figures. The purpose is to provide a model to
efficiently determine the latency of the hybrid NoCs, not to identify the optimal archi-
tecture. The results are presented in a graph plotting the average packet latency versus
the PIR (packet per core per cycle). For each result, we vary the PIR starting from 0.001
in increments of 0.001, until crossing the SPIR (defined as 10× the zero-load latency).
Moreover, we simulate 100,000 clock cycles into Noxim for each PIR value, while our
analytical model only requires a single computation as it only depends on the PIR.

2.4.2.1 Traffic patterns exploration

We start by exploring different traffic patterns: random, shuffle and butterfly with a
16 cores architecture size, forming 4 clusters with 4 cores and one antenna per cluster, 4
flits per packet, and with an antenna datarate 16 Gb/s.

The same NoC behaviour is observed from the results obtained using both the analyti-
cal model and the simulator (Figure 2.8a). At low PIR, the average latency is low (around
17 clock cycles). The NoC starts reaching the saturation when the PIR increases. By
performing these analysis on the three different traffic patterns, it was observed that the
NoC saturates faster for the uniform random traffic pattern than shuffle than butterfly,
thus creating more congestion.

To better understand the alignment between the analytical model and the simulator’s
outcomes, figure 2.8b was plotted illustrating the latency difference (error in %) for each
PIR of Figure 2.8a. From this plot, it is clearly noticed that the error remains below 2%
on the zero load part, and starts to gradually increase until saturation while remaining
acceptable (7%). Beyond saturation (refer to section 2.2.1 for saturation determination),
the error continues to increase reaching towards 17%. It is important to note that the
increase in error when the network becomes highly congested is common to all analytical
models [OBM10; Zha+10; KLJ13; Bha21; Man+21b]. This is the trade-off for extremely
short computation times compared to very long simulation times (see Section 2.4.4).

Furthermore, the proposed model computes the routing latency for hybrid electrical-
wireless paths as well as fully electrical paths. For instance, on the results of Figure 2.8a
with the execution of traffic random, 76% of the packets used a hybrid path, while 24
% used a fully electrical path. Compared to Noxim cycle-accurate simulator, the latency
evaluation accuracy for the two types of paths is satisfactory. If we focus on determining
the SPIR value, these values are, respectively for the analytical model and Noxim: 0.0541
and 0.0514 for a butterfly traffic, 0.0346 and 0.0331 for a shuffle traffic, 0.0325 and 0.0317
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Figure 2.8: Traffic patterns exploration (a) and analytical model Vs Noxim error (b).
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for a uniform random traffic. On average the difference is 4.3% in determining the SPIR.

2.4.2.2 Architecture size exploration

Afterwards we explored different sizes of architecture. By exploring the size of the
architecture, the analytical model can be tested in a variety of configurations, ensuring
complete and accurate validation of its ability to predict latency. NoCs of 36, 64 and
100 cores architecture size were tested, with 4 clusters (9, 16 and 25 cores per cluster
respectively) and one antenna per cluster, 4 flits per packet, and with an antenna datarate
of 16 Gb/s. The following results are performed with a uniform traffic pattern.
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Figure 2.9: Architecture size exploration.

A similar NoCs behavior was also observed in this case for both the analytical model
and the simulator and are illustrated in Figure 2.9 highlighting the impact of architecture
sizes. It is observed that the 100 cores architecture get congested at a lower PIR compared
to the 64 and 36 cores architectures. For instance, the SPIR decrease from 0.00159 to
0.0087 to 0.006 packet/cycle/router, for NoCs with 100, 64 and 36 cores, respectively. This
can be attributed to the fact that more cores are sharing a wireless router, which increases
the congestion in using wireless communication as it is the only way to communicate
between clusters in this type of topology. In addition, we find that the error error of
results obtained by analytical model and Noxim remains below 2% until saturation, where
we find a maximum error of 16%.
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2.4.2.3 Packet size exploration

Exploring packet size is also considered as a fundamental step in validating our proposed
analytical model. In that respect we explored three different cases with 8, 16 and 32 flits
per packet, for 16 cores architecture size, with 4 clusters (4 cores per cluster) and one
antenna per cluster, and with an antenna datarate of 16 Gb/s. This exploration tests the
model’s ability to adapt to a variety of traffic conditions, which is essential to guarantee
its reliability in different usage scenarios.
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Figure 2.10: Packet size exploration.

Similarly, changing the size of the packet resulted in the same NoC behavior between
the simulator and the analytical model as illustrated in Figure 2.10. It is not surprising
that increasing the number of flits per packet (8, 16 and 32 flits) leads to higher latency
(21, 40 and 85 cycles, respectively at zero load latency) and a reduction in the saturation
PIR value (0.0045, 0.009 and 0.017 packet/cycle/router, respectively). This is due to the
increased congestion accompanied with larger packets.

Likewise the error remains below 2% until saturation, where we find a maximum error
of 13%, which means that the model is always accurate with different packet sizes.
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2.4.2.4 Wireless datarate exploration

After that, different Wireless datarates were explored. This is also crucial for validating
our analytical model, especially in the contexts where our model is proposed for hybrid
communication. Fro that, we explore datarates of 8, 16 and 32 Gb/s for a 16 cores
architecture size, with 4 clusters (4 cores per cluster) and one antenna per cluster, and
with a packet size of 4 flits.
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Figure 2.11: Wireless datarate exploration.

Contrarily, increasing the antenna datarate allows for an increase in the saturation
PIR, as shown in Figure 2.11. For instance the SPIR increase from 0.016, to 0.032 to
0.06 packet/cycle/router, in corresponding to the increase of wireless datarate form 8 to
16 to 32 Gb/s, respectively. Likewise, the error remains below 2% until saturation, where
a maximum error of 10% was then found. This assures that the model is also always
accurate with different wireless datarates.
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2.4.2.5 Exploration of number of antennas

Then we explored different number of antennas in the NoC. Such exploration is also
essential in the validation of our analytical model especially as it is proposed for hybrid
communications. Again in this case we explored three different cases with 4, 8 and 16
antennas, each with a 64 cores architecture size, 4 clusters (4, 8 and 16 cores per cluster),
a packet size of 4 flits, and with 16 Gb/s wireless datarate.
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Figure 2.12: Exploration of number of antennas.
Figure 2.12 shows the impact on the number of antennas within a 64 cores architecture.

Surprisingly, increasing the amount of antenna increases the latency at low PIR. This is
as a result of the token passing channel access. Indeed, with 16 antennas and 64 cores
(i.e. cluster of 4 cores with 1 antenna), each communication needs to get the token before
being able to communicate, then the latency is around 35 clock cycles. However, the NoC
saturates with a higher PIR as the number of hops between any source and destination
is kept low thanks to a wireless communication.

Furthermore, it is worth-noting that, for different traffic patterns, by increasing the
number of antennas, the percentage of the utilization of wireless interconnects also in-
creases as represented in Figure 2.13. For instance, for random traffic with a 64 cores
architecture size and 4 antennas, 78% of packets communicate via wireless interconnects,
while 22% with electrical ones. However, with 8 antennas, the percentage of packets
communicating via wireless interconnects increased to 89% with 11% left communicating
with electrical ones.
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Figure 2.13: Wireless utilization rate.

2.4.3 Network throughput

It is straightforward to evaluate the throughput Th (number of packets per cycle) of an
architecture with the proposed analytical model, as it may be directly derived from the
latency evaluation. We proceed as follows: i) compute the latency Vs PIR, ii) determine
SPIR (10× the zero-load latency for a given traffic), iii) we apply the Equation 2.2. In
the Noxim simulator, the throughput is directly given in the output simulation results.

Figure 2.14 shows the network throughput Vs PIR of a 16 cores architecture forming 4
clusters with 4 cores and one antenna per cluster, 4 flits per packet, and with an antenna
datarate 16 Gb/s for each of the traffic patterns, random, shuffle and butterfly. From this
plot, it is clearly observed that before saturation (detailed in Section 2.4.2.1, the network
throughput is proportional to the PIR, then becomes constant after reaching the SPIR.
This validates our approach to compute both SPIR and throughput.

2.4.4 Execution time

Figure 2.15 shows the execution times of our analytical model and Noxim versus the
number of cores in the architecture. It is evident that the speed up increases with respect
to the architecture size. For instance, for a 16 × 16 architecture size, our analytical model
requires only 1.22 seconds versus 603 seconds for a Noxim simulation, leading around
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Figure 2.14: Throughput Vs. PIR

500× speed up. This validates the benefits of using an analytical model instead of a
simulator to explore a plethora of parameters and architecture topologies. Indeed, 603
seconds with Noxim is only for one simulation. For instance with a 16 × 16 architecture,
if we want to explore the following design space:

• Na = [4, 8, 16]

• D = [8, 16, 32] Gb/s

• Nf = [8, 16, 32] flits/packets

• Traffic = [Random, Shuffle, Butterfly]

The number of simulations required is Na ×D ×Nf× number of traffics = 81 simulations.
With Noxim simulations, 13 hours are required, while our analytical model only requires 1
minute and 37 seconds. Obviously, both Noxim and our analytical model can be executed
with multiple instances (i.e. in parallel) for larger design spaces. For instance evaluating
the impact of antenna positions in a 16 × 16 architecture with 4 antennas requires C

(
4

256

)
= 174.8 × 106 simulations. With 10 instances running in parallel, Noxim would require
more than 5 years of simulation time, while our analytical model only take 4 days.
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Figure 2.15: Execution time evaluation.

2.4.5 Benchmark applications

To validate the accuracy of our model with heterogeneous traffic patterns, we adopt the
PARSEC [BKL08] benchmark suite, which is commonly used to study the performance of
NoCs. We have chosen five representative applications, based on their parallelization level,
working set, and data usage. We simulate architectures with 16, 32 and 64 cores, along
with 4 antennas (i.e cluster of 4, 8 and 16 cores respectively). The memory organization
follows a distributed shared memory model, and the cache coherency protocol is MESI.
Other parameters are set to default values.

These PIR values were then used as inputs to the analytical model, which applies
queueing theory to simulate contention. Hence, packets are injected following a Poisson
distribution, as we use a M/G/1 queueing theory model.

Figure 2.16 shows the average latency versus the execution time of the dedup appli-
cation. Each point plotted represents the average latency of the hybrid NoC within the
time window. It shows the evolution of latency during execution with respect to appli-
cation needs. It also shows the application speed-up when additional cores are utilized,
at the cost of increased communications, leading to higher latency. Indeed, the more
cores used, the faster the execution becomes, thanks to increased computing parallelism.
However, more communications occur in a shorter time, resulting in increased congestion.
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Figure 2.16: Validation of the analytical model using the dedup benchmark application

This is clearly visible with both 64 cores curves, which finish at 80 millions clock cycles
versus almost 350 millions clock cycles for a 16-core architecture. In terms of communi-
cation latency, there is a latency peak around 28cycles for 64 cores, while kept around
19cycles for 16 cores. Both results from Noxim and our model exhibit similar behaviours
validating the efficiency while considering heterogeneous traffic patterns [BKL08], which
is particularly important for non-homogeneous system-on-chip such as accelerator-based
architectures.

Finally, Table 2.4 summarizes the average latency percentage error of our analytical
model compared to Noxim for the different applications and architecture sizes. We can
notice that the error of our analytical model is less than 5.5%, with an average of 3.87%.

It has to be noticed that using application traces for on-chip interconnect performance
analysis is a classic technique. It offers faster exploration than full system simulation. As
limitation of this technique, increasing or reducing latency of communications will not
modify the system level behavior, i.e. will not impact the execution time of the application
as only traces are injected. On the other hand, it provides i) a quick coarse-grained
analysis to explore interconnect parameters, and ii) to know whether the interconnect is
congested or not regarding heterogeneous traffic, hence whether the application will be
slowed down or accelerated. This analysis is useful to verify whether hybrid NoC satisfies
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the communication needs of real applications or suffers from congestion.

Table 2.4: Average latency error between the analytical model compared to Noxim for
different benchmark applications.

Applications Average latency error (%)
16 cores 32 cores 64 cores

blackscholes 2.24 4.56 1.9
dedup 3.75 3.67 1.99

raytrace 4.02 3.17 3.93
streamcluster 4.56 5.5 2.4

x264 2.8 3.95 2.55

2.4.6 Relative Error

Analytical models are based on queueing theory which mathematically computes the
packet latency. It determines the behavior of queues (here, electrical and wireless routers)
and predicts the time it takes for packets to be processed and transmitted while consid-
ering congestion. In analytical models, packets are considered to define NoC traffic, and
this traffic is modeled by an injection rate. On the other hand, the cycle-accurate simu-
lator will simulate the behavior of NoC at each clock cycle while considering each packet
injected into the network. Most of the error appears when the network becomes highly
congested (see Section 2.4.2). In fact, the increasing latency due to congestion in each
router will modify the arrival time in the following routers along the path, which is more
complex to accurately predict in analytical models. This error is common to all analytical
models, and this is the trade-off for shorter computation times compared to simulators
(see Section 2.4.4).

During the extensive experimentation conducted in Section 2.4, we performed more
than 1,000 simulations with the different parameters highlighted. The relative error be-
tween the analytical model and Noxim simulator was computed using the equation 2.21
and was found to be around 4%.

E = 1
Ns

×
Ns∑
i=0

|LA[i] − LS[i]|
LS[i] (2.21)

Where Ns is the number of simulations (Ns = 1000), LA[i] is the latency computed by
our model for simulation i, and LS[i] is the latency computed by Noxim for the same
simulation i.
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2.5 Conclusion

NoC performance analysis is an important and evolving field of study, which seeks to
address the challenges posed by the increasing complexity of SoC. In this chapter, we have
examined two major approaches to analyze the performance of NoCs, namely simulators
and analytical models based on queueing theory.

Simulators play an indisputable role in the evaluation of NoC performance, providing
a high degree of accuracy and fidelity in modeling real NoC behavior. They allow com-
plex interactions between components to be reproduced in detail and provide empirical
information on performance metrics such as latency, throughput, and energy consump-
tion. However, analytical models, particularly those based on queueing theory, provide
a complementary perspective. These models enable faster and more computationally
efficient analysis, offer a deeper theoretical understanding of the factors that influence
performance, and are often more flexible and scalable.

It is important to recognize that each approach has its own strengths and weaknesses,
and the choice between them depends on the specific objectives of the analysis. In many
cases, the joint use of simulators and analytical models may be the most effective strategy,
as it allows the accuracy of the simulations to be combined with the theoretical insights
provided by the analytical models. Ultimately, as technology continues to evolve and SoC
become increasingly complex and integrated, the importance of state-of-the-art tools for
analysing NoC performance cannot be underestimated. Future progress in this area will
require continued efforts to develop more sophisticated, accurate, and efficient analysis
methods, which will be essential to support innovation and optimize performance in the
next generation of SoC.

This chapter proposes an analytical model to evaluate communication latency and
network throughput of manycore architectures using a hybrid NoC based on both ENoCs
and WiNoCs. The proposed model is validated with Noxim simulation experiments. We
validated the correctness with several parameter explorations on synthetic traffics. The
packet latency error of our model is less than 5% compared to the cycle-accurate Noxim
simulator with Parsec application traffics. Compared to Noxim, our model requires up to
500 times less time to perform the results on a 16×16 architecture, hence enabling design
space exploration of such complex multi-parameter architectures.

Finally, it is important to mention that this contribution has been published in IEEE
Design & Test journal [Kra+23], and was presented at the international NOCS conferences
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in September 2023.
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Chapter 3

Windowing of application traces for
fast NoC performance analysis

3.1 Introduction

The evaluation of the NoC performance in the early stages of architecture design, named
design space exploration, is a key step for SoC designers. Full-system simulations, which
consider the whole architecture, i.e. cores, memories, interconnects, and application exe-
cution, is the most accurate way to evaluate the interconnect performance and the impact
of this latter on the application execution. Additionally, it is the only possible way to mea-
sure application speed-up. However, such simulation is very time-consuming. Firstly, the
complexity to modify such simulator is an obstacle for designers to implement emerging
on-chip interconnects such as, for example, in the well-known Gem5 full-system simulator
[Bin+11]. Secondly, the time required for simulation dramatically limits the design space
exploration. For instance, to simulate the execution of a 64-core architecture running the
x264 application with a 13-second video from the PARSEC benchmark suite [BKL08], it
requires around 5 days of simulation with a Dual Intel Xeon 4214 processor (2x12 cores
at 3.5GHz) and 64GB of memory (2.4GHz), hence clearly limiting the exploration if we
target several parameters evaluation.

On the other hand, analytical models and NoC simulator provide a good trade-off
to evaluate NoC performance. However, they are not capable of evaluating the appli-
cation speed-up as only communication traces are considered and applications are not
executed along the NoC. Nevertheless, their uses are favored, and designers have consid-
ered for years generic traffic patterns to evaluate the behavior of NoCs, such as random
or transpose traffics. In addition, the use of more realistic traffics which mimic real-life
applications, is also considered. To this end, a first execution of an application is usu-
ally performed on a full-system simulator and all communication traces are saved in a
data-base. Then, these traces can be injected into a NoC performance analysis tool. The
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injected traces can be either i) packet by packet at a specific timestamp, or ii) statistic
injection traffic based on the PIR. The first possibility may be time-consuming with re-
spect to the number of packets to inject from the application execution traces. On the
other hand, for the second possibility, the computation of the PIR may directly impact
the fidelity of the trace usage.

The injection of the traces into a NoC performance analysis tool is widely studied in
the literature. These application traffic traces were used either to validate their proposed
work, as it is also the case in our study, or to compare and characterize these benchmark
applications [BKL08; BFM09]. For example, in [AT23; CL20], there is one simulation
for the whole application duration, which smooths out variations and clearly lacks accu-
racy to evaluate interconnect performance. On the other hand, other researchers, such
as [Man+19; Man+21a], split the traces into multiple fixed-size windows to illustrate
the evolution of latency as a function of clock cycles. Nevertheless, these studies were
performed by choosing an arbitrary size of window without any analysis of its impact on
the performance evaluation accuracy. Our approach on the contrary, aims at answering
this problem by precisely determining how to correctly split the traces and study the
influence of window sizes, while using the Poisson distribution.

This chapter aims at addressing these gaps in the existing literature by proposing
a comprehensive framework to analyze application traces and automate their usage for
NoC performance evaluation, either into a NoC simulator or for analytical models. The
motivation behind incorporating windows into the analysis is presented, highlighting their
importance in capturing the dynamic behavior of latency over time. The framework not
only advocates for the use of windows but also provides insight into optimal window
sizes and emphasizes the advantages of considering window usage effects. The proposed
trace analysis framework provides a detailed perspective on the evaluation of benchmark
applications. By delving into the details of window usage and its implications on the
obtained results, researchers can improve the robustness of their studies and construct
more accurate comparisons between different NoC architectures. This chapter thus con-
tributes to the broader understanding of NoC performance evaluation and encourages a
more comprehensive approach to benchmark application analysis in the field of computer
architectures.

As a fundamental step, the distribution of inter-arrival time for various traces in parsec
benchmark applications was first studied and is detailed in Section 3.3. These traces were
studied using different techniques such as Q-Q plot and Square Coefficient of Variation
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(SCV) calculations and were performed to check whether the distribution tracked in the
benchmark application gathers Poisson distributions or any other specific distribution.

With the aim of establishing a better way to simulate traces in a faster and more
efficient manner, we proposed a new framework, Section 3.4, that focuses on the precise
determination of the optimal size of windows to be applied. After that, the validation of
this proposed framework was performed by running different simulations, which are fully
illustrated in Section 3.5.

3.2 Benchmark Application Traffic Latency Analysis

As previously mentioned, various analysis methods are available and used in the pursuit
of analyzing application performance. With the aim of validating our proposed analytical
model, as illustrated in Chapter 2 of this manuscript, we characterized the applications
by adhering to Poisson distribution principles. This involved calculating injection rates
by averaging the number of packets at each given time t.

However, while the study overall validates our proposed analytical model based on
the use of Poisson’s law, a critical question remains: to what extent does the practical
behavior of real-life applications align with the assumptions of Poisson’s distribution? To
answer this question, the potential errors introduced when applying the Poisson distri-
bution for application performance analysis must first be quantified. In other words, we
aim at investigating whether the applications under consideration truly follow Poisson’s
distribution. In the case of any deviation, we seek to quantify the extent of error employed
when applying Poisson’s distribution as a model for analysis. By addressing this question,
we hope to provide a comprehensive evaluation of the analytical method’s reliability and
highlight any differences that can occur between the assumed distribution and the actual
characteristics of the applications. Ultimately, this study would allow us to better under-
stand the limitations and accuracy of the analytical approach in the field of application
performance analysis.

For comparison purposes, Noxim base-line that follow Poisson distribution (Poisson)
has been extended to take into account the cycle-by-cycle simulation (Accurate) and is
named as Noxim-Cycle. The results obtained with Noxim-Cycle are compared with those
obtained following the Poisson distribution.
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3.2.1 Noxim-Cycle

Noxim-Cycle is a modified version of Noxim base-line, adapted to use Packet injection
time (PIT) instead of the packet injection rate (PIR). It was developed in collaboration
with the Labsticc at the University of South Brittany in Lorient. This modification allows
the realization of accurate results, but still in a very slow manner. As Noxim input, we
use a table-based traffic pattern and a text file containing information about the source,
destination, and PIT (Table 3.1.b) instead of PIR (Table 3.1.a).

Furthermore, the new input text file based on PIT is generally much larger than that
based on PIR as it contains all the packets rather than the average injection time for
each pair (source, destination). This is considered the first limitation that is encountered
with this version of Noxim. Furthermore, while the Noxim output remains consistent,
benchmark accuracy requires a higher level of precision. This is particularly important
as we simulate packets cycle by cycle, insisting on the need for great attention to details
in our analysis.

Table 3.1: Example of table-based input of Noxim: a) using PIR and b) using PIT.

Source Destination PIR (packet/cycle)
0 1 0.066
1 5 0.033
5 3 0.066
8 3 0.033

a) Using PIR

Source Destination PIT (cycle)
0 1 10
5 3 15
1 5 20
0 1 23
8 3 27
5 3 30

b) Using PIT

3.2.2 Results Comparison

Table 3.2: Parameters for latency evaluation.

Parameter Value
NC 16 cores

Packet size 4 flits
Flit size 32 bits

Buffer size 8 flits
Number of virtual channels 1
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Taking into consideration the parameters shown in table 3.2, if we simulate two million
clock cycles according to the Poisson distribution using Noxim base-line with an input of
the PIR packet injection rate for each source destination, we obtain a latency lpoisson =
13.49 cycles. However, if we simulate this latency using Noxim-Cycle with an input of
the PIT packet injection time for each source destination, we obtain a latency laccurate =
30.01 cycles. Therefore, compared to the accurate simulator, an error of 55% is present.
To further assure the high error values, these simulations were repeated on different ap-
plications such as streamcluster and x264. Similarly, high errors (more than 45%) in most
of these portions were obtained. It is worth noting that the error can remain negligible
unless the injection rate is very low throughout the application, as on blackscholes appli-
cations, for instance. Based on these preliminary results, we can conclude that the use of
Poisson’s distribution cannot be generalized when applied on real-life applications.

3.3 Benchmark Application Traffic Injection Distri-
bution

In spite of the high error values observed when employing the Poisson distribution for
real-life application performance analysis, attempts have been undertaken to elucidate
the origin of this error. In other words, our objective is to demonstrate why benchmark
applications do not follow the Poisson distribution. This has been done using three dif-
ferent metrics: i- the inter-arrival time which is the time between the arrival of successive
packets, ii- the SCV calculation, and iii- the Quantile-Quantile (Q-Q) plot.

3.3.1 Inter-arrival times

In order to compare the inter-arrival times (which refer to the period of time that elapses
between the arrival of consecutive packets) in a real application that follows the Poisson
distribution, we first calculated the injection rate of the real application, router by router,
and then globally considering all routers. Figure 3.1 illustrates the packet injection rates
per source for the dedup application. For example, source 0 has a PIR0 = 9.416 × 10−4

packet/cycle whereas source 6 has a PIR6 = 6.513 × 10−3 packet/cycle. Overall, the
average packet injection rate per source is PIR = 2.0146 × 10−3 packet/cycle.

Then, the inter-arrival times for different benchmark applications were calculated.
Figure 3.2a showcases the frequency of inter-arrival times of successive packets (in cycles)
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Figure 3.1: Packet injection rate per source for dedup application.

for dedup application on a logarithmic scale. The majority of data is concentrated in the
inter-arrival cycle range below 1000, where frequency is highest. After this range, the
frequency decreases rapidly for most inter-arrival times, although a few isolated peaks at
specific points are observed. On the other hand, by applying Poisson distribution with
the same packet injection rate over the same duration, different inter-arrival times were
obtained and are shown in Figure 3.2b.

By comparing these results, a very huge difference in terms of inter-arrival time can
be noticed. More precisely, following the Poisson law, the inter-arrival time is up to 350
cycles, which is greatly smaller than that obtained in real applications that is up to 80000
cycles. Moreover, considering the part with high frequency, the inter-arrival time was
found to be up to 250 cycles when following the Poisson law which is again less than
that observed using the accurate simulator with a value up to 1000 cycles. On the basis
of these comparisons, we can conclude that the employment of the Poisson law over the
entire execution time in the study of benchmark application will lead to erroneous results.
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(a) Distribution of inter-arrival times for dedup application.
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(b) Distribution of inter-arrival times for dedup application by applying Pois-
son distribution.

Figure 3.2: Distribution of inter-arrival times for dedup application.
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3.3.2 Squared Coefficient of Variation and Q-Q Plot

Furthermore, using the inter-arrival time, the SCV can be calculated and the Q-Q plot is
plotted. The SCV illustrates the dispersion of a variable, independent of the measurement
unit. The SCV can be defined by:

scv = σ2

(E[(x)])2 (3.1)

where σ is the standard deviation of packet inter-arrival times and E[(x)] is the mean of
packet inter-arrival times.

Then, the SCV for the injection times for different benchmark applications was cal-
culated. The obtained results are summarized in Table 3.3. The SCV values were found
to be ranging from 19 to 312 for different benchmark applications. As the SCV of inter-
arrival times must be equal to 1 for applications that follow the Poisson distribution, this
confirms that, in the view of the obtained results, the benchmark applications do not
follow the Poisson distribution.

Table 3.3: Mean, standard deviation and Square Coefficient of Variation (SCV) of the
Packet Inter-Arrival Times for PARSEC Benchmarks.

Benchmark Mean Standard deviation SCV
blackscholes 1506.911 26651.49 312.8

dedup 31.023 212.105 46.742
x264 9.326 70.743 57.533

streamcluster 4.878 21.361 19.17

Furthermore, the Q-Q plot (Quantile-Quantile plot) is a graphical tool for comparing
the distribution of two data sets. It is mainly used to check the normality of a data set.
In a Q-Q plot, the quantiles of a data set are plotted against the quantiles of a theoretical
distribution (such as normal, exponential, etc.). If the data follows the chosen theoretical
distribution, the points on the Q-Q plot should align approximately linearly on a straight
line. This is a crucial condition to assure that a data set follows a specific distribution.
It is important to mention that the time between successive events (inter-arrival times)
for the Poisson distribution follows an exponential distribution. Hence, if a linear plot is
obtained by simulating the data with the exponential distribution, we can conclude that
the application follows the Poisson distribution.

In order to test whether our data set follows the Poisson distribution, we plotted the
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Q-Q plot versus the exponential distribution. As shown in Figure 3.3-a, the plot obtained
does not meet the required condition. Thus, it does not follow the Poisson distribution.
Additionally, the Q-Q plot of these data sets was also plotted versus three other widely
known distributions (normal, logistic, and generalized Pareto distribution GPD). The
plots are illustrated in Figure 3.3-b, c and d. Similarly, the condition in these plots is
not respected. Hence, the distribution of inter-arrival times does not follow any given
distribution.

Figure 3.3: Q-Q plots of inter-arrival times of dedup benchmark against well known
distributions

Therefore, it is revealed that the Poisson distribution or any other distribution are not
applicable when modeling these traces as they do not follow the general profile of these
distributions, more importantly for us, the Poisson one. In order to adapt the modeling
of the traces with Poisson distribution, we proposed a new framework that consists of
windowing the communication traces of the NoC.
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3.4 Proposed Framework

3.4.1 Overview

Figure 3.4: Overview of the NoC performance evaluation flow integrating the proposed
PIRANHA method.
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Figure 3.4 illustrates an overview of the NoC performance evaluation flow integrating
our proposed method, named PoIsson law windowing of communication tRAces Network-
on-CHip performance Analysis (PIRANHA). This method will be used to segment the
traces of a benchmark application while minimizing error due to this segmentation. The
resulting windows can be thus used to i) accelerate the performance analysis through
a NoC simulator or analytical models and ii) evaluate the NoC performance for a real-
life application benchmark. The evaluation flow takes as input the system specification
through the interconnect architecture (described by the number of cores, routers, and
how they are interconnected) and the routing paths from sources to destinations (i.e.
routing algorithm). From these architectural parameters, a NoC evaluation tool can be
used to evaluate the performance of the interconnect for synthetic traffic. This evaluation
tool can either be a NoC simulator or an analytical model. From this first classic NoC
performance evaluation, the packet latency vs PIR for random traffic patterns must be
performed. For instance, it could be done with any cycle-accurate NoC simulator, such
as Noxim, which integrates this feature inherently.

The PIRANHA naturally takes as input a traffic file, which is a list of all commu-
nications detailing, at least, the source, destination and injection time. This kind of
application trace is done with a full-system simulator such as Sniper or Gem5 [Bin+11;
HCE12]. In PIRANHA, the user can set as parameters a targeted maximum error latency
evaluation. Without going into details, which will be presented further in the manuscript,
PIRANHA will: i) extract key metrics of the NoC performance, such as the zero load la-
tency and the saturation PIR from the latency vs PIR plot; ii) segment the traffic traces
into small windows based on window size error analysis; iii) compute the PIR for each
source and destination pair; and finally iv) iteratively merge windows with respect to a
window merging error analysis.

These files can be directly used as input for NoC performance analysis tools, such as
analytical models, and into cycle-accurate simulators with PIR inputs, such as NoXim
simulator. As a result, a text file for every window is obtained containing the mean PIR
for each source and destination pair in this time window. Therefore, from the PIRANHA
method, it is possible to have some windows that do not meet the used error constraints.
These files are highlighted by PIRANHA in which we will further describe the reason for
this limitation and a complementary mitigation technique to limit its effect.
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3.4.2 Impact of windows on errors

Understanding the impact of using windows on the overall performance analysis of a
NoC is crucial to efficiently segment traces and limit susceptible errors. Different effects
are associated with the use of the windowing method, as illustrated in Figure 3.5.

First and foremost, cutting traces into two parts will affect the simulation of the second
window, which will start with empty buffers. This might be a source of error, especially
in the case of congested NoCs. The second source of errors is due to the packets injected
at the end of a window, which will not reach their destination before the end of the
simulation.

It is worth noting that the percentage of the two errors (represented in red in Fig-
ure 3.5) is intertwined with the size of the windows. As window size increases relative to
the size of the two erroneous parts, the overall error rate decreases. Therefore, using a
heterogeneous window size to segment application traces will allow the formation of larger
windows thus decreasing the error.

However, larger windows lead to the hiding of PIR variations, which is one of the most
interesting aspects of application-based traces. The PIRANHA method considers these
sources of errors to perform an efficient windowing of communication traces.

Figure 3.5: Lost/reach packets.

3.4.3 PIRANHA methodology

The PIRANHA method is depicted in Fig. 3.6. As mentioned in the previous section, it
takes as inputs: i) the latency vs. PIR plot from a NoC evaluation tool; ii) the user con-
straints; and iii) the traces to windows. Regarding the user constraints (user_constraint)
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Figure 3.6: PIRANHA method.

in %), it allows the user to define the acceptable error percentage of latency due to trace
segmentation compared to a cycle-accurate simulation with packets injected cycle by cy-
cle.

The proposed method consist in the following main steps:

• Segmenting traces (Mark 1 ):
The traces are segmented in several files of zero − loadlatency clock cycles. For each
file, the average PIR is computed. This zero−loadlatency is extracted from the input.
Thus resulting in a large number of windows containing consecutive windows with
similar PIR.

• Windows merging (Mark 2 ):
For each couple of two consecutive windows i − 1 and i, the method analyzes the
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possibility of merging. For this purpose, PIRANHA computes the merging effect
as follows: The average latency without merging is extracted from the Latency vs.
PIR input plot (LWi

and LWi−1). Then the average latency on the two windows
L(Wi−1,Wi) is computed as follows:

L(Wi−1,Wi) = LWi
× SWi

+ LWi−1 × Si−1

SWi
+ Si−1

(3.2)

After that, the average PIR is computed in the case where the two windows are
merged as follows:

PIR(Wi−1,Wi) = PIRWi
× SWi

+ PIRWi−1 × Si−1

SWi
+ Si−1

(3.3)

From this new PIR, the associated latency Lmerging is determined from the input
plot. Finally, the error of latency between L(Wi−1,Wi) and Lmerging is computed by:

Error = |Lmerging − L(Wi−1,Wi)|
Lmerging

× 100 (3.4)

and the result is compared to the user constraint. In the case where the error is
smaller, merging is applied; elsewhere, the window is kept in two files. We repeat
this process iteratively until no more windows can be merged. Naturally, the higher
the user constraint value, the more merging of windows can be performed.

• File formating (Mark 3 ):
The PIR is computed for each couple of source and destination, and traces with
injection cycles are erased.

• Output results (Mark 4 ):
As a result, PIRANHA outputs a set of heterogeneous text files. Each file contains
the PIR for each source and destination couple, where the windows size have been
adapted to have windows as large as possible without the loss of PIR variations.

• Error analysis (optional) (Mark 5 ):
An optional part of the PIRANHA method concerns the evaluation of windowing
traces. This analysis is done in two phases: i) Window size error analysis; and ii)
PIRANHA error analysis.

The first part requires a cycle-accurate simulator that can consider the injection of

106



Section 3.5. Experimental Results

packets with PIT. In our case, we use a modified version of NoXim that allows this
feature. First, we generate for a fixed value, PIR, a trace file with synthetic random
traffic with a number of cycles similar to the application. Then we compute the
associated file with PIR following Poisson’s law. Both files are then injected to the
simulator and the latency results are obtained and compared. The file with PIT is
the baseline to compute the analysis error.

After this, the traces are segmented into a fixed number of n files, and the PIR is
computed and simulated. The average packet latency of these n files is compared
with the average latency of the baseline. This process is repeated to create window-
size error analysis matrices. Each cell of this matrix provides the error for a given
PIR vs. window size.

The second part of this optional step consists of comparing each PIRANHA windows
with this matrix. From this analysis, the method is able to determine the average
latency error, compute the mean error for the whole application, and tag windows
where the user constraint is not met.

In the following, we estimate the efficiency of the method with real-life applications.

3.5 Experimental Results

3.5.1 Experimental Setup

In order to validate the proposed framework, we need to validate the error of merging
two windows (to be less than that indicated by the user) and the minimum window size.
To analyze the latency with Noxim-Cycle, which is very slow, with real applications that
are very large (158 516 584 cycles for blackscholes, 344 638 994 cycles for streamcluster,
etc.), it can take several days or even weeks of simulation. This is why we propose to
simulate portions of 2 million cycles, for example. We have therefore applied this approach
to a large number of portions, each of 2 million cycles and from different benchmark
applications. This approach was first applied with an example of 2 million clock cycles in
the dedup benchmark application. This required first the analysis of the random traffic
with the same system specifications as for the benchmark applications (Table 3.4).
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Table 3.4: Parameters for experimental setup.

Parameter Value
NC 16 cores

Packet size 4 flits
Flit size 32 bits

Buffer size 8 flits
Number of virtual channels 1 then 4 VC

3.5.2 Random Traffic Analysis

The random traffic is used to determine the average latency error for windows of differ-
ent sizes. By knowing the user’s restriction maximum latency error, the possible window
sizes can be determined along with the specification of the windows that could be simu-
lated either in Poisson or Accurate.
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Figure 3.7: Average packet latency Vs. PIR for 1 and 4 virtual channel.

Figure 3.7 shows the evolution of the average packet latency versus the packet injection
rate using 1 and 4 virtual channels. Using this plot, the zero-load latency and the SPIR
can be determined. The zero-load latency (latency without congestion) is 13.8 cycles for
1 and 4 virtual channels, and the SPIR is 0.073 and 0.08 packet/cycle/router for 1 and 4
virtual channels, respectively. These values are used in the determination of the matrices
detailed in the following section.
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3.5.3 Error Matrices

Matrix merge: Figure 3.8a illustrates the error rate obtained for a two-window merg-
ing experiment made by Noxim for random traffic using 1 virtual channel. The injection
rates of these two windows to be merged, represented by the axes, are combined, and the
result of this combination is the latency errors that are represented in the cells of this heat
map. These errors are expressed as a percentage and are colored gradually from blue to
red, indicating an increase in error from 0% to 100%. The error values range from 0.001
(zero-load latency) to 0.073 packets per cycle per router (SPIR). The increase in error
values suggests that the injection rate difference between the two windows is large. On
the other hand, merging two windows with similar injection rates will lead to a decrease
in the value of the error obtained. Likewise, simulations with 4 virtual channels show
similar behavior as for 1 virtual channel (Figure 3.8b).

Matrix size: Figure 3.9a shows the different obtained latency errors by simulating
the different PIR with different window sizes (from zero load latency to the application
size) using Noxim with a random traffic pattern for a single virtual channel. The vertical
axis corresponds to the window size expressed in cycles, with values ranging from 14 cycles
(zero load latency) to 2 million cycles (application size). The horizontal axis, on the other
hand, corresponds to the packet injection rate expressed in packets per cycle per router,
with values ranging from 0.001 (zero load latency) to 0.0725 (SPIR). Similarly, each cell
of the matrix represents the percentage of error associated with a specific combination of
window size and packet injection rate. Again, with this matrix, the error percentages are
color-coded, ranging from blue for low errors to red for high errors, as indicated by the
color legend on the right side, which ranges from 0 to 100 %. The numerical values within
the matrix suggest that, for small window sizes and any packet injection rate, the error
is high (close to 100 %), while for larger window sizes and any packet injection rate, the
error is much lower. Likewise, simulations with 4 virtual channels show similar behavior
as for 1 virtual channel (Figure 3.9b).
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Figure 3.8: Error matrix obtained when merging the two windows.
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Figure 3.9: Error matrices obtained versus size window.
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3.5.4 PIRANHA Validation

For windowing just with Poisson distribution, the application has to be segmented ac-
cording to the zero-load latency (14 cycles). Then windows with similar PIR are merged
in accordance to the value of the user’s restriction maximum latency error which is in-
dicated to be 5 % in this study. Consecutive windows that result with an error smaller
than that of the error indicated by the user are merged.
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Figure 3.10: Validation of PIRANHA using the dedup benchmark application with Pois-
son method for traces windowing.

Figure 3.10 illustrates the results of 2 million clock cycles of the dedup application,
simulated with the initial version of Noxim base-line following a Poisson distribution. A
variety of window sizes, with very large and very small windows can be observed where
the width of the bar indicates the size of the window. It should be noted that the number
of windows is related to how many can be fused together. Hence, the more errors that can
be accepted, the more the final number of windows can be reduced. Finally, the average
latency is calculated using the following formula:

Average_latency =
∑nw

i=0 LP
wi

nw

(3.5)
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Where nw is the total number of windows, piri the PIR of the window and LP
wi the latency

of the window obtained by Noxim base-line simulator using Poisson distribution.
Having calculated the average latency (Average_latency = 31.26cycles and standard

deviation σ = 14.52), the error was then evaluated and found to be 15.7 % which is higher
than that accepted by the user (5 %). This is related to the fact that even after merging the
windows, there are still windows with very small size, thus resulting in additional errors as
discussed in section 3.5.3. Furthermore, this analysis was repeated on different benchmark
applications. The average error was found to be around 10 % with a maximum error of 21
% and a minimum error of 2 %. The latter can be found in the blackscholes application
and is linked to the very low injected packet number compared to other applications.

In order to solve the present error problem and try to decrease it, an alternative
analysis of generated windows is suggested and consists of utilizing both Accurate and
Poisson as will be discussed in the following section.

3.5.5 PIRANHA Extension : Windowing Poisson and Accurate

To address the current issue and attempt to reduce errors, an extension to the PI-
RANHA approach is proposed for analyzing generated windows. This approach involves
employing both Accurate and Poisson in the NoC performance analysis. The PIRANHA
extension is used when the user’s restriction maximum latency error rate is rather lower
than the minimum error rate that would be provided by following the Poisson distribu-
tion. As illustrated in Figure 3.11, windows yielding a high error rate when merged with
the Poisson distribution will be rather merged using the Accurate one thus resulting in a
lower error rate.

With this method, windows with sizes smaller than the accepted minimum window
size for each PIR are no longer accepted. This is related to the fact that the error
rate is greatly influenced by the window size in light of the results obtained with the
established matrix size (Section 3.5.3). As these small sized windows result in high errors
when merged and when simulated separately in Poisson without merging, the PIRANHA
extension involves the simulation of these windows in Accurate after merging using the
modified Noxim version, Noxim-cycle (refer to section 3.2.1).

Figure 3.12 illustrates the results of 2 million clock cycles of the dedup application,
simulated both with the Noxim base-line following a Poisson distribution (results shown in
red bar) and Noxim-Cycle with Accurate (results shown in blue bar) for two different user
restriction maximum latency errors 5 % and 20 % (Figures 3.12b and 3.12a, respectively).
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Figure 3.11: PIRANHA Extension method.

114



Section 3.5. Experimental Results

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Clock cycles ×106

0

20

40

60

80

100

Av
er

ag
e 

pa
ck

et
 la

te
nc

y 
(c

yc
le

s)

Poisson Accurate

(a) User restriction maximum latency error = 20%

0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Clock cycles ×106

0

20

40

60

80

100

120

Av
er

ag
e 

pa
ck

et
 la

te
nc

y 
(c

yc
le

s)

Accurate Poisson

(b) User restriction maximum latency error = 5%

Figure 3.12: Validation of PIRANHA using the dedup benchmark application with Pois-
son & Accurate method for traces windowing.
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Based on that, when the user’s restriction maximum latency error increases, the more
the Poisson simulations can be used. For a 5 % user restriction maximum latency error,
25 % of the application can be performed with Poisson and the rest with accurate. How-
ever, for a 20 % user restriction maximum latency error, 75 % of the application can be
performed with Poisson and the rest with Accurate.

3.5.6 Discussion

3.5.6.1 Poisson and Accurate utilization

Figure 3.13 shows a comparison between the accuracy of two methods and the error
associated with each, in terms of latency and percentage of use of each method. The
blue bars represent the percentage of Poisson usage, while the red bars indicate the
percentage of Accurate usage. These values are calculated versus the user’s restriction
maximum latency error (%). The right vertical axis corresponds to black line that shows
the percentage of error. For instance, for a very low user restriction error (around 0 %),
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Figure 3.13: Validation of PIRANHA using the dedup benchmark application with Pois-
son & Accurate.

the framework parses to a total use of the accurate method, giving a zero error. However,
for 5 % user restriction error, the framework was found to use the Poisson method for
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23 % of the cycles within the application with an error of less than 1 %, which is related
to the fact that our initial studies were done on a random traffic, i.e. the worst case.
Additionally, for a user restriction error above 60 %, a total use of the Poisson method is
achieved with an error tending towards 20 %.

3.5.6.2 Input file size

A different aspect in this study is the input file size that differs between Poisson and
Accurate. It was found that the input file size of the Poisson (e.g., 6.4 KB for dedup)
is much smaller than for Accurate (e.g., 149 MB). This offers a further advantage of
employing the Poisson approach as it helps in conserving valuable storage space.

Table 3.5: Input size for Accurate and Poisson for different benchmark applications.

Application Accurate input size Poisson input size
blackscholes 1.49 MB 6.6 KB

dedup 149 MB 6.4 KB
streamcluster 350 MB 6.5 KB

x264 348 MB 6.4 KB
raytrace 334 MB 6.4 KB

3.5.6.3 Execution time

Figure 3.14 shows the average speedup of the simulation using Noxim base-line (Pois-
son) versus Noxim-Cycle (Accurate) according to the windows size for different applica-
tions. For instance, for a 2 million clock cycle window size, Noxim-Cycle requires 7759 s
of simulation time, whereas Noxim base-line requires only 47.4 s. Thus Noxim base-line
is 160 × faster than Noxim-cycle. This explains the need for the hybrid use of both
Noxim-cycle for Accurate simulations and Noxim base-line for Poisson simulations to fa-
cilitate the analysis for a part of the application while maintaining an acceptable error
rate that relies within the user’s restriction maximum latency error. This is basically why
PIRANHA is established.
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Figure 3.14: Speedup evaluation.

3.5.6.4 Number of windows

Another aspect that could be important to analyze is the number of windows and its
effect on the overall NoC performance analysis. Ultimately, the final number of windows
depends on two initial parameters. The first parameter is the size of the base window
(taken in our study at zero load latency). However, this will give a very large number of
starting windows, as for example, for 2 million cycles, there are 142857 windows.

The second parameter that also plays a role in determining the final number of windows
is the merging of windows according to an indicated acceptable merging error. The more
windows we are able to merge, even with a larger PIR difference, the more the total number
of windows decreases. Introducing windows of variable sizes can help analyze the latency
evolution by determining the peak and trough values. Using our proposed framework,
PIRANHA, 230 windows were obtained with an error of around 20 %. Then, by using
the PIRANHA extension, and by applying the Accurate in a part of the application, we
could obtain 75 and 55 windows for a user acceptance error of 5 % and 10 %, respectively.

Furthermore, it should also be noted that the number of windows can indirectly affect
simulation time, making it possible to simulate several windows in parallel, depending on
the number of processors in the simulation tool.
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3.6 Conclusion

In conclusion, although full system simulation offer the highest accuracy in assessing
interconnect performance and its impact on applications, they remain extremely time-
consuming. NoC simulators and analytical models, represent a faster alternative and are
widely used. However, the current approach of injecting traces into NoC performance
analysis tools requires particular attention to guarantee the accuracy and fidelity of re-
sults, underlining the need for a standardized methodology and more in-depth analyses
to optimize these evaluations.

In this chapter, we explored the detailed process of windowing application traces for
rapid analysis of NoC performance. We addressed the latency analysis of benchmark
application traffic, introducing methods such as Noxim-Cycle and assessed the impact
of variations in traffic injection distribution. Our proposed framework highlighted the
importance of understanding the error due to windowing and presented a window splitting
and merging technique to optimize the analysis.

Experimental results revealed that our approach can effectively capture random traf-
fic characteristics while minimizing errors in performance predictions. In particular, the
study of Poisson and mixed Accurate and Poisson demonstrated the ability of the pro-
posed model to balance accuracy and computational complexity.

Finally, the discussion and analysis of execution time reinforces the viability of our
method in real application scenarios, offering a window into its potential application for
the design and optimization of NoC systems. This chapter paves the way for future
research to further refine these methods and extend their applicability to systems of
greater scale and complexity.
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Conclusion and perspectives

4.1 Conclusion

In this manuscript, we delved into the study of NoC architectures, an essential com-
ponent of modern microelectronics. Our analysis began with a historical and technical
exploration of microprocessor developments, highlighting how NoCs have become a crucial
element in embedded system designs.

We examined the different topologies of NoCs, their data transfer formats, and the key
components that make them up. Emphasis was placed on routing algorithms, flow control
and arbitration methods, as well as the advantages and disadvantages of conventional
electrical NoCs. We then illustrated the emerging technologies such as optical NoCs,
RF-Interconnect, surface wave interconnects, and wireless NoCs.

The study of NoC traffic models revealed the importance of selecting traffic patterns,
whether synthetic or derived from reference applications, to realistically assess NoC per-
formance.

In the second chapter of this manuscript, we presented our proposed analytical model,
AMHNOC. It is an analytical model for hybrid NoCs with antennas for long-distance
communication, offering a comprehensive performance assessment through various eval-
uation and simulation tools. The experiments conducted explored various parameters,
such as traffic patterns, architecture size, packet size, wireless data rate, and number of
antennas.

In the third chapter, we represented our study of application trace windows for rapid
analysis of NoC performance. This approach enabled us to reduce errors and optimize
processes in terms of traffic latency and traffic injection distribution. For the dedup
application, for example, we were able to reduce the error from 55% to 15% simply by
using the Poisson distribution, and to less than 5% by combining accurate methods with
the Poisson distribution.

This study not only highlighted the complexities and challenges associated with NoC
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architectures, but also paved the way for new avenues of research and optimization in this
constantly evolving field. NoCs continue to play a pivotal role in system-on-chip efficiency
and performance, and a thorough understanding of them is essential for future advances
in microprocessor and embedded system design.

4.2 Perspectives

One of the main contributions of this thesis is the AMHNOC analytical model, de-
signed to assess the performance of hybrid NoC, particularly those incorporating wireless
technologies. In future perspectives, it is crucial to extend and update this model so that
it can also analyze other emerging on-chip interconnects, such as guided RF or photonic
on silicon where the channel accesses differ. For example, for photonic on silicon, the
optical link may be shared with different optical network interfaces, and the bandwidth
can be adapted on demand thanks to the optical wavelength allocations [Luo18]. This
enhancement would make the AMHNOC model more universal and applicable to a wider
range of NoC technologies, taking into account the latest advances in this field. In addi-
tion, the application of this updated model to hybrid chiplets represents a promising line
of research, offering prospects for significant improvements in performance and energy
efficiency in high-performance computing systems.

The second major contribution of this research is the development of methods for
windowing application traces to accelerate NoC performance analysis. Future work could
focus on improving and expanding this framework, testing it with different distribution
laws beyond the traditional Poisson distribution. This exploration could reveal unex-
pected network behaviors or performance patterns under different traffic conditions, con-
tributing to a deeper understanding of NoCs. In addition, a promising prospect would
be the adaptation and optimization of Noxim-Cycle, the modified NoC simulator, as dis-
cussed in chapter 3 is very slow. By developing a faster version of Noxim, such as using
parallelization in simulation, we could not only improve the efficiency of NoC simulations,
but also make the process more practical and accessible for researchers and engineers. This
improved version of Noxim, coupled with our advanced windowing method, could open up
new possibilities for performance analysis in complex NoC architectures. The aim would
be to contribute to the creation of robust and flexible NoC performance analysis tools,
adapted to the challenges of modern computing architectures.

Another interesting point is the integration of Deep Neural Network (DNN) with
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broadcasting functionalities in chiplet-based multicore architectures represents a promis-
ing breakthrough for theses on NoCs and emerging technologies, offering an effective
combination of neural signal processing and communication optimization [Sil+23].

In conclusion, these two major contributions, AMHNOC and application trace win-
dowing, with their possible extensions, notably the adaptation of Noxim and the integra-
tion of various traffic distribution models, form the basis of a powerful analysis frame-
work. By taking energy analysis into account, this set of tools and methods could be
transformed into a robust and comprehensive solution for evaluating and optimizing the
performance and energy efficiency of networks-on-chip. The use of an analytical method
for analyzing energy efficiency in NoC focuses on the application of mathematical models
to understand and optimize energy consumption. For example, in [Mar+14], the authors
present a method for estimating the energy and power of NoCs and processors based on
a Register-Transfer Level (RTL) description. The paper provides a set of results, high-
lighting the energy consumption attributable to the applications, to each element of the
system, as well as the impact of two low-energy strategies. This approach involves de-
tailed modeling of the energy consumption of different NoC components, such as routers
and communication links, taking into account factors such as operating frequency, and
traffic patterns. This integrated framework would represent a significant advance in the
field of embedded system architectures, and pave the way for future developments in the
optimal management of computing resources.
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Titre : Méthodes pour l’exploration rapide d’architectures multicœurs basées sur les réseaux
sur puce avec des technologies émergentes

Mot clés : Réseau sur puce sans fil, Analyse de performance, Latence, Théorie des files

d’attente, Application benchmark

Résumé : Les progrès récents en matière
d’intégration technologique ont introduit de
nouvelles interconnexions sur puce, telles que
les réseaux sur puce sans fil (WiNoCs), ce
qui rend l’espace de conception trop vaste
pour être exploré efficacement à l’aide de sim-
ulateurs standard qui prennent beaucoup de
temps. Nous proposons un modèle analy-
tique basé sur la théorie des files d’attente
pour évaluer la latence des interconnexions
de l’architecture manycore. Nous considérons
une interconnexion hybride qui utilise des NoC
électriques et sans fil pour les communica-
tions intra- et inter-clusters. Les résultats dé-
montrent que le modèle proposé réduit de

manière significative le temps d’exécution de
la simulation jusqu’à 500× tout en maintenant
un taux d’erreur inférieur à 5 % par rapport
au simulateur Noxim précis au niveau du cy-
cle. Ensuite, nous proposons une méthode
pour accélérer l’analyse des performances
du NoC en utilisant le fenêtrage des traces
d’application. Cette technique de fraction-
nement et de fusion des fenêtres améliore la
précision des prévisions de performance tout
en réduisant la complexité des calculs. Les
résultats expérimentaux confirment l’efficacité
de cette méthode avec différents types de
trafic, réduisant de manière significative les er-
reurs et améliorant le temps d’exécution.

Title: Methods for fast exploration of manycore architectures based Network-on-Chip with
Emerging Technologies

Keywords: Wireless Network-on-Chip, Performance Analysis, Latency, Queuing theory, Bench-

mark application

Abstract: Recent advances in technology in-
tegration have introduced new on-chip inter-
connects, such as wireless Network-on Chips
(WiNoCs), making the design space too large
to be efficiently explored with time-consuming
standard simulators. We propose an analyti-
cal model based on queuing theory to evalu-
ate the latency of manycore architecture inter-
connects. We consider a hybrid interconnec-
tion that utilizes electrical and wireless NoCs
for both intra- and inter-cluster communica-
tions. The results demonstrate that our pro-
posed model significantly reduces the simula-

tion execution time by up to 500× while main-
taining an error rate of less than 5% compared
to the Noxim cycle-accurate simulator. Next,
we propose a method for accelerating NoC
performance analysis using application trace
windowing. This window splitting and merg-
ing technique improves the accuracy of per-
formance predictions while reducing compu-
tational complexity. Experimental results con-
firm the effectiveness of this method with dif-
ferent types of traffic, significantly reducing er-
rors and improving execution time.
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