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Introduction

0.1 From topology to waves
This thesis lies at the intersection of two fields, the first one is topology which is a part of
mathematics, the second one is the study of waves which is instead usually considered as a part
of physics. Those fields may seem quite far from each other at first glance and therefore it is not
obvious why their intersection is interesting. In this introduction, I would like to explain what
are the key ideas that allowed such a rich intersection to exist.

One way to present topology is to say that it is a field of mathematics which studies the
properties of objects that are stable by smooth deformation. Not all interesting properties are
topological, but when it is the case, the corresponding property is more robust as, by definition,
it should resist to small changes or errors on how the object is made. For example, one of the
most basic topological property is probably the number of holes in a 2D surface (see figure 1.a).
It is a property preserved when one deform the surface as a modeling clay. For example, a sphere
has no hole, contrary to the donuts that has one and therefore, one cannot deform one into the
other in a smooth way.

Figure 1: a) examples of surfaces classified by their number of holes. Surface from the same
column can be smoothly deformed into one an other while surfaces from different columns cannot.
b) Example of paths having a given winding number around a point. Reproduced from [1] and
Jim Belk, public domain.

Another relatively simple topological property is the winding number of an oriented path
around a point in 2D that is supposed to be impenetrable (see figure 1.b). If two paths do
not wind the same number of times around the point, they cannot be smoothly deformed from
one to the other without crossing the impenetrable point. Therefore such winding number is a
topological invariant.
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Introduction

It is also possible to find applications of topology which are more closely related to physical
applications. In particular, topology has been used, to identify topologically protected defects
or configurations of continuous vector fields. For example, in ferromagnetic materials, the local
magnetisation is a vector field whose norm is constrained to non-zero value but relatively free
orientation. A topological defect can appear (see figure 2) which is a singularity where the local
magnetisation either ceases to be a vector of non-zero amplitude or ceases to be continuous.
Once a defect appears, it is impossible to remove it by local deformation. Therefore the defect
is topologically protected. The protection comes from the fact that, if we follow a path that
circles the singularity (red circle), then the local magnetisation in those defects has a non-trivial
winding number. Such a property cannot be changed by local perturbation and constrains the
existence of the singularity.

Figure 2: examples of configurations of local magnetisation with (left) a 2D magnetisation which
has a topological defect (right) 3D magnetisation represented in two skyrmion configurations.
Reproduced from [2] and Karin Everschor-Sitte and Matthias Sitte, public domain.

There are also configurations which have no discontinuity but are still topologically protected.
The most famous one is probably the skyrmion [3] which also occurs in ferromagnetic material
but when the local magnetisation vector is 3D instead of 2D. Such a configuration is protected
by another topological invariant which is not a winding number but instead the degree of the
magnetisation function in real space R2 −→ S2 (compactified at infinity). Without going to
much into the detail, the topological protection makes the skyrmion particularly stable in the
ferromagnetic materials, and it cannot be removed without either creating a discontinuity, having
a point of zero magnetisation or annihilating the skyrmion with another one of opposite degree.
Therefore once skyrmions appear, they tend to survive quite a long time in dynamic and become
interesting configurations to study.

Besides the analysis of the topological properties of vector fields, there is another topic that
has proven particularly relevant in physics: the study of the topological properties of wave
operators. Indeed wave operators are central objects in physics as they are the objects which
govern the evolution of all wave equations. The Hamiltonians is for example the central operator
at the heart of the Schrodinger wave equation.

i∂t |ψ⟩ = Ĥ |ψ⟩ (1)

However operators are not confined to the quantum world and also appear in classical wave
equations. The pressure wave equation can for example be written has

∂t

(
v
p

)
= −

(
0 1

ρ∂x
κ∂x 0

)(
v
p

)
= M

(
v
p

)
(2)
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0.2. Bulk-edge correspondence and beyond

with ρ the density of the fluid, κ its bulk modulus and where v and p are the velocity and
pressure fields. In this case, the differential operator M is the operator encoding the dynamics
of the equation.

If one wants to study the topology of wave operators, the notion of constrain is often essential.
This is due to the fact that, similarly to vector fields, operators are linear and, without constrain,
can be smoothly deformed into one another through the path t −→ tĤ1 + (1 − t)Ĥ2 and the
topology would be trivial. For vector fields like the local magnetisation, vectors are constrain
to have a non zero amplitude and it is this constrain which allows the topology. In the context
of operators, the constrain is instead typically the existence of a gap in the spectrum of the
operator.

The spectrum of an Hermitian operator Ĥ are the values E for which there is an eigenvector
|ψE⟩ such that

H |ψE⟩ = E |ψE⟩ . (3)

When Ĥ is Hermitian, the spectrum is real. We say that the operator Ĥ is gapped around an
energy E0 if there is an interval E0 − ∆/2 < E < E0 + ∆/2 where there is no eigenvalue of
energy E, ∆ is then called the size of the gap. If such an interval does not exist, we say that the
operator is gapless in E0. We will see, later in the thesis, that this picture get more complicated
in the non-Hermitian case. But for now we keep it simple and stick to the Hermitian case.

It is often useful to be a little bit more precise and determine in which regions the operator
is gapped and in which it is gapless. In particular we will be interested about the localisation
of these regions in position x and in reciprocal/wavenumber space k with the union of the two
forming the phase space (x, k). For that we will use the Wigner-Weyl transform which maps,
in a one to one correspondence, operators Ĥ, to matrix of smaller rank called "symbol" H(x, k)
and which are parameterised by the phase space coordinates (x, k).

H(x, k) =
∫
dx′

〈
x+ x′

2

∣∣∣∣ Ĥ ∣∣∣∣x− x′

2

〉
e−ikx′

. (4)

In the particular case where the operator is invariant by translation in x, it coincides with
the well known Fourier transform. Such a tool can be applied both for Hamiltonians or for
density operator ρ̂ψ = |ψ⟩ ⟨ψ| which allows us to qualitatively understand where eigenenergies
and eigenmodes are located in phase space. It will be a goal of the thesis to go further into the
details, but for now, we can say that an Hamiltonian is gapped in a region of phase space if its
symbol H(x, k) is gapped in such a region or if the modes |ψ⟩ which are gapless are negligible
in such a region ρψ(x, k) ≈ 0. Conversly, he Hamiltonian will be called gapless if the condition
is not verified.

We will see that most results in the field of wave/operator topology typically share the same
structure. They impose a gap condition in certain regions of phase space, and show that there
necessarily exists gapless regions elsewhere in phase space which are topologically protected.
The best known of these results being the bulk-edge correspondence.

0.2 Bulk-edge correspondence and beyond
One of the most historically important applications of topology to wave systems is probably the
quantum Hall effect. In 1980, Klaus von Klitzing discovered the extraordinary quantification of
the transverse conductivity in 2D materials under strong magnetic fields [5]. This phenomenon
was already measured at the time with a relative precision of 10−5, and currently, it is measured
with a precision between 10−9 and 10−10. The explanation for this phenomenon was provided
by David Thouless and his coworkers in 1982 [6]. In materials where the quantum Hall effect
appears, an energy gap prevents electrons from propagating in the bulk. However, on the edge

3



Introduction

Figure 3: Schematic view of the Quantum Hall effect. In the bulk, all the modes are gapped
on energy, while there is a mode confined at the edge which is unidirectional and gapless.
Reproduced from [4].

of the material, low-energy excitation modes appear, with multiplicity equal to a topological
invariant which is an integer depending only on the bulk properties of the material. Such a
correspondence between a gapless topological property occurring at the edge and a topological
property defined in the bulk, which is gapped, became known as the bulk-edge correspondence
[7–9]. This result sparked an entire field at the boundary between physics and mathematics,
which motivated this thesis.

Indeed, such a bulk-edge correspondence has been extended to many systems, well beyond
the case of the quantum effect and beyond quantum matter to all wave systems. As initiated with
photonic crystals [10–13], it followed that many experimental platforms, quantum and classical,
emerged with the aim of engineering, probing, and manipulating robust boundary modes like
for robust wave guiding [14] or quantum computing [15,16].

Figure 4: Experimental observation of a surface state forming a Dirac cone at the boundary of
a 3D topological insulator. Reproduced from [17]

.

Another success of the bulk-edge correspondence is its generalization in other dimensions.
For instance, it was observed in a 3D topological insulator, the existence of surface states which
are also topologically protected [17,18] (see figure 4). Actually, this success of the bulk-boundary
correspondence was twofold because those 3D topological insulators were protected by the ex-
istence of a time-reversal spin symmetry. This then leads to an extension of the correspondence

4
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depending on the symmetry of the system and in arbitrary dimensions [19–22]. Depending on
the case, the bulk topological invariant changes, and accordingly, the nature of the boundary
modes it describes.

Figure 5: Categorisation of systems into the first or higher order category depending on the
localisation of their topologically protected modes (in blue/red). Reproduced from [23].

However, there are many systems with new phenomenologies that do not fit the standard
paradigm of bulk-edge correspondence. One important development of the last years was the
discovery of higher-order topological insulators, which display a richer hierarchy of topologically
protected modes that are not predicted by the usual bulk-boundary correspondence. In 2D,
such gapless modes are localized at corners instead of edges. In 3D, such materials can host
hinge states or corner states rather than surface states (see figure 5) [24–26].

Another important class of systems exhibiting topological properties are semi-metals, and
in particular, those hosting Dirac or Weyl cones [27–32]. These are topologically protected
structures located at particular wavenumber/valley in the Brillouin zone and surrounded in
wavenumber by gapped regions (see figure 6). In this case, the topological nature of such
structures is known to be related to the winding or Chern number integrated on a circle or a
sphere that encircles the Dirac/Weyl point in the Brillouin zone [33,34]. As everything happens
in the bulk, the existence and topological protection of such Dirac cones seem therefore different
from that of the bulk-edge correspondence.

Figure 6: (left) Dispersion relation of graphene hosting topological Dirac point separated in
wavenumber. Such Dirac point are protected as long as the Hamiltonian is gapped on a circle
encircling them (in red) and on which can be defined a winding number. Reproduced from [35].
(right) Weyl points in the bulk of 3D material, they are protected as long as the Hamiltonian is
gapped on the sphere encircling them (in green) and on which can be defined a Chern number.
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Another related direction is the study of topological modes in continuous media, mostly
motivated by classical wave physics, such as geo- and astrophysical fluids [36–39], active flu-
ids [40], plasmas [37] but also photonics [41, 42]. Of interest was the apparent failure of the
bulk-edge correspondence in the absence of a lattice – and thus of a compact reciprocal space
–that stimulated several extension works [43–50]. One way to address the problem is to focus on
domain-walls made of smooth varying potentials rather than hard wall boundaries. This fruitful
approach allows the description of interface modes, at the domain wall, whose topological origin
is encoded both in position and wavenumber space rather than only in reciprocal space, leading
to what we could call a "phase space - interface/domain wall" correspondence. Similarly to
the topological characterization of Weyl nodes in 3D, such a phase space approach also allows
for counting topological modes of 2D systems in a specific valley, as encountered in various
valley-Hall effects, by assigning them directly an integer-valued topological invariant [45,51–53],
without needing to resort to valley Chern numbers (that are purely defined in k-space) that
typically involve half-integer numbers [54–57]. Interestingly, the combined use of real and re-
ciprocal space is also used to characterize the topology of defect modes [58] in insulators and
superconductors, which constitutes another important generalization.

In parallel to these efforts to describe topology beyond bulk-edge correspondence, researchers
have also tried to extend the bulk-edge correspondence to a wider class of Hamiltonian symme-
tries, as we already mentioned some examples earlier [16,18–22,59–62]. A direction of particular
relevance in the past few years concerns non-Hermitian systems. This field of research can some-
how be traced back to the finding of topological edge states in periodically driven (Floquet) sys-
tems [63–67], quantum walks [68, 69], and scattering networks [70, 71], whose full description is
ruled by unitary operators, such as evolution operators or scattering matrices, rather than usual
Hermitian Hamiltonians [64, 72]. In that context, the standard bulk-edge correspondence was
also found to fail, but suitable generalizations, with new topological invariants that account for
the periodic dynamics, were then found out in various symmetry classes [64,65,73,74]. More re-
cently, non-Hermitian topology rather more implicitly designates classical or quantum systems
whose dynamics displays topological properties that are dictated by non-unitary evolutions,
whether because of different sources of gain or loss [75–97].

Finally, an even more recent direction of research has been the extension of the bulk-edge
correspondence to nonlinear systems. Such a new interest can be explained by the fact that
nonlinearities are of particularly importance in classical waves [98–101]. Therefore, there is a
need to understand how the topology phenomena observed in the linear regime are modified in
the presence of nonlinearities. This has sparked much research in a field which remains relatively
new [81,82,102–114].

0.3 Goals and outline

In this thesis, I will have two goals. The first one is to provide a unifying theory that offers a
common understanding of all the possible directions mentioned above. The second one will be
to extend the application of topology to relatively new fields. Concerning the goal of providing
a unifying theory, I will present a formalism I developed during my thesis called the "mode-
shell correspondence"; this will be the focus of the first three chapters. Regarding the goal of
extending topology to new fields, I will present extensions of wave topology to non-Hermitian
physics in the fourth chapter and to non-linear physics in the last chapter. In practice, achieving
the first objective will positively impact the second one. Establishing the general mode-shell
formalism will enable us to discuss new topological phenomena. It will also provide us with
useful tools for analyzing non-Hermitian and non-linear systems later on.
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0.3. Goals and outline

Figure 7: Summary diagram of the mode-shell correspondence. A mode index, characterising a
gapless property of the operator is related to an index defined on the shell which is the surface
surrounding the gapless region in phase space. In the semi-classical limit, the shell index reduces
to either a winding or a Chern number on the shell.

Let us now discuss in more detail the content of the chapters, starting with the mode-
shell correspondence. As mentioned earlier, our aim is to build a theory that unifies many
cases presented in the previous section. Such a theory must therefore apply to any dimension,
account for discrete and continuous spaces, be independent of translation invariance, describe
both boundary and interface states, as well as higher-order hinge or corner states. It should also
capture topological modes that are not purely localized in space, but instead reside in a delimited
region of reciprocal/wavenumber space, such as a valley. We refer to this theory as the "mode-
shell" correspondence. Similarly to index theories, the mode-shell correspondence states the
equality between two integer-valued indices: Imodes = Ishell. The first index gives the number of
"modes" (e.g., edge states) in a certain energy region, while the second one is an invariant defined
on a "shell" surrounding those "modes" in phase space (x, k) ∈ R2n, where the Hamiltonian (or
more generically, the wave operator) is assumed to be gapped. This general and basic equality
is the first cornerstone of the theory. While the two indices can in principle always be computed
numerically, it is unrealistic to expect them to be computable analytically in general. However,
one may hope to have a simpler formulation in systems with some structure. This brings us to
the second step of the theory, which consists of a semiclassical approximation [115] of the shell
invariant Ishell. When such an approximation is possible, Ishell can be expressed as an integral
over the shell. In that limit, one recovers well-known expressions of so-called bulk topological
invariants, such as winding numbers and Chern numbers, but integrated in general on the shell
instead of the bulk Brillouin zone which becomes just a particular case (see figure 7).

In this introduction, I choose to remain relatively general in the presentation of the theory of
the bulk-edge correspondence. The reason is that we will recover the bulk-edge correspondence
as a particular case of the mode-shell correspondence, so it will be discussed later in the thesis.
Additionally, I decided not to present the concepts of Berry phase and Berry curvature [116],
which are a fairly common way to define bulk invariants [4,34,117,118]. One reason is that such
a formalism is only usable in gapped regions to define the shell/bulk index but is ill-suited to
study Imodes which is associated to gapless phenomena. Moreover, even for gapped invariants,
I found it rather cumbersome to use in higher-dimensional cases (typically referred to as the
"non-Abelian" cases). Therefore, in this thesis, I prefer to use an operator formalism which may
seem more abstract at first, but allows for easier computation in most cases covered by the
mode-shell correspondence.

The first three chapters of the thesis will be devoted to the study of the mode-shell corre-
spondence which will be split depending on the mode invariant Imodes used (see figure 8).

In the first chapter, our focus lies on Hermitian wave operators with chiral symmetry. Specif-
ically, we focus on the scenario where the mode index describes the count of "zero-dimensional

7



Introduction

Figure 8: Summary of the different mode indices Imodes covered in the different chapters. The
integer DM is the dimension of the topological modes captured by Imodes. DS is the dimension
of the shell on which is defined Ishell which encloses these modes in phase space.

zero-energy modes," referred simply as zero-modes hereafter. These modes are typically as-
sociated with the edge states of 1D systems in the AIII symmetry class of the tenfold way
classification of topological insulators and superconductors [19]. The term "zero-dimensional"
implies that these modes are localized in "every" direction. While these zero-modes are captured
by a single mode index Imodes we will show that the semiclassical expression of Ishell changes
depending on the configuration at hand (lattice model, continuous domain wall, higher-order
topological insulator, etc.) but can systematically be determined by the mode-shell correspon-
dence.

In the second chapter, we delve into scenarios where the mode index is a 1D-spectral flow
index, which counts the number of unidirectional modes crossing the Fermi energy. This index
is particularly significant as it describes the topology of the low-energy modes of systems like
the Quantum Hall effect or Chern Insulators. Its associated shell invariant is then, in this case,
the Chern number in the bulk. However, beyond the usual 2D bulk-edge correspondence, we
will also see that the spectral flow index is useful for describing unidirectional modes localized
in valleys separated in wavenumber or higher-order situations.

Moving on to the third chapter, we discuss cases where the mode index is higher dimensional.
Specifically, we study cases where such an index is either the number of 2D-Dirac points or the
number of 3D-Weyl points. We derive the mode-shell correspondence and explain models where
these topological phenomena occur, ranging from localized band crossing in the bulk Brillouin
zone to edge modes of 3D and 4D insulators.

In the last two chapters of the thesis, we partially move away from the mode-shell corre-
spondence and study the topological aspects of wave operators beyond the Hermitian and linear
hypothesis.

In the fourth chapter we explore the realm of non-Hermitian physics. We explain the differ-
ences and specificities of this class of wave operators. We also explain key ideas, and concepts
useful for analyzing these systems (line/point gap, eigenvalue sensitivity, singular value decom-
position). We then show how one can extend the mode-shell correspondence to these systems
to analyze non-Hermitian phenomena beyond the bulk-edge correspondence.

Finally, in the fifth and last chapter, we discuss the extension of wave topology to nonlinear
systems. This task is nontrivial, as the linearity assumption is pervasive in topology, from the
notion of eigenvalue and gap to the notion of topological eigenmodes. We show that finding
stationary modes in nonlinear systems can be broken down into solving a series of linear sys-
tems through adiabatic deformation. We demonstrate that topological modes can be preserved
when adding nonlinearities with particular symmetry, focusing our discussion on the case of
chiral systems with zero modes at the edges. We also present an experimental realization and
observation of these modes.
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Chapter 1
Mode-shell correspondence for chiral zero
modes

In this chapter I would like to present the mode-shell correspondence in one of the simplest
set-up which is the case the topological property is the chiral number of zero-dimensional zero-
energy modes. The zero-dimensional denomination means that those modes are localized in
”every” direction (with a finite short extension) like at edges of 1D insulators of at corner of
higher order insulators. Here, our aim is extract the key ideas of mode shell correspondence
as well as the many topological aspects of this single and apparently simple case and derive a
systematic expression for the shell invariant.

The outline of the chapter is as follows. In section 1.1, we present a non technical overview
of the mode-shell correspondence. In particular, we introduce the mode invariant Imode for
chiral symmetric systems, and show how it is related to the shell invariant Ishell. We introduce
the notion of the symbol Hamiltonian H(x, k) that is a phase space representation of the op-
erator Hamiltonian Ĥ(x, ∂x) through a Wigner-Weyl transform. We discuss the semi-classical
approximation that simplifies the shell invariant into a general winding number for arbitrary
dimensional systems. Section 1.2 is dedicated specifically to 1D systems. The mode-shell cor-
respondence is then derived and illustrated on models for 1D lattices, continuous bounded and
continuous unbounded geometries. From there, we show that the mode-shell correspondence in-
cludes the bulk-edge and bulk-interface correspondences, where zero-energy modes are localized
in position x-space at a boundary or an interface, but it also describes a dual situation where
the topological modes are localized in wavenumber k-space, and even an hybrid situation with a
confinement in x−k phase space. Section 1.3 is devoted to higher dimensional chiral symmetric
systems hosting such zero-modes or other apparently different modes whose topological origin
can eventually be reduced to that of the chiral zero-modes described in section 1.2. Those cases
include (but are not restricted to) weak and higher order topological insulators.

1.1 Overview of the mode-shell correspondence for chiral sym-
metric systems

The aim of this section is to introduce, in a non technical way, the mode-shell correspondence
by focusing on the zero-dimensional zero-energy modes of chiral symmetric systems.
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Chapter 1. Mode-shell correspondence for chiral zero modes

1.1.1 Chiral symmetry and chiral index

In this section, we introduce an index, denoted by Imodes, that counts the number of chiral zero-
energy modes. This index can be used when the Hamiltonian Ĥ has a chiral symmetry, that is,
when there exists a unitary operator Ĉ satisfying the anti-commutation relation ĤĈ+ ĈĤ = 0.
This symmetry typically appears when the system is bi-partied in two groups of degrees of
freedom A and B, such that the Hamiltonian only couples A and B. These two groups can, for
example, be two groups of atoms that interact in a lattice through a nearest neighbor interaction
(see Figure 1.1).

A B A B A B A B A B

Figure 1.1: Examples of chiral lattices in a) 1D, b) and c) 2D and d) 3D. The example c)
illustrates a disordered (amorphous) lattice which is still chiral symmetric. The red/blue dots
represent the sites of opposite chirality and the grey links represent the different couplings
between those sites. All these lattices can host topological modes for well-chosen Hamiltonians.

Chiral symmetry is given by a diagonal operator in the A−B block basis, with coefficients
+1 on A and −1 on B, that is

Ĉ =
(
1A 0
0 −1B

)
(1.1)

where 1 denotes the identity operator. We shall call such a basis the chiral basis in the following.
The chirality of a mode |ψ⟩ then refers to the eigenvalues of the chiral operator; it is +1 for the
modes |ψ⟩ satisfying Ĉ |ψ⟩ = |ψ⟩ and −1 for those satisfying Ĉ |ψ⟩ = − |ψ⟩. The chirality is a
signature of the polarisation of the modes on the A or B degrees of freedom. In the chiral basis,
the Hamiltonian is off-diagonal

Ĥ =
(

0 ĥ†

ĥ 0

)
(1.2)

and the operators ĥ and ĥ† encode the couplings between A and B degrees of freedom. It
follows from (1.1) and (1.2) that the identity ĈĤ + ĤĈ = 0 is automatically satisfied. A direct
consequence of chiral symmetry is that every eigenstate |ψ⟩ of Ĥ with a non-zero eigen-energy
E comes with a chiral symmetric partner Ĉ |ψ⟩ of opposite energy −E.

A special attention will be paid on zero-energy modes of chiral symmetric systems (usually
simply dubbed zero-modes). The key point is that those zero-modes are topologically protected
when they are exponentially localized in regions outside of which the Hamiltonian is gapped.
Those regions can for instance correspond to edges, interfaces or defects in real space, and the
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1.1. Overview of the mode-shell correspondence for chiral symmetric systems

zero-modes then correspond to various kinds of boundary states. But we will see that those
regions may also more generally designate a part of phase space (position and wavenumber
space). Here we are concerned with a chiral index that counts algebraically the number of
localized zero-energy modes in those regions, with a sign given by their chirality. In other
words, the chiral index counts the total chirality of the zero-modes and can thus be formally
introduced as

Imodes = # zero-modes of chirality +1 − # zero-modes of chirality −1 . (1.3)

An alternative (although equivalent) definition of the chiral index can be found by using the
off-diagonal structure (1.2) of Ĥ in the chiral basis, so that the zero-modes |ψ⟩ = (|ψ⟩A , |ψ⟩B)t
must satisfy

Ĥ |ψ⟩ = 0 =
(
ĥ† |ψ⟩B
ĥ |ψ⟩A

)
. (1.4)

It follows that the zero-modes |ψ⟩ of positive chirality are in bijection with the |ψ⟩A in the kernel
of ĥ. The zero modes of negative chirality are as well in bijection with the |ψ⟩B in the kernel of
ĥ†. So one can rewrite the index in the commonly used form

Imodes = dim ker(ĥ) − dim ker(ĥ†) ≡ Ind(ĥ). (1.5)

where Ind(ĥ) is known as the analytical index of the operator ĥ.

It is worth stressing here that chiral symmetry is not restricted to lattices, and can also be
encountered when dealing with classical waves in continuous media. Actually, it turns out that
chiral symmetry of the wave operator for fluid models follows from time-reversal symmetry of
the original set of primitive differential equations. This is because primitive equations – basically
momentum conservation and mass conservation – are first order differential equations in time.
Indeed, they yield a relation between fields that are odd with respect to time inversion t → −t,
such as velocity fields v(t) → −v(−t), and fields that are even with respect to time reversal,
such as pressure fields p(t) → p(−t). When time-reversal symmetry is satisfied, the left and
right members of those equations must have the same parity under time reversal. But because
of the first order differentiation of those fields with respect to time, that also changes sign under
time-reversal ∂t → −∂t, the time derivative of the odd fields is only given by even fields, and
vice versa. This automatically creates a bipartition between the physical fields depending on
their parity in time, which eventually translates into a chiral symmetry of the wave operator in
phase space. Such a structure appears in geo- and astrophysical fluid dynamics in the absence
of Coriolis force [38,51] and in plasmas models [37,39] provided the magnetic field is off 1 .

In the rest of the thesis, we develop a theory that applies for both discrete and continuous
media, quantum or classical, and we keep the notation Ĥ when referring to classical wave oper-
ators, that are assumed to be Hermitian, and even abusively call them "Hamiltonians" for the
sake of standardizing the notations.

1Let us stress that in classical waves systems, time-reversal symmetry is just an orthogonal symmetric matrix
which is 1 on even degrees of freedom and −1 on the odds ones. This is different from quantum mechanics
where the Schrödinger equation carries a complex structure and where time-reversal symmetry is encoded as a
complex conjugation or in general as an anti-unitary operator. This may cause confusion when one wants to
apply to classical waves the ten-fold classification [19,20] which was constructed with the quantum version of the
time-reversal symmetry in mind.
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Chapter 1. Mode-shell correspondence for chiral zero modes

1.1.2 Role and necessity of a smooth energy filter f(E)
Actually, the definitions (1.3) and (1.5) of the chiral index only work in idealized infinite systems
but are difficult to manipulate or to approximate in finite size systems. Indeed, in finite size
systems, the zero-modes of the different regions are always coupled with each other through
exponentially small but non-zero overlapping. This coupling, in general, shifts the energy of the
modes such that, in perfect rigour, one never reaches perfect zero-energy modes. To overcome
this limitation, we introduce a formulation of the chiral index that is continuous in the coefficients
of Ĥ, making it easier to manipulate in practical computations and simulations.

To do so, we first assume the system to be gapped far away from the zero-mode, and we denote
by ∆ > 0 the half-amplitude of the gap [−∆,∆]. Then we define the operator ĤF = f(Ĥ) where
we choose f to be an odd function taking the value −1 for negative gapped energies E < −∆
and +1 for positive gapped energies E > ∆ with a smooth transition in the gapless region in
between (see Figure 1.2). This means that ĤF is the operator with the same eigenmodes as Ĥ
but with rescaled energies E −→ f(E). This operation flattens the gapped bands and hence ĤF

can be seen as a flatten Hamiltonian. Then the chiral index can be formally defined as

Imodes = Tr
(
Ĉ(1 − Ĥ2

F )
)
. (1.6)

Figure 1.2: a) Projected energy spectrum denoted Sp(Ĥ) of a typical topological Hamiltonian
Ĥ. United stripes denote the gapped bulk bands, circles denote the isolated eigenvalue of modes
localised at the edge and red circles denote the topological zero modes. b) Dispersion relation in
the bulk where edge modes cannot be seen. c) Sketch of a possible smooth flattening function.
d-e) Spectrum of the operator ĤF = f(Ĥ) where the bulk bands are flattened. f) Spectrum of
1 − Ĥ2

F , where only a finite number of non-zero excitations remains: the bulk excitations vanish
and the original zero-modes are dominant.

To see why (1.6) is indeed a meaningful definition of the chiral index, we express it in a
common diagonal basis {|ψλ⟩} of Ĉ and Ĥ2 (which is always possible since [Ĥ2, Ĉ] = 0 as
{Ĥ, Ĉ} = 0) and we get

Imodes =
∑
λ

Cλ(1 − f(Eλ)2) ⟨ψλ|ψλ⟩ =
∑
λ

Cλ(1 − f(Eλ)2) (1.7)

with Cλ and E2
λ the eigenvalues Ĉ and Ĥ2. The term 1 − f(Eλ)2 is identically zero for all the

modes that do not lie in the gap [−∆,∆]. We are thus left with the zero modes we would like
to keep (full circles in figure 1.2), and a priori other gapless but non-zero modes (hollow circles
in figure 1.2). As a matter of fact, the latest come by pairs of opposite chirality, due to chiral
symmetry as if |ψ⟩ is an eigenmode of both Ĥ2 and Ĉ with eigenvalues E2

λ and Cλ then H |ψ⟩ is
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1.1. Overview of the mode-shell correspondence for chiral symmetric systems

also an eigenmode with eigenvalues E2
λ and −Cλ except when H |ψ⟩ = 0. They therefore cancel

out two by two in the sum thanks to the introduction of the chiral operator Ĉ in the definition
of Imodes. The only contributions that remain are those of the zero-energy modes Ĥ |ψλ⟩ = 0
that do not allow a valid way to construct a symmetric partner of opposite chirality. So we end
up with Imodes =

∑
λ,Eλ=0Cλ which is exactly the chirality of the zero-modes.

The two equivalent expressions (1.3) and (1.6) of the chiral index Imodes show that the
number of zero-modes of the Hamiltonian Ĥ is a topological quantity: (1.3) shows that Imodes
is an integer number while (1.6) shows that it depends continuously of the Hamiltonian. Imodes
is therefore an integer that is stable under smooth variations of the coefficients of Ĥ, hence its
topological nature.

However, as they are written, the different expressions of Imodes count the total number of
zero-modes of Ĥ. This is an issue when dealing with finite size systems, or with numerical
simulations, that involve more than one gapless region (e.g. two edges, multiple corners ...). In
those cases, one is more interested in the chirality of the modes localised in specific sub-regions
of phase space (just counting the zero-modes near an edge/corner/. . . ) than the total chirality
of the zero-modes of the entire system, which is also often trivial. One therefore needs a cut-off
in phase space to obtain this local topological information, a process we now aim at describing.

1.1.3 Role and necessity of a phase space filter θ̂Γ

In order to capture the chiral zero-modes in specific regions of phase space, one needs to add,
to the definition of Imodes, a function θ̂Γ that selects the a zero-mode in phase space. (sketched
in red in figure 1.3). Such a cut-off operator is close to identity over a gapless target region that
encloses the zero-mode, over a typical distance Γ (in green in figure 1.3), and then drops to zero
away from it, where the Hamiltonian is gapped. We shall later refer to the domain where θ̂Γ
drops as the shell. In this way, the selected zero-modes are localised within the shell, while the
other zero-modes remain outside (in blue in figure 1.3). A local version of the the chiral index
thus reads

Imodes = Tr
(
Ĉ(1 − Ĥ2

F )θ̂Γ
)

(1.8)

and which, by construction, counts the chirality of the zero-modes in a selected region of phase
space. More formally, this phase space representation of zero-modes is typically made possible
thanks to a Wigner transform, that we introduce in section 1.1.5. The red and blue gapless
regions in figure 1.3 are thus sketches of the amplitude of the Wigner function of the zero-
modes.

Importantly, the quantisation of the index does not strongly depend on the shape of the
shell, nor on how the cut-off operator is explicitly defined, as long as it is close to identity in
the target gapless region (where the Wigner representation of the zero-mode is located) within
the shell and close to zero in the other gapless regions, outside the shell. As we will see below,
the target region, defined in phase space, is in correspondence with the localisation of the zero-
modes, and many situations can be covered by the same local chiral index (1.8), which makes
it quite general and powerful.

For instance, if we are interested in finding a zero-mode localized in real space, at an edge of
a 1D chain, positioned around x ∼ 0, the cut-off operator should target a region in phase space
which is therefore only constrained in the x direction and not in wavenumber k. Its profile can be
a simple Gaussian θ̂Γ = e−x2/Γ2 or a function with a sharper transition like θ̂Γ = (1 + ex

2−Γ2)−1.
In those expressions, the cut-off parameter Γ determines how big is the selected region. This is
the example illustrated in figure 1.3 a) and discussed in details in section 1.2.1.

Our formalism allows to tackle the dual situation of the previous case on the same footing,
where the zero-modes are now localized in wavenumber, for instance in the slow varying modes
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Chapter 1. Mode-shell correspondence for chiral zero modes

Figure 1.3: Sketches of the Wigner representation of zero-modes (in red/blue depending of their
positive/negative chirality) embedded in different phase spaces with examples where the zero-
modes are localised a) in position but not in wavenumber b) in wavenumber but not in position
c) in position and in wavenumber d) in position but in a 2D space. The cut-off function θ selects
a region that encloses one zero-mode by taking the value θ ∼ 1 (green), while dismissing the
other gapless regions (θ ∼ 0 in white). The transition region where the cut-off goes from one to
zero is called the shell (dark green line).

region of a continuous Hamiltonian. Possible cut-off operators then read θ̂Γ = e∆/Γ2 ≈ e−k2/Γ2

or θ̂Γ = (1 + e−∆−Γ2)−1 ≈ (1 + ek
2−Γ2)−1 where ∆ is the Laplacian operator, and the associated

target region in phase space is represented in figure 1.3 b). This formalism is then similar to
the so-called heat kernel approach used in the context of the Atiyah-Singer index theorem. A
model displaying such zero-modes is addressed in section 1.2.2.

More generally, the zero-modes can also be localised in a mixed way in position/wavenumber
and cut-off operators can then be chosen as θ̂Γ = e(−x2+∂2

x)/Γ2 ≈ e−(x2+k2)/Γ2 or θ̂Γ = (1 +
ex

2−∂2
x−Γ2)−1 ≈ (1 + ex

2+k2−Γ2)−1 in that case2. The shell enclosing the target region in phase
space is then typically a circle (figure 1.3 c) and a corresponding example is shown in section
1.2.3.

Finally, this approach can be generalized to higher dimensions, to address zero-modes in
higher-order topological insulators with chiral symmetry. A simple example is that of corner
states of a 2D system. In that case, cut-off operators can be chosen as θ̂Γ = e−(x2+y2)/Γ2 or
θ̂Γ = (1 + ex

2+y2−Γ2)−1, and the target region in phase space is shown in figure 1.3 d). This
higher dimensional case, is discussed among others in section 1.3.

In finite systems, the necessary introduction of a cut-off operator alters the quantisation of
the chiral index, which is no longer exactly an integer. However, in large systems, when the
gapless regions we want to select are far away from each other in phase space and Γ is large, the
correction to an integer value decays exponentially fast with the sizes of the system as shown
in my paper [119] and it is reasonable to still talk about quantised index with a satisfying
approximation. Moreover in the limit case of infinite systems, the cut-off parameter Γ can be
put to infinity, so that θ̂Γ is replaced by the identity and we recover the previous exact index
(1.6).

In all those cases, the notion of "large system" should be understood as large compared to
the typical coupling distances of the Hamiltonian Ĥ in phase space. So, if the cut-off operator
acts in position space, we need Ĥ to be short-range in position space, and the system’s size must
be large compared to the typical coupling distance in position. The unbounded limit L −→ ∞
in figure 1.4 satisfies this condition. If the cut-off operator acts in wavenumber space, we need
Ĥ to be short-range in wavenumber space and the lattice wavenumber k0 = 2π/a to be large
compared to typical coupling distance in wavenumber. The continuous limit a −→ 0 in figure 1.4

2We choose to work with adimensioned models, hence the adimensioned expression in x and k.
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1.1. Overview of the mode-shell correspondence for chiral symmetric systems

Figure 1.4: Table summarising the different categories of systems according to two infinite limits:
a large length limit, where the length L of the system is considered as infinitely large, and a
small length limit where the characteristic distance a between two sites becomes infinitely small
and where therefore the set of possible wavenumbers becomes unbounded.

satisfies this condition.

1.1.4 Mode-shell correspondence

The chiral index we have introduced requires the use of the cut-off operator that embeds a
gapless target region in phase space where zero-modes live. The boundary of this embedding,
namely the shell, plays a crucial role in the theory that we now want to emphasize. This is due
to the fact that, up to a rearrangement of its terms the index Imodes can be shown to be equal
to an invariant Ishell, that essentially depends on the properties of Ĥ on the shell, the region
where the cut-off drops from the identity to zero. This index reads

Ishell = Tr
(
Ĉθ̂Γ

)
+ 1

2 Tr
(
ĈĤF [θ̂Γ, ĤF ]

)
. (1.9)

The first term Tr
(
Ĉθ̂Γ

)
does not depend on Ĥ. It is the polarisation in the number of

degrees of freedoms of positive/negative chirality, weighted by θΓ(x). For example, in a lattice,
this term is just the polarisation in the number of sites of positive/negative chirality (again
weighted by θΓ(x)). In this thesis we will mostly deal with situations where the density of
states of positive/negative chirality is balanced and where this term therefore vanishes. If such
density of states does not compensate, then this term is necessary to recover the mode-shell
correspondence [120–122].

The second term, 1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
, does depend on Ĥ. However, the trace contains

the commutator [ĤF , θ̂Γ] which vanishes both inside the shell, where θ̂Γ ≈ 1 (any operators
commutes with the identity), and away from the shell since there θ̂Γ ≈ 0. Therefore, the non-
negligible contributions of the trace only come from the shell which is the region where θ̂Γ goes
from the identity to zero. This property explains the appellation of the index Ishell.

The fact that Imodes can be re-expressed into Ishell is proved in a few lines of algebra. In fact
it suffices to use the anti-commutation relation with the chirality operator ĈĤF = Ĉf(Ĥ) =
f(−Ĥ)Ĉ = −ĤF Ĉ (remember that f is an odd function) as well as the cyclicity of the trace to
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Chapter 1. Mode-shell correspondence for chiral zero modes

rearrange the terms in the following order3, and we get

Imodes = Tr
(
Ĉθ̂Γ(1 − Ĥ2

F )
)

= Tr
(
Ĉθ̂Γ

)
− Tr

(
Ĉθ̂ΓĤ

2
F

)
= Tr

(
Ĉθ̂Γ

)
− 1

2
(
Tr
(
Ĥ2
F Ĉθ̂Γ

)
+ Tr

(
ĤF Ĉθ̂ΓĤF

))
= Tr

(
Ĉθ̂Γ

)
+ 1

2 Tr
(
ĈĤF [θ̂Γ, ĤF ]

)
(1.10)

which shows the equality
Imodes = Ishell (1.11)

that we call the mode-shell correspondence, as it relates the number of chiral zero-modes to a
property on the shell surrounding those modes in phase space. Because of this equality, we can
use the notation I to denote both indices.

In general, the index I can be computed numerically and is prone to describe the topology
of inhomogeneous or disordered systems since its definition does not rely on any periodicity
assumption. However the shell formulation of the invariant is particularly suitable to semi-
classical approximations [115] in a lot of systems which simplifies its computation and provides
another topological meaning to the index.

1.1.5 winding numbers as semi-classical limits of the chiral invariant in phase
space

The index formulation we developed is made at the operator level whereas semi-classical approx-
imations are usually performed in phase space (x, k) (ℏ = 1 in the quantum situations). The
connection between, on one hand, operators such as the cut-off operator θ̂Γ or the Hamiltonian
Ĥ, and, on the other hand, functions in phase space, is made possible by Wigner-Weyl calculus.
In particular, we can use the Wigner transform of the Hamiltonian operator, defined as (see
Appendix B)

H(x, k) =
∫
R
dx′

〈
x+ x′

2

∣∣∣∣ Ĥ ∣∣∣∣x− x′

2

〉
e−ikx′ (1.12)

with k ∈ R when the Hamiltonian Ĥ = H(x, ∂x) is a differential operator that describes a
continuous model, and as

H(n, k) =
∑
n′

〈
n′∣∣ Ĥ |n⟩ e−ik(n′−n) (1.13)

with periodic parameter k ∈ [0, 2π] to address the discrete case, where the lattice sites (or unit
cells) are labelled by an integer n. Those expressions generalize straightforwardly to higher
dimensions. In both cases, we refer to H = H(x, k) as the symbol of Ĥ. It is a reduced operator
acting only on the internal degrees of freedom of the systems, but parametrized in phase space.
Similarly, zero-modes can be represented in phase space by a Wigner transform of their density
matrix, leading schematically to the red and blue spots in figure 1.3. The mapping of the
Hamiltonian Ĥ into a symbol Hamiltonian H(x, k) allows us to express the chiral index as a
generalized winding number, given by an integral over the 2D − 1-dimensional shell in phase
space

I =
S-C lim

−2(D)!
(2D)!(2iπ)D

∫
shell

Trint(U †dU)2D−1 ≡ W2D−1 (1.14)

3This derivation can be performed even in infinite systems as the cut-off operator makes the trace finite.
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1.1. Overview of the mode-shell correspondence for chiral symmetric systems

Figure 1.5: Summary diagram of the mode-shell correspondence. We use a smoothly flatten
version ĤF of the Hamiltonian Ĥ to define two indices: Imodes counting the chiral number of
zero-modes localised in a target gapless region in phase space, a gapless property of Ĥ, and Ishell
measuring gapped properties on the boundary enclosing the gapless region (namely the shell)
and which reduces, in a semi-classical limit, to a (higher) winding number. Both indices are
equal due to the mode-shell equality (1.11). The prefactor CD of W2D−1 is given in (1.14).

where D is the dimension of the system, the trace Trint only acts on the internal degrees of
freedom and U(x, k) is a unitary operator that constitutes the off-diagonal component of the
symbol of the flatten Hamiltonian HF =

(
0 U†
U 0

)
that acts on the internal degrees of freedom

of the system. Since, on the shell, the Hamiltonian has no gapless mode, HF has energies
EF = ±1 and can thus be written as HF (x, k) = H(x, k)/

√
H(x, k)2. The notation dU denotes

the 1-differential form in phase space dU =
∑
i(∂xiU)dxi + (∂ki

U)dki. (U †dU)2D−1 is then a
2D − 1-form which is an anti-symetrised sum of all possible orders of derivatives ∂zjU in the
product (U †dU)2D−1 where zj is a phase space coordinate (either position or wavenumber). For
a given set of phase space coordinates (z1, . . . , z2D−1), the related component of the form reads

2D−1∑
j1,··· ,j2D−1=1

ϵj1,··· ,j2D−1

2D−1∏
m=1

(
U †∂zjm

U
)

(1.15)

where ϵj1,··· ,j2D−1 is the antisymetrised Levi-Civita tensor with convention +1 for the basis∏
i dki∧dxi. For example, when D = 2, the phase space has 4 dimensions. The form Tr

(
U †dU

)3

is then a 3-form with 4 components in phase space, which reduces to one component when
projecting on the shell. As an instance, the component in dx ∧ dkx ∧ dky reads

Tr
(
U †∂xU [U †∂kxU,U

†∂kyU ] + [U †∂kxU,U
†∂kyU ]U †∂xU

)
, (1.16)

and similarly for the three others components. We will provide an explicit demonstration of the
formula in 1D cases later in this chapter and refer to the appendix of my paper [123] for a proof
of the general case.

The formula (1.14) can be seen as a generalization of the bulk-edge correspondence. When
dealing with bounded one-dimensional (1D) lattices with open boundary conditions, I can be
seen as an edge index that counts the chirality of the zero-modes at one boundary, while W1 is
the usual bulk winding number expressed as an integral over the 1D Brillouin zone in k-space.
However, the formula (1.14) describes a much richer class of chiral systems that goes well beyond
1D lattices. Indeed, the system of interest can be of higher dimension, discrete or continuous,
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Chapter 1. Mode-shell correspondence for chiral zero modes

bounded or unbounded, and the zero-modes characterized by (1.14) can be localized in position
(such as edge states), but also in wavenumber space.

The surface of integration, i.e. the shell, is a surface of dimension 2D − 1 that encloses the
chiral zero-mode in phase space of dimension 2D. The shell is therefore always a surface of odd
dimension. This contrasts the celebrated classification of topological insulators where the chiral
symmetric class (AIII) is known to allow topologically non-trivial phases in odd dimensions
only [19]. The fact that our formula (1.14) predicts the existence of chiral zero-modes also in
even dimension D is because the shell lives in phase space, and is therefore not restricted to the
k-space Brillouin zone.

The formula (1.14) also includes other previously existing results in topological physics that
differ from the standard bulk-edge correspondence. It includes for example the formula derived
by Atyiah and Singer in the 60s [124] for continuous operators when the position manifold is a
torus 4 and where the shell is therefore the unit sphere in wavenumber space tensored with the
manifold in position space (x, k) ∈ Td × Sd−1. Our formula also includes the formula proposed
by Teo and Kane to classify topological point defects zero-modes [58]. In that case, the shell
consists of the sphere enclosing the zero-modes in position space tensored with the Brillouin
zone (x, k) ∈ Sd−1 ×Td. Finally it also includes the Callias index formula [44,125] (also derived
by Hornander [126] generalising a result by Fedosov [127]) which deals with defects localised
in position space, as in the Teo and Kane’s work, but for continuous operators, and where the
shell is then the phase space sphere (x, k) ∈ S2d−1 (localised in position and wavenumber). Our
general formula (1.14) thus unifies all these results. The generality of the formula makes it more
flexible and covers for examples the cases with both continuous and discrete dimensions, which
would not fit into any of the previously cited theories.

Note that an equivalent expression of the winding number in (1.14), can be obtained by
homotopy in terms of h(x, k), the symbol of ĥ, as

W2D−1 = −2(D)!
(2D)!(2iπ)D

∫
shell

Trint(h−1dh)2D−1 . (1.17)

This expression could be of practical interest since it bypasses the computation of HF .
Finally, we should note that the formula (1.14) is obtained in a certain semi-classical limit,

hence the subscript "S-C lim" (we shall just write lim in the rest of the thesis). This limit
is reached when the variations of the symbol in position x or in wavenumber k become small
compared to the gap of the symbol. This hypothesis can be stated as follow (see appendix (B)
for justification):

Semi-classical hypothesis: For a given symbol H(x, k), its characteristic variation distances
in position dx and wavenumber dk spaces can be estimated through the formula

1/dx/k ∼ ∥∂x/kH(x, k)∥/∆(x, k) (1.18)

where ∆(x, k) is the gap of the symbol H(x, k). The semi-classical limit is reached asymptotically
near the shell when ϵ ≡ 1/(dxdk) ≪ 1.

For example, in 1D lattices, the symbol of the Hamiltonian becomes completely indepen-
dent of position in the bulk, so that 1/dx −→ 0. In most of the examples treated here, we
have ϵ = 1/(dxdk) = O(1/Γ). In other words, (at least) one of the characteristic distances of
variation becomes small for points (x, k) in phase space which are close to the shell. Hence,

4This restriction comes from simplifying hypotheses in the semi-classical expansion. Manifold with curvature
lead to more complex expressions which would go beyond the scope of the thesis.
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1.2. Mode-shell correspondences in 1D spaces

the semi-classical approximation becomes exact in the asymptotic limit Γ −→ +∞. This semi-
classical approximation makes the winding number W2D−1 in general simpler to calculate than
the original chiral index I, making the formula (1.14) of practical interest. All those results are
recapped in figure 1.5.

1.2 Mode-shell correspondences in 1D spaces

1.2.1 The bulk-edge correspondence for 1D unbounded chiral lattices

General results

In this section, we discuss the particular case of Hamiltonians on 1D lattices with edges and
show how the usual winding number is obtained as a semi-classical approximation of the shell
index and therefore counts the number of chiral zero energy edge states: a result known as
the bulk-edge correspondence, which is well established for 1D lattices, both physically and
mathematically [120,121,128–133]. This derivation serves as a pedagogical example to introduce
a few key tools and concepts in more details. We shall also treat in parallel the case of interface
zero-modes, in contrast with edge modes. We therefore assume that the gapless target region
is either an edge, or an interface, located at x ∼ 0, so that the cut-off operator can be chosen
as θ̂Γ = e−x2/Γ2 . The chirality of zero-modes localised in that region is given by the shell index
(1.9) with that specific cut-off operator. Let us now show how, under some assumptions, a semi-
classical approximation of this index is made possible and yields a more familiar and simpler
expression.

In the following, n ∈ L is the unit cell index of the lattice, it runs over L = N if we deal
with a lattice with an edge and over L = Z in the case of an interface. We also introduce α
to label the (finite) internal degrees of freedom (e.g. orbital, spin...). We assume the chiral
operator Ĉ to be diagonal in the (n, α) basis and independent of the unit cell, and denote by
Cα the chirality of the internal degrees of freedom. We then use the discrete Weyl transform
(1.13) where ⟨n′| Ĥ |n⟩ is the matrix containing the couplings between the internal degrees of
freedom of the unit cells n and n′. The symbol Hamiltonian H(n, k) we obtain thus acts only
on the internal degrees of freedoms, with parameters (n, k) ∈ L×S1 living on the discrete phase
space. In some sense, this discrete Wigner transform can be seen as a generalisation of the Bloch
transform to non-periodic couplings on a grid.

We then make the following hypothesis: we assume that the Hamiltonian Ĥ is asymptotically
periodic far from the boundary/interface. More precisely, in the case of an edge (L = N), we
assume that the symbol Hamiltonian H(n, k) converges asymptotically to a bulk, (i.e. position
independent) Hamiltonian H+(k) when n −→ +∞. Similarly, in the case of an interface (L = Z),
we ask that the symbol Hamiltonian converges toward two bulk Hamiltonians far to the left/right
of the interface, that is H(n, k) −→ H±(k) when n −→ ±∞.5

Let us now estimate the term Tr
(
ĈĤF [θ̂Γ, ĤF ]

)
of the chiral index, with θ̂Γ = e−x2/Γ2 in

the limit Γ −→ +∞. For that purpose, we first rewrite the trace as an integral in phase space by
using the Moyal ⋆ product between symbols as

Tr
(
ÂB̂

)
= 1

2π
∑
n

∫ 2π

0
dkTrint((A ⋆ B)(n, k)) (1.19)

5In general, we only need the weaker assumption 1
dxdk

−→ 0, as defined in (1.18), to obtain a valid semi-classical
limit which is useful in some cases.

23



Chapter 1. Mode-shell correspondence for chiral zero modes

where Trint is the trace on the internal degrees of freedom only (see appendix B). We obtain

1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
= 1

4π
∑
n∈L

∫ 2π

0
dk Trint((C ⋆ HF ⋆ [θΓ, HF ]⋆)(n, k)) (1.20)

where [A,B]⋆ = A ⋆ B − B ⋆ A is the Moyal commutator. Next we take the limit Γ −→ +∞.
As discussed in the previous section, in that limit, θΓ ≈ 1 near the interface/boundary, I is
the topological index describing the chiral number of the zero-modes localised at the inter-
face/boundary. Moreover as Γ −→ +∞, θΓ(n) varies slower and slower with n, so that we probe a
region which is further and further in the bulk where H(n, k) has asymptotically no dependence
in position, by hypothesis. The product of the symbols H(n, k) with θΓ(n) is therefore prone to
a semi-classical approximation, obtained in the limit Γ −→ +∞.

The leading term of such a semi-classical expansion is obtained by simply replacing all the
Moyal products by standard product A ⋆ B ∼ AB, and the Moyal commutator by a Poisson
bracket [A,B]⋆ ∼ i{A,B} (see Appendix B), so that

1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
= −1

4iπ
∑
n∈L′

∫ 2π

0
dkTrint( CHF (n, k)δnθΓ(n)∂kHF (n, k)) +O(1/Γ) (1.21)

where δnθΓ(n, k) = θΓ(n+1, k)−θΓ(n, k) is the discrete derivative. Note that we do not have the
term ∂kθΓ(n)δnHF (n, k) in the Poisson bracket because θΓ(n) has no dependence k. As we will
see, this first term of the semi-classical expansion converges already to a finite constant when
Γ −→ +∞. So, the next term of the semi-classical expansion, which must be of smaller order in Γ,
vanishes when Γ −→ +∞ and there is no need to consider them. We use the notation =

lim
to mean

that an equality is true up to the vanishing of higher order terms in the limit Γ −→ +∞. Then,
since the variation of θΓ(n) mainly comes from the high |n| ≫ 1 region, we can approximate
HF (n, k) by its bulk limit.

Let us focus first on the interface case (L = Z). We substitute HF (n, k) by H+
F (k) for n > 0

and by H−
F (k) for n < 0 leading to

1
2 Tr(ĈĤF [θ̂Γ, ĤF ]) =

lim

−1
4iπ

∫ 2π

0
dkTrint (C

(
H+
F (k)

∑
n>0

δnθΓ(n)∂kH+
F (k) +H−

F (k)
∑
n<0

δnθΓ(n)∂kH−
F (k)

)
) . (1.22)

The sum over n is performed by using
∑
n>0 δnθΓ(n) = θΓ(+∞)−θΓ(0) = −1 and

∑
n<0 δnθΓ(n) =

θΓ(0) − θΓ(−∞) = 1, and we obtain

1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
=
lim

1
4iπ

∫ 2π

0
dkTrint( C

(
H+
F (k)∂kH+

F (k) −H−
F (k)∂kH−

F (k)
)
) . (1.23)

Since H2
F = 1 in the bulk, we can introduce the unitaries U± such that

H±
F =

(
0 (U±)†

U± 0

)
(1.24)

and rewrite (1.23) as

1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
=
lim

1
2iπ

∫ 2π

0
dkTrint

(
(U+)†(k)∂kU+(k) − (U−)†(k)∂kU−(k)

)
(1.25)
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1.2. Mode-shell correspondences in 1D spaces

where we recognize the winding number W ≡ 1
2iπ
∫ 2π

0 dkTrU †∂kU ∈ Z of the unitary map
k ∈ S1 → U(k) ∈ S1, which leads to

1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
=
lim

W+
↑ −W−

↑ (1.26)

with W+
↑ and W−

↑ the winding numbers of U+ and U− defined in the bulks far to the positive
and negative sides of the interface respectively, and integrated over the 1D Brillouin zone. The
vertical arrow ↑ specifies the direction of integration in k, from 0 to 2π.

If the lattice has "balanced unit cells", that is when there is an equal number of degrees
of freedom of positive and negative chirality Cα per unit cell n (

∑
αCα = 0), this imply that

the terms Tr
(
Ĉθ̂Γ

)
=
∑
n

∑
αCαθΓ(n) = 0. Therefore, in that case, one recovers the expected

bulk-interface correspondence for 1D chiral chains in the limit Γ −→ +∞

I =
lim

W+
↑ −W−

↑ . (1.27)

which is a particular case of our general formula (1.14) that we derive through relatively simple
consideration.

Otherwise, if the unit-cell structure is broken at the boundary, this equality must be corrected
by the term Tr Ĉθ̂Γ to account for the chirality of the lattice’s sites [120–122]. The term Tr Ĉθ̂Γ
is also non-zero when the bulk unit cell is unbalanced in chirality

∑
αCα ̸= 0. However, this

case is excluded from our theory because such imbalanced systems have flat zero bands in the
bulk that violate the gap hypothesis.

The case of an edge, rather than an interface, is obtained similarly. The only difference being
that the sum in n runs now over L = N (for a left edge) instead of Z. As a consequence, the
second term in the right hand side of the equation (1.22) is missing, and we end up with the
bulk-edge correspondence

I =
lim

W+
↑ (1.28)

that relates the chirality of zero-energy edge modes, at a given edge, to a winding number in
the bulk of the lattice.

We now illustrate this approach on the seminal example of the dimerized chain: the so-called
Su–Schrieffer–Heeger model.

Example: The Su–Schrieffer–Heeger (SSH) chain

A seminal example of a 1D chiral symmetric lattice model exhibiting zero-energy edge modes,
is that of a 1D dimerised chain, often referred to as the Su-Schrieffer-Heeger (SSH) model [134]
(see figure 1.6) even though there is an overlap with other types of dimerised model, like the
Shockley chain [135, 136]. In any case, the unit cell owns two internal degrees of freedom
denoted A and B (being the even/odd sites n in the SSH case), and the model consists of
nearest neighbour staggered couplings of amplitude t and t′ between A and B. Let us revisit
this celebrated SSH/Shockley model in the light of the mode-shell correspondence. In fact, this
model is simple enough to be analytically solvable, and we are thus able to derive the bulk-edge
correspondence explicitly.

The corresponding Hamiltonian Ĥ = ĤSSH reads

Ĥ =
∑
n

t |B,n⟩⟨A,n| + t′ |B,n− 1⟩⟨A,n| + h.c. (1.29)

except at the edges where the hopping term t′ leads to an empty site outside the lattice. In
that case, it is put to zero (open boundary condition). Since this Hamiltonian only couples A
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Chapter 1. Mode-shell correspondence for chiral zero modes

Figure 1.6: Representation of a SSH chain of N = 10 unit cells delimited in purple. The left
red edge is the gapless region where we want to compute the chiral number of zero-modes. The
right blue edge is the other gapless region of opposite chirality that is dismissed through the
cut-off function θ(x) in green. The dark green zone is the shell where is evaluated the bulk-index
1
2 Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
since the coefficients of the trace quickly vanish away from it.

sites with B sites, it is chiral symmetric and the chiral operator reads Ĉ =
∑
n |A,n⟩⟨A,n| −

|B,n⟩⟨B,n|. We can therefore define a chiral index I. Then, far in the bulk, the Hamiltonian is
invariant by translation and the Wigner-Weyl transform reduces to a discrete Fourier transform
where

H(n, k) =
(

0 t+ t′e−ik

t+ t′eik 0

)
= H(k) (1.30)

and whose energy spectrum E is gapped for t ̸= t′. Next, we want to compute the "flatten"
version of the symbol, HF . To do so, we use the fact that, at first order of the semi-classical
expansion, the symbol of ĤF = f(Ĥ) is simply given by applying directly the function f to
the symbol H(n, k), that is HF = f(H(k)). Moreover, we have chosen f such that, for gapped
states of energy E, we have f(E) = E/

√
E2 so, in the bulk, HF (x, k) = H(x, k)/

√
H(x, k)2.

Therefore, since H2(n, k) = |t+ t′eik|2 1, we deduce that

HF (k) = 1
|t+ t′eik|

(
0 t+ t′eik

t+ t′e−ik 0

)
. (1.31)

This allows us to identify U = (t + t′eik)/|t + t′e−ik| which is just a unit complex number
here. A direct computation of the winding number W↑ = 1

2iπ
∫
k∈S1 dkTrint(U †(k)∂kU(k)) yields

W↑ = +1 for |t′| > |t| and W↑ = 0 for |t′| < |t|.
We now turn to the computation of zero-modes localized at a single edge. We thus assume

the lattice to be semi-infinite, with no boundary to the right and a left boundary at n = 0.
The zero-modes of this model can be analytically found by searching them of the form |ψ⟩ =∑
n≥0 ψA,n |A,n⟩ + ψB,n |B,n⟩ such that Ĥ |ψ⟩ = 0. Combined with the boundary condition

⟨B,−1|ψ⟩ = 0, we obtain the constraints

⟨B,n| Ĥ |ψ⟩ = tψA,n + t′ψA,n+1 = 0 n ≥ 0
⟨A,n| Ĥ |ψ⟩ = tψB,n + t′ψB,n−1 = 0 n > 0
⟨A, 0| Ĥ |ψ⟩ = tψB,0 = 0 n = 0 .

(1.32)

If we remove the pathological case t′ = 0, this system implies ∀n, ψB,n = 0 and ψA,n = (−t
t′ )nψA,0.

To correspond to an edge mode, this solution must be normalized, which is only possible when
|t′| > |t|. We deduce that one zero-energy edge mode of positive chirality (i-e: localised on the
A sites only) exists for |t′| > |t|, leading to I = 1, while no edge mode exists when |t′| < |t|,
leading to I = 0. As a result, in both cases we can check that I = W↑ which is an illustration
of the bulk-edge correspondence in a simple but non-trivial example.
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1.2. Mode-shell correspondences in 1D spaces

Figure 1.7: (left) Plot of the topological zero-modes of an SSH chain in real and Fourier space
with t′ = 1 and t = 0.6 for N = 10 dimers. (right) The absolute value of the Wigner-Weyl
transform is plotted for the same edge mode in phase space. The region selected by the cut-off
is shown in green, and its boundary (the shell), of length Γ in real space, is highlighted by a
dotted line along which the winding number is integrated.

Validity of the semi-classical limit

Since the SSH model is invariant by translation far in the bulk, we have 1/dx −→ 0 on the shell
when Γ −→ +∞. Besides, as 1/dk remains bounded because Ĥ is short-range in position, it
implies 1/(dxdk) −→ 0 and therefore the semi-classical limit becomes exact in the limit Γ −→ +∞.

1.2.2 A dual bulk-boundary correspondence in wavenumber space for bounded
continuous systems

General results

In the previous section, we focused on 1D discrete lattices and discussed an example where
the zero-modes are related to a winding number on a shell defined along the k axis at large x,
away from the zero-mode. In the large distance limit the lattice can be seen as infinite, and
the different zero-modes, localized at opposite boundaries decouple, can be treated separately.
Continuous systems are an other kind of systems with an infinite number of degrees of freedom.
This infinity does not come from the the size of the system, but instead from the distance
between two sites/degrees of freedom that becomes infinitesimal (see figure 1.4). At the Hilbert-
space level, this limit can also be seen as the fast varying functions limit or, in other words,
as the large wavenumber k −→ +∞ limit. In this section, we discuss how we can exploit such
limits to create topologically protected zero-modes which are separated, not in position, but in
wavenumber, and how the mode-shell correspondence captures this situation.

We are concerned with 1D continuous systems, where the physical quantities are encoded in
vector-valued wave-function |ψ(x)⟩ = (ψα(x))α where x is a continuous coordinate and α labels
the internal degrees of freedom. These degrees of freedom can, for example, be the spin or pseudo-
spin components of quantum (quasi-)particle, like in the Dirac equation, or be a combination
of classical fields, like the velocity v(x) and the pressure p(x) in the acoustic wave equation. As
in the previous section, we assume that the time evolution of the wave function is encoded by
a Hamiltonian Ĥ. Because we now deal with continuous system, Ĥ is in general be differential
operator which depends on position x and of some of its derivatives as Ĥ =

∑
n hn(x)∂nx , where

hn(x) are operators acting on the internal degrees of freedom.
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Chapter 1. Mode-shell correspondence for chiral zero modes

Similarly to the discrete case, we use a Wigner transform (1.12) which associates, to an
operator Ĥ, a symbol H(x, k) parameterised in phase space and acting on the internal degrees
of freedom (see Appendix B) where now k ∈ R belongs to the whole real line which is not
a bounded set (contrary to the lattice case where k is reduced to the Brillouin zone [0, 2π]).
Therefore, the major difference with the lattice case is that there is not only the limit x −→ ±∞
(i-e: far away from an interface/edge) to be considered, but also the k −→ ±∞ limit of fast
varying solutions. Since the limit in real space is similar to that discussed previously, we would
like to focus only on the momentum limit.

For that purpose, we consider systems where the position space is bounded. Also, we choose
to consider the position space as a manifold with no edges. For example, the position space
could be a circle (see figure 1.4), a torus, a sphere, etc..., and the differential operators in the
Hamiltonian Ĥ act on continuous functions defined on those manifolds. Then, if the Hamiltonian
is gapped in the large wavenumber limit (i.e. when acting on fast varying functions) then one
can define the chiral index I (1.8) with θ̂Γ = exp

{
∆/Γ2}, which is referred to as the heat

kernel associated to the Laplacian ∆ on the manifold. As we already saw, this index is equal to
the chirality of zero-modes through the analytical index (1.5). This framework is actually that
discussed in the celebrated Atiyah-Singer index theorem, as it is described in the mathematical
community [137–139]. Here, we focus on the 1D case where the underlying manifold is the circle,
and derive the semi-classical winding number associated to chiral zero-modes. Note that since
our position space is a circle, and not just a real line, it implies some subtleties in the definition
of the symbol, the formula (1.12) being only valid in the real line case. But, as long as Ĥ is
short range compared to the topology of the manifold, we can always use the definition (1.12)
in a local chart around x to extend it to the circle case6.

In order to derive the semi-classical index, we proceed similarly to the discrete case: We first
express the term Tr

(
ĈĤF [θ̂Γ, ĤF ]

)
of the shell index, in phase space through the trace identity

Tr Â = 1
2π
∫
S dx

∫
R dkTrintA(x, k) with an integration in position on the circle. This operation

maps the commutator of operators into the Moyal commutator of their symbols. We then
take the limit Γ → ∞ and keep the lower order term in 1/Γ, which amounts to approximate the
Moyal commutator by a Poisson bracket. This Poisson bracket contains only the term ∂kθΓ∂xHF

because here the cut-off function θΓ = e−k2/Γ2 depends only on wavenumber and not on position.
This leads to the expression

I =
lim

1
4iπ

∫ 2π

0
dx

∫ +∞

−∞
dkTrintCHF (x, k)∂kθΓ(k)∂xHF (x, k) . (1.33)

Next, we perform the integration over k. This is not as simple as the integration over x in the
discrete case where we assumed a bulk (i.e. x independent) limit of the symbol Hamiltonian,
since here HF (x, k) may not be totally independent of k. We can however use the fact that
the right hand side of (1.33) does not depend of the special shape of θΓ(k). Therefore, we can
smoothly deform the cut-off function θΓ = exp

(
−k2/Γ2) into the sharper one θ̃Γ = 1|k|≤Γ such

that the derivative ∂kθΓ can be replaced by a δ-Dirac distribution, which transforms the surface
6In particular one can use the geodesic chart to describe the neighborhood of x as a subset of R (see [140] for

a more formalised definition). There is however some problem for curved manifold, the semi-classical expansion
is modified in those cases. Also our proof of the semi-classical invariants in the higher-dimension case relies on
the existence of operators verifying [ai, bj ] = δi,j 1 which can only be found when the phase space is Rd ×Rd or
Rd ×Td. Therefore our formula (1.56) only works in the case where the position manifold is a n-torus (which has
no intrinsic curvature). As the general expression of the symbol index in the Atiyah-Singer theorem involves the
curvature of the manifold, it is not surprising that our formula is limited to the n-torus cases which are manifolds
of zero curvature. We believe there is a way to derive the general Atiyah-Singer theorem using the fact that any
manifold can in fact be embedded in Rm where our semi-classical formula could be applied. But the derivation
of the formula would go beyond the scope of this thesis.
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1.2. Mode-shell correspondences in 1D spaces

integral in phase space into two line integrals over x at k = ±Γ as

I =
lim

1
4iπ

∫ 2π

0
dxTrint(C(−HF (x,Γ)∂xHF (x,Γ) +HF (x,−Γ)∂xHF (x,−Γ))) (1.34)

=
lim

1
2πi

∫ 2π

0
dxTrint

(
−U †(x,Γ)∂xU(x,Γ) + U †(x,−Γ)∂xU(x,−Γ)

)
. (1.35)

Finally, we obtain that the chiral index is again related to a difference of winding numbers, but
where the integration runs now over position space for large positive/negative wavenumbers,
as depicted by horizontal dashed lines in figure 1.8. We thus indicate this "horizontal" line
integration in phase space by horizontal arrows, so that we get

I =
lim

−W+
→ +W−

→ (1.36)

where ± refers to k = ±Γ. This is a second application of the mode-shell correspondence in
1D where the relation to a difference of winding number W±−→ is a particular case of (1.14). It
can be seen as dual to the lattice case previously discussed, and in particular, (1.36) can be
compared to (1.27). In both cases, the shells correspond to lines in a single subspace, either x
or k, and they both enclose chiral-zero modes in phase space. In the present case, those modes
are "located" in the region of small wavenumber region, while the shell, in the semi-classical
limit, is considered in the region of high wavenumber. The mode-shell correspondence thus
better translates here to a correspondence between different region separated in wavenumber,
rather than to a bulk-edge or bulk-interface correspondence in position. We now illustrate this
correspondence with an example.

Example: 1D Dirac equation on the circle with varying potential and velocity

To illustrate the previous result, we propose the following model of a Dirac Hamiltonian on a
circle

Ĥ(x, ∂x) =
(

0 V (x) + c(x)∂x
V (x) − ∂xc(x) 0

)
(1.37)

where the potential V (x) and the local velocity c(x) are bounded and L-periodic functions that
can change sign. The symbol of this operator is obtained by replacing the product of the non-
commuting operators c(x)∂x by the Moyal product of their symbol c(x) ⋆ ik = c(x)ik − c′(x)/2
with c′(x) ≡ ∂xc(x), that is

H(x, k) =
(

0 V (x) + ikc(x) − c′(x)/2
V (x) − ikc(x) − c′(x)/2 0

)
. (1.38)

To check if the the semi-classical expression of the shell invariant can be used in the limit
Γ = k → ∞, we evaluate 1/(dxdk) = ∥∂xH(x, k)∥∥∂kH(x, k)∥/∆(x, k)2 that varies as 1

k | c
′(x)
c(x) |

in that limit. The semi-classical criteria 1/(dxdk) ≪ 1 is thus reached, unless c(x) vanishes, a
situation we consider here. In that case, the term 1/dk accidentally vanishes and we should check
the next order term of the semi-classical expansion, ∥∂x∂kH/∆∥c=0 = c′(x)/(V (x)−c′(x)/2)|c=0.
This term is not necessary negligible in general, and in particular when the amplitude of the
potential V (x) is comparable with that of the gradient of the velocity c′(x) (the gap may even
close). One way to make this term small, is to consider a very large periodic system L → ∞ such
that the gradient of velocity can be re-expressed as c′(x′) = c′(x)/L after the rescaling x = Lx′,
and becomes negligible compared to V (x′). The small parameter ϵ ≡ 1/L thus controls the semi-
classical limit, when V (x) and c′(x) are comparable in amplitude. By setting Γ = k ∼ 1/ϵ → ∞,
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Chapter 1. Mode-shell correspondence for chiral zero modes

one gets the semi-classical symbol

H(x, k) ≃
(

0 V (x) + ikc(x)
V (x) − ikc(x) 0

)
(1.39)

(where we have substituted the notation x′ → x) which is indeed uniformly gapped in phase
space and satisfies 1/(dxdk) ≪ 1 when k → ∞. From now, we can set V (x) = cos(x) and
c(x) = sin(x) in the operator (1.37), and get a semi-classical description in the large system
limit L ≫ 1 with (1.39), where the shell invariant can be expressed as the winding number W→.
Note that the term c′(x) may be kept in the symbol of other models, in particular if c(x) is not
allowed to vanish, as encountered for instance in [38, 141], and where the topological number
must be extracted from a slightly more involved symbol Hamiltonian than cannot be obtained
from the operator by simply substituting x → x and ∂x → ik.

Figure 1.8: a) Zeros-modes of a discretised version of (1.37) where continuous derivatives are
replaced by their discrete counterparts, with ϵ = 1/L = 0, 05 and N = 50 sites (containing each
two degrees of freedoms A/B) and therefore an inter-site distance of a = 2π/N . The zero-modes
are shown in real space (left) and in wavenumber space (right). Those modes are stationary with
an exponentially small error ∥Ĥ |ψ⟩ ∥ ∼ 10−9. b) Absolute value of the Wigner-Weyl transform
of the different zero-modes in phase space. The integration contours of the winding numbers
correspond to the shell enclosing the low wavenumber zero-modes and are denoted by two dotted
lines.

To compute the winding numbers W→ for the model above, we introduce the shell {(x, k), x ∈
[0, 2π], k = ±Γ} which consists in two circles in position at fixed k = ±Γ in a cylindrical phase
space. The off diagonal component of the Hamiltonian is just h(x, k) = cos(x) − iϵk sin(x) so
one can compute the winding numbers and we find W+

→ = −1 for positive k and W−
→ = 1 for

negative k (for ϵ > 0). Therefore, according to the mode-shell correspondence the total chirality
of zero-modes of Ĥ should be I = −(−1) + 1 = 2. One thus expects the operator Ĥ to have at
least two zeros-modes of positive chirality in the relatively slowly varying region. This is indeed
the result obtained for numerical simulations of the model (see Figure 1.8), where we indeed
find 2 zero-modes of positive chirality (i.e. fully polarized on the A degrees of freedom) and
located in the low-wavenumber k ∼ 0 region. Due to the discretisation procedure when solving
the model numerically, we moreover find two other zero-modes localised at high wavenumber.
Those additional zero-modes have together a chirality of −2 (i.e. fully polarized on the B degrees
of freedom) that balance the total chirality of zero-modes in this discretised version of the model.
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1.2. Mode-shell correspondences in 1D spaces

Remarks on the protection of zero-modes separated in wavenumber space

It is clear that for the finite size topological insulators, such as the SSH chain, boundary modes
localised at opposite edges can hybridise. The coupling between those modes can however be
negligible whenever the lattice is sufficiently long, that is, more precisely, when the characteristic
distance dx of the coupling elements Ĥx,x′ in position space remains much smaller than the size
L of the lattice.

Similarly to the example discussed above, the discretisation of a continuous model typically
induces multiple gapless modes which are separated from each other in wavenumber. Using the
duality between wavenumber and position space we can translate the previous criteria of weak
hybridization into wavenumber space, by demanding that the couplings in wavenumber space
Ĥk,k′ are short-range and decays with a characteristic distance dk in wavenumber which is much
smaller than the lattice wavenumber k0 = 2π/a of the lattice (where a is the lattice spacing).
Using the Wigner-Weyl transform, this is equivalent to demand that the symbol Hamiltonian
H(x, k) varies slowly in position space (see appendix A and B): its typical variations must evolve
over a much larger distance than the inter-site spacing.

One should note that this condition for the non-hybridization of the zero-modes in wavenum-
ber space is quite different from the position case, and may be difficult to reach in practice,
depending on the physical context of interest. For example, in condensed matter systems, the
introduction of an impurity or a vacancy in the lattice induces variations of the electronic poten-
tial over a characteristic distance equivalent to the size of the lattice and immediately hybridises
edge states separated in wavenumber, and thus gap them [142]. Therefore, condensed matter
applications would require a strict limitation of such impurities. In other physical systems, like
in fluid mechanics or in acoustics, the smooth variation of the system’s parameters in space is
probably more naturally realised due to local homogenisation.

1.2.3 A mixed x−k correspondence in phase space for unbounded continuous
1D systems

In the previous sections, we explained how the topological nature of chiral zero-modes is revealed
by isolating them through large gapped regions which surround them either in position (case
of unbounded 1D lattices) or in wavenumber (case of bounded continuous 1D systems). In the
present section, we want to address the mixed case where the modes are surrounded by a gap
region both in position and momentum directions.

For that purpose, let us consider unbounded 1D continuous systems. We make use of the
continuous Wigner transform (1.12) to map the Hamiltonian Ĥ to the symbol H(x, k) acting
on internal degrees of freedom, and parameterised in phase space (x, k) ∈ R×R (see Appendix
B). We therefore have to deal with both limits x −→ ±∞ (i.e. far away from an interface
hosting zero-modes) and k −→ ±∞ (i.e. fast varying solutions). We thus consider a mixed
cut-off operator such as θ̂Γ = e−(x2−∂2

x)/Γ2 of symbol θΓ(x, k) ≈ e−(x2+k2)/Γ2 at first order
of the semi-classical expansion. Now, the gap hypothesis means that we assume the symbol
H(x, k) to be gapped both when |x| −→ ∞ and when |k| −→ +∞ (even for x near the interface).
For example, H(x, k) =

(
0 x+ik

x−ik 0

)
satisfies such requirement since its spectrum ±

√
x2 + k2

converges uniformly toward infinity for both x −→ ±∞ and k −→ ±∞.
We can then derive the semi-classical expression of the chiral invariant by rewriting the term

Tr
(
ĈĤF [θ̂Γ, ĤF ]

)
similarly to the two previous sections (the term Tr Ĉθ̂Γ vanish to preserve

the gap assumption if we have a balanced number of degrees of freedom), that is by turning the
trace into an integral over phase space and then expanding to lowest order in 1/Γ by assuming
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that HF (x, k) varies slowly for large |(x, k)|, which leads to

I =
lim

−1
4iπ

∫
R
dx

∫
R
dkTrint(CHF (∂xθΓ∂kHF − ∂kθΓ∂xHF )) . (1.40)

Note that all the terms of the Poisson bracket appear, in contrast with the winding numbers
previously derived in sections 1.2.1 and 1.2.2. If we denote by dA = ∂xAdx + ∂kAdk the
differential one-form of the symbol A, the expression (1.40) can be written in a more compact
fashion as

I =
lim

−1
4iπ

∫
R2

Trint(CHFdθΓ ∧ dHF ) (1.41)

where ∧ is the usual anti-symmetric wedge product. Moreover since HF (x, k) is assumed to
vary slowly, the integration of dθΓ can be done independently. The integration on the two-form
is then reduced to the integration of a one-form on the circle of radius Γ, which is tangent to
the gradient of θ. This leads to the final result

I =
lim

1
4iπ

∫
S1(Γ)

Trint(CHFdHF ) (1.42)

=
lim

1
2iπ

∫
S1(Γ)

Trint(U †dU) ≡ W⟲ (1.43)

which is again a winding number, but where the integration runs now over the circle x2+k2 = Γ2

in phase space instead of the Brillouin zone k ∈ [0, 2π] (for discrete unbounded systems) or the
position space x ∈ [0, 2π] (for continuous circular systems). This is therefore a different semi-
classical manifestation of the mode-shell correspondence, where the circle encloses the zero-mode
in phase space.

Example: The Jackiw-Rebbi model

The simplest example of a continuous 1D Hamiltonian operator Ĥ involving both x and ∂x
which is topological is given by the celebrated Jackiw-Rebbi model

Ĥ =
(

0 x− ∂x
x+ ∂x 0

)
. (1.44)

This Hamiltonian can be thought of as a one dimensional Dirac Hamiltonian Ĥ = −i∂xσy with a
linearly varying potential V (x)σx that can be seen as a mass term.7 Such a Hamiltonian can for
instance be obtained in stratified and/or compressible fluids where the pressure and velocity are
additionally coupled through an acoustic-buoyant frequency S(x) = V (x) [38,51] which changes
sign in space. This coupling can have many origins, for example in fluids, where the sound
velocity varies in space and reaches a minimum. We will also see later that this Hamiltonian
can be obtained as a continuous version of an SSH model with slowly varying couplings.

The Hamiltonian (1.44) is easily diagonalizable by introducing the bosonic creation-annihilation
operators a = (x+ ∂x)/

√
2 and a† = (x− ∂x)/

√
2

Ĥ =
√

2
(

0 a†

a 0

)
. (1.45)

One can then easily check that Ĥ has a unique zero-mode (e−x2/2/
√

2π, 0)t (see figure 1.9) with
positive chirality in the convention Ĉ =

( 1 0
0 −1

)
.

7Usually the potential is written as V (x)σz but this is equivalent to our model up to a change of basis which
exchanges σz ↔ σx.
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Figure 1.9: a) Amplitude of the zero mode of the Jackiw-Rebbi model in position b) Wigner-
Weyl representation of the zero mode in phase space

The symbol of this Hamiltonian has the simple form

H =
(

0 x− ik
x+ ik 0

)
(1.46)

and its energy spectrum reads ±
√
k2 + x2 which indeed satisfies the gap condition when |x|

or |k| is large. Moreover, the symbol of the flatten Hamiltonian can be computed easily as
HF (x, k) = f(H(x, k)) = H(x, k)/

√
H(x, k)2. By using H(x, k)2 = (x2 + k2)1, we obtain

HF (x, k) = 1√
x2 + k2

(
0 x− ik

x+ ik 0

)
=
(

0 e−iϕ

eiϕ 0

)
(1.47)

which yields the expression for U = eiϕ. One can then compute U †dU = idθ so that the winding
number W⟲ = 1

2iπ
∫
S1 Trint(U †dU) gives W⟲ = 1 in agreement with the number of chiral zero-

modes.

Validity of the semi-classical limit

In this example, we have ∂x/kH = σx/y and therefore ∥∂x/kH∥ = 1, which does not decrease
when (x, k) is large. However, because the gap of H(x, k) varies as

√
x2 + k2, our definition of

1/dx/k = ∥∂x/kH(x, k)∥/∆(x, k) yields 1/dx/k = O(1/
√
x2 + k2) and hence 1/(dxdk) −→ 0. So,

this is an example where, even though the variations of the symbol do not vanish at infinity, we
still have an exact semi-classical limit because those variations become small compared to the
gap.

1.2.4 Discrete approximations of continuous/unbounded topological models

In the previous section, we introduced the topological Hamiltonian (1.44) which acts on a contin-
uous system that is unbounded both in position and wavenumber spaces. However, in practice,
there are physical or numerical limitations which impose bounds on the validity of the model
at high position/wavenumber. It is therefore instructive to study finite versions of such models
with cut-offs in wavenumber and position. Such finite models are therefore defined on a lattice
of lattice spacing a and size L.

For example, the Hamiltonian (1.44) can be seen as a continuous limit of a discrete SSH
Hamiltonian with varying coefficients. If one takes the symbol of the discrete SSH model (1.31)
and replaces the constant coefficients t and t′ by t′ = 1/a and t = −1/a + sin(2πx/L)L/(2π),
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one obtains a discrete Hamiltonian on a finite lattice of lattice spacing a and length L >> a
with periodic boundary conditions, whose symbol reads

HI(x, k) =

 0 sin
(

2πx
L

)
L
2π + e−ika−1

a

sin
(

2πx
L

)
L
2π + eika−1

a 0

 (1.48)

and which, by construction, approximates the Jackiw-Rebbi model in the limit a −→ 0 and
L −→ +∞.

We now want to determine the points (x, k) of phase space where band crossings occur at zero-
energy (see figure 1.10). Indeed, if such singular points exist and are surrounded by sufficiently
large gapped regions in phase space, their non-zero winding number would be associated with
topologically protected chiral zero-modes at the operator level (see figure 1.11). Those points
are solution of the equation

sin(2πx/L)L/(2π) + (eika − 1)/a = 0 ⇐⇒
{

sin(ak)/a = 0
(cos(ka) − 1)/a+ sin(2πx/L)L/(2π) = 0 . (1.49)

This system has the expected solution (x, k) = (0, 0) of winding number W⟲ = +1 consistently

Figure 1.10: (top) Energies of the symbol Hamiltonians for (left) the model HI in the regime
4π/(aL) > 1, (center) the model HII in the regime La/π > 1 and (right) the model HIII.
(bottom) Position of the gap closing points of in phase space. Those positions are denoted by
a red/blue dot depending on the chirality of the zero-mode associated to them at the operator
level (light color is used for the equivalent periodic images). The different values of the winding
number W is enhanced by a red/blue/green color.

with the fact that this model is built in order to approximate the continuous Jackiw-Rebbi model
whose symbol (1.46) also has this singular point. However, due to the discretisation process,
we also get another singular point (x, k) = (L/2, 0) = (−L/2, 0) (due to the L periodicity in
x), and whose winding number is found to be W⟲ = −1 (see figure 1.10). The two winding
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numbers therefore sum up to zero as it is expected for finite lattices with equal number of sites
of positive/negative chirality. This is due to the fact the total chiral number of zero modes of
a finite Hilbert space is given by Imodes where the cut-off is the identity θΓ = 1. Therefore
its corresponding shell index (1.9) must vanish ([1, ĤF ] = 0). The existence of such a second
singular point due to the discretisation process is therefore topologically constrained.

Note that those two singular points are the only existing ones when 4π/(aL) > 1. In the
case 4π/(aL) < 1, two other points also appear at (x, k) = (arcsin(4π/(aL))/(2π)L, π/a) and
(x, k) = (L/2−arcsin(4π/(aL))/(2π)L, π/a) which are also characterized by a non-zero winding
numbers that sum up to zero. For the sake of brevity and simplicity, we shall however only focus
our discussion on the case 4π/(aL) > 1 that yields only two singular points.

Figure 1.11: Plots of the different zero-modes of the operator associated to the symbol (left)
HI, (center) HII, and (right) HIII with L = 20 and a = 0.4. We plot in red/orange the modes of
positive chirality and in blue/purple the modes of negative chirality in real space and Fourier
space. All those modes are zero-modes in a very good approximation ∥H |ψ⟩ ∥ < 10−9.

In that case, the two chiral zero-modes associated, at the operator level, to these two degen-
eracy points of opposite winding numbers, resemble the two edge states of the standard SSH
model with open boundary conditions, in that they are well separated in position space, around
x = 0 and x = L/2, the only difference being that the new system displays smoother interfaces.
Therefore, one can also apply the usual bulk-edge correspondence, by relating the existence of
a topological zero-mode with the difference of Brillouin zone winding numbers W↑ far to the
left/right side of the mode in position space (vertical dashed lines in figure 1.10). The two re-
sults agree i.e. the value of the winding number W⟲, when the shell circles around a zero-energy
degeneracy point, corresponds to the difference of the Brillouin zone winding numbers W↑ from
each side of the interface (see figure 1.10).

One should nevertheless notice that this equivalence is only well established here because
there is no other singular mode in the vertical line (x = 0, k ∈ [0, 2π/a]) and so that the circle
surrounding a degeneracy point can be smoothly deformed into two vertical lines along the
Brillouin zone without crossing another band crossing. This is not always the case, and a good
illustration is the following dual model of (1.48) where position and wavenumber play inverted
roles

HII(x, k) =
(

0 −i sin(ak)
a + i(e−i2πx/L − 1) L2π

i sin(ak)
a − i(ei2πx/L − 1) L2π 0

)
. (1.50)

The Jackiw-Rebbi model is again recovered in the limit a −→ 0, L −→ +∞, but this second
discretized model also exhibits two singular points (in the regime La/π > 1) (x, k) = (0, 0) and
(x, k) = (0, π/a) which are now separated in wavenumber space rather than in position space.
The associated chiral zero-modes, at the operator level, are thus only separated in wavenumber
space, unlike the previous discrete model8. As such, the difference of Brillouin zone winding

8As discussed at the end of the section 1.2.2, this make the zero modes typically less protected in condensed
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numbers W↑ vanishes and is thus unable to detect the existence of chiral zero-modes. This is
an example where the bulk-edge correspondence of a discretized version of a continuous model
is not appropriate to identify chiral zero-modes, while the mixed x− k correspondence, applied
locally in phase space, still is. The difference of position winding numbers W→ along horizontal
lines of positive/negative wavenumber – as in the bounded continuous case of section 1.2.2 –
however coincides with the value of W⟲, since no low-wavenumber singular points is here to
prevent the deformation of the circle contour into the horizontal one.

Finally, since the topological index only accounts for modes localised both in position and
wavenumber spaces, pairs of spurious zero-modes of opposite chirality separated in either or
both position/wavenumber directions could appear when one studies finite approximations of a
continuous model. A last example where zero-modes appear on both directions is provided by
the model

HIII(x, k) =
(

0 −i sin(ak)
a + sin(2πx/L) L2π

i sin(ak)
a − sin(2πx/L) L2π 0

)
(1.51)

which again converges to the Jackiw-Rebbi model in the limit L −→ +∞ and a −→ 0, but
displays now 4 singular points in phase space: 2 of winding number W⟲ = +1 at (x, k) = 0 and
(x, k) = (L/2, π/a), and 2 of winding numberW⟲ = −1 at (x, k) = (L/2, 0) and (x, k) = (0, π/a).
Therefore, the only winding numbers that can detect the presence of chiral zero-modes are the
W⟲’s of the mixed x−k mode-shell correspondence, that are evaluated on (x−k)-circle in phase
space, since the position and Brillouin zone winding numbers W→ and W↑ both vanish.

Those three examples illustrate why the mode-shell correspondence is a natural and general
formalism to describe in a unified fashion the existence of all the topologically protected chiral
zero-modes. The bulk-edge correspondence and the low-high-wavenumber correspondence are
just particular cases which, alone, are not always able to predict the existence of topologically
protected chiral zero-modes.

1.3 Higher dimensional chiral mode-shell correspondences

1.3.1 Expression of the general chiral index

In the previous sections, we focused on the mode-shell correspondence in systems of dimension
D = 1 since this is where the semi-classical invariant takes the simplest forms. However the
mode-shell correspondence generalizes when chiral zero-modes are embedded in a space of higher
dimension D > 1. While this correspondence can still easily be shown to satisfy Imodes = Ishell,
the main difficulty is to obtain a semi-classical expression of the invariant Ishell.

In practice, a naive semi-classical expansion of the shell index for D ⩾ 1 (i.e. with cut-off
parameter Γ −→ +∞), would lead to an expansion of the form

Ishell =
DI∑
k=1

ckΓDI−k +O(1/Γ) (1.52)

where DI is the number of infinite dimensions (in position and in wavenumber) of the problem.
In the 1D case, one can show that c0 =

∑
αCα is the sum of the chirality of the internal

degrees of freedom of the lattice (which in practice, always vanish in model with a bulk gap)
and c1 = W+ − W−. In general, because the index must converge toward an integer in the
Γ −→ +∞ limit, some cancellations must occur so that ck = 0 for k < DI and only the term cDI

remains, which turns out to be a (higher dimensional)-winding number. However it is not easy

matter applications as they can now be mixed in presence of lattice impurities which induce long range wavenumber
couplings in phase space.
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to prove that ck = 0 for all k < DI in an explicit way. More importantly, because we would need
to carry the naive semi-classical expansion of Ishell to a higher order term, in order to capture
the converging component cDI , the number of terms in the expression of cDI should rise, which
is difficult to manage and simplify.

In the appendix of the paper [123], we developed a systematic method to make the can-
cellations apparent at the level of the operators. We are therefore able to obtain an operator
expression of the shell index whose semi-classical limit gives directly the coefficient cDI as the
leading term. This allows us to obtain a meaningful semi-classical expression of the shell index,
as a generalized winding number W2D−1 in 2D − 1 dimensions as

Ishell =
lim

−2(D!)
(2D)!(2iπ)D

∫
shell

Trint(U †dU)2D−1 ≡ W2D−1 (1.53)

which is the expression anticipated in the introductory general outlines (1.14). This is one of
the key results of this thesis. We now provide some elements of the proof of this formula to give
some intuition of the result while keeping the more computational intensive part in the appendix
of the paper [123].

Consider a D-dimensional system whose Hilbert space basis is labelled by Zn ×Rm × J1,KK
with n+m = D, where n is the number of discrete dimensions, m is the number of continuous
dimensions and K is the number of internal degrees of freedom. Sub-systems of Zn×Rm×J1,KK
such as e.g. the discrete and continuous half-planes (N×Z and R+ ×R respectively) as well as
finite lattices, could also be included as we often have a natural way to extend the sub-system
Hamiltonian to a larger system by introducing trivial coefficients with no inter-site coupling
elsewhere.

After assuming this structure, we assign to each continuous dimension i a position operator xi
and a wavenumber operator ∂xi which satisfy [∂xi , xi] = 1. Similarly, to each discrete dimension
i is assigned a position operator ni and a translation operator Ti which satisfy T †

i niTi − ni = 1.
To treat the continuous and discrete cases in a unified way, we can define the operator âi as
â2j = xj and â2j+1 = i∂xj in the continuous case, and as â2j = T †

j nj and â2j+1 = −iTj in the
discrete case, so that we have the single commutation relation [â2j+1, â2j ] = i1.

Since this commutation relation is proportional to the identity, it allows us to use an ”inte-
gration by part trick”. Indeed, similarly to functions, where

∫
dxa(x) = −

∫
dxx∂xa(x), we also

have the following relation for operators

Tr Â = Tr
(
[∂x, x]Â

)
= − Tr

(
x[∂x, Â]

)
. (1.54)

In the appendix of the paper [123] we use such an integration by part to make appear some
cancellations at the operator level, and thus obtain another expression of the shell index which
reads

I = (−i)D D!
(2D)!

Tr

 2D∑
j1...j2D=1

εj1,...,j2D ĈĤF

2D−1∏
l=1

[âjl , ĤF ][â2D, θ̂Γ]


+ 1

2 Tr

 2D∑
j1...j2D=1

εj1,...,j2D ĈĤF

2D∏
l=1

[âjl , ĤF ][θ̂Γ, ĤF ]

+O(Γ−∞)

(1.55)

where ϵj1,··· ,j2D is the antisymetrised Levi-Civita tensor with orientation convention such that
(k1, x1, . . . , kD, xD) is a direct base. O(Γ−∞) means that the equality is valid up to terms which
decay faster than any polynomial in Γ.

The equality (1.55) can be obtained by assuming only that Ĥ is gapped deep inside the shell.
But if moreover the symbol H(x, k) admits a semi-classical limit when Γ −→ +∞, we can show
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Chapter 1. Mode-shell correspondence for chiral zero modes

that (1.55) reduces to the simplified expression

Ishell =
lim

D!
(2D)!(−2iπ)D

∫
shell

Trint(CHF (dHF )2D−1) (1.56)

where dHF is now the differential 1-form of HF in phase space which replaces the commutators
[âjl , ĤF ] ≈ i∂jlĤF in the semi-classical limit, dH2D−1

F is the 2D− 1-wedge product of dHF , and
the shell is the 2D − 1 dimensional surface enclosing the zero-mode in phase space. The final
result (1.53) is then obtained by substituting HF by

HF =
(

0 U †

U 0

)
(1.57)

in (1.56). Note that, by homotopy, this formula can also be transformed into

W2D−1 = −2(D!)
(2D)!(2iπ)D

∫
shell

Trint(h−1dh)2D−1 (1.58)

where h(x, k) is the lower off-diagonal block of the symbol H(x, k) (see (1.2)). The homotopy
invariance is obtained from the smooth deformation of h into U through the homotopic map
ht = h(1 − t+ t

√
h†h)−1, with t varying from 0 to 1.

Figure 1.12: Sketched of 2D lattices built out of (a) the multiplicative tensor product construc-
tion and (b) the additive tensor product construction, from lower dimensional Hamiltonians
HA and HB. The density of the zero-modes is represented in red/blue depending on their
positive/negative chirality; while grey sites denote non chirality. The thickness of the bounds
represent the amplitude of the coupling.

In the next two sections, we present different examples of chiral topological systems in higher
(D > 1) dimensions and analyse how the mode-shell correspondence stated above can be applied
to those examples. In order to simplify the analysis, we focus on examples in D = 2 dimen-
sions. We present two general methods that provide those simple-to-analyse higher-dimensional
examples, combining lower-dimensional examples through tensor product structures. The first
method, that we refer to as the multiplicative tensor product construction and denote with the
symbol ⊠, yields examples of weak insulators, that exhibit a macroscopic number of boundary
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1.3. Higher dimensional chiral mode-shell correspondences

states, while the second method, that we refer to as the additive tensor product construction
and denote with the symbol ⊞, provides examples of higher-order insulators that exhibit e.g.
corner states (see figure 1.12). The systems serving as building blocks for these construction can
be discrete or continuous, and of any dimension. Also, those constructions can be combined or
used multiple times to create examples in even higher dimension (see figure 1.13 for D = 3).

Figure 1.13: Sketches of possible of 3D topological systems obtained by applying (left) twice
the additive tensor product construction yielding zero-modes corner states, (center) both the
additive and the multiplicative tensor product construction, providing an extensive number
of zero-modes states localised on hinges, and (right) twice the multiplicative tensor product
construction leading to an extensive number of zero-modes states localised on surfaces.

1.3.2 Chiral Weak-insulators and flat-band topology

One way to engineer topological states in higher dimension is to stack 1D topological systems,
such like SSH chains. We would then have a number of gapless modes growing extensively with
the transverse size (say y) of the sample as it would be equal to the number of copies Ny. The
zero-modes would then gradually form a flat zero-energy band in this transverse direction, a
phenomenon observed experimentally [120,121,128,143].

Such stacked systems result is what is often called "weak topological insulators" in the liter-
ature [4,143–151]. Stacked versions of 2D quantum spin Hall [60,61,152] or quantum Hall [153]
phases are other 3D examples beyond the chiral. The adjective "weak" was originally used
since the edge states were first expected not to be topologically protected against disorder or
inter-layer couplings [4,144], but it was later realized that they turned out to be robust to such
kinds of perturbations [145–148] making the terminology nowadays a little bit outdated. Also, a
weak topological insulator is usually characterized by a topological index associated to a reduced
Brillouin zone (and thus dubbed weak invariant) in contrast with strong topological insulators
whose (strong) invariants encompass the entire Brillouin zone. We recall that 1D strong chiral
topological insulators are the only strong insulators that are captured by the chiral index defined
in this chapter. The mode-shell correspondence with higher-dimensional strong invariants will
be exposed in the next chapters.

In this section, we analyse chiral weak insulators through the mode-shell correspondence.
To do so, we consider 2D systems, such as those depicted in figure 1.14 and 1.15, where the
left and right edges host a macroscopic number of edge modes in the y direction. To select
the leftmost extended edge states, we then choose a cut-off operator which is uniform in the y
direction and localised near the left edge. Next, if the system is such that its bulk is gapped,
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and if its upper and lower edges are also gapped, then the invariant I = Tr
(
Ĉ(1 − Ĥ2

F )θ̂Γ
)

can
be shown to be quantised as in the 1D case. The only difference with the 1D case is that the
index I is (macroscopically) much larger and depends of the transverse length Ny of the lattice.
The proof of the quantisation of the number of edge modes only requires chiral symmetry and
is insensitive to the presence of disorder or inter-layer couplings, which shows the robustness of
those modes.

Figure 1.14: Two examples of lattices with a macroscopic number of chiral zero-modes on the
left vertical edge. (Left) Stacking of topological chiral SSH chains in the vertical direction
with inter-layer couplings that preserve chiral symmetry. (Right) Stacking of staggered trivial
and topological SSH chains that preserve chiral symmetry. This example has the advantage of
involving only nearest neighbour interactions without breaking chiral symmetry. To compute
the macroscopic topological index associated to these lattices, one needs to chose a cut-off which
is uniform in the vertical coordinate and decreases only in the horizontal coordinate.

Let us now compute the shell invariant in phase space using the Wigner-Weyl transform.
One gets

I = 1
2

∑
(x,y)∈L

∫ 2π

0

dkx
2π

∫ 2π

0

dky
2π Trint(C ⋆ HF ⋆ [θΓ, HF ]⋆) . (1.59)

The next step is to perform a semi-classical expansion in terms of 1/Γ and keep the dominant
term. To be valid, this approximation requires the Hamiltonian to vary slowly in position
(x, y) (see section 1.1.5); this is valid in the major part of the shell which is in the bulk as we
have translation invariance in both directions. However, it is invalid near the upper and lower
edges since there the Hamiltonian varies sharply in the y direction. If we were ignoring the
perturbations due to the edges, we would be allowed to perform a semi-classical expansion in
both directions and we would get a bulk index Ib ∼ I

Ib =
lim

1
2

∫ 2π

0

dky
2π

∫ 2π

0

dkx
2π Trint(CHb

F i∂kxH
b
F

∑
(x,y)∈L

δxθΓ(x, y))

=
lim

Ny

∫ 2π

0

dky
2π

∫ 2π

0

dkx
4iπ Trint(CHb

F∂kxH
b
F )

(1.60)

where Ny is the number of stacked chains and Hb
F is the symbol of ĤF in the bulk. In the right

hand-side of the expression, the term
1

4iπ

∫
kx∈[0,2π],ky=ky0

dkx Trint(CHb
F∂kxH

b
F ) ≡ Iweak(ky0) (1.61)
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Figure 1.15: Phase space representation of the macroscopic number of zero-modes (in red and
blue) and the shell (in green) for weak insulators such as depicted in figure 1.14. In the bulk
where semi-classical limit occurs, the shell invariant can be reduced to a weak invariant which
is a winding number in the kx direction (green arrows) and a multiplicative constant depending
on the y and ky directions.

is known to be a topological invariant which remains constant when deforming the symbol Hb
F

without closing the gap. As a result, it does not depend on the choice of ky0 , so the average∫ 2π
0 dkx can be replaced by the integration over any line of constant ky in Fourier space. Such

an invariant is sometimes called weak invariant because the integration only runs over a one-
dimensional path while the system is two-dimensional. The bulk invariant then reads

Ib = Ny Iweak . (1.62)

By ignoring the effect of the edges, Ib is in principle an approximation of I. To recover I, one
thus needs to add a correction term ∆edge coming from the fact that the actual Hamiltonian
near the edges at y = 0 and y = Ly differs from the bulk Hamiltonian, that is

I = Ib + ∆edge . (1.63)

This correction can be computed numerically by evaluating I before the semi-classical expansion.
Since I, Ny and Iweak are all integers, ∆edge must also be an integer and its specific value may
a priori depend on the boundary conditions. However, since the correction term only originates
from the sites located close to a boundary, this term is bounded and thus cannot scale with
Ny. As a result, even the strangest boundary condition cannot change the fact that there is a
macroscopic number of zero-modes localised on the left edge of the 2D lattice. In fact even if one
has a boundary condition that closes the gap on the upper/lower boundary, the computation
above mostly remains the same and we still have the relation (1.63). Furthermore, since the
chiral index also reads I = Tr Ĉ(1−Ĥ2

F )θ̂Γ, and since (1−Ĥ2
F ) is only non-zero for modes of very

small energy, it follows that there should be a macroscopic number of very small energy modes
on the left edge. However, I and ∆edge may in that case no longer be integers and deviate from
quantisation. But the massive polarisation of the zero-modes remains. Those are still protected
as long as Iweak ̸= 0 which is guaranteed since Iweak is a bulk topological invariant which cannot
change as long as there is a bulk gap.

It should be noted that weak invariants are also used to prove the existence of edge Fermi arcs
in semi-metals like graphene and Weyl semimetals [128, 153, 154]. If we decide to not add this
example in order to not further lengthen the size of the article, it can be understood in a similar
manner as the previous presentation, the only difference being that we have to introduce, in the
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Chapter 1. Mode-shell correspondence for chiral zero modes

definition of the index, a cut-off in wavenumber space of the direction tangent to the edge in
order to select the part of the Fourier space where Fermi arcs exists (between the edge projection
of two bulk Dirac/Weyl cones where the bulk gap closes).

Multiplicative tensor product construction ⊠

In this section, we present a simple but general mathematical procedure to generate such staking
of chiral topological systems. At the Hamiltonian level, it simply consists in defining a Hamilto-
nian Ĥ as the tensor product of two lower dimensional gapped Hamiltonians ĤA and ĤB [155]
as

Ĥ = ĤA ⊗ ĤB (1.64)

where ĤA is chiral symmetric, while ĤB encodes the coupling between the stacked copies. Such
a procedure was recently referred to as "multiplicative topology" in the literature [156–158]. If
ĤA and ĤB are Hamiltonians on lattices or continuous spaces of dimension DA and DB, then
Ĥ is a Hamiltonian which acts on a D = DA + DB dimensional space. Moreover, if we denote
by ĈA, the chiral symmetry operator of ĤA, then Ĥ has the chiral symmetry Ĉ = ĈA ⊗ 1.

Importantly, the spectral properties of Ĥ are entirely determined by those of the sub-systems
ĤA and ĤB. Indeed, if

∣∣∣ψAn 〉 is an eigenbasis of ĤA with energies EAn and
∣∣∣ψBm〉 is an eigenbasis

of ĤB with energies EBm, then
∣∣∣ψAn 〉 ⊗

∣∣∣ψBm〉 is an eigenbasis of Ĥ with energies EAnEBm. In
particular the zero-modes of Ĥ are those which are of the form (or a linear combination of)∣∣∣ψAn 〉 ⊗

∣∣∣ψBm〉 where either
∣∣∣ψAn 〉 or

∣∣∣ψBm〉 a zero-mode. This means that if ĤB acts on a finite

space with N sites, then for each zero-mode
∣∣∣ψAn0

〉
of ĤA, one can associate N zero-modes of Ĥ

since no matter what is
∣∣∣ψBm〉,

∣∣∣ψAn0

〉
⊗
∣∣∣ψBm〉 remains a zero-mode.

In particular, if ĤA is just the identity operator on a finite lattice of Ny sites, i.e. ĤB =∑Ny

j=1 |j⟩ ⟨j|, then Ĥ = ĤA⊗ĤB is just the Hamiltonian of Ny stacked copies of topological chiral
systems described by ĤA with no coupling between the different copies. If IA is the non-trivial
chiral topological index of Ĥ1 with respect to a cut-off operator θ̂Γ, and if ĤB is gapped, then,
as we detail below, one can check that Ĥ has also a well defined topological index I associated
to the cut-off operator θ̂Γ ⊗ 1 which is given by

I = IA ×Ny . (1.65)

We thus naturally end up with a number of chiral zero-modes that grows extensively with the
stacking direction of the system. The zero-modes would then gradually form a zero energy
flat-band in this direction, a phenomenon observed experimentally [120,121,128,143].

Figure 1.16: Tensor product structure which generates the model illustrated in figure 1.14 a)
The left model, given by HA is a topological SSH models. The right model, given by HB, is a
1D chain with some on-site and nearest neighbour couplings.

Example 1: One can use this multiplicative construction to generate some of the lattices in
the figure 1.12 and 1.14. For example, the model described in the left parts of these figures can be
generated from the tensor product of a topological SSH model, i.e. Ĥ1 = ĤSSH given by (1.29),
with a simple non-chiral model of the form Ĥ2 =

∑
n |n⟩ ⟨n|+t′′(|n⟩ ⟨n+ 1|+|n+ 1⟩ ⟨n|)/2 which,
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1.3. Higher dimensional chiral mode-shell correspondences

in the bulk, has the symbol H2(n, k) = 1 + t′′ cos(ky) and is hence gapped when |t′′| < 1. In the
multiplicative construction, the t′′ coefficient then creates vertical couplings between different
SSH layers which preserve chiral symmetry and the existence of topological zero-modes. The
symbol of the tensored Hamiltonian Ĥ = Ĥ1 ⊗ Ĥ2 reads

H(nx, ny, kx, ky) =
(

0 t+ t′eikx

t+ t′e−ikx 0

)
(1 + t′′ cos(ky)) (1.66)

which is just the symbol of the SSH model multiplied by a scalar constant depending of ky.
Therefore, when computing the weak index Iweak(ky0) as described by the formula (1.65), we
obtain that, for |t′′| < 1, Iweak(ky0) = W1 with W1 the winding number of the 1D SSH model.
The 1D mode-shell correspondence gives us I1 = W1 and the multiplicative structure implies
I = I1 ×Ny. One can therefore verify that at the leading order in Ny we have

I ∼
Ny

Iweak(ky0)Ny (1.67)

which is indeed the result predicted by the mode-shell correspondence. In this system, this
relation is in fact an equality, due to the multiplicative structure which forbids edge corrections
of the formula to occur.

Figure 1.17: Tensor product structure which generates the model illustrated in figure 1.14 b)
up to the addition, a posteriori, of inter-layer couplings. The left model, given by HA is the
superposition of a topological and trivial SSH models. The right model, given by HB, is a trivial
chain with constant onsite coupling ĤB =

∑
n |n⟩ ⟨n| = 1.

Example 2: One problem one may have with the above example is that nearest neighbour
couplings are forbidden because they would break chiral symmetry. There are models which do
not have this drawback. For example, one could first stack a topological chain with a trivial
SSH chain as depicted in figure 1.17 and then use the tensor product construction to create a
2D stack of this two-layer quasi-1D model. If one adds nearest neighbour interactions between
the layers, one would then obtain the model depicted in the right part of the figure 1.14. This
inter-layer coupling breaks the multiplicative structure but the existence of chiral zero-modes
only relies on the chiral symmetry and on a gap on the shell, two assumptions which are not
broken by those couplings. So, as long as these inter-layer couplings are not too strong to close
the gap, the macroscopic number of chiral zero-modes on the left edge remains topologically
protected.

1.3.3 Higher-order chiral insulators

In this section, we discuss how the modes-shell correspondence can be applied to describe higher-
order chiral insulators which exhibit zero-modes localised in more than 1 dimensions. To generate
higher-dimensional chiral topological examples which are simple to study, we follow a procedure
that we call the additive tensor product construction and we refer to it by the symbol ⊞. We use
this method to generate two examples in D = 2: one lattice model and one continuous model on
which we verify, illustrate and discuss the predictions of the mode-shell correspondence theory.
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Additive tensor product construction ⊞

The additive tensor product construction is another procedure [159, 160] by which one can
generate a higher-dimensional topological chiral Hamiltonian Ĥ from two lower dimensional
Hamiltonians Ĥ1 and Ĥ2. It requires that both ĤA and ĤB are chiral symmetric with chiral
operators ĈA and ĈB respectively. A chiral higher dimensional Hamiltonian can then defined
as

Ĥ = ĤA ⊗ 1+ĈA ⊗ ĤB (1.68)

or equivalently by substituting A by B. If this additive construction seems a little bit more
involved than the multiplicative one, the spectral properties of Ĥ are still determined by those
of Ĥ1 and Ĥ2 since

Ĥ2 = Ĥ2
A ⊗ 1+1⊗Ĥ2

B + {Ĥ1, Ĉ1} ⊗ Ĥ2 = Ĥ2
A ⊗ 1+1⊗Ĥ2

B . (1.69)

Therefore, if
∣∣∣ψAn 〉 is an eigenbasis of ĤA with energies EAn and

∣∣∣ψBm〉 is an eigenbasis of ĤB

with energies EBm, then
∣∣∣ψAn 〉 ⊗

∣∣∣ψBm〉 is the eigenbasis of Ĥ2 with energies (EAn )2 + (EBm)2, so

that the eigenvalues of Ĥ are ±
√

(EAn )2 + (EBm)2. It follows that the zero-modes of Ĥ are of the
form

∣∣∣ψAn0

〉
⊗
∣∣∣ψBm0

〉
where

∣∣∣ψAn0

〉
and

∣∣∣ψBm0

〉
are zero-modes respectively of ĤA and ĤB. This

is quite different from the additive construction, since we need here the two Hamiltonians ĤA

and ĤB to have of zero-modes, and not only one of them. As a result, this procedure generates
higher order chiral insulators with few zero-modes, in contrast with weak chiral insulators (see
figure 1.12). Indeed, if ĤA and ĤB have each a well defined chiral topolgical index IA and IB
(with respect to the cut-off operators θ̂Γ,A and θ̂Γ,B), then one can check that Ĥ has also a well
defined chiral index I, associated to the cut-off operator θ̂Γ,A ⊗ θ̂Γ,B. We then use the fact that
the chiral polarisation of the zero-modes

∣∣∣ψAn0

〉
⊗
∣∣∣ψBm0

〉
is the product of the chiral polarisation

of each individual mode, which leads to

I = IA × IB . (1.70)

Of course, since the higher-dimensional Hamiltonian Ĥ is itself chiral symmetric, it can
serves as a new block to apply the procedure again. By induction, we get the more general
formula

Ĥ = Ĥ1 ⊗ 1⊗(N−1) + Ĉ1 ⊗ Ĥ2 ⊗ 1⊗(N−2) + · · · + Ĉ1 ⊗ · · · ⊗ ĈN−1 ⊗ ĤN (1.71)

of a chiral Hamiltonian resulting from the additive tensor product construction with N chi-
ral symmetric Hamiltonians Ĥj of chiral symmetry operator Ĉj and chiral topological index
Ij (j = 1 . . . N). The chiral symmetry operator of Ĥ is then given by the tensor product
Ĉ1 ⊗ · · · ⊗ ĈN , and the zero-modes of Ĥ have a chiral index I = I1 × · · · × IN .

The next two paragraphs are dedicated to two simple illustrations of the additive tensor
product construction in D = 2 and to the analysis of the resulting models through the higher-
dimensional mode-shell correspondence.

Example 1: 2D Jackiw-Rossi model with smooth potentials

We discuss an example of the higher-dimensional mode-shell correspondence for a chiral zero-
mode trapped at a domain wall where the Hamiltonian is smoothly varying. Such a situation
has been studied in the literature in the context of defects modes [58, 161]. It allows for a
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full semi-classical limit of the shell index leading to the Teo and Kane formula in the case of
discrete lattice [58] and the Callias index formula in the continuous case [125]. As both discrete
and continuous cases are relatively similar, we made the choice to focus our attention to the
continuous case in this section.

For that purpose, we revisit the Jackiw-Rossi model [162] which follows from the same
construction as the BBH model above: The two-dimensional Jackiw-Rossi Hamiltonian Ĥ is
obtained by combining, in perpendicular directions x and y, two one-dimensional Jackiw-Rebbi
Hamiltonians ĤJR introduced in (1.44), by following the additive tensor product construction,
that is

Ĥ = ĤJR(x, ∂x) ⊗ 1+σz ⊗ ĤJR(y, ∂y) (1.72)

where σz is the chiral-symmetric operator of the two underlying Jackiw-Rebbi models, and
which, in a more explicit form, reads

Ĥ =


0 y − ∂y x− ∂x 0

y + ∂y 0 0 x− ∂x
x+ ∂x 0 0 −(y − ∂y)

0 x+ ∂x −(y + ∂y) 0

 . (1.73)

Similarly to the previous example with open conditions, this Hamiltonian has a chiral symmetry
with a chiral operator Ĉ = σz ⊗ σz. Writing Ĥ2 = Ĥ2

JR(x, ∂x) ⊗ 1+1⊗Ĥ2
JR(y, ∂y) implies that

the chiral zero-modes of Ĥ must also be chiral zero-modes of ĤJR(x, ∂x) and ĤJR(y, ∂y) on each
part of the tensor product. Those modes must thus be of the form ψx⊗ψy = (e−(x2+y2)/2, 0, 0, 0)t
where ψ(x) = (e−x2/2, 0)t is the zero-mode of the Jackiw-Rebbi model. Therefore, Ĥ has one
topological zero-mode of chirality +1 and thus I = 1 for the cut-off θ̂Γ = e−(x2+y2−∂2

x−∂2
y)/Γ2

which acts here both in position and wavenumber. The corresponding shell is a 3D sphere
enclosing the chiral zero-mode in 4D phase space, as sketched in figure 1.18.

Figure 1.18: Amplitude of the zero-mode ψx ⊗ ψy = (e−(x2+y2)/2, 0, 0, 0)t of the Hamilto-
nian (1.72) in real space (left) and in Fourier space (center). The cut-off operator θ̂Γ =
e−(x2+y2−∂2

x−∂2
y)/Γ2 selects the zero-mode both in position and in wavenumber directions. It

is represented in green and has the form of a 4D-ball in phase space, with the shell being a 3D
sphere (right).

The symbol H of the Jackiw-Rossi Hamiltonian reads

H =
(

0 x− ikx
x+ ikx 0

)
⊗ 1+σz ⊗

(
0 y − iky

y + iky 0

)
(1.74)
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from which we deduce

HF = H√
x2 + y2 + k2

x + k2
y

= cos(θ)
(

0 e−iϕ1
eiϕ1 0

)
⊗ 1+σz ⊗ sin(θ)

(
0 e−iϕ2

eiϕ2 0

) (1.75)

where (θ, ϕ1, ϕ2) ∈ [0, π/2] × [0, 2π]2 are the Hopf-coordinates of S3. One can then compute
analytically

∫
S3 Trint(CHFdH

3
F ) = −12(2π)2 which is exactly the normalisation needed to have

I = 1.

Example 2: The Benalcazar-Bernevig-Hughes (BBH) model with open boundary
conditions

Higher-order topological insulators (HOTI) constitute a class of systems where topological
zero-modes are embedded in a higher dimensional phase space. Those zero-modes could then
be trapped at the corners of a material where the trapping potential varies sharply at the
edges [24, 25, 160, 163–166]. The archetypal lattice model describing such a situation is the Be-
nalcazar, Bernevig, Hughes (BBH) model [24], depicted in figure 1.19, which essentially consists
in ”crossing” arrays of SSH models along the x and y directions such that chiral symmetry is
preserved. The resulting Hamiltonian follows the additive construction and reads

Ĥ = ĤSSH,x ⊗ 1+σz ⊗ ĤSSH,y (1.76)

where σz is the chiral-symmetric operator of the two underlying SSH models, and which, in a
more explicit form, becomes

Ĥ =


0 t+ t′T †

y t+ t′T †
x 0

t+ t′Ty 0 0 t+ t′T †
x

t+ t′Tx 0 0 −(t+ t′T †
y )

0 t+ t′Tx −(t+ t′Ty) 0

 (1.77)

where Tx =
∑
nx,ny

|nx + 1, ny⟩ ⟨nx, ny| and Ty =
∑
nx,ny

|nx, ny + 1⟩ ⟨nx, ny| are the translation
operators of one lattice unit along x and y respectively. We also impose open boundary conditions
as in figure 1.19.

The Hamiltonian Ĥ inherits chiral symmetry from the two underlying chiral symmetric lower
dimensional systems, and its chiral operator reads Ĉ = σz ⊗ σz. The chiral zero-modes of Ĥ
can then be easily found: using the additive chiral construction, we know that the zero-modes
of Ĥ must also be zero-modes of ĤSSH,x and ĤSSH,y on each part of the tensor product. They
must therefore be of the form ψx ⊗ ψy where ψx/y is the zero-mode in the x/y direction of the
SSH model. It follows that for |t′| > |t|, where the SSH models are topological, the BBH model
Ĥ has one topological zero-mode of chirality +1 in its bottom-left corner, and therefore, it has
I = 1 for the cut-off θ̂Γ = e−(x2+y2)/Γ2 , which acts in both position directions.

The use of the shell invariant is, however, not as straightforward as in the previous cases.
The reason is that the shell, that encircles the corner of interest (see figure 1.19), runs not only
over the bulk but also over the sharp edges where the Hamiltonian does not vary smoothly.
Therefore, taking the limit Γ → ∞ in the shell invariant does not guarantee the semi-classical
limit in every directions. As a consequence, we cannot derive an expression of the shell index
which is as simple as (1.53).

We can still simplify partially the expression by using the translation invariance of ĤF in
the direction parallel to each edge. In fact, one can show (see appendix C) that the index can
be written as the sum of two contributions Ishell = Iedge,x + Iedge,y where each contribution is
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1.3. Higher dimensional chiral mode-shell correspondences

Figure 1.19: Lattice BBH model with chiral zero-modes of positive/negative chirality depicted in
red/blue. The shell is shown in green, an example of unit cell is shown in purple. The thickness
of the links represents the strength of the coupling. The system has open boundary conditions
with edges given by the horizontal and vertical lines x = 0, x = L, y = 0, y = L.

localised at one of the two edges and where we can use the Fourier transform in the direction
parallel to that edge. In particular, Iedge,x can be written as

Iedge,x = −1
24π

∫ 2π

0
dkxT̃r

(
C̃H̃F [d̃, H̃F ]3

)
(1.78)

where the notation ∼ means that the Wigner-Weyl transform is performed in the tangent di-
rection only. The operator d̃ is for example d̃ = ∂xdkx + T †

ynydy − iTydky. The expression of
Iedge,x is obtained by switching the x and y coordinates.

Since the semi-classical treatment is invalid in the perpendicular direction to the edge, Iedge,x
(or equivalently Iedge,y) remains cumbersome to manipulate by hand.9 So we prefer here to
evaluate Iedge,x/y numerically. This also gives us the opportunity to show explicit examples of
numerical codes that compute numerical approximations of the indices. Those can be found
in Appendix C. One of these codes computes the index Imodes directly from the initial formula
(1.8) while the other one compute Ishell using the formulation with partial semi-classical limit
(1.78). For lattices of length L = 10 sites, both codes give I = 1 up to a deviation of less than
1%, which validates numerically the mode-shell correspondence for the BBH model.

We can mention that the recourse to additional symmetries is commonly used in the literature
of higher-order topological insulators. Those symmetries can be interpreted as a way to reduce
the complexity of the computation of the shell index by re-expressing it as a pure bulk quantity.
For instance in [24], it is claimed that due to the C4 rotational symmetry which is present in the
BBH model, the quadruple moment is a topological invariant in the bulk related to the number
of corner modes.

In conclusion, we explained how the BBH model is an example of chiral higher-order insula-
tor with topologically protected zero modes that fit in the mode-shell correspondence paradigm.

9In principle, a way to compute it analytically would be to list the bulk eigenmodes of the form ψ(ny, kx) =
ψ(kx)zny with z a complex number and ny the index of the unit-cell in the y-direction. Then, solving the
eigenmodes of energy E in the semi-infinite geometry (with one edge) can be done by searching them as a sum
of eigenmodes of the bulk problem with the same energy E and with z such that |z| ≤ 1 (not exponentially
increasing) and then imposing the boundary conditions. Doing so allows for diagonalising H(kx), from which one
can deduce H̃F (kx) and then finally compute Iedge,x. But these computations would be long and not particularly
enlightening
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Chapter 1. Mode-shell correspondence for chiral zero modes

This is a case where a full semi-classical limit cannot be obtained and where analytical expres-
sions of the shell invariant are therefore difficult. However we used this last example to show
how the mode and shell invariants can, in general, be computed numerically. This is a strength
of the formalism as, even if semi-classical limit is useful to obtain closed analytical expressions
for the different pedagogical examples we discuss extensively in this thesis, semi-classical is not
mandatory and we wanted to show an example where we go beyond it using numeric.

1.4 Conclusion
In this chapter, we have discuss the mode-shell correspondence in the case where the mode-index
is the chiral number of zero mode. We have shown that this correspondence unifies several
results in wave topology, from the bulk-edge correspondence, higher-order topological phases,
to the Callias index formula and the Atiyah-Singer index theory. We provided a wide variety
of examples, for discrete and continuous systems, in one and higher dimensions, to illustrate
the mode-shell correspondence in concrete models. In particular, we showed how the mode-shell
correspondence describes not only zero-energy edge states, but also zero-modes that can be more
generally localized in a region of phase space. We also discussed two systematic methods, dubbed
"additive" and "multiplicative" tensor products constructions, to simply elaborate topological
examples in higher D > 1 dimensions.
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Chapter 2
Mode-shell correspondence for spectral-flow
systems

In the previous chapter we showed that many topological phenomena in topological physics
are captured by a low energy index which counts the chiral number of zero modes located in
a particular region of phase space and developed the mode-shell correspondence formalism for
this case. In this chapter we would like to discuss the phenomenology and cases involving
another particularly important invariant, the 1D spectral flow, and show how a similar mode-
shell correspondence can be applied to it.

2.1 Spectral flow and mode-shell correspondence

2.1.1 Spectral flow index

Within this section, we start by introducing the mode index of this chapter which is the spectral
flow invariant [43,45,46]. It is defined as a property of the spectrum of a Hamiltonian operator
Ĥ(λ) which depends on a parameter λ. Physically, such a parameter can either have an external
origin, as in a pump or designate a coordinate in phase space. In this case, the most common
example is the wave number coordinate λ = k. Such a situation is encountered in continuous
wave systems, for which k ∈ R, but also in lattice models where k is a Bloch quasi-momentum
k ∈ S1 and is instead bounded 1.

The spectral flow is then defined as the number of eigenenergies E(λ) of Ĥ(λ) that alge-
braically cross a reference energy E0 when varying λ, that is

Is-f(E = E0) = (#crossings from E < E0 to E > E0) − (#crossings from E > E0 to E < E0).
(2.1)

A simple illustration is sketched in Figure 2.1. By construction, Is-f is obviously an integer.
However it is not obvious that it is a continuous function of the Hamiltonian Ĥ(λ) that is
robust to deformations. So, similarly to the chiral number of zero-modes discussed in the
preivous chapter, we want to formulate an equivalent but smooth formulation of the spectral
index.

1In fact, translation invariance is not strictly required to invoke λ = ki, as such a continuous parameter can
in principle follow more generally from a valid Wigner-Weyl transform when a semi-classical limit makes sense in
the direction conjugate xi.

49



Chapter 2. Mode-shell correspondence for spectral-flow systems

Figure 2.1: Example of evolution of the energies of the modes of an Hamiltonian depending on
λ. The positive crossing of the energy level E0 from below to above are denoted in red and the
negative crossing from above to below are denoted in blue. The overall spectral-flow index of
such system is therefore Is-f = 2 − 1 = 1

2.1.2 Smooth formulation of the index

To define a smooth version of the spectral index, we introduce, in the same fashion as in the
previous chapter, a smoothly flatten version of the Hamiltonian, ĤF (λ) = f(Ĥ(λ)) that has
the same eigenmodes as Ĥ but with a smooth flattening of the energies to ±1 above some
threshold |E − E0| < ∆, and smoothly interpolating in between (see figure 2.2). Typically, we
choose the gap threshold ∆ such that there is only a finite number of modes of Ĥ(λ) which
are gapless. Next, we introduce the unitary Û(λ) ≡ −eiπĤF (λ) to re-express the spectral flow
as the winding number of Û(λ) when λ spans either R or S1. Indeed, if a mode n participates
positively to the spectral flow, it means that its energy En(λ) bridges continuously the gap that
separates states of energy E < E0 − ∆ to the states of energy E > E0 + ∆, when varying λ. Its
rescaled energy f(En(λ)) then varies continuously from −1 to +1, so that the unitary eigenvalue
un ≡ −eiπf(En(λ)) winds counterclockwise once around the unit circle, yielding a winding number
of +1 (see figure 2.2). Similarly, a mode that contributes negatively to the spectral flow has
an energy that bridges the gap in the opposite way when sweeping λ, so that it contributes to
a winding of −1. In contrast, gapped modes with an energy above the gap E > E0 + ∆ have
a rescaled energy that maps to +1 on the unit circle, and therefore do not yield any winding
contribution. In the same way, gapped modes with an energy below the gap E < E0 − ∆ have
a rescaled energy that also maps to +1 on the unit circle, and do not contribute neither. The
net spectral flow thus corresponds to the sum of the winding numbers 1

2iπ
∫

Λ u
†
n∂λun of all the

rescaled energies of all the nodes n, that reads

Is-f = 1
2iπ

∫
Λ
dλTr

(
Û †(λ)∂λÛ(λ)

)
≡ W1(Û) (2.2)

Since Û = −eiπf(Ĥ) is a smooth function of Ĥ, the index Is-f is a continuous function of the
Hamiltonian. It is therefore a topological integer stable to smooth deformations of Ĥ.

However similarly to what happens for the chiral number of zero modes, in finite systems,
the total winding number is often zero. Therefore one would like to select a particular crossing
in a sub-region of phase space with gapless spectra (confined in position at an edge or an hinge,
or confined in wavenumber). This can be done in a very similar way by adding a cut-off θ̂Γ

Is-f = W1(Û) = 1
2iπ

∫
dλTr

(
Û †(λ)∂λÛ(λ)θ̂Γ

)
(2.3)

where θ̂Γ is close to the identity in the sub-region we want to select, and vanishes in the other
gapless regions. When such gapless regions are separated enough in phase space by a region
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2.1. Spectral flow and mode-shell correspondence

Re

Figure 2.2: a) Projected energy spectrum denoted Sp(Ĥ) of a typical topological Hamiltonian
Ĥ. United stripes denote the gapped bulk bands, the red line denotes a gapless mode confined
at the edge with positive spectral flow. b) Sketch of a possible smooth flattening function. c)
Spectrum of the operator ĤF = f(Ĥ) where the bulk bands are flattened. d) Spectrum of
−eiπĤF , where all gapped modes are mapped to 1 and the gapless mode of positive spectral flow
is now mapped to a mode of positive winding number.

where Ĥ is gapped; and when Ĥ has a short-range behavior in the direction of separation, the
addition of a cut-off does not alter the quantisation of the winding number which remains an
integer up to exponentially small deviations. Similar to what we discuss in the previous chapter,
the cut-off can take many form by selecting modes confined in one (topological insulator) or
several directions (higher-order insulator) in position or in wavenumber. Moreover the cut-off
can also be in the parameter λ which is useful in the case where it is unbounded (λ ∈ R). Modes
with different localisation in phase space with their natural choice of cut-off are illustrated in
figure 2.3.

It is interesting to note that the formulation of the spectral flow (capturing gapless topology),
can be formulated as a winding number. Such a kind of topological invariant can also be obtained
in the context of bulk invariants (capturing gap topology) of 1D systems with a chiral symmetry.
This is a remnant of the fact that invariant capturing low-energy topology are often related to
invariants describing gapped topology but in a different symmetry class.

In fact if we define the operator Ĥ ′ such that

Ĥ ′ =
(

0 −e−iπĤF

−eiπĤF 0

)
= −σxe−iπσz⊗ĤF (2.4)

We can observe that it has a chiral symmetry {σz, Ĥ ′} and is gapped as Ĥ ′2 = 1. Moreover its
topology is linked to that of Ĥ as we have

Is-f = 1
4iπ

∫
dλTr′(σzĤ ′(λ)∂λĤ ′(λ)θ̂Γ) (2.5)

where Tr′ denote the trace on the new Hilbert space which is now twice as big. Such expression
is similar to the expression of the bulk-index in 1D chiral systems encountered in the previous
chapter.

The mode-shell correspondence of the spectral flow: Similar to the chiral number of
zero modes that we studied in the previous chapter, the spectral flow index also verifies a mode-
shell correspondence. This means that it can be express, up to a rearranging of the terms, as an
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Chapter 2. Mode-shell correspondence for spectral-flow systems

Figure 2.3: Figures illustrating different possible cut-off in different situations a) a cut-off which
is in the parameter λ b) a cut-off which is only in position x as in the 2D quantum hall effect c)
a cut-off which is in both x, kx, λ as in the 2D valley quantum hall effect d) in x, y as in a higher-
order insulator. The location of the gapless modes of positive/negative spectral is denoted in
red/blue, the shell induced by the cut-off in green.

index which is defined in the shell region which surround the gapless mode in phase space and
where Ĥ is gapped.

To make this appearent we introduce the path of unitaries Ût = −eitĤF and correspondingly
chiral operators Ĥ ′

t =
(

0 Û†
t

Ût 0

)
which interpolates between a trivial state U0 = 1 of zero winding

number and our target unitary Û1 = Û . If we differentiate the spectral flow-index (2.3) with
respect to t and integrate by part in ∂λ, we obtain

Is-f = 1
4iπ

∫ π

0
dt

∫
dλTr′(σ̂z∂t

(
Ĥ ′
t∂λĤ

′
t

)
θ̂Γ)

= 1
4iπ

∫ π

0
dt

∫
dλTr′(σ̂z

(
∂tĤ

′
t∂λĤ

′
t + Ĥ ′

t∂t,λĤ
′
t

)
θ̂Γ)

= 1
4iπ

∫ π

0
dt

∫
dλTr′(σ̂z

(
∂tĤ

′
t∂λĤ

′
t − ∂λĤ

′
t∂tĤ

′
t

)
θ̂Γ) − Tr′(σ̂zĤ ′

t∂tĤ
′
t∂λθ̂Γ)

(2.6)

By then using the identity (Ĥ ′
t)2 = 1 and its differentiated version {Ĥ ′

t, ∂t/λĤ
′
t} = 0 we can

obtain

Is-f = −1
4iπ

∫ π

0
dt

∫
dλ

1
2 Tr′(σ̂zĤ ′

t∂tĤ
′
t

(
∂λĤ

′
t[θ̂Γ, Ĥ

′
t] − [θ̂Γ, Ĥ

′
t]∂λĤ ′

t

)
) + Tr′(σ̂zĤ ′

t∂tĤ
′
t∂λθ̂Γ)

(2.7)
which is an expression which is contained on the shell as all its terms contains either a commu-

tator of the cut-off [θ̂Γ, ĤF ] or a derivative ∂λθ̂Γ. Therefore we can now use that, in this region
Ĥ2
F = 1 and therefore −eitĤF = − cos(t) − i sin(t)ĤF and so Ĥ ′ = −σx cos(t) − σy sin(t)ĤF

which leads to the following expression for the shell invariant

Is-f = −1
4iπ

∫ π

0
dt

∫
dλi sin(t)2 Tr

(
ĤF

(
∂λĤF [θ̂Γ, ĤF ] − [θ̂Γ, ĤF ]∂λĤF

))
+ 2iTr

(
ĤF∂λθ̂Γ

)
= −

∫
dλ

1
2 Tr

(
ĤF∂λθ̂Γ

)
+ 1

4 Tr
(
ĤF∂λĤF [θ̂Γ, ĤF ]

)
≡ Ishell

(2.8)
Similarly to the phenomenology we observed in the previous chapter, the shell invariant

is more prone to semi-classical limits. When its occurs, the shell index can be reduced to a
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2.1. Spectral flow and mode-shell correspondence

Figure 2.4: Summary diagram of the mode-shell correspondence when the mode invariant is
the spectral flow. We use a smoothly flatten version ĤF of the Hamiltonian Ĥ and the derived
unitary Û = −eiπĤF to define two indices: the W1 of Û counting the spectral flow of Ĥ, a gapless
property, and Ishell measuring gapped properties on the boundary enclosing the gapless region
(namely the shell) and which reduces, in a semi-classical limit, to a (higher) Chern number. The
prefactor aD of C2D is given in (2.9).

(higher)-Chern number

Is-f = 1
22D+1D!(−2iπ)D

∫
shell

Tr
(
HF (dHF )2D

)
= C2D (2.9)

where 2D = DS is the dimension of the shell which is in general even (otherwise, CDS = 0).
When DS = 2, C2 is the usual first Chern number, when DS ≥ 4, it is a higher-Chern number
and when DS = 0, the shell is zero-dimensional and therefore a collection of point on which
Tr(HF ) is just the number of positive energies minus the number of negative energies of H on
those points.

Instead of working with the flatten Hamiltonian HF , one can also work with the Fermi
projector P on the negative bands of H. Since the Hamiltonian is gapped, we have the relation
HF = 1 − 2P and therefore we can have

Is-f = −1
D!(−2iπ)D

∫
shell

Tr
(
P (dP )DS

)
= CDS (2.10)

which is a formula equivalent to the Berry curvature formalism [34, 74] using P =
∑
i |ψi⟩ ⟨ψi|

where |ψi⟩ are the bands selected by the projector.

2.1.3 Spectral flow and quantised conductance

In the previous section, we developed an expression of the spectral flow where it is relatively easy
to show that it is a topological index which verifies a mode-shell correspondence. However, an
other important part associated to the existence of a spectral flow λ = k in quantum materials
is the existence of a quantised conductance which is associated to dissipation-less currents. Such
a result is known as the Landaueur formula [167, 168]. We would like to revisit this result in
this section, with the particular tools of our formalism.

For that we proceed in two parts. In the first part, we explain how one can compute the
conductance in systems where the gapless excitations are sufficiently separated in phase space so
that scattering is highly suppressed. In the second one we show how to manipulate our original
formulation of the spectral flow to make appear explicitly the conductance expression.
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Chapter 2. Mode-shell correspondence for spectral-flow systems

Figure 2.5: Computation of the charge in the region R and the current going trough it’s bound-
ary. The probability density ρ of the electron wave is denoted in grey, the function θR selecting
the R region is denoted in yellow.

To compute the conductance, one can first start by finding expression for the electric current.
If θR is a function which is 1 inside a region R, 0 outside and has intermediate values near its
boundary (see figure 2.5) then for a density matrix ρ, the charge contained inside R is given by

Q = −eTr
(
ρ̂θ̂R

)
(2.11)

The time evolution of the density matrix is given by ∂tρ = i
ℏ [ρ,H] so we have

j = ∂Q

∂t
= −ie

ℏ
Tr
(
[ρ̂, Ĥ]θ̂R

)
= −ie

ℏ
Tr
(
ρ̂[Ĥ, θ̂R]

)
(2.12)

Because the commutator [Ĥ, θ̂R] appears in this expression, j is a quantity which is confined at
the boundary of R and measures the flux of charges which cross it.

If we are interested in the current propagating in the, let’s say, x direction around x = 0,
one then take the function θR which is 1 on the sites where x < 0 and 0 on the other. Then
the quantity (2.12) is a measure of such a current. If we assume that our system is invariant by
translation in the y direction with

〈
n′
y

∣∣∣ θ̂ |ny⟩ = ρn′
y−ny and

〈
n′
y

∣∣∣ Ĥ |ny⟩ = Ĥn′
y−ny and perform

a Wigner-Weyl transform in the y direction, the expression (2.12) becomes

j = −e
2πℏ

∫
dky

∫
dyTr

(
ρ̂(ky)∂kyĤ(ky)∂yθR(y)

)
= e

2πℏ

∫
dky Tr

(
ρ̂(ky)∂kyĤ(ky)

) (2.13)

as every other orders in the semi-classical expansion of the Moyal product have vanishing
integral in y 2.

Using this formalism one could, for example, compute the current of a system at thermal
equilibrium where ρ̂β,µ = (1 + exp

(
β(Ĥ − µ)

)
)−1 where µ is the chemical potential and β =

1/(kbT ). However, as long as the original model is discrete (ky ∈ [−π/a, π/a] bounded to a
Brillouin zone) and that ρ(ky) has a finite number of degrees of freedom, it is possible to show
that such equilibrium current must vanish.

However if an Hamiltonian has gapless modes which are sufficiently far away in phase space
so that scattering is suppressed between those modes, it is possible to define out-of equilibrium
states which are stationnary (up to exponentially slow correction) with a non-vanishing current.
Typically in this case one can define a thermal state where the chemical potential between the
gapless modes differs. Because the scattering between the modes is supposed to be suppressed,
no thermalisation between the different modes occurs and it is an almost steady state.

2After the Wigner-Weyl transform, we should, in theory not use the same notation for the trace as the Hilbert
space has changed and not put a hat on the symbol operator. However this Wigner-Weyl transform is partial and
distinct from full semi-classical limit we will do later in the chapter. So to avoid multiplying the notations and
be consistent with the rest of the chapter, we keep it as it is.
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2.1. Spectral flow and mode-shell correspondence

Figure 2.6: Off-equilibrium distribution of ρ̂β,µ + (ρ̂β,µ′ − ρ̂β,µ)θ in the case where a) the modes
are separated in wavenumber as in the bulk of 1D chain of section 2.2.1 b) separated in position
as at the different edges of 2D Chern insulator of section 2.3.1. Despite being off equilibrium,
the relaxation time is slow as the separation in phase space inhibit the scattering.

Such a state can be describe as follows

ρ̂ = ρ̂β,µ + (ρ̂β,µ′ − ρ̂β,µ)θ̂ (2.14)

where µ and µ′ are two different chemical potentials lying inside the gap. θ is a cut-off operator
(not to be confused with θ̂R introduced earlier to compute the current) which is the identity 1
near the gapless modes which are at chemical potential µ′ and vanishes near the one which are
at chemical potential µ (see figure 2.6). Since we assume that the gapless modes are separated in
phase space by a gapped region, we have that [ρ̂, Ĥ] = (ρ̂(µ′) − ρ̂(µ))[θ̂, Ĥ] ≈ 0 as (ρ̂(µ′) − ρ̂(µ))
is only non-zero on the gapless modes and [θ̂, Ĥ] is located in the intermediate region where θ̂
goes from the identity to zero which is in the gapped region. Hence the ρ̂ state has an almost
stationnary evolution.

Now if we compute the current associated to this state we obtain

j = e

2πℏ Tr
(
(ρ̂(µ′) − ρ̂(µ))θ∂kH

)
(2.15)

Our goal is to show now that this current can be written up as

j = −e(µ′ − µ)
2πℏ Is-f. (2.16)

For that purpose we start by recognising that one way to construct the flatten Hamiltonian
used in the spectral-flow definition 2.3 is through thermal density. Indeed, as long as β is small
compared to the gap and the chemical potential µ lies inside the gap, gapped modes are either
completely filled or completely empty depending on if they are above or below the gap, so
ĤF = 1− 2ρ̂β,µ is, in this case, a valid flatten Hamiltonian.

Then, we use the fact that Û =
∫
dtg̃(t)eitĤ3 where g̃(t) is the Fourier transform of g(E) =

− exp(iπ(1 − 2ρβ,µ(E))) with ρβ,µ(E) the electron filling function. Then we can rewrite the
expression 2.3 of the spectral flow index as

Is-f = 1
2iπ

∫
dkTr

(
Û †∂kÛ θ̂

)
= 1

2iπ

∫
dkTr

(
Û †
∫
dtg̃(t)∂keitĤ θ̂

)
= 1

2iπ

∫
dkTr

(
Û †
∫
dtig̃(t)

∫ t

0
dt′ei(t−t

′)Ĥ(∂kĤ)eit′Ĥ θ̂
) (2.17)

3can be simply checked in a diagonalisation basis of Ĥ
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Chapter 2. Mode-shell correspondence for spectral-flow systems

Because the index is only non zero on gapless modes, it confines us in the gapless region and
so commutators with θ must vanish. Therefore we obtain

Is-f = 1
2iπ

∫
dkTr

(
Û †
∫
dtitg̃(t)eitĤ(∂kĤ)θ̂

)
= 1

2iπ

∫
dkTr

(
Û †
∫
dtitg̃(t)eitĤ(∂kĤ)θ̂

)
.

(2.18)

If we then use that itg̃(t) is the Fourier transform of g′(E) = −i2πρ′
β,µ(E)g(E) so∫

dtitg̃(t)eitĤ = −i2πÛ∂µρ̂β,µ, (2.19)

and therefore
Is-f = −

∫
dkTr

(
∂µρ̂β,µ(∂kĤ)θ̂

)
(2.20)

Then, because the spectral flow doesn’t change as long as µ stays inside the gap, we can integrate
over µ using ρ̂(µ′) − ρ̂(µ) =

∫ µ′

µ dµ′′∂µ′′ ρ̂β,µ′′ , and obtain the wanted result

j = −e(µ′ − µ)
2πℏ Is-f (2.21)

If we took now µ′ − µ = −eV where V is the difference of electric potentials between the two
modes and use that 2πℏ = h, we obtain

j = e2V

h
Is-f (2.22)

which proves the quantisation of the conductance.

2.2 Mode-shell correspondence in 1D and 2D systems

2.2.1 1D quantum channel

Let us start with the most simple example which exhibits a spectral flow. Let us consider the
bulk of a 1D metal. Typically, there is a spectral flow at each point of the Fermi surface.

We can consider the simple 1D Hamiltonian with a hopping terms t between neighbouring
sites and no on-site potential.

Ĥ =
∑
n

t/2(|n⟩ ⟨n+ 1| + |n+ 1⟩ ⟨n| (2.23)

This Hamiltonian is invariant by translation, so the Wigner-Weyl transform coincides with
the Bloch transform here

Ĥ(k) = 2t cos(k) (2.24)

If we assume that the Fermi energy is zero EF = 0 we see that the spectrum of the Bloch
Hamiltonian crosses twice the Fermi energy, at k = −π/2 and at k = π/2 (see figure 2.7). This
Hamiltonian is therefore gapless and the associated material metallic.

If we focus our attention on those individual crossings, we see that the one at k = −π/2
is a crossing of positive spectral flow Is-f = 1 (with flow parameter λ = kx) while the one at
k = π/2 is associated to a negative spectral flow Is-f = −1. In that case the cut-off θ̂Γ should
be in wavenumber to separate one crossing from the other (see figure 2.7).
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2.2. Mode-shell correspondence in 1D and 2D systems

Figure 2.7: Schematic band dispersion of the 1D chain (2.23). It crosses in k = −π/2 and
k = π/2 the zero energy line with respectively a positive and negative spectral flow. If one want
to isolate the spectral flow in k = π/2, one can choose a cut-off like the one denoted in green.

At first order in the semi-classical limit, the shell invariant gives

Ishell = −
∫
dλ

1
2 Tr

(
ĤF∂λθ̂Γ

)
+ 1

4 Tr
(
ĤF∂λĤF [θ̂Γ, ĤF ]

)
S−C−−−→ −

∫
dλ

1
2 Tr(HF∂λθΓ) (2.25)

If we define P̂ (k) = (1 − ĤF (k))/2, the Fermi projector on eigenvector of energy below the
Fermi energy EF = 0 and take a sufficiently sharp cut-off profile, θ̂Γ −→ 1[k0−Γ,k0+Γ] (where
k0 is the position of the crossing and Γ is the radius of the shell) such expression reduces to
Ishell = Tr(P (k0 − Γ)) − Tr(P (k0 + Γ)). The shell invariant is therefore the number of negative
band eigenvalues on the left minus the number of negative eigenvalues on the right. It can be
check easily that we indeed have that Ishell = 1 around k0 = −π/2 and Ishell = −1 around
k0 = π/2, therefore mode-shell correspondence is verified.

Those indices remain quantised and topologically protected as long as there is a gap which
separate them in phase space, but also as long as the Hamiltonian is short range in wavenumber.
This is here insured by the fact that the Hamiltonian is invariant by translation and hence
diagonal in wavenumber. In general, we do not need perfect invariance by translation and could
allow the coefficients of the Hamiltonian to be slowly varying in position space (compared to
the inter site distance). For example, phonons of large wavelength (compared to the lattice
wavelenght) induce only small deformations of the Hamiltonian, so the scattering they generate
between the two valleys would sill be exponentially small.

1D ballistic conductors are examples of materials where the mean free-path associated to
the scattering is small compared to the lenght of the material. In those materials, quantisation
of the conductance, as predicted by Landaueur [169], was indeed observed [168].

The main problem in condensed-matter applications is that defects in the lattice structure
(vacancies, impurities, ...) induce perturbations which do not evolve slowly compared to the
inter-site distance. This can therefore induce a scattering between the two valleys and could
therefore destroy the topological protection.

We study, in the next section, the case of Chern insulators where spectral flow modes are
separated in position which provides enhanced topological protection compared to the separation
in wavenumber discussed here.

57



Chapter 2. Mode-shell correspondence for spectral-flow systems

2.3 2D cases

2.3.1 2D lattice Chern insulator

In this section we illustrate how the mode-shell correspondence coincides with the bulk-edge
correspondence in the case of Chern insulator on 2D discrete lattices. We consider a Hamiltonian
Ĥ on this 2D lattice. We call x and y the spatial dimension of the lattice. For simplicity, we
assume that the lattice is invariant by translation in the y direction so that ky can serve as a
spectral flow parameter. We then consider that the lattice has an edge/interface near x = 0
where the Hamiltonian Ĥ may have gapless edge/interface and is gapped far away from it. In
particular we study the case where the Hamiltonian converges toward the bulk Hamiltonians
Ĥ± far on the left/right of the interface.

Since we work on a lattice, the wavenumber are bounded and so one can choose a cut-off
which is only in position like for example θ̂Γ = exp

{
−x2/Γ2} or θ̂Γ = (1 + exp

{
x2 − Γ2})−1.

Because of that, the term Tr
(
ĤF∂λθ̂Γ

)
in the expression of the shell invariant vanishes (2.8).

If we do a semi-classical approximation of the other terms by replacing the commutators by
Poisson brackets we obtain

Ishell = −1
8iπ

∫ 2π

0
dky

∫ 2π

0
dkx

∑
nx

Tr
(
HF∂kxHF∂kyHF δnxθΓ

)
(2.26)

which when we sum over nx the discrete lattice coordinate associated to x using that
∑
nx>0 δnxθΓ =

−1 and
∑
nx<0 δnxθΓ = 1 gives that shell index reduces to the difference of Chern number inte-

grated on the 2D-Brillouin zone in the bulk far on the right (denoted +) and on the left (denoted
−) of the interface/edge

Ishell = −1
8iπ

∫
[0,2π]2

dkxdky Tr
(
HF,+∂kxHF,+∂kyHF,+

)
− Tr

(
HF,−∂kxHF,−∂kyHF,−

)
= 1
iπ

∫
[0,2π]2

dkydkx Tr
(
P+∂kxP+∂kyP+

)
− Tr

(
P−∂kxP−∂kyP−

)
≡ C+ − C−

(2.27)

where P is the Fermi projector on the negative bands satisfying HF = 1 − 2P .
Through theses explicit computations, we therefore recover the expected bulk-edge corre-

spondence as a semi-classical limit of the shell index.

An example of Chern insulator: The Qi-Wu-Zhang model An example of model which
exhibits a spectral flow is the well known Qi-Wu-Zang (QWZ) model [170]

Ĥ =
(

sin(ky)
∑
n |n+ 1⟩ ⟨n| + (M + cos(ky))1∑

n |n⟩ ⟨n+ 1| + (M + cos(ky))1 − sin(ky)

)
(2.28)

where ky is the wavenumber associated to the y direction and n is a lattice number associated
to the x direction.

Spectral flow occurs in this model when the lattice has an edge with an open boundary
condition. The way to see this is to first realise that this model can be decomposed as a sum of
a SSH model with a term breaking the chiral symmetry

Ĥ(ky) = σz sin(ky) + ĤSSH(ky) (2.29)

where ĤSSH(ky) is the SSH model as presented earlier in section 1.2.1 with coefficient t′ = 1 and
t = M+cos(ky), while σz is the chiral operator associated to this SSH model {σz, ĤSSH(ky)} = 0.
We therefore have

Ĥ2(ky) = sin(ky)2 + ĤSSH(ky)2 (2.30)
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2.3. 2D cases

so we can only have modes |ψ(ky)⟩ crossing the zero-energy if ky = 0 or if ky = π. Moreover
those modes must be zero modes of the SSH model ĤSSH(ky) |ψ⟩ = 0. With our knowledge of
the SSH model, we know that this can only happen when |t′| = 1 > |M + cos(ky)| = |t| and is
confined on the edges. On the left edge, we moreover know that the mode is of positive chirality
|ψ(ky)⟩ =

(
|ψ(ky)⟩+

0

)
. It follows that, at first order in ky around the crossing point, we have that

Ĥ(ky) |ψ(ky)⟩ = (
(

sin(ky) 0
0 − sin(ky)

)
+ ĤSSH(ky))

(
|ψ(ky)⟩+

0

)
≈ ±ky |ψ(ky)⟩ (2.31)

where ±1 = 1 when the crossing point is at ky = 0 and −1 when it is at ky = π. Therefore
the crossing point is associated respectively to a positive/negative spectral flow. Moreover the
overall spectral flow depends on if ĤSSH(ky) is topological or not at ky = 0 and at ky = π. If it
is topological in either position, there is no spectral flow. If it is topological ky = 0 but not at
ky = π, there is a positive spectral flow. If it is topological at ky = π but not at ky = 0, there
is a negative spectral flow. And if it is topological in both, the two local spectral flow cancel
each other and the overall spectral flow vanishes. Doing such analysis using that ĤSSH(ky) is
topological if and only if |t′| > |t|, we obtain the following phase diagram 2.8 depending on the
M parameter.

Figure 2.8: Different values of the total spectral flow index depending on the M parameter.
When |M | > 2, ĤSSH(ky) is trivial both for ky = 0 and ky = π so there is no spectral flow.
When −2 < M < 0, ĤSSH(ky) is topological at ky = 0 and trivial at ky = π leading to a positive
spectral flow. When 0 < M < 2, ĤSSH(ky) becomes trivial at ky = 0 while becoming topological
at ky = π leading to a negative spectral flow.

The shell/bulk invariant is then derived from the symbol/Bloch transform of this Hamiltonian
in the bulk which is

H =
(

sin(ky)
∑
n e

−ikx +M + cos(ky)
eikx +M + cos(ky) − sin(ky)

)
(2.32)

using the expression (2.26).
Such Chern number is, to our knowledge, difficult to compute directly in an analytical way.

One could use degrees formula [45] or numerical methods to compute it. In all cases, one can
recover the same diagram as in figure 2.8. It is still interesting to note that the mode index is
easier to compute than the bulk one in this model.

2.3.2 2D continuous case

In this section we present the case of continuous systems where a spectral flow can also occurs.
In continuous systems, wavenumber is unbounded as k ∈ R (contrary to discrete systems where
k ∈ [0, 2π]). As λ is typically interpreted as a wavenumber, we also assume that it is unbounded
λ ∈ R Therefore one needs to consider a cut-off which selects not only in position x but also in
wavenumber k and λ, for example taking θ̂Γ = (1 + exp

(
x2 − ∂2

x + λ2 − Γ2))−1. This therefore
changes the shape of the shell in phase-space which is no longer a Brillouin zone in the bulk as in
the discrete case but instead a sphere (x, k, λ) of radius Γ (as in figure 2.3.c). The semi-classical
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Chapter 2. Mode-shell correspondence for spectral-flow systems

Figure 2.9: Spectrum of the modified Jackiw-Rebbi model. (left) spatial amplitude of the
modes (right) associated energies. Modes are labeled by an integer n, the mode for n = −1 is
the spectral flow mode denoted in red.

limit of the shell index (2.8) gives 4

Ishell −→ −1
i16π

∫
x2+kx+λ2=Γ2

Tr(HFdHFdHF ) (2.33)

with differential dHF = ∂xHFdx+ ∂kxHFdkx + ∂λHFdλ.

An example: generalised Jackiw-Rebbi model/2D fermion with varying mass One
of the advantage of studying spectral flows in a continuous regime is that there is a particularly
simple example which is topological that is easy to analyse completely. To generate such an
example, one takes the Jackiw-Rebbi Hamiltonian discussed in 1.2.3 Ĥjr =

(
0 x+∂x

x−∂x 0

)
and

add a term proportional to −∂xσz giving the Hamiltonian

Ĥ =
(

ky x+ ∂x
x− ∂x −ky

)
. (2.34)

We call this model, a generalised Jackiw-Rebbi model. One can also see this Hamiltonian as
a 2D Dirac operator with a varying mass m(x) = x in σx [10, 45].

Since, as in the previous example, kyσz anticommutes with Ĥjr, we can show that if there is
a mode |ψ(ky)⟩ that crosses the zero-energy, then this crossing must be at ky = 0 and moreover
|ψ(ky = 0)⟩ must be a zero mode of Ĥjr.

As the Jackiw-Rebbi model has exactly one zero-mode (e−x2/2/
√

2π, 0)t of positive chirality,
there is exactly one crossing. Moreover, since ky is an increasing function, such a crossing is
associated to a positive spectral flow (see figure 2.9. The model is therefore topological.

The generalised Jacky-Rebby model can be understood as a continuous version of the QWZ
model. Therefore we only have one crossing at ky = 0 (the other possible crossing at ky = π/a
is sent to infinity when the inter-site distance a −→ 0). The other difference is that the mass
coefficient m(x) is not discontinuous as with open-boundary conditions but instead is smooth.

Since such a model is more simple, it is easy to compute the shell index analytically.
We need to first compute the symbol which is

H =
(

ky x+ ikx
x− ikx −ky

)
. (2.35)

4Such semi-classical limit is more difficult to obtain than its discrete counter-part of the previous section. This
is due to the fact that in the expression of the shell index (2.8), the terms in Tr

(
ĤF ∂λθ̂Γ

)
no longer vanishes and

whose semi-classical limit is not obviously of the following form and need additional treatment.
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2.4. Higher dimensional construction

H2
F = k2

x + k2
y + x2 can then show that the flatten Hamiltonian ĤF writes

HF = 1√
k2
x + k2

y + x2

(
ky x+ ikx

x− ikx −ky

)
. (2.36)

if we introduce spherical coordinate (ky = Γ cos(θ), x = Γ sin(θ) cos(ϕ), kx = Γ sin(θ), cos(ϕ) on
the shell then gives

HF =
(

cos(θ) sin(θ)eiϕ
sin(θ)e−iϕ − cos(θ)

)
. (2.37)

One can then compute Tr(HFdHFdHF ) = −4i sin(θ) which, once integrated on the shell, gives
that Ishell = −1

16iπ
∫ π

0 dθ
∫ 2π

0 dϕ4 sin(θ) = 1 and therefore both sides of the mode-shell correspon-
dence can be verified analytically.

2.4 Higher dimensional construction

2.4.1 Weak/stacked topology

Similarly to what we did for the chiral number of zero modes, it is possible to create systems
with a very high spectral flow number by just stacking layers of 1D channel or of 2D Chern
insulators in a perpendicular direction. This can be useful as the resistance quantum associated
to a single channel is quite large R = h/e2 ≈ 26kΩ. When there are multiple channels, this
resistance becomes R = h/(e2N) where N is the number of stacked channels. In condensed
matter application, the distance between layers can be as low as 10−9∼10m so N can be quite
large and the theoretical resistance of the sample can become quite small for macroscopical
transverse lenght which can be of interest for practical applications.

A simple model with such a phenomenology is made of N uncoupled stacked layers of some
QWZ Chern insulator which reads

Ĥ =
(

sin(ky)
∑
n |n+ 1⟩ ⟨n| + (M + cos(ky))1∑

n |n⟩ ⟨n+ 1| + (M + cos(ky))1 − sin(ky)

)
⊗

N∑
m=1

|m⟩⟨m|

(2.38)
where m is the index of the layer and N is the number of layers. In this case the model has a
spectral flow index of Is-f = N .

One can consider the stacking of uncoupled 1D quantum channel, which can be done in two
transverse directions

Ĥ =
∑
n

t/2(|n⟩ ⟨n+ 1| + |n+ 1⟩ ⟨n| ⊗
N∑

m,m′=1

∣∣m,m′〉〈m,m′∣∣ (2.39)

where m and m′ are the index of the layers in the two transverse directions.This model has
therefore a spectral flow index of Is-f = N2.

The fact that we consider uncoupled layers is just for the sake of having, quick to solve,
models. One can add inter-layer couplings without breaking the topological protection. The
only constraint is that the coupling between the layers must be weak enough5 to not close the
gap in the region separating the modes of opposite group velocity. In the case of the stack of
Chern insulators, the additional inter-layer couplings must not close the bulk gap. In the case

5meaning that the coupling between the atoms must be quite anisotropic, strong inside the layer, weak between
them.
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Chapter 2. Mode-shell correspondence for spectral-flow systems

of the stack of 1D chains, the Fermi surface must keep the property of being split in two distinct
connected component, one of positive group velocity, and one of negative group velocity6.

The main challenge to the use of those dissipation-less currents in electronic transport are
the conditions needed to obtain these unidirectional zero modes with topologically suppressed
scattering (by the separation in phase space). In the case of the quantum hall effect or the
Chern insulator, this require quite low temperature or/and high magnetic field [5, 171, 172]. In
the case of the 1D chain, the topological protection provided by the separation in wavenumber
is weaker. It may suppress the scattering by perturbation (like phonon) of low wavenumber but
are still sensible to the scattering of abrupt perturbation (like defects or short range interaction)
which would generate dissipation. Therefore the material would need to be particularly pure to
obtain good transport properties.

2.4.2 Higher-order topology

In the same way as in the previous chapter, there are also higher-order insulator where the spec-
tral flow modes are confined in more than one dimension. To generate such higher-dimensional
insulator simple to study we also use the same additive tensor product construction, introduced
in section 1.3.3, up to a difference of symmetry.

Additive tensor product construction ⊞

Indeed if ĤA and ĤB are two Hamiltonian with HA an Hamiltonian with chiral symmetry ĈA,
it is still possible to combine them through the construction

Ĥ = ĤA ⊗ 1+ĈA ⊗ ĤB (2.40)

although His, in this case, no longer a chiral Hamiltonian.
We still have the relation

Ĥ2 = Ĥ2
A ⊗ 1+1⊗Ĥ2

B + {Ĥ1, Ĉ1} ⊗ Ĥ2 = Ĥ2
A ⊗ 1+1⊗Ĥ2

B . (2.41)

so the spectrum of Ĥ is still of the form ±
√

(EAn )2 + (EBm)2 with E
A/B
n eigenenergies of ĤA/B.

In particular we also have that the zeros modes of Ĥ ′ is a product
∣∣∣ψAn 〉⊗

∣∣∣ψBm〉 of zero modes
of ĤA/B which is confined in both the gapless region of ĤA and the one of ĤB.

One important use of this construction is to take a chiral higher-order insulator and generate
a higher-order insulator with spectral flow. In this case we want to take an Hamiltonian Ĥ with
chiral symmetry Ĉ that has topological zero mode and transform it into an Hamiltonian with
topological spectral flow. We use the additive construction using ĤA = Ĥ and ĤB = λ which
generate the Hamiltonian Ĥ ′.

Ĥ ′ = λ⊞ Ĥ ≡ λĈ + Ĥ (2.42)

In the section 2.3.2, we already encounter a model of this type and we already argued that each
zero mode of positive chirality of Ĥ is associated to a mode of positive spectral flow of Ĥ ′ and
vice-versa for zero modes of negative chirality which are associated to a negative spectral flow.

In those constructions, the spectral flow dimension is unbounded. If we want a bounded
spectral flow parameter λ ∈ S1 as for wavenumber in discrete model, we need to tweak such an
expression. One way is to do replace k by sin(k) as

Ĥ ′ = sin(λ)Ĉ + Ĥ. (2.43)
6This is quite non-standard. In most material, the Fermi surface is a sphere (as in the Fermi gas problem) or

a deformed sphere and therefore has a single connected component with no splitting.
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2.4. Higher dimensional construction

Figure 2.10: Localisation of the zero modes in phase space depending on the construction used.
Modes zero-modes with positive/negative spectral flow are denoted in red/blue. (left) regular
additive construction of an SSH model using 2.43 (right) modified additive construction of an
SSH model using 2.44 .

This construction creates another zero mode of opposite spectral flow at k = π and which is
therefore separated only in wavenumber (see left of figure 2.10). If one wants to have a model
where the zero-modes are only separated in position, it is possible to use another construction
which if C = σz define H ′ as

Ĥ ′ = sin(λ)σz + σx + (Ĥ − σx)(1 + cos(λ))/2 (2.44)

which has the same spectral flow mode at λ = 0 as H ′(λ) ≈
λ∼0

λσz + Ĥ. Moreover it is gapped
for λ ̸= 0 as sin(λ) ̸= 0 and has no spectral flow modes at k = π as H ′(π) = σx is now gapped
(see right of figure 2.10). This is a similar situation to the QWZ model we encounter in section
2.3.1.We use the notation Ĥ ′ = sin(k)⊞̃Ĥ to refers to this useful construction.

When we instead take for Ĥ an chiral higher-order insulator, we obtain an higher-order
insulator with spectral flow.

Example 1: 3D continuous higher-order insulator For that example we take the contin-
uous 2D Jacky-Rossy model (1.72) Ĥ2D−JR of the previous chapter and add a λσz ⊗σz (σz ⊗σz
is the chiral operator of the Jacky-Rossy model) to transform it into a model with spectral flow.
This gives the model

Ĥ =


λ y − ∂y x− ∂x 0

y + ∂y −λ 0 x− ∂x
x+ ∂x 0 −λ −(y − ∂y)

0 x+ ∂x −(y + ∂y) λ

 = λ⊞ Ĥ2D−JR . (2.45)

The Jacky-Rossy model can itself be decomposed into two blocks of Jacky-Rebby model
Ĥ2D−JR = ĤJR ⊞ ĤJR. Therefore, the overall can be decomposed as the sum of 3 simple
building blocks.

Ĥ = λσz ⊗ σz + Ĥjr(x, ∂x) ⊗ 1+σz ⊗ Ĥjr(y, ∂y) ≡ λ⊞ ĤJR ⊞ ĤJR (2.46)

The symbol of this model is simple to calculate

Ĥ =


λ y − iky x− ikx 0

y + iky −λ 0 x− ikx
x+ ikx 0 −λ −(y − iky)

0 x+ ikx −(y + iky) λ

 . (2.47)

63



Chapter 2. Mode-shell correspondence for spectral-flow systems

The shell is here the 4D sphere λ2 + x2 + y2 + k2
x + k2

y = Γ2 (see figure 2.3.d) so it makes sense
to introduce spherical coordinates. If we compute the symbol of the flatten Hamiltonian in such
coordinates, we obtain

ĤF = cos(θ2)
(
cos(θ1)

(
0 e−iϕ1

eiϕ1 0

)
⊗ 1+σz ⊗ sin(θ1)

(
0 e−iϕ2

eiϕ2 0

))
+ sin(θ2)σz ⊗ σz (2.48)

whose higher-Chern number can be computed from the uniform higher-Berry curvature Trint(HFdH
4
F )

on the sphere which gives Ishell = −1/(256π2)
∫

S4 Trint(HfdH
4
F ) = 1 which therefore satisfies

the mode-shell correspondence.

Example 2: 3D higher-order insulator on a lattice One can do a similar procedure using
the BBH model (1.76) and create an example of a 3D higher-order insulator but which is defined
on a lattice with topological zero modes confined at edges separated in position

Ĥ = sin(λ)⊞̃ĤBBH. (2.49)

As the BBH model is itself a sum of SSH model ĤBBH = ĤSSH,x ⊞ ĤSSH,y, the general model
can be decomposed into three basic blocs

Ĥ = sin(λ)σz ⊗ σz + σz ⊗ σx(1 − cos(λ))/2

+ (1 + cos(λ))/2(
(

0 t+ t′T †
x

t+ t′Tx 0

)
⊗ 1+σz ⊗

(
0 t+ t′T †

y

t+ t′Ty 0

)
)

≡ sin(λ)⊞̃ĤSSH,x ⊞ ĤSSH,y

(2.50)

or can also be decomposed as a sum of a QWZ model with an SSH model

Ĥ = (sin(λ)⊞̃ĤSSH,x) ⊞ ĤSSH,y = ĤQWZ ⊞ ĤSSH. (2.51)

Similarly to the BBH or the QWZ model which are its building blocks. The shell invariant is
difficult to obtain explicitly, without using the mode-shell correspondence or using numerical
methods. We therefore do not compute it here. However the import message is that tensor
constructions are powerful tools to create, easy to analyse, models.

2.5 Conclusion
In this chapter, we have discussed the mode-shell correspondence when the mode index is the
spectral flow. We showed how it includes the bulk-edge correspondence as a particular example.
We also demonstrated that the mode-shell correspondence is a more general formalism beyond
the case of unidirectional modes localized in position in 2D lattices. We discussed how the mode-
shell can adapt to many situations beyond this case. We presented models that are continuous
rather than discrete. We introduced models where modes are localized in wavenumber instead of
position. Finally, we explored higher dimensional cases such as layer models with a macroscopic
spectral flow as well as higher order models where modes are localized in more than one direction.
All these generalizations are similar to those presented in the previous chapter. This, therefore,
shows that, up to the changes in the mode index, all the mode-shell phenomenology remains
qualitatively the same.
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Chapter 3
Mode-shell correspondence: 2D-Dirac cones
and 3D-Weyl cones

3.1 Construction of modes invariants and their mode-shell cor-
respondence

In the previous chapter, we constructed the 1D spectral flow, which is a topological mode
invariant applicable to Hamiltonians that depend on a single parameter λ. In this section,
we will demonstrate how it is possible to define topological invariants for Hamiltonians that
depend on more than one variable (λ1, . . . , λDM). Similarly to the spectral flow case, those
parameters can either have an external origin, as in a pump or designate a coordinate in phase
space. In particular, we will focus on the DM = 2 and DM = 3 cases where the parameters are
wavenumbers λi = ki coming from a Fourier/Bloch transform of the operator. We will see that,
in these cases, the DM = 2 and DM = 3 mode indices capture the number of 2D-Dirac cones and
3D-Weyl cones in the gapless spectrum of the Hamiltonian. In this case DM therefore represent
the number of dimensions on which the gapless mode can propagate. In the first chapter where
we studied chiral zero modes we therefore had DM = 0 while in the second chapter where we
studied the spectral flow invariant we had DM = 1.

To study both 2D-Dirac cones and 3D-Weyl cones, we distinguish two types of situations
for the Hamiltonian. In the case of 2D-Dirac cones, and generally when DM is even, we consider
Hamiltonians Ĥ with a chiral symmetry Ĉ such that {Ĥ, Ĉ} = 0. (Note: Dirac cones can also
be protected by time-reversal symmetry, but we don’t take that approach here.) In the case of
3D-Weyl cones, and generally when DM is odd, we consider Hamiltonians Ĥ with no particular
symmetry.

In both cases, we aim to describe topological phenomena occurring in the region of phase
space where Ĥ is gapless. In the previous chapter, we reformulated the spectral flow, a low-
energy invariant, as an invariant (a winding number) defined on a gapped Hamiltonian Ĥ ′ derived
from Ĥ. We follow a similar strategy here and define, depending on the chiral/non-chiral case,
the Hamiltonian

non-chiral symmetric (Ĥ in class A): Ĥ ′ =
(

0 −e−iπĤF

−eiπĤF 0

)
= −σxe−iπσz⊗ĤF

chiral symmetric (Ĥ in class AIII): H ′ = sin
(
πĤF

)
− C cos

(
πĤF

)
= −Ĉe−πĈĤF .

(3.1)

The Hamiltonians Ĥ ′ are trivial outside the gapless region. Because Ĥ2
F = 1 we have that

−e−iπĤF = 1 and therefore Ĥ ′ = ( 0 1
1 0 ) in the non-chiral case and similarly Ĥ ′ = Ĉ in the chiral
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Figure 3.1: Summary diagram of the mode-shell correspondence in odd mode dimensions DM.
In this case the mode-index is a higher winding number. The correspondence relate it to an
index defined on the shell Ishell which reduces to a Chern number in the semi-classical limit.
Similar diagram exist in even dimension.

case, which are both topologically trivial Hamiltonians with no inter-site couplings. Therefore,
the topologically non-trivial behavior of Ĥ ′ is concentrated in the gapless region. It should
be noted that with such a definition, if Ĥ is chiral symmetric, the corresponding Ĥ ′ has no
particular symmetry. In the opposite case where Ĥ has no symmetry, the corresponding Ĥ ′

is chiral symmetric. In both cases, Ĥ ′ is built in such a way that Ĥ ′2 = 1, so it is a gapped
operator on which we can apply the known theory of topological invariants, and in particular
express the mode index Imode as a (higher) Chern or a (higher) winding number

Ĥ in class A: Imode = WDM(Ĥ ′) = aDM

∫
Tr
(
σ̂zĤ

′(dĤ ′)DM θ̂Γ
)

Ĥ in class AIII: Imode = CDM(Ĥ ′) = bDM

∫
Tr
(
Ĥ ′(dĤ ′)DM θ̂Γ

)
aDM = ((DM +1)/2)!

(DM +1)!(−2iπ)(DM +1)/2 , bDM = 1
2DM +1(DM /2)!(−2iπ)DM /2

(3.2)

The notation dĤ ′ =
∑
i ∂λi

Ĥ ′dλi is a form notation, and the notation (dĤ)DM should be
understood as an antisymmetrized sum of all possible products of derivatives. For example, in
DM = 2, we have that (dĤ)2 = ∂λ1Ĥ∂λ2Ĥ−∂λ2Ĥ∂λ1Ĥ. The operator θ̂Γ is a cutoff operator that
selects a particular low-energy region of phase space similar to the spectral flow case. Finally
the integral runs over the parameters λi where typically λi ∈ S1 or λi ∈ R.

With this convention, W1 and C2 are respectively the first winding number and the first
Chern number while W2D+1 and C2D for D > 1 are their higher-dimensional counterparts.

Those mode invariants also satisfy a mode-shell correspondence has they can be re-expressed
as the following invariants which are defined in the shell region (of dimension DS) where Ĥ is
gapped:

Ĥ in class A: WDM(Ĥ ′) = bDM −1

∫ (
Tr
(
ĤF (dĤF )DM −1dθ̂Γ

)
+ Tr

(
ĤF (dĤF )DM [θ̂Γ, ĤF ]

))
Ĥ in class AIII: CDM(Ĥ ′) = −aDM −1

∫ (
Tr
(
ĈĤF (dĤF )DM −1dθ̂Γ

)
+ Tr

(
ĈĤF (dĤF )DM [θ̂Γ, ĤF ]

))
(3.3)

where the right hand side is therefore a shell index Ishell. The proof of this result can be found
in appendix D. When those invariants have a semi-classical limit, the shell index reduces to a
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Chern or a winding number which is defined on the shell

Ĥ in class A: WDM(Ĥ ′) = bDS

∫
shell

Tr
(
ĤF (dĤF )DS

)
= CDS(HF ) = Ishell

Ĥ in class AIII: CDM(Ĥ ′) = aDS

∫
shell

Tr
(
ĈĤF (dĤF )DS

)
= WDS(HF ) = Ishell

(3.4)

where DS is the dimension of the shell in phase space.
So in the case where Ĥ is chiral, we have an equality between a (higher) Chern number

CDM(Ĥ ′), integrated on (λ1, . . . , λDM , which associated to gapless properties of Ĥ and a (higher)
winding number WDS(HF ) integrated on the shell where Ĥ is gapped. In the non-chiral case,
we have a (higher) winding number WDM(Ĥ ′), integrated on (λ1, . . . , λDM , which is associated
to gapless properties of Ĥ, which is equal to a (higher) Chern number on the shell CDS(HF )
where Ĥ is gapped (see figure 3.1). This is the mode-shell correspondence in the semi-classical
case.

We now explore how the mode-shell correspondence and its phenomenology are verified in
particular examples in the DM = 2 and DM = 3 cases.

3.2 Examples of models with Dirac and Weyl cones

3.2.1 General remarks and constructions

In these sections, we study systems hosting Dirac and Weyl cones through the prism of the
mode-shell correspondence. We start with the basic example of a single Dirac/Weyl cone and
verify that it is considered topological by Ishell and therefore by Imodes for respectively DM = 2
and DM = 3. This justifies that the mode indices "count" the number of Dirac/Weyl cones.
We then move to more involved systems and see that Dirac/Weyl cones can either be separated
in wavenumber as in the bulk of a semi-metal or be separated in position, at the edges of a
topological insulator (see figure 3.2.

Additive construction ⊞ Similarly to the previous sections, we use tensor product construc-
tions to obtain simple-to-analyze examples. We reuse the additive constructions introduced in
the previous chapters but also introduce a new one.

In the previous chapters, we introduced an additive tensor product construction which takes
as input two chiral Hamiltonians ĤA and ĤB and generates a new one Ĥ ′ = ĤA⊗1+ ĈA⊗ ĤB,
which is higher-dimensional. We also explained how if ĤB is not chiral, such a construction is
still valid, except that Ĥ ′ is then no longer chiral.

Here we introduce an analogous construction, which covers the last case where neither ĤA

nor ĤB is chiral. In this case, we can generate a chiral Ĥ ′ using the construction:

Ĥ ′ = ĤA ⊞ ĤB ≡ ĤA ⊗ 1⊗ σx + 1⊗ ĤB ⊗ σy. (3.5)

where σx and σy are the usual Pauli matrices. Therefore, the tensored Hilbert space is twice
larger and 1⊗ 1⊗ σz is a chiral symmetry of Ĥ ′.

In particular, if we take ĤB = k, it allows us to generate from an Hamiltonian ĤA = Ĥ with
a spectral flow, a model Ĥ ′ with a 2D-Dirac cone defined as:

H ′ = H ⊗ σx + k1⊗ σy. (3.6)

Similarly to what we did in section 2.4.2 of the previous chapter, we need to modify the
construction in the discrete case as:
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Chapter 3. Mode-shell correspondence: 2D-Dirac cones and 3D-Weyl cones

Figure 3.2: Form of the shell denoted in green around a) a Dirac cone confined in wavenumber
where the shell forms a circle b) a Weyl cone confined in wavenumber where the shell forms a
sphere c) a Dirac cone localised at the edge of a 3D insulators where the shell is two 3D Brillouin
zone located in the two bulks surrounding the edge.

Ĥ ′ = Ĥ⊞̃ sin(k) ≡ (1+ (Ĥ − 1)(1 + cos(k))/2) ⊗ σx + sin(k)1⊗ σy (3.7)

which avoids unnecessary doubling of the number of Dirac/Weyl cones at k = π/2. With this
modification, the system is now gapped at k = π as Ĥ ′(k = π) = 1⊗ σx.

3.2.2 Single Dirac/Weyl cones

With this method, it is relatively easy to construct characteristic examples of Dirac/Weyl cones.

2D-Dirac Cones: For the Dirac case, it is simple to check that

kx ⊞ ky =
(

0 kx − iky
kx + iky 0

)
≡ ĤDirac (3.8)

whose spectrum is E = ±
√
k2
x + k2

y, and therefore the Dirac cone is centered at (kx, ky) =
(0, 0) (see Figure 3.3.a). In this case, the shell is the circle k2

x + k2
y = Γ2 (see Figure 3.2.a). We

can use the wavenumbers as parameters λ1 = kx and λ2 = ky, because there is no additional
dimension besides those, the model is already in a symbol formulation.

With those dimensions, we can define the mode index

C2(Ĥ ′) = −1
8iπ

∫
Tr
(
Ĥ ′(dĤ ′)2θ̂Γ

)
. (3.9)

with cut-off θ̂Γ = (1 + exp
(
k2
x + k2

y − Γ2
)−1

. The equation 3.4 then proves that this mode index
is equal to a shell index that is the winding number on the circle (see figure 3.2.a).

One can check that the Dirac Hamiltonian is similar to the symbol of the Jackiw-Rebbi
Hamiltonian of section 1.2.3, except that the phase space is now (kx, ky) instead of (x, k)1. The
winding number is therefore identical, and we have that

W1(ĤDirac) = 1 (3.10)
1A difference is however that x and k are only commuting variables in the semi-classical picture while kx and

ky are good quantum numbers which do not necessitate a semi-classical approximation. If the shell invariants
are the same, the gapless properties of the operator and the mode indices Imode are different. The Jackiw-Rebby
model has a single zero mode while the Dirac model has a Dirac cone.

68



3.2. Examples of models with Dirac and Weyl cones

which means that his model is considered as topological by our shell index and therefore our
mode index. If one flip the sign of one direction (kx −→ −kx), one could check that the shell index
of the new Dirac Hamiltonian as the opposite sign. In the literature, the first Dirac Hamiltonian
is called of "positive chirality" while the second one is called of "negative chirality" [33]. Such a
difference of chirality is captured by the sign of Imode.

Therefore, with a slight abuse of notation, we can say that the 2D mode index "counts" the
number of 2D Dirac cones with a sign depending on their chirality.

3D Weyl Cones: For the Weyl cones, we can extend the dynamics using the additive chiral
construction:

ĤDirac ⊞ kz = kx ⊞ ky ⊞ kz =
(

kz kx − ikx
kx + iky −kz

)
≡ ĤWeyl (3.11)

whose spectrum is E = ±
√
k2
x + k2

y + k2
z , and therefore the Weyl cone is centered at (kx, ky, kz) =

(0, 0, 0). In this case, the shell is the sphere k2
x + k2

y + k2
z = Γ2. We can use the wavenumbers

as parameters λ1 = kx, λ2 = ky and λ4 = kz, because there is no additional dimension besides
those, the model is already in a symbol formulation.

With those dimensions, we can define the mode index

W3(Ĥ ′) = −1
48π2

∫
Tr
(
σzĤ

′(dĤ ′)3θ̂Γ
)
. (3.12)

with cut-off θ̂Γ = (1 + exp
(
k2
x + k2

y + k2
z − Γ2

)−1
. The equation 3.4 then proves that this mode

index is equal to a shell index that is the Chern number on the sphere (see Figure 3.2.b). This is
similar to the Chern number we had to compute in the modified Jackiw-Rebbi model of Section
2.3.2, except that the phase space is now (kx, ky, kz) instead of (ky, x, kx). The Chern number
is therefore identical, and we have that

C2(ĤWeyl) = 1 (3.13)

which means that this model is considered as topological by our shell index and therefore our
mode index. If one flip the sign of one direction (kx −→ −kx), one could check that the shell index
of the new Weyl Hamiltonian as the opposite sign. In the literature, the first Weyl Hamiltonian
is called of "positive chirality" while the second one is called of "negative chirality" [33]. Such a
difference of chirality is captured by the sign of Imode.

Therefore, with a slight abuse of notation, we can say that the 3D mode index "counts" the
number of 3D Weyl cones with a sign depending on their chirality.

3.2.3 Bulk Dirac/Weyl cones separated in wavenumber

An important situation where Dirac/Weyl cones appear is in the bulk of semimetals. In this
case, they appear in pairs of opposite chirality. This is known as the Nielsen-Ninomiya theorem
[173, 174]. This theorem can be easily understood with the mode-shell correspondence. In
systems where the set of parameter λi is bounded (as in the case of a Brillouin zone), the
total number of Dirac/Weyl cones is given by the mode index (3.2) with θ = 1. However, the
corresponding shell index is zero as both dθ and [θ,H] vanish in this case. Therefore, the total
numbers of Dirac/Weyl cones of positive and negative chirality must cancel each other out.

To generate such models with pairs of Dirac/Weyl cones, we can again use the additive
construction as

Ĥ lattice
4-Dirac = sin(kx) ⊞ sin(ky) =

(
0 sin(kx) − i sin(ky)

sin(kx) + i sin(ky) 0

)
(3.14)
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Figure 3.3: Spectrum of different model hosting Dirac cones. a) single Dirac cone model (3.8)
b) the model (3.14) with 4 Dirac cones c) the model (3.16) with 2 Dirac cones/

or

Ĥ lattice
8-Weyl = sin(kx) ⊞ sin(ky) ⊞ sin(kz) =

(
sin(kz) sin(kx) − i sin(ky)

sin(kx) + i sin(ky) − sin(kz)

)
(3.15)

These have the disadvantage of having, respectively, 4 Dirac cones (see Figure 3.3.b) and 8
Weyl cones, instead of the minimal number of 2. To get a lattice model with only one pair of
Dirac/Weyl cones, we can use the modified additive structure

Ĥ lattice
2-Dirac = sin(kx)⊞̃ sin(ky) = (1+ (sin(kx) − 1)(1 + cos(ky))/2)σx + sin(ky)σy (3.16)

or

Ĥ lattice
2-Weyl = sin(kx)⊞̃ sin(ky)⊞̃ sin(kz) = σz(1 − cos(kz))/2 + sin(kz)σz

+ (1+ (sin(kx) − 1)(1 + cos(ky))/2)σx + sin(ky)σy) /2 (3.17)

whose spectrum now only has 2 Dirac/Weyl cones (see Figure 3.3.c). A well-known model
hosting only 2 Dirac cones is the tight-binding system [175] modeling Graphene close to the
Fermi surface.

In all these examples, as the Dirac/Weyl cones are only separated in wavenumber, we have
the same phenomenology as the examples of Section 1.2.2, 1.2.4, and 2.2.1. The cones are
protected against perturbations of the Hamiltonian which are slowly varying in position but not
to those which vary quickly (as impurities in the crystal structure).

To enhance the protection, one may therefore want to separate the Dirac/Weyl cones in
position.

3.3 Dirac/Weyl cones confined in position

In this section, we study models hosting Dirac cones which are localised in position. For that
we consider some continuous model which tends to be simple to analyse than their discrete
counterpart wediscuss in the next section. To obtain a model confined in position, we can again,
we can use the additive construction to combine a Dirac/Weyl Hamiltonian with a Jackiw-Rebby
model which confines the mode in the new direction.
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Figure 3.4: Spectrum of the Hamiltonian ĤDirac-JR. The model has one Dirac cones while the
other bands are gapped.

3D model with a Dirac cone confined at an interface For the Dirac case, such a con-
struction gives the model

ĤDirac-JR = ĤDirac ⊞ ĤJR,z = kx ⊞ ky ⊞ ĤJR,z

=


0 kx − iky z − ∂z 0

kx + iky 0 0 z − ∂z
z + ∂z 0 0 −kx + iky

0 z + ∂z −kx − iky 0

 (3.18)

Since this model is an additive construction, we know that its eigenvalue are of the form√
k2
x + k2

y + λ2
n where λn are the eigenvalue of the Jackiw-Rebby model (see figure 3.4). Because

such a model has a zero modes ψ0 = (exp
(
−z2/2

)
, 0)T with λ0 = 0, the model ĤDirac-JR has a

Dirac cone centered in (kx, ky) = (0, 0) and near z ∼ 0. In particular the reduced Hamiltonian
for modes of the form ψ(kx, ky) ⊗ ψ0 is just the Dirac Hamiltonian ĤDirac of positive chirality.
So the mode index of such a model is Imodes = 1.

The shell index is meanwhile the higher winding number on the 3-sphere k2
x+k2

y+z2+k2
z = Γ2

of the symbol

HDirac-JR =


0 kx − iky z − ikz 0

kx + iky 0 0 z − ikz
z + ikz 0 0 −kx + iky

0 z + ikz −kx − iky 0

 (3.19)

Such a symbol is similar to the Jackiw-Rossi model we studied in section 2.3.2 of first
chapter. Therefore we know that the shell index is Ishell = W3(HF ) = 1. So the mode-shell
correspondence is verified.

4D model with a Weyl cone confined at an interface For the Dirac case, such a con-
struction gives the model

ĤWeyl-JR = ĤWeyl ⊞ ĤJR,u = kx ⊞ ky ⊞ kz ⊞ ĤJR,u

=


kz kx − iky u− ∂u 0

kx + iky −kz 0 u− ∂u
u+ ∂u 0 −kz −kx + iky

0 u+ ∂u −kx − iky kz

 (3.20)
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Since this model is an additive construction, we know that its eigenvalue are of the form√
k2
x + k2

y + k2
z + λ2

n where λn are the eigenvalue of the Jackiw-Rebby model (see figure 3.4).
Because such a model has a zero modes ψ0 = (exp

(
−u2/2

)
, 0)T with λ0 = 0, the model ĤWeyl-JR

has a Weyl cone centered in (kx, ky, kz) = (0, 0) and near u ∼ 0. In particular the reduced
Hamiltonian for modes of the form ψ(kx, ky, kz) ⊗ ψ0 is just the Weyl Hamiltonian ĤWeyl of
positive chirality. So the mode index of such a model is Imodes = 1.

The shell index is meanwhile the higher winding number on the 4-sphere k2
x + k2

y + k2
z +u2 +

k2
u = Γ2 of the symbol

HWeyl-JR =


kz kx − iky u− iku 0

ku + iku −kz 0 u− iku
u+ iku 0 −kz −ku + iku

0 u+ iku −kx − iky kz

 (3.21)

Such a symbol is similar to the higher-order model with spectral flow we studied in section
2.4.2 of the second chapter. Therefore we know that the shell index is Ishell = C4(HF ) = 1. So
the mode-shell correspondence is verified.

3.4 Dirac/Weyl cones at edges of topological insulators
To construct discrete models with Dirac/Weyl cones confined at the boundaries, and therefore
separated in position, we need to use the modified additive construction to avoid other gap closing
elsewhere in wavenumber. This make the Hamiltonians more complicated but the philosophy
remains the same.

To construct a 3D topological insulator with a single 2D-Dirac cone confined at each bound-
ary we use the modified additive construction on a QWZ model (see section 2.3.1):

Ĥ3D-TI = ĤQWZ⊞̃ sin(kz)
=(1+ (ĤQWZ − 1)(1 + cos(kz))/2) ⊗ σx + sin(kz)1⊗ σy

(3.22)

For the case of a 4D topological insulator with a single 3D-Weyl cone confined at each boundary
we use the modified additive construction on the previous model:

Ĥ4D-TI = Ĥ3D-TI⊞̃ sin(ku)
=(σx + (Ĥ3D-TI − σx)(1 + cos(ku))/2) + sin(ku)σz

(3.23)

In those cases, the shell invariant would be respectively a higher-winding number integrated on
the bulk 3D-Brillouin zone (see figure 3.2.c) and a higher Chern number integrated on the bulk
4D-Brillouin zone.

For the 3D topological insulator case:

W3(HF ) = −1
12(2π)2

∫
kx,ky ,kz∈[0,2π]
dkxdkydkz Tr

(
ĈĤF (dĤF )3

)
(3.24)

And for the 4D topological insulator case:

C4(HF ) = −1
256π2

∫
kx,ky ,kz ,kt∈[0,2π]
dkxdkydkzdku Tr

(
ĤF (dĤF )4

)
(3.25)

In the case of 3D topological insulators, isolated Dirac cones have been experimentally observed
at the boundary of 3D topological insulators [17,18]. Observing 3D-Weyl cones confined at the
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edge of 4D material is however more difficult due to the fact that we live only in a 3-dimensional
world. However, the idea can still be explored as one can replace a physical dimension by either
a pumping parameter [176,177] or using internal degrees of freedom such as spin or polarisation
as a synthetic dimension [178]. Even if it is not a space dimension, synthetic dimensions can
plays the same role and as long as the coupling in those dimensions remains short range, the
edge modes remain uncoupled, in a way which may be stronger than if they where separated in
wavenumber.

3.5 Conclusion
In this chapter, we discussed the topological aspects of 2D-Dirac and 3D-Weyl cones. We
provided topological mode invariants that characterize the topology of these structures and
showed that such invariants verify a mode-shell correspondence. We then discussed different
cases where Dirac/Weyl cones are either confined in wavenumber or in position and discussed
the differences in phenomenology. To construct examples that are simple to analyze, we once
again used some additive tensor product constructions, demonstrating their effectiveness.
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Part II

Topological ascpects beyond
Hermitian linear systems
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Chapter 4
Non-Hermitian topology

4.1 Why non-hermiticity in physics
In all previous chapters of the thesis, we have always assumed that the Hamiltonians we en-
counter were Hermitians. This is quite natural because the topology of operators was first
studied in a quantum mechanical context, and in closed systems of quantum mechanics, the
dynamic ise always described by a Schrödinger equation

iℏ∂ |ψ⟩ = Ĥ |ψ⟩ (4.1)

with a Hamiltonian on the right side which is Hermitian. However, there are two fields of
research in which this hypothesis is no longer true. The first is the study of the dynamics of
open quantum systems [78, 179, 180], the second is the study of the dynamics of classical wave
systems [38,51,82,181].

Open quantum systems are part of quantum mechanics when trying to describe the evolution
of a system HS coupled to a bath HB which can be large and cannot be completely simulated.
In a large class of systems with appropriate assumptions, people have been able to derive an
efficient evolution equation that involves only the HS degrees of freedom of the system while
taking into account the coupling to such an environment.

Such Linbladian evolution equation can be written as following [180]

∂ρ̂ = L[ρ] = − i

ℏ
[Ĥ, ρ̂] +

∑
j

γj

(
LjρL

†
j + −1

2{LjL†
j , ρ̂}

)
(4.2)

where ρ̂ is the reduced density matrix on the system HS , Ĥ is the Hermitian evolution of the
system without the bath and Li are jump operators coming from the interaction with the bath.

If one defines the effective (non-Hermitian) Hamiltonian

Ĥeff = Ĥ − i

2
∑
j

L†
jLj (4.3)

The master equation can be rewritten as

∂ρ̂ = L[ρ] = − i

ℏ

(
Ĥeffρ̂− ρ̂Ĥ†

eff

)
+
∑
j

γjLjρL
†
j (4.4)

where the effective Hamiltonian can be interpreted as the evolution of the individual trajectory
iℏ∂t |ψj⟩ = Ĥeff |ψj⟩ of the states |ψj⟩ contained the density matrix ρ =

∑
j |ψj⟩ ⟨ψj | and the term
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∑
j γjLjρL

†
j as quantum jumps between these trajectories. If we are in a regime where these

quantum jumps are negligible, the dynamics is then governed by the non-Hermitian Hamiltonian.
The study of the properties of such Hamiltonians is then crucial to understand the dynamics of
such open systems.

Another important case of non-Hermitian operators appears in the study of classical waves
[38,51,82,181]. In this case the wave is not a density probability as in the Schrodinger equation
but classical fields like pressure, velocities, etc. If |ψ⟩ = (a(x), b(x), ·) is the vector containing
all the fields relevant for the dynamic, then the evolution equation can often be written as a
system of first order equation

∂t |ψ⟩ = A |ψ⟩ (4.5)

where H = iA is an operator that plays a role equivalent to the Hamiltonian in the Schrodinger
equation. The multiplication by i is a bit artificial because classical waves are real and do not
need it, but it prevents the notion of Hermitian and anti-Hermitian (H† = −H) from being
reversed, which is useful for consistency with the remainder of the thesis.

An important difference with the quantum case is that in the classical wave realm, there is
no reason for H = iA to be Hermitian and this is often not the case. This of course happens
when we add damping or forcing into the system but we will see that it can also happen in
closed systems and cause instabilities.

4.2 Hermiticity, non-Hermiticity and associated properties
An Hamiltonian is said to be be Hermitian when it is an operator which verify

Ĥ = Ĥ† (4.6)

Such a condition has quite important consequences on the properties of Ĥ. Indeed, an
important element associated with the existence of Hermiticity condition is the spectral theorem
which states that Ĥ can be decomposed as a sum of orthogonal eigenstates |ψi⟩ of real eigenvalues
λi.

Ĥ =
∑
i

λi |ψi⟩ ⟨ψi| (4.7)

another way to formulate this is to say that their is a unitary matrix U verifying

Ĥ = U


λ1

λ2
. . .

λn

U †. (4.8)

When the Hermiticity condition is no longer verified, this result breaks and two phenomena
can appear. The first is that eigenvalues are no longer limited to be real and can become
complex. The other one is that diagonalization is no longer always possible and that the common
understanding of the spectrum can be challenged and have its limits.

4.3 Line gap and point gap
One consequence of having a complex spectrum is that we have two ways to generalise the
notion of gap we have in Hermitian systems to the non-Hermitian case. In the Hermitian case,
eigenvalues are located on a line so a gap can be defined as a point of the spectrum where there
is no eigenvalue near by. When eigenvalues become complex, one can still define the gap as a
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point of the complex plane where there is no eigenvalue near by: this is the notion of "point
gap". But one can also generalise this notion of gap by saying that instead a gap is a line in the
complex plane where there is no eigenvalues near by: this is the notion of "line gap" (see figure
4.1) [75–77].

Figure 4.1: Different notions of gap in the real and complex cases. The eigenvalue λ are in
yellow while the point or line that identify point or line gaps are shown in red a) point gap in
the real case b) point gap in the complex plane c) line gap in the complex case

The two situations have a different topology and are thus not equivalent. We will see that
the line gap case remains relatively close to the Hermitian case while the point gap case is more
different.

4.4 Sensitivity of the non-Hermitian spectrum
For finite matrices, the diagonalization decomposition is replaced by a Jordan block decompo-
sition which states that until a change of basis (not necessarily orthogonal), the matrix can be
block diagonalised into Jordan blocks of the following form

J =


λ 1

λ 1
. . . . . .

λ 1
λ

 (4.9)

The number of 1 in such a block determines its rank. If a matrix can only be decomposed
into zero-order Jordan blocks, then it is diagonalizable. If there is a block with a rank greater
than 1, it is called in the physics literature an "exceptional point".

There are many reasons why physicists are interested in the existence of exceptional points
in non-Hermitian systems. The most important of such point is that the operator’s spectrum
becomes particularly sensitive in the vicinity of an exceptional point.

The simplest example showing that is the following one

Jr =


λ 1

λ 1
. . . . . .

λ 1
r λ

 (4.10)

where have perturbed the exceptional point by adding a command term r. If we look for the
eigenvalues Ej of Jr we find that they satisfy Ej = λ+ n

√
rei2πj/n which is a deviation of order
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Figure 4.2: Evolution of the norm of the eigenvalues of the matrix Jr as a function of r and for
different values of exceptional point degeneracy n. When n is large, there is a huge sensitivity
of the value of r close to r = 0 with an almost discontinuous profile.

n
√
r where n is the order of the exceptional point. Compared to the Hermitian case where such a

deviation must be of the order r the sensitivity is extremely increased. For an exceptional point
of very large order n −→ ∞, this implies that even for an arbitrarily small order, the deviation
could be of the order of 1 [80].

Such situations with extreme sensitivity to the eigenvalues of certain non-Hermitian systems
call into question the very notion of spectrum in non-Hermitian systems. Indeed the matrix J
is only the off-diagonal block HSSH =

( 0 Jr

J†
r 0

)
of an SSH network of size L = n for t = 0 and

t′ = 1 which is topological as long as |λ| <1. So as long as |E| < 1, we have than

|ψ⟩ =
∑
n

λn |n⟩ (4.11)

is an almost eigenvector of J with eigenvalue λ. The error to be a true eigenvector is of the order
λL which becomes exponentially small for a large L (see figure 4.3). The only "true" eigenvalue
of J is λ = 0, which does not accurately represent the fact that there is a much wider range
of "almost" eigenvalues around it. This is different from the Hermitian case where these almost
eigenvalues are always adjacent to the real eigenvalues. Such kind of phenomena is called "skin
effect" in the literature and have been widely studied [85,86,95,182].

Figure 4.3: Plot of the lowest singular value of H − λ for different complex value of λ for an
exceptional point of size L = 50. The red point is the only eigenvalue of H for λ = 0. The white
line delimits the region λ < 1 where H − λ has an exponentially small singular value denoting
the existence of an almost eigenvector.
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4.5 Singular value decomposition
One way to better capture the existence of a near-eigenvector is to use singular decomposition.
Such a decomposition is the main other way to generalize the eigenvalue decomposition to the
non-Hermitian case. It states that any non-Hermitian operator can be decomposed as [80,183]

H = V DU † (4.12)

where U and V are unitary matrices and D is the diagonal matrix with positive coefficients. The
coefficients of such a diagonal matrix are called singular values of H. We can think of U and
V as the diagonalization basis of H†H = UD2U † and HH† = V D2V † respectively. Meanwhile,
singular values can be interpreted as the square root of the eigenvalue of these operators.

If H has a vanishing singular value, then H has also a zero eigenvalue with an eigenvector
U |n⟩ such that HU |n⟩ = 0. In general, the eigenvalues λ of H are associated with the fact that
H − λ has zero singular value. Therefore, finding the zero-singular value of different operators
Hλ = H − λ is a good way to obtain information about the spectrum of H.

4.6 Hermitian mapping and topological invariants
This approach has two advantages and one disadvantage. The disadvantage is that for different
eigenvalues λ1 and λ2 of H, it is necessary to do two decompositions into singular values, one
for H − λ1 and one for H − λ2, which increases the number of computation. There are however
advantages, the first one is that the singular value decomposition is more stable than non-
Hermitian eigenvalues and detects the existence of almost eigenvectors. Indeed if H has an
almost eigenvalue λn ≪ 1 then ∥HU |n⟩ ∥ = λn∥V †U |n∥ ≪ 1⟩ so U |n⟩ is an almost eigenvector.
Vice versa if u is an almost eigenvector ∥Hu∥ ≪ 1 then this means that ∥H†Hu∥ ≪ 1 and
therefore the Hermitian operator must have an eigenvalue λ ≪ 1 almost zero and therefore H
must have an almost zero eigenvalue

√
λ ≪ 1.

The other advantage of the singular spectrum is that it can be mapped to an Hermitian
problem. Indeed for each non-zero singular-value λn, the couple of vectors un = U |n⟩ and
vn = V |n⟩ verify

Hun = λnvn

H†vn = λnun
(4.13)

which is equivalent to say that(
0 H†

H 0

)(
u
v

)
= λn

(
u
v

)
and

(
0 H†

H 0

)(
u

−v

)
= −λn

(
u

−v

)
. (4.14)

So in fact non-zero singular values of H are associated to the eigenvalues of the Hermitian
(chiral) Hamiltonian [77,183]

H ′ =
(

0 H†

H 0

)
. (4.15)

Such correspondence can be extended to zero-eigenvalue/zero-singular value through the fact
that Hu = 0 implies that H ′

(
u 0

)t
= 0 and H†v = 0 implies that H ′

(
0 v

)t
= 0.

There is therefore a correspondence between the existence of (almost) zero modes located on
the degrees of freedom of positive chirality of H ′ and the existence of (almost) zero modes of H.
Conversely, if H ′ is gapped, then J cannot have (almost) zero modes. With this, we can map the
point-gapped/gapless topology of the non-Hermitian operator H to the point-gapped/gapless
topology of the chiral Hermitian operator H ′ that we know very well.
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Chapter 4. Non-Hermitian topology

For example the number of zero modes of positive/negative chirality of H ′ is a topological
property equal to the index of H

Imodes(H ′) = dim ker(H) − dim ker(H†) = Ind(H) (4.16)

In fact forH = J , H ′ is the SSH model and therefore the existence of almost zero modes in the
entire region |λ| < 1 can be understood as a topological property in a bulk-edge correspondence
setting.

We could in general use this mapping with the mode-shell correspondence to describe the
properties of non-Hermitian point gap properties in other configurations where the modes are
rather localized at the corner or separated in wavenumber. One could also use a higher topo-
logical chiral invariant such as the number of Dirac points to describe different non-Hermitian
topologies. This go beyond the scope of this thesis but open interesting perspectives.

For now we only describe the case of a point gap, however such a correspondence can also
be made in the case of a line gap. The idea is relatively simple. A line is a collection of points.
So H has a gap line if and only if H − λ is gapped for each eigenvalue λ belonging to the line.
Thus, the topological line gap property of H can in fact correspond to the topological property
of the family of Hermitian Hamiltonians

H ′(t) =
(

0 H† − λ̄(t)
H − λ(t) 0

)
(4.17)

where t ∈ R is an additional parameter such that λ(t) span the line of the line gap.
Such a mapping to a Hermitian system can be used to create topological invariants for a

non-Hermitian Hamiltonian with line gap. For example, for the case of 2D Hamiltonians, we
can construct the global invariant

I =
∫ ∞

−∞
dt

∫ 2π

0
dkx

∫ 2π

0
dky Tr

(
CH ′

F∂tH
′
F [∂kxH

′
F , ∂kyH

′
F ]
)

(4.18)

where H ′
F (t, kx, ky) is the flattened Hamiltonian of H ′(t, kx, ky), t is the line spacing parameter

and kx, ky are wavenumbers.
Such topological invariant can be constructed for all different cases of mode-shell correspon-

dence, we just need to use t as an additional parameter. For example, in a continuous medium,
the non-Hermitian invariant can be defined as

I =
∫ ∞

−∞
dt

∫
(x,kx,ky)∈S2

Tr
(
CH ′

F∂tH
′
FdH

′
F , dH

′
F

)
(4.19)

where dH ′
F = ∂xH

′
Fdx+ ∂kxH

′
Fdkx + ∂kyH

′
Fdky

In the case where H is Hermitian and the line gap is the imaginary line it ∈ iR, it is not
difficult to show that such invariants coincide with the usual Chern numbers of H with Fermi
projector P

C =
∫ 2π

0
dkx

∫ 2π

0
dky Tr

(
P [∂kxP, ∂kyP ]

)
(4.20)

and
C =

∫
(x,kx,ky)∈S2

Tr(PdP ∧ dP ) (4.21)

which confirms that such a line gap invariant is an extension of the Chern number to the non-
Hermitian case.

Another possible way to extend the definition of Chern number to the non-Hermitian case
is through the use of non-Hermitian projectors. In fact if a non-Hermitian Hamiltonian H has a
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Figure 4.4: Example of a spectrum of a non-Hermitian Hamiltonian with a line-gap. The energy
bands of such Hamiltonian are shown in orange/blue. The line separating those two bands is
denoted in green. An example of possible path γ for the residue formula selecting the right band
is denoted in red.

line gap separating the complex plane in two regions (see figure 4.4), one can define the projector
on a given set of bands using the formula

P =
∫
γ

1
H − z

dz (4.22)

where γ is a path encircling these bands of the complex. Such a path exists due to the line-gap
assumption. The above formula uses the well-known residue formula in complex analysis which
states that 1

2πi
∫
γ

1
E−zdz is 1 for energies E inside the contour and 0 for the energies that are

outside.
If one uses such a non-Hermitian projector in the formulas (4.20) and (4.21), one still obtains

formulas which are quantised and can be shown to coincide with the invariants (4.18) and (4.19)
respectively, so the formalisms are equivalent.

One may argue that the formula using the non-Hermitian projector are more intuitive. The
mapping to the Hermitian operator H ′(z) is however more general as it can be applied in both
point gap and line gap cases and for all dimensions. It can also be used to define gapless invariant
(while non-Hermitian projectors are purely defined in the gapped region). No matter what, one
needs to remember that the spectrum in non-Hermitian systems is more traitorous and finding
the exact eigenvalues are not enough to define a gap. One needs also to search for approximate
eigenvalue/singular values, especially in proximity of exceptional point of high ranks.

Example of line gap topology Let us present a simple example of non-Hermitian system
which exhibit a generalised spectral flow topology. For that we will take the simple Hermitian
model of 2.3.2 and add non-Hermiticity on the diagonal to create the non-Hermitian model

Ĥ[λ] =
(

λ eiθ(x− ∂x)
eiθ(x+ ∂x) −λ

)
(4.23)

such system remains analytically solvable and one can find that its eigenvalues are of the form
(see Figure 4.5).

E±
θ,n = ±

√
λ2 + e2iθ

√
2(n+ 1) n ∈ N (4.24)

E−1 = λ . (4.25)
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Figure 4.5: Eigenvalues of the different bands of the model (4.23). The band of positive/negative
real part are denoted in blue/yellow. The spectral flow mode crossing the line-gap is denoted in
red.

When θ = 0, we recover the previously known, Hermitian system. When −π/2 < θ < π/2,
the system becomes non-Hermitian. There is however still a bi-partition of the system between
band of positive/negative real part creating a line-gap1. There is just the mode E−1 which cross
the line-gap with a positive spectral flow. We recover the fact that the spectral-flow topology is
preserved under the non-Hermitian line gap assumption.

The symbol of such model is then

Hθ[λ;x, p] =
(

λ eiθ(x− ip)
eiθ(x+ ip) −λ

)
. (4.26)

If one compute, analytically or numerically, the generalised Chern number of such model, one
still find that C = 1, preserving the correspondence. This can be understood simply by the fact
that such model are smooth deformation of an Hermitian model which already have a non-trivial
Chern number which must be preserved by homotopy.

4.7 Conclusion
In this chapter, we have explored the specificities and challenges of non-Hermitian physics and
topology. We have explained how such wave systems can originate in physics. We discussed
how different the spectrum of such system is different from their Hermitian counterpart. From
their complex nature which bring the notion of line and point gap, to the potential extreme
sensitivity of the spectrum. We presented how this last point can be circumvented using instead
the singular spectrum. We also shown how such consideration maps, quite naturally, such
problem to Hermitian problem of a different symmetry class. This mapping allowed us to apply
the full power of the mode-shell correspondence to the non-Hermitian case. This fact is of quite
importance, as it allows to study topological properties of non-Hermitian systems beyond the
bulk-edge phenomenology.

1When θ = π/2, the line-gap closes and the topology may changed. In fact, due to particular symmetry of
this model, the spectral flow is preserved. A more detailed analysis is provided in the paper [184].
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5.1 Non-linearity and deformation of zero-modes
In the general theory of the topology of wave operators, the assumption of linearity of the
operator is used almost everywhere. We need it to define its spectrum which is an essential
concepts of the theory. We need to know the eigenvalues of an operator to determine if it
is gapped or not. The eigenstates are also used to defined the gapless and gapped topological
properties. Furthermore, in the definition of invariants, we also use concepts like the trace or the
determinant which are intrinsically concepts of linear algebra. All these tools are lost, a priori,
when working with nonlinear operators and extending topological concepts to the nonlinear case
may seem an impossible task.

The question of whether some generalization is possible is particularly interesting because
there are many nonlinear wave equations in physics. In fact, linear equations are special cases
that are only valid in a specific regime. For example, many platforms hosting topological phe-
nomena, such as polaritons, photonic networks, fluids, and networks of springs and electrical cir-
cuits, naturally exhibit high-amplitude nonlinear behaviors. We can then ask ourselves whether
the topological properties which exist in the linear regime are preserved when the non-linearities
become non-negligible. We will study in particular the stability of edge modes with the addition
of nonlinearities.

We focus on nonlinear Schrödinger equations on 1D lattices, whose nonlinear Hamiltonian
Hψ splits into a linear topological part Htopo and a nonlinear one Hψ,NL as

i∂t |ψ⟩ = Hψ |ψ⟩ = (Htopo +Hψ,NL) |ψ⟩ . (5.1)

The burning question to ask is then: What are the conditions for the edge states of the linear
topological model Htopo to survive the presence of nonlinearities Hψ,NL? To answer this question,
we can use a method based on exact perturbation theory that generates the edge modes and
their energy of nonlinear systems of the form (5.1). The idea is to start with the edge mode of
the linearised system at small amplitude and then increase smoothly the amplitude of the mode.
As the relative strength of the nonlinearities increases, we are then able to deform the initial
linear edge mode in a way that it remains a stationary edge solution of the nonlinear dynamics.
The method can eventually reach nonlinear edge modes with a quite high amplitude as long as
their energy remains in the spectral gap of the linearized dynamics. If this condition stops being
fulfilled, the nonlinear edge state is then quickly delocalised into the bulk [102] and become
unstable [103]. Then, we extend the notion of chiral symmetry to nonlinear systems, and show
that chiral symmetric nonlinearities prevent such a delocalisation, thus protecting the nonlinear
edge state. We then characterize those robust nonlinear edge modes with a local topological
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index. The theory is illustrated with two nonlinear generalisations of the SSH model – one being
chiral and one which is not – and confirmed numerically.

A concrete situation where the nonlinear Schrödinger equation modifies a 1D topological
lattice model, is that of an SSH chain with couplings t1 and t2 between nearest neighbors and a
on-site Kerr-like nonlinearity [82,104] similar to those appearing in the Gross-Pitaevskii equation
for Bose-Einstein condensates [105]:{

i∂taj = t1bj + t2bj−1 + |aj |2aj
i∂tbj = t1aj + t2aj+1 + |bj |2bj .

(5.2)

A state |ψ⟩ of the system can be decomposed in the basis of the two sublattices as

|ψ⟩ =
(

|ψA⟩
|ψB⟩

)
=
(∑

j aj |j, A⟩∑
j bj |j, B⟩

)
(5.3)

where j labels the unit cell. Such systems can be describes using the non-linear Hamitlonian

Hψ =
∑
j

(
|aj |2 t1
t1 |bj |2

)
|j⟩ ⟨j| +

(
0 t2
t2 0

)
|j⟩ ⟨j − 1| . (5.4)

The linear SSH model is recovered when |ψ⟩ is small in amplitude. In that case, this model is
known to have a gap in energy around E = 0 when |t1| < |t2|, except for stationary topological
edge modes which are localised at each end of the chain [128,185]. We then would like to know
how these edge modes survive the introduction of the nonlinearities, such as in (5.4). We show
below that edge states exist in nonlinear Schrödinger models when three conditions are met:

• (i) The linearised model has an edge state which is in the gap of the bulk bands.

• (ii) The linearisation Heff of Hψ around any state |ψ⟩ is Hermitian.

• (iii) The nonlinear Hamiltonian Hψ verifies the U(1)-symmetry Heiϕψ = Hψ for all |ψ⟩.

Assumption (i) is quite natural, as we search nonlinear edge states as resulting from the
deformation of linear ones. Assumption (ii) is made to guarantee that the energy E of the state
remains real. And assumption (iii) is needed to insure that finding non-linear states of real
energy i∂t |ψ⟩ = E |ψ⟩ = Hψ |ψ⟩ also generates solutions of (5.1) of the form |ψ(t)⟩ = |ψ⟩ e−iEt.
Note that our model (5.2) satisfies these three conditions. Note that those general hypothesis
do not depend on the order of the nonlinear terms. Our method is thus not specific to Kerr-like
terms and applies to arbitrary nonlinearities as long as the three hypothesis above are satisfied.

We now provide an explicit method to construct the nonlinear edge modes assuming that
the three conditions above are met. For that let us study the space of edge states |ψ⟩ of energy
E of Hψ that we define as being spanned by the doublet (E, |ψ⟩). The key idea to explore this
space is to parameterize it with a continuous parameter s and to derive the evolution equation
for the states close in s. If (Es, |ψs⟩) is a doublet such that for all s, |ψs⟩ is a solution of:

Es |ψs⟩ = Hψ |ψs⟩ (5.5)

then, by differentiating this equation along s, one finds that the condition for this path to exist
is to satisfy the following evolution equation:

(Heff,s − Es) |∂sψs⟩ = (∂sEs) |ψs⟩ (5.6)
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Figure 5.1: Numerical resolution of (5.6) for the left edge modes of model (5.2). We work with
100 pairs of sites and the constants t1 = 0.6 and t2 = 1. The amplitude of ψs is given on the
sites of type A (up left) and B (up right) for different s. (center) The evolution of the energy
Es of ψs is drawn in red and the bulk bands of Heff,s in light blue.

where Heff,s is a linear operator that describes the linearised dynamic of Hψ for a small pertur-
bation |δψ⟩ around |ψs⟩.

Hψs+δψ(|ψs + δψ⟩) = Hψs |ψs⟩ +Heff,s |δψ⟩ +O(δψ2) (5.7)

We can always solves the system (5.6) and find values of |∂sψs⟩ and ∂sEs which satisfies it.
Moreover (ii) implies that there is solution with ∂sEs real. One can therefore reconstruct from
(5.6) a continuous family of stationary solutions (Es, |ψs⟩) of (5.5), given an initial condition
at s = 0, that we choose to be (Es=0, |ψs=0⟩) = (0, ϵ |ψ⟩) with ϵ arbitrarily small and |ψ⟩ a
topological zero modes of the linearised problem at zero amplitude.

Solving this differential system, one can therefore generate nonlinear edge states |ψs⟩ with
a growing amplitude as s increases. If the linear model hosts multiple zero-energy edge modes
as the SSH model (one on each edge), all of them could be used for the dynamic, leading to
different non-linear edge modes.

So far, we have obtained the existence of solutions (∂sEs, |∂sψs⟩) for (5.5) but we have not
shown yet that they remain localised near the edge. The question is the following: If the linear
model at s = 0 has an edge mode, is |ψs⟩ also localised near the edge for s > 0 ? In systems
where coupling constants between sites decay quickly with their distance as in our illustrative
nonlinear SSH model (5.2), the answer is given by the Combes-Thomas theorem [186,187]. This
theorem states that solutions |∂sψs⟩ of (5.6) are localised around |ψs⟩ as long as Es lies in the
bulk gap of Heff,s. If this condition stops being satisfied, |ψs⟩ can quickly be delocalised as |∂sψs⟩
starts to strongly resonate with the nearby bulk modes.

In most cases, the system (5.6) must be solved numerically, using standard algorithmic
methods [188]. In particular we can solve this system for the Kerr-like nonlinear SSH model
(5.2) as an illustration. As this is a model which verifies the general hypothesis (i-iii) we can
therefore generate left edge states with a growing amplitude as s increases (see Fig 5.1). For
small amplitude, their shape remains close to the exponential shape of the edge states of the
linearized model. But as the relative strength of the nonlinearities increase, the nonlinear edge
states become more and more deformed. In particular, we observe that the nonlinear edge states
becomes less localised as their energy Es approaches the bulk bands of Heff,s. Around s ∼ 1.5
the energy touch those bands and the edge state becomes strongly delocalised. Therefore, the
edge state is not topologically protected in the strong amplitude regime.
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5.2 Generalised non-linear chiral symmetry
In practical situations, one would like to prevent this band touching to occur by constraining the
energy at zero, in the middle of the gap of Heff,s. In 1D insulators, this protection role is made
by the presence of a chiral symmetry. To follow that spirit, we introduce a generalisation of
the chiral symmetry to nonlinear systems. This allows us to identify nonlinearities that forbid
the energy-shift and therefore host edge states that are robust and topologically protected.
Besides, unlike the general case discussed so far, the result does not require Hψ to satisfy a
U(1)-symmetry, nor Heff,s to be Hermitian.

We say that a nonlinear operator Hψ satisfies a chiral symmetry if there is a bi-partition
A and B of the degrees of freedom – e.g. two sublattices – such that Hψ is off-diagonal in the
chiral basis

Hψ =
(

0 HAB
ψ

HBA
ψ 0

)
(5.8)

which is a natural generalisation of the chiral symmetry to the nonlinear case.
We can observe that the Kerr nonlinearity in the model (5.2) do not have such off-diagonal

structure and is therefore not chiral symmetric. Instead, we can introduce the Kerr inter-site
nonlinearity, of the form

Hinter-Kerr,ψ =
∑
j

(
0 b2

j

a2
j 0

)
j (5.9)

that have such chiral symmetry.
Importantly, when Hψ is chiral symmetric, an initial linear edge state |ψs=0⟩ living on a

given sublattice can evolve through (5.6) as a stationary solution |ψs>0⟩ that remains on the
same sublattice. Indeed if |ψs⟩ is a solution of (5.6) satisfying |ψ0⟩ = 0 and |ψs⟩B = 0, ∀s, then
by writing (5.6) by blocks while assuming Es = 0, one obtains(

HAA
eff,s HAB

eff,s
HBA

eff,s HBB
eff,s

)(
|∂sψs⟩A

0

)
= 0 . (5.10)

|ψ⟩ =
(

|ψA⟩
0

)
(5.11)

But one can check that, if |ψs⟩ is only localised on the A sublattice, then the chiral symmetry
(5.8) imply that HAA

eff,s = 0. So (5.10) reduces to

HBA
eff,s |∂sψs⟩A = 0 . (5.12)

In order to know whether HBA
eff,s has localised zero-modes for each s, we use the bulk-edge

correspondence. As explained in the previous chapter, the number of zero mode of HBA
eff,s is

capture by the topology of the chiral Hermitian operator H ′
eff,s

H ′
eff,s =

(
0 HBA

eff,s
HBA †

eff,s 0

)
C =

(
1A 0
0 −1B

)
(5.13)

If we introduce the cut-off/step-function θj(j′) which is 1 for j′ ≥ j and 0 otherwise as well as
the (smoothly) flatten Hamiltonian H ′

F,s of H ′
eff,s, we can define the topological order parameter

I(j) = −1
8 Tr

(
C
[
θ̂j , H

′
F,s

]
H ′
F,s

)
(5.14)
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Figure 5.2: Numerical resolution of (5.12) for the left edge modes of the model (5.15). We work
with 100 pairs of sites and t1 = 0.6 t2 = 1 everywhere. For the nonlinear couplings we take (left)
t′1 = 1 t′2 = 0 (center) t′1 = 1 t′2 = 1 (right) t′1 = 0 t′2 = 1. We draw (up) the amplitude of ψs on
the A-sites (center) the zero-energy state of HAB

eff,s (down) the topological order parameter I(x)
where we took ϵ = 1

100

which is the bulk index of the bulk-edge correspondence, depending of the position j of the
transition of the cut-off. Therefore we know it is an integer (related to the winding number in
the periodic case [189]) in regions where H ′

eff,s has no zero-modes and can only change when
crossing regions with zeros modes of HBA

eff,s or ofHBA, †
eff,s . In particular, we know there is a corre-

spondence connecting the index variation ∆I = I(j2) − I(j1) to the number of zero modes of
HBA

eff,s localised in the interval j1 ≤ j ≤ j2 minus those of HBA, †
eff,s . In particular, when ∆I > 0,

this correspondence implies that HBA
eff,s has at least ∆I zero modes localised between j2 and j1.

If we take j1 = 0 we can prove that I(j1) = 0 as θ̂j=0 = 1. Moreover, as long as the edge
state do not invade the whole bulk, we have that Heff,s ≈ Heff,0 far from the edges. So if we
take j2 far enough from the edges, then I(j2) is just the index one would obtain in the bulk of
the linearised model at small amplitude. Thus if we denote I this topological number, we see
that HBA

eff,s is constrained to have at least I zero-modes localised on the left part of the chain. If
|ψs⟩ is a nonlinear edge mode it thus implies that we have at least I possible choices for |∂sψs⟩
which are localised and verify (5.12).

We now apply our nonlinear chiral theory to a concrete model that we solve numerically. As
mentioned above, inter-sites Kerr nonlinearities Hinter-Kerr,1 |ψ⟩ = t′1

∑
j b

3
j |j, A⟩ + a3

j |j, B⟩ are
chiral symmetric. For the same reason, the nonlinearities Hinter-Kerr,2 |ψ⟩ = t′2

∑
j b

3
j |j + 1, A⟩ +

a3
j |j − 1, B⟩ are also chiral. However, Hinter-Kerr,1 reinforces the intra-cell coupling |j, A⟩ ⟨j, B|

while Hinter-Kerr,2 reinforces the inter-cell coupling |j + 1, A⟩ ⟨j, B|. Those nonlinearities appear
for example in photonic [190], electrical systems [191] and even in phononic devices under some
approximations [109]. We thus consider a finite SSH chain with such chiral nonlinearities{

i∂taj = (t1 + t′1|bj |2)bj + (t2 + t′2|bj−1|2)bj−1

i∂tbj = (t1 + t′1|aj |2)aj + (t2 + t′2|aj+1|2)aj+1 .
(5.15)

At small amplitude, the linearisation of (5.15) yields the usual SSH model, and we find

89



Chapter 5. Non-linear topology

I(j) = 1 for |t1| < |t2| and j far from the edges. Thus, we predict the existence of a family of
chiral nonlinear edge modes |ψs⟩ localised on the left A-sites of the lattice (a similar argument
would also predicts the existence of non-linear edge modes localised on the right B-sites). This
is confirmed by our numerical integration of (5.12) for the model (5.15) with various choices of
parameters (t1, t2, t′1, t′2) (the first row of figure 5.2). Interestingly, depending on the competition
between inter-cell and intra-cell nonlinear couplings, we find very different behaviours: When
|t′1| > |t′2|, the amplitude of the edge mode saturates, and the mode becomes a domain wall
which invades progressively the bulk. Such a phenomenon was noticed in simulations [109] and
an experimental setup [192], both in mechanical lattices. We unveil here the key hidden role of
the generalized chiral symmetry to achieve such a nonlinear topological mode. However, this
is not the only possible behavior constrained by chiral symmetry. Indeed, when |t′1| < |t′2|,
we find in contrast that the edge mode remains localized at the boundary, with an increasing
amplitude concentrated almost on a single site. For the critical value |t′1| = |t′2|, the edge mode
invades the bulk as in the first case, but with a shape that never saturates. Note that these
different behaviors as s varies can in principle be probed experimentally by forcing or pumping
the system.

The origin of these different scenarios can be understood by recalling that the nonlinear
modes |ψs⟩ are obtained by adding iteratively the zero-modes |∂sψs⟩ of Heff,s = dHBA

ψs
whose

locations are themselves accounted by the variation of I(x) (figure 5.2). Since dHBA
ψ reads

⟨j, B| dHBA
ψ |δψ⟩A = t1,effδaj + t2,effδaj+1 (5.16)

with t1,eff = t1 + 3t′1|aj |2 and t2,eff = t2 + 3t′2|aj+1|2, then, when the aj ’s are small enough,
|t1,eff| < |t2,eff| so that dHBA

ψ is in the topological phase with I(j) = 1 in the bulk. But
when increasing the amplitude of the aj ’s, one may switch to the trivial phase I(j) = 0 where
|t1,eff| > |t2,eff|. If one assumes for simplification that |aj | ∼ |aj+1| ∼ a, it is clear that the system
remains topological even in the high amplitude regime provided that |t′1| < |t′2|. On the contrary,
if |t′1| > |t′2|, the system undergoes a transition toward a trivial regime where |t1,eff| > |t2,eff|.
Lastly, when |t′1| = |t′2|, one gets |t1,eff| ∼ |t2,eff| at high amplitude leading to a gapless system
with 0 < I(j) < 1.

As the amplitude aj actually depends on the position, the system must be though as being
divided into two regions separated by some threshold position js: The region j > js where
|t1,eff| < |t2,eff| corresponding to the topological phase (I(j) = 1)), and the region j < js where
|t1,eff| > |t2,eff| corresponding to the trivial one (I(j) = 0)). At the edge of the topological
phase, I(j) must interpolates between 0 and 1 implying therefore the existence of a zero-mode
of dHBA

ψ near by. As long as |t′1| < |t′2|, a transition toward the trivial region cannot occur, and
so the zero-energy mode remains localised near the edge. In contrast, if |t′1| > |t′2|, the effective
boundary js shifts when increasing the amplitude and dissociates from the physical boundary of
the chain. Since |∂sψs⟩ is localised around js, it shifts toward the bulk while keeping its shape.
As a result, |ψs⟩ saturates and invades the bulk. The same reasoning applies when |t′1| = |t′2|,
except that js becomes an interface between a topological and a gapless phase. As a result,
|∂sψs⟩ decreases slowly far away from js into the gapless region, leading to a profile of |ψs⟩
which is neither flat (|t′1| > |t′2|) nor exponential (|t′1| < |t′2|).

In summary, we studied the fate of topological edge states in 1D nonlinear networks and
showed that these eventually disappear at a sufficiently large amplitude, unless the nonlinearities
satisfy generalized chiral symmetry. In this case, a local topological index correctly accounts for
the existence and spatial extension of nonlinear edge modes, whose real profile depends on the
interaction between the nonlinearities and the underlying topology of the family of linearized
Hamiltonians. Our theoretical approach is based on the general hypothesis (i), (ii), (iii) then
on the chiral condition (5.8) under which the systems (5.6) and (5.12) can still be constructed.
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Figure 5.3: Evolution of the chiral symmetry protected nonlinear topological edge
state: experimental validation in an active nonlinear acoustic system. a, The ex-
perimental system hosting nonlinear edge modes a. The unit cell consists of two passive linear
Helmholtz resonators (acting as LFn) and two active nonlinear loudspeakers (acting as HFn).
The whole system has a lenght of 8 unit cells, it starts and ends both with the controlled loud-
speakers. b, Nonlinear topological edge states, measured as nonlinearity is progressively altered
using the constant control parameter GNL. The hopping ratios on sublattice A are increased
(decreased) along GNL < 0 (GNL > 0). The edge state frequency fH is identified from the spectra
of ai and bi (i = 1, 2, 3, 4).

Of the two phenomenologies, it is the one with chiral symmetry which is the newest and the
most interesting. We therefore started an experimental collaboration with Romain Fleury and
Xinxin Guo from EPFL to observe it in a real physical system.

5.3 Experimental realisation

In this collaboration, one of the challenges was to find a system that accommodates topologi-
cal edge modes in the linear regime and where one can generate chiral nonlinearities relatively
easily. After some discussions, the system that was chosen is an acoustic system composed of a
network of resonators coupled to each other. The resonators are passive Helmholtz resonators
while the coupling between the resonators is achieved by active speakers (see figure 5.3.a). Such
loudspeakers are controlled via a feedback loop which allows non-linear phenomena to be gener-
ated with great flexibility. In particular, such control makes it possible to generate nonlinearities
exhibiting such chiral symmetry. To explain this, we use the electro-acoustic analogy. In this
analogy, air pressure is mapped to electric potential and air speed to electric current. In this
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analogy, the Helmholtz resonator and loudspeaker can be modeled as a combination of a capac-
itance and an inductance. For the Helmholtz resonator they are fixed while for the loudspeaker
they can be adjusted via the feedback control. If we adjust the speaker capacitance to be al-
ternately weak and strong, we can simulate behavior similar to the SSH model where inter-cell
couplings are alternately weak and strong. Our system therefore have a unit cell composed of
two passive linear Helmholtz resonators and two loudspeakers (see figure 5.3.a). In the nth unit
cell, we denote an as the pressure in the first Helmholtz resonator and bn as the pressure in the
second.

The effect of the (linear) capacitor in the loudspeaker is to couple the charge polarisation
qn at the capacitor, to the potential difference an − bn (or bn−1 − an ) through the equation
qn = C(a− b). Thanks to the feedback control on the speaker, we can modify it so that it now
verifies q = (C +GNL(an + bn)2)(an − bn) where GNL is the strength of the nonlinear constant.
We can show that if we alternate the sign of GNL between the loudspeaker coupling an and
bn Helmholtz resonator and the loudspeaker coupling the resonator an and bn−1, the system
verifies, in an appropriate regime, a stationary equation of the same family as the chiral model
(5.15), i.e.

0 = t0aan+1 + t1aan, 0 = t0bbn−1 + t1bbn, (5.17)
but with coefficients which have a slightly more complex, although with still a chiral nonlinear
component 

t1a(an+1,bn) = C1
(HF) + GNLC(HF) (a2

n+1 + bnan+1 − b2
n

)
,

t0a(an, bn) = C2
(HF) − GNLC(HF) (a2

n + bnan − b2
n

)
,

t1b(bn−1, an) = C1
(HF) + GNLC(HF) (b2

n−1 + anbn−1 − a2
n

)
,

t0b(bn, an) = C2
(HF) − GNLC(HF) (b2

n + anbn − a2
n

)
,

depending on how alternate the sign of GNL, t0a becomes stronger than t1a at high amplitude,
or at the opposite, become even weaker at high amplitude.

The experiment is therefore capable of exploring both the left regime and the right regime of
the figure 5.2. When such an experiment was set up and conducted by Xinxin Guo, she was able
to observe the fact that the topological edge modes remain stable in the high amplitude regime
with unchanged frequency (see figure 5.3.b). Furthermore she was able to observe that the mode
is deformed in this non-linear regime with a deformation which reproduces the phenomenology
highlighted in the model (5.15) which are the formation of a domain wall in one case and the
focusing of the amplitude on a single site in the other.

This therefore shows that such deformation of zero modes in nonlinear regime can be ob-
served in real physical systems and constitutes a stable phenomenon. Furthermore, the fact
that physical systems observe a similar phenomenology even if the nonlinear expression of the
jump coefficient is more complex than in the theoretical model (5.15), shows that such a phe-
nomenology is rather general and does not does not depend heavily on the detail of a particular
model.

5.4 Conclusion
In this chapter, we have examined the extension of topological properties from linear to nonlinear
operators. Specifically, we have demonstrated that the effects of nonlinearity on edge modes can
be mappped on a series of linear perturbation problems. This allows us to develop an explicit
method to construct nonlinear modes.

Furthermore, we introduced a generalized chiral symmetry tailored for nonlinear operators,
revealing that nonlinear edge modes can also exhibit topological protection akin to their linear
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counterparts. This finding show the robustness of certain nonlinear phenomena against pertur-
bations, offering potential avenues for harnessing nonlinear effects in practical applications.

To corroborate these theoretical findings, we established an experimental collaboration to
validate the existence of these topologically protected nonlinear modes in a physical system.
The experimental realization, provide empirical evidence for the theoretical predictions, and
demonstrate a concrete application of such a theory.
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Conclusion

In this thesis, I delved into various aspects of wave operator topology and developed a formalism
called the "mode-shell correspondence," which unifies many results in topological physics. This
ranges from the bulk-edge correspondence to higher-order topological insulators, from situations
where modes are confined in position to those where they are confined in wavenumber space. I
have shown that in all those situations there is a general duality between the index describing
the topological properties of gapless modes of the operator and an index defined on the sur-
face called "the shell," which encloses those modes in phase space and where the operator is
gapped. In the different chapters, we explored the different possible mode indices: number of
zero modes, spectral flow, number of Dirac/Weyl cones, discussing their specificities, but also
showing that they are unified by the fact that they all verify a mode-shell correspondence. We
then discussed how semi-classical analysis is a useful tool to characterize the topology of many
systems by reducing the shell index to a (higher) Chern or winding number, which is more
often analytically solvable. We also presented some tensor product constructions and showed
that they are powerful tools to generate, easy-to-analyze, topological systems of many different
phenomenologies.

The thesis also explored extensions of topological physics to nonlinear and non-Hermitian
systems, which hold particular importance for studying the topological properties of effective
quantum systems or classical waves. In the non-Hermitian case, I explained how the usual
notion of spectrum is modified by the loss of Hermitian symmetry. I presented the notion of line
and point gap and showed how the non-Hermitian spectrum can become extremely sensitive. I
discussed how the singular value spectrum is instead a more stable alternative, which moreover
allows us to map non-Hermitian models to Hermitian ones of a different symmetry class. In
particular, it then allows us to apply the full power of the mode-shell correspondence to the
non-Hermitian case and go beyond the bulk-edge correspondence.

For nonlinear systems, I explored how the topological properties of operators in the linear
case can be extended to nonlinear operators. Specifically, I demonstrated how the deformation of
edge modes by nonlinearity can be mapped to a series of perturbation problems that are linear.
I introduced a generalized chiral symmetry for nonlinear operators, which topologically protects
the nonlinear modes. Through an experimental collaboration, an acoustic system hosting such
topologically protected non-linear modes was then realised.

Overall, the work presented here represents a comprehensive exploration of the topology of
wave operators, providing insights into both fundamental principles and practical applications
in various physical systems.

To continue the work carried out in this thesis, there are several research perspectives. On
the theoretical side, it would be interesting to investigate whether the topological Z2 invariants
[19, 21] not covered in this thesis, also adhere to a general mode-shell correspondence beyond
the bulk-edge case. If so, it would be valuable to determine which mode/shell invariant governs
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them. Additionally, while we extended topology to nonlinear operators by considering edge zero
modes in 1D chiral chains, it would be intriguing to explore if such results can be extended to
different classes of symmetry and dimensions of the mode index.

Throughout the thesis, we also discussed how separating the gapless modes in phase space
can suppress scattering between them, leading to transport with greatly reduced dissipation.
However, practical implementation requires specific conditions (low temperature, high magnetic
field, no impurities), which limits the range of application. Therefore, an important research
direction in the field is to discover or better control materials to push these limits as far as
possible. It would also be interesting to find models with alternative methods to separate the
gapless modes, such as using synthetic dimensions or even using separation in the many-body
phase space, which may not have the same limitations.
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Appendices

A Smoothness/fast-decay Fourier duality

In this section, we recall some results about the links between the regularity of a function and
the fast decay of its Fourier transform/series at infinity. These properties are fundamental for
our purpose and are wildly used in the main text to make bridges between the dual behavior in
position and wavenumber spaces.

Let f be a function of one variable x ∈ R, then one can define its Fourier transform f̃ as a
function of the variable k ∈ R as

f̃(k) =
∫
dxf(x)e−ikx . (18)

If, f is a periodic function with x ∈ [0, 2π], one can associate to f a Fourier series f̃(k) with
discrete parameter k ∈ Z such that

f̃(k) = 1
2π

∫ 2π

0
dxf(x)e−ikx . (19)

Importantly, for both Fourier transforms and series, the smoother f is, the faster f̃ decays when
|k| → ∞. The first result of this kind is the Riemman-Lebesge lemma that states that if f is
a continuous integrable function, then its Fourier transform or its Fourier series goes zero at
infinity:

f̃(k) |k|−→+∞−−−−−−→ 0 (20)

Combined with the well-known Fourier transform/series property that ˜(∂xf)(k) = ikf̃(k)
this lemma implies that if f is a smooth function with N derivatives which are continuous, then
its Fourier transform must decays faster than k−N

f̃(k) = 1
(ik)N ( ˜∂Nx f)(k) = O( 1

kN
) . (21)

Moreover, since the Fourier transform is invertible, this property can be inverted and implies
that if the Fourier transform of a function decays sufficiently fast at infinity, then the initial
function must be smooth (with enough derivatives).

An example of how these considerations can be useful to study the properties of operators
is the following: Let f and g be two periodic functions on [0, 2π] and consider the simple
Hamiltonian Ĥ such that

(Ĥf)(x) = g(x)f(x) . (22)
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Then, if one rewrites the operator in wavenumber space, we would have instead

(Ĥf̃)(k) =
∑
k′

f̃(k − k′)g̃(k′) (23)

so we see that the multiplication by a function in the initial space translates as a hopping problem
in the dual space, where a hopping of a distance n has a strength ĝ(k). The regularity/fast-decay
is then quite useful since it implies that if g is a smooth function (say C∞) then ĝ(k) decays
fastly, making the dual problem a short-range one (and vice-versa), which constrains a lot the
properties of the dual problem.

These properties are important to relate the short-range behavior of the operator with the
smoothness of the Wigner-Weyl transform, which is the goal of the next appendix.

B Wigner-Weyl transform

B.1 The continuous version

In physics, there are a lot of situations where the relevant information of the system is encoded by
continuous (vector valued) functions of x ∈ Rd, and the properties of the systems are described
by operators which act on this space of function. In those cases, the Wigner-Weyl transform
is a powerful tool which allows ourselves to map these operators into the simpler objects which
are the (matrix valued) functions on the phase space (x, k) ∈ Rd ×Rd.

This transformation can be described as follows. If Â is an operator which acts on a function
f , then we can associate to this operator Â the function A(x, k) which is called the "symbol of
the operator" such that

A(x, k) =
∫
Rd
dx′d 〈x+ x′/2

∣∣ Â ∣∣x− x′/2
〉
e−ikx′

. (24)

where ⟨x′| Â |x⟩ is in general called the "kernel" of Â. If one is not comfortable with the notations
of quantum mechanics, the kernel can also be denoted Âx,x′ and can be determined as the value
in x′ of the function Âδx where δx is the Dirac function centered in x, x′ −→ δ(x′ −x). This kernel
may not always be a well defined function in x and x′ (see for example Â = ∂x) but is in general
well defined as a distribution. In that case, one may compute the symbol by first regularising
the operator with a parameter ϵ (for example Âϵ =

∫
x(|x⟩ ⟨x+ ϵ| − |x⟩ ⟨x− ϵ|)/(2ϵ)), compute

the symbol for the regularised operator and then take the limit ϵ −→ 0. Using this, one can show
that the symbol of ∂x is ik.

Since A(x, k) is defined using a Fourier transform, this formula can be inverted and from the
symbol one can determine the operator Â using the formula

〈
x′∣∣ Â |x⟩ =

∫
Rd

dkd

(2π)d A(x+ x′

2 , k)eik(x′−x) . (25)

These definitions are extended straightforwardly to the case where functions are vectors with in-
ternal degrees of freedom α. The symbol A(x, k) is replaced by a matrix valued symbol A(x, k) =
(Aα,α′(x, k))α,α′ and ⟨x′| Â |x⟩ should now be interpreted as a matrix (⟨x′, α| Â |x, α′⟩)α,α′ .

A first property associated to this Wigner-Weyl transform is its behavior relative to the
trace. Indeed one can show that

Tr Â =
∫
Rd
dxd Trint ⟨x| Â |x⟩ =

∫
Rd
dxd

∫
Rd

dkd

(2π)d TrintA(x, k) (26)

where Trint is the reduced trace only over the internal degrees of freedom α.
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An other important property of Weyl-Wigner calculus we need to introduce is that dealing
with product of operators. If we define the Moyal ⋆-product of two symbols A⋆A′ as the symbol
of their operator Â ◦ Â′, one can verify that such product can be written as

(A ⋆A′)(x, k) =
∫

((Rd)4
dx′ddx′′ddk

′d

πd
dk′′d

πd
A(x+ x′, k+ k′) A′(x+ x′′, k+ k′′)ei2(x′k′′−x′′k′). (27)

This formula can be proved by writing the formula of the symbol of Â ◦ Â′ in function
of the kernel ⟨x′| Â ◦ Â′ |x⟩. This kernel can then itself be expanded as ⟨x′| Â ◦ Â′ |x⟩ =∑
x′′ ⟨x′| Â |x′′⟩ ⟨x′′| Â′ |x⟩. Finally one uses the inversion formula for ⟨x′| Â |x′′⟩ and ⟨x′′| Â′ |x⟩,

to recover an equation which only includes symbols and which can be reduced to (27) up to
some suitable changes of variables in x′ ,x′′, k′, k′′.

If the symbols A(x + x′, k + k′) and A′(x + x′′, k + k′′) are both smooth in x and k this
expression can then be expanded in terms involving higher order derivatives. To do so, let us
use the Taylor expansion

A(x+ x′, k + k′) =
j+j′=n∑
j,j′=0

∂jx∂
j′

k A(x, k)x
′j

j!
k′j′

j′! +R(x, k) (28)

where R(x, k) decays faster than ∥(x, k)∥n for x′ and k′ small. If we substitute this expan-
sion into the Moyal product, we can write that x′kei2x

′k′′ = 1
(2i)j ∂k′′ei2x

′k′′ or k′j′
e−i2x′′k′ =

1
(−2i)j′ ∂x′′e−i2x′′k′ and integrate by part. We then obtain an expansion of the Moyal product
which is

(A ⋆ A′)sym(x, k) =
j+j′=n∑
j,j′=0

(−1)j

j!j′!(2i)j+j′ ∂
j
x∂

j′

k A(x, k)∂j′
x ∂

j
kA

′(x, k) + Error (29)

where the error term can be explicitly bounded using the derivatives in n+ 1 in x and n′ + 1 in
k of both symbols. From this expansion, one can notice that if both symbols are constant in x,
or in k, then the Moyal product is simplified a lot since it reduces to the simple product of the
symbols (A ⋆ A′)(x, k) = A(x)A′(x) or (A ⋆ A′)(x, k) = A(k)A′(k).

Importantly, for slow-varying symbols, we can perform a semi-classical expansion of the
Moyal product. For example, if we re-scale the symbols in one of the variables like Aϵ(x, k) =
A(ϵx, k) or Aϵ(x, k) = A(x, ϵk) so that the symbols look like almost constant in that variable
in the limit ϵ −→ 0, then the expansion (29) becomes a perturbative expansion in ϵ in that limit
and we have

(Aϵ ⋆ A′
ϵ) 1

ϵ
(x, k) =

j+j′=n∑
j,j′=0

(−1)jϵj+j′

j!j′!(2i)j+j′ ∂
j
x∂

j′

k A(x, k)∂j′
x ∂

j
kA

′(x, k) +O(ϵn+1) . (30)

In particular, we obtain that for slow-varying fields, the product of operators can be replaced
by the product of their symbol at lowest (zeroth) order in ϵ

(Aϵ ⋆ A′
ϵ) 1

ϵ
(x, k) = A(x, k)A′(x, k) +O(ϵ) . (31)

Also, the symbol of a commutator of operators [Â, Â′] is given by the Moyal commutator
[A,B]⋆ ≡ A ⋆ A′ − A′ ⋆ A of their symbols. A useful approximation is obtained in the same
as above by keeping now the first order in ϵ in the expansion

[Aϵ, A′
ϵ]⋆, 1

ϵ
(x, k) =[A(x, k), A′(x, k)] − ϵ

2i
(
[∂kA(x, k), ∂xA′(x, k)]+

−[∂xA(x, k), ∂kA′(x, k)]+
)

+O(ϵ2)
≡[A(x, k), A′(x, k)] + ϵi{A,A′}(x, k) +O(ϵ2)

(32)
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where [B,C]+ = BC + CB is just the usual symmetric sum (also called anti-commutator) and
{A,B} the Poisson bracket of the symbols. When A(x, k) and A′(x, k) commutes with each
other (for example when A(x, k) or A′(x, k) is scalar, as it is often the case in the paper), one
recovers the famous result that, at first order in ϵ, the symbol of the commutator is the Poisson
bracket of the symbols.

Criteria for the semi-classical limit. In order to estimate how good the semi-classical ap-
proximation A ⋆ A′ ∼ AA′ is for two symbols A and A′, one needs to check how small the first
order correction (∂xA∂kA′ − ∂xA∂kA

′)(x, k) is compared to the product (AA′)(x, k). If we in-
troduce the quantities 1/dx/k,A(x, k) ≡ ∥∂x/kA(x, k)∥∥A−1(x, k)∥, we can define the parameter
ϵ ≡ 1/(dx,Adk,A′)+1/(dk,Adx,A′) which measures how small is the first order correction compared
to the standard product. When ϵ is small (ϵ ≪ 1), we can expect the semi-classical approxima-
tion to be good, as higher order corrections (like terms ∂2

xA∂
2
kA

′ with higher derivative) should
be even smaller (here of order ϵ2)1. Vice-versa when ϵ is not small, there is no reason to think
that the semi-classical approximation is a good one.

In this paper, we deal with mainly two types of Moyal products: one involving the symbol of
the Hamiltonian with the symbol of the cut-off operator H ⋆ θΓ, and one with only the symbol
of the Hamiltonian H ⋆ H (in the computation of the flatten Hamiltonian HF ). θΓ can always
be constructed to be slowly varying in the limit Γ −→ +∞ such that 1/dx/k,θΓ = O(1/Γ), so the
semi-classical approxilation is always valid for the Moyal product H ⋆ θΓ in that limit.

The problematic products that need to be verified are the H ⋆ H ones. There, the semi-
classical criteria is 1/(dx,Hdk,H) ≪ 1, which is the criteria given at the end of the section 1.1.5,
using the fact that if H(x, k) has a gap ∆(x, k), then ∥H−1(x, k)∥ = 1/∆(x, k).

B.2 The discrete version

For discrete systems, which are defined on a lattice Zd rather than a continuous space Rd, the
usual Wigner-Weyl transform is not suitable and should instead be replaced by a discrete. If Â
is an operator acting on such a lattice, one can define its discrete symbol A(n, k) as

A(x, k) =
∑
n′∈Zd

〈
n+ n′∣∣ Â |n⟩ e−ikn′ (33)

where n ∈ Zd is a discrete index, and k ∈ [0, 2π]d = Td is the equivalent of the Brillouin zone
parameter.

When defining the discrete transform, one cannot choose a symmetric convention similar to
the continuous one ⟨x+ x′/n| Â |x− x′/2⟩ mainly because if n and n′ are sites of the lattice,
their average (n + n′)/2 is not guaranteed to be a site of the lattice. Therefore, every discrete
conventions do not have all of the properties of the continuous ones. For example, having Â = Â†

does not imply A†(x, k) = A(x, k).
However, the discrete transform still has good enough properties for the purpose of this

article. The most important property is the fact that it is still a transform which maps, in a one
to one correspondence, operators and symbols in phase space, with an inverse map given by

〈
n′∣∣ Â |n⟩ =

∫
Td

dkd

(2π)dA(n, k)eik(n′−n) . (34)

1It is possible to fine-tune examples where in some points of phase space, the first order corrections are small
but not the second order correction. However those examples are not really representative and our simple criteria
is enough to understand why the semi-classical approximation is valid or not in all situations we encounter in this
paper
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We also have a trace property which is quite similar to that of the continuous case

Tr Â =
∑
n∈Zd

Trint ⟨n| Â |n⟩ =
∑
n∈Zd

∫
Td

dkd

(2π)d TrintA(x, k) . (35)

The Moyal product associated to this discrete Wigner-Weyl transform is a little bit different
and can be expressed as

(A ⋆ A′)(n, k) =
∑
n′∈Zd

∫
(Rd

dk′d

(2π)dA(n+ n′, k) A′(n, k + k′)ein′k′ (36)

from which we could also theoretically make a semi-classical expansion when the symbol is
slowly varying in the n direction. Since the expressions become quickly more cumbersome than
in the continuous case, we focus only on the zeroth and first orders of the expansion. For
that purpose, we recall that if δnf(n) = f(n + 1) − f(n), then for slowly varying function f ,
f(n+ n′) ≈ f(n) + δnf(n)n′ + . . . . If we substitute that expression into the Moyal product we
obtain

(A ⋆ A′)(n, k) ≈ A(n, k)A′(n, k) + iδnA(n, k)∂kA′(n, k) . (37)

As a result, for slowly varying symbols, the leading coefficient of the symbol of a product of
operators is just the product of symbols

AA′(n, k) ≈ A(n, k)A′(n, k) (38)

and the first order expansion of the symbol of a commutator is

[A,A′]⋆(n, k) ≈[A(n, k), A′(n, k)] + i
(
δnA(n, k)∂kA′(n, k) − ∂kA(n, k)δnA′(n, k)

)
≈[A(n, k), A′(n, k)] + i{A,A′}(n, k)

(39)

which is again just a Poisson bracket when the symbols commute.
Since we only look at the leading coefficients of the semi-classical expansions, these properties

are enough for the purpose of this paper. In particular, the semi-classical limit is the same as in
the continuous case, up to the fact that the continuous derivatives ∂x are replaced by discrete
derivatives δn.

C Higher order insulators with hard boundary: Partial semi-
classical limit and numerical programs

In this appendix we want to explain how we can partially simplify the computation of shell index
(1.55) by doing a partial semi-classical expansion of the invariant and obtain the expression
(1.78). First let us recall the general expression (1.55) we obtained for the shell index in the
D-dimensional case without semi-classical hypothesis. This expression

Ishell =
lim

−1
12

(
Tr
(
ĈĤF [α̂, ĤF ]3[α̂, θ̂Γ]

)
+ 1

2 Tr
(
ĈĤF [α̂, ĤF ]4[θ̂Γ, ĤF ]

))
(40)

where α̂ = T †
xnxdx + −iTxdkx + T †

ynydy + −iTydky is a one form, and the whole expression is
therefore an anti-symmetrised sum of all types of commutators.

Let’s now try to simplify it assuming that the system is invariant by translation in both
direction in the bulk and invariant in the tangent direction near the edges far away from the
corners. In the above expression, one can first notice that the term Tr

(
ĈĤF [d, ĤF ]4[θ̂Γ, ĤF ]

)
is
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always a product of three commutators [Tx, ĤF ] (non zero only near a vertical edge), [Ty, ĤF ]
(non zero only near an horizontal edge) and [θ̂F , ĤF ] (non zero only near the shell). This three
terms are non zero in incompatible regions and the couplings are local, therefore this term decats
to zero in the limit Γ −→ +∞ and we have that

Ishell =
lim

−1
12 Tr

(
ĈĤF [α̂, ĤF ]3[α̂, θ̂Γ]

)
(41)

We can then simplify again the expression by noting that a commutator of the form [Tx, ĤF ]
or [Ty, ĤF ] must always be present in the expression of Ishell which imply that the contribution
to the expression are localised in the regions which are on the shell and near an edge (see figure
1.19). We can then simplifies partially the expression by using the invariance of translation of
ĤF in the direction tangent to each edge. Therefore the index can be written as the sum of two
contributions Ishell = Iedge,x+Iedge,y with each contribution coming from a different edge where
we are able use the Fourier transform in the tangent direction. For example we have that

Iedge,x = −1
24π

∫ 2π

0
dkxT̃r

(
C̃H̃F [α̃, H̃F ]3

)
(42)

where the ∼ notation denotes here the fact that we do the Wigner-Weyl transform only in one
direction. d̃ can for example be written as α̃ = ∂xdkx +T †

ynydy+Tydky now. This is indeed the
expression (1.78) claimed in the main text.

We then present the numerical programs which compute the invariant. The first one using
the expression of the mode index (1.8), the second one using the semi-classical limit of the shell
index.

Computation of the index of the model (1.76) using the formula (1.8) of the mode
index

from scipy import linalg
import numpy as np
# Function computing the operator func(H) for a given operator H
def funm_herm (H, func):

w, v = linalg .eigh(H)
w = func(w)
return (v * w).dot(v.T.conj ())

# function which is 0 for negative number and 1 for positive number
def step(x):

return (np.sign(x)+1) /2

#the tanh serve as the smooth transition function in energy
def smoothstep (x):

k=20
return np.tanh(k*x)

# Lenght in site of the lattice
L = 13
# Coupling constants , topological when |t1|>|t|
t=0.6
t1 = 1

#C is the chiral operator , theta the cut -off operator ,
#Id the identity and H the Hamiltonian
Id = np.eye(L*L*4)
H = np.zeros ((L*L*4,L*L*4))
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C = np.zeros ((L*L*4,L*L*4))
theta = np.zeros ((L*L*4,L*L*4))

#The degree of freedom which is situated on the i-th site in the x direction ,
#the j-th site in the y direction
#and which correspond to the k-th degrees of freedom of tha site
#is encoded by the single number i+j*L+k*L**2
for i in range(L):

for j in range(L):
H[i+j*L+0*L**2,i+j*L+1*L**2]=t
H[i+j*L+0*L**2,i+j*L+2*L**2]=t
H[i+j*L+1*L**2,i+j*L+0*L**2]=t
H[i+j*L+1*L**2,i+j*L+3*L**2]=t

H[i+j*L+2*L**2,i+j*L+0*L**2]=t
H[i+j*L+2*L**2,i+j*L+3*L**2]= -t
H[i+j*L+3*L**2,i+j*L+1*L**2]=t
H[i+j*L+3*L**2,i+j*L+2*L**2]= -t

C[i+j*L+0*L**2,i+j*L+0*L **2]=1
C[i+j*L+1*L**2,i+j*L+1*L**2]= -1
C[i+j*L+2*L**2,i+j*L+2*L**2]= -1
C[i+j*L+3*L**2,i+j*L+3*L **2]=1

for k in range (4):
theta[i+j*L+k*L**2,i+j*L+k*L**2] = step(i-L//2)* step(j-L//2)

if i < L -1:
H[(i+1)+j*L+0*L**2,i+j*L+2*L**2]= t1
H[(i+1)+j*L+1*L**2,i+j*L+3*L**2]= t1
H[i+j*L+2*L**2 ,(i+1)+j*L+0*L**2]= t1
H[i+j*L+3*L**2 ,(i+1)+j*L+1*L**2]= t1

if j < L -1:
H[i+(j+1)*L+0*L**2,i+j*L+1*L**2]= t1
H[i+j*L+1*L**2,i+(j+1)*L+0*L**2]= t1
H[i+(j+1)*L+2*L**2,i+j*L+3*L**2]= - t1
H[i+j*L+3*L**2,i+(j+1)*L+2*L**2]= - t1

# computation of the flatten Hamiltonian H_F
HF = funm_herm (H, smoothstep )

# computation of the index
I = np.trace(C.dot(Id -HF.dot(HF)).dot(theta)).real

Computation of the index of the model (1.76) using the partial semi-classical limit
(1.78) of the shell index

from scipy import linalg
import numpy as np
from math import pi
# Function computing the operator func(H) for a given operator H
def funm_herm (H, func):

w, v = linalg .eigh(H)
w = func(w)
return (v * w).dot(v.T.conj ())

# function which is 0 for negative number and 1 for positive number
def step(x):

return (np.sign(x)+1) /2
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#the tanh serve as the smooth transition function in energy
def smoothstep (x):

k=20
return np.tanh(k*x)

# Commutator of two matrices AB -BA
def com(A,B):

return A.dot(B)-B.dot(A)

#Sum of all antisimetrised combination of A,B,C
#which are ABC+BCA+CAB -ACB -CBA -BAC
def tricom (A,B,C):

return A.dot(com(B,C))+B.dot(com(C,A))+C.dot(com(A,B))

# computation of the flatten Hamiltonian for a given transverse momentum k
#The degree of freedom which is situated on the i-th site in the normal

direction ,
#and which correspond to the k-th degrees of freedom of tha site
#is encoded by the single number i+k*L
def HF(k):

H = np.zeros ((L*4,L*4) , dtype= np. complex128 )
for i in range(L):

H[i+0*L,i+1*L]=t+t1*np.exp (-1j*k)
H[i+0*L,i+2*L]=t
H[i+1*L,i+0*L]=t+t1*np.exp (1j*k)
H[i+1*L,i+3*L]=t

H[i+2*L,i+0*L]=t
H[i+2*L,i+3*L]=-(t+t1*np.exp (-1j*k))
H[i+3*L,i+1*L]=t
H[i+3*L,i+2*L]=-(t+t1*np.exp (1j*k))
if i < L -1:

H[(i+1) +0*L,i+2*L]=t1
H[(i+1) +1*L,i+3*L]=t1
H[i+2*L,(i+1) +0*L]=t1
H[i+3*L,(i+1) +1*L]=t1

return funm_herm (H, smoothstep )

# Lenght in site of the lattice
L = 13
# Coupling constants , topological when |t1|>|t|
t=0.6
t1 = 1

#C is the chiral operator , theta the cut -off operator ,
#Id the identity , H the Hamiltonian
#ni is the diagonal position operator equal to i on the i-th site
#T is the tranlation operator of one unit cell in the normal direction
H = np.zeros ((L*4,L*4))
C = np.zeros ((L*4,L*4))
theta = np.zeros ((L*4,L*4))
T = np.zeros ((L*4,L*4))
ni = np.zeros ((L*4,L*4))

for i in range(L):

C[i+0*L,i+0*L]=1
C[i+1*L,i+1*L]=-1
C[i+2*L,i+2*L]=-1
C[i+3*L,i+3*L]=1
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for k in range (4):
theta[i+k*L,i+k*L] = step(L//2-i)
ni[i+k*L,i+k*L] = i

if i < L -1:
for k in range (4):

T[i+1+k*L,i+k*L] = 1
# operator T^\ dagger *n_i
T1 = T.T.dot(ni)

# number of point in the discretisation of the tranverse wavenumber
n=50

listek = np. linspace (0 ,2*pi ,n+1)
ListeI = np.zeros ((n), dtype= np. complex128 )

HF1 = HF( listek [0])
for i in range(n):

HF0 = HF1
HF1 = HF( listek [i+1])
# discretisation of the discrete derivative in k
dHF1 = (HF1 -HF0)*n
dHF2 = com(T1 ,HF0)
dHF3 = com(T,HF0)
# Computation of the density to integrate
Z = C.dot(HF0).dot( tricom (dHF1 ,dHF2 ,dHF3)).dot(theta)
# Integration in the transverse wavenumber k
ListeI [i] = np.trace(Z*1j).real/n

I = -np.sum( ListeI )/(2* pi)/6

D Proof of the general mode-shell correspondence

In this appendix, the goal is to prove the mode-shell correspondence of the general mode index
defined in section 3.1 and in particular the expressions (3.3). We separate the proof of the chiral
and non chiral case. We start by the chiral case.

D.1 Chiral case

We start with the first equation of 3.2 which reads

C2D(Ĥ ′) = b2D

∫
Tr
(
σ̂zĤ

′(dĤ ′)2Dθ̂Γ
)

(43)

with 2D = DM.
If we introduce the path Ĥ ′

t = −Ĉe−tĈĤF , we can differentiate such expression and obtain

C2D(Ĥ ′)/bD =
∫ π

0
dt

∫
Tr
(
∂tĤ

′(dĤ ′)2Dθ̂Γ
)

+
D−1∑
i=0

Tr
(
Ĥ ′(dĤ ′)i∂t(dĤ ′)(dĤ ′)2D−i−1θ̂Γ

)
.

(44)
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If we then integrate by part (in the derivative d) the second term, we obtain

C2D(Ĥ ′)/bD =
∫ π

0
dt

∫
Tr
(
∂tĤ

′(dĤ ′)2Dθ̂Γ
)

−
D−1∑
i=0

(−1)i Tr
(
(dĤ ′)i+1∂tĤ

′(dĤ ′)2D−i−1θ̂Γ
)

+
D−1∑
i=0

(−1)i Tr
(
Ĥ ′(dĤ ′)i∂tĤ ′(dĤ ′)2D−i−1(dθ̂Γ)

)

=
∫ π

0
dt

∫ D∑
i=0

(−1)i Tr
(
(dĤ ′)i∂tĤ ′(dĤ ′)2D−iθ̂Γ

)
)

+
D−1∑
i=0

(−1)i Tr
(
Ĥ ′(dĤ ′)i∂tĤ ′(dĤ ′)2D−i−1(dθ̂Γ)

)
(45)

Because (Ĥ ′)2 = 1 we can insert it in the first term. Using the fact the anti-commutation
relations d(Ĥ ′)2 = 0 = {Ĥ ′, dĤ ′} as well as ∂t(Ĥ ′)2 = 0 = {Ĥ ′, ∂tĤ

′}, we can show that

C2D(Ĥ ′)/bD =
∫ π

0
dt

∫ D∑
i=0

1
2 Tr

(
(dĤ ′)iĤ ′∂tĤ

′(dĤ ′)2D−i[θ̂Γ, Ĥ
′]
)
)

+
D−1∑
i=0

Tr
(
(dĤ ′)iĤ ′∂tĤ

′(dĤ ′)2D−i−1(dθ̂Γ)
) (46)

Because in this formulation we have terms with either commutator of the cut-off or differential
of it, the index is localised on the shell and we can use that Ĥ2

F = 1 in this region and so
Ĥ ′
t = sin(t)ĤF − Ĉ cos t. This lead to

C2D(Ĥ ′)/bD = −
∫ π

0
dt

∫
sin(t)2D+1 2D + 1

2 Tr
(
ĈĤF (dĤF )2D[θ̂Γ, Ĥ

′]
)
)

+ sin(t)2D−12DTr
(
ĈĤF (dĤF )2D−1(dθ̂Γ)

) (47)

If we now use the that
∫ π

0 sin(t)2D−1 = 22D(D−1)!2
2(2D−1)! and b2D = 1

22D+1D!(−2iπ)D , we obtain

C2D = −
∫
bD22D(D − 1)!2D

(2D − 1)!

(
Tr
(
ĈĤF (dĤF )2D−1(dθ̂Γ)

)
+ 1

2 Tr
(
ĈĤF (dĤF )2D[θ̂Γ, Ĥ

′]
))

−
∫

D!
(2D)!(−2iπ)D

(
Tr
(
ĈĤF (dĤF )2D−1(dθ̂Γ)

)
+ 1

2 Tr
(
ĈĤF (dĤF )2D[θ̂Γ, Ĥ

′]
))

(48)
which is the wanted result (3.3).

D.2 Non chiral case

We start with the first equation of 3.2 which reads

W2D−1(Ĥ ′) = D!
(2D)!(−2iπ)D

∫
Tr
(
σ̂zĤ

′(dĤ ′)2D−1θ̂Γ
)

(49)

with DM = 2D − 1
If we introduce the path Ĥ ′

t = −σxe−itσzĤF , we can differentiate such expression and obtain

W2D−1(Ĥ ′)/aD =
∫ π

0
dt

∫
Tr
(
σz∂tĤ

′(dĤ ′)2D−1θ̂Γ
)

+
2D−2∑
j=0

Tr
(
σzĤ

′(dĤ ′)j∂t(dĤ ′)(dĤ ′)2D−j−2θ̂Γ
) (50)
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if we then integrate by part (in the derivative d) the second term, we obtain

W2D−1(Ĥ ′)/aD =
∫ π

0
dt

∫
Tr
(
σz∂tĤ

′(dĤ ′)2D−1θ̂Γ
)

−
2D−2∑
j=0

(−1)j Tr
(
σz(dĤ ′)j+1∂tĤ

′(dĤ ′)2D−j−2θ̂Γ
)

−
2D−2∑
j=0

(−1)j Tr
(
σzĤ

′(dĤ ′)j∂tĤ ′(dĤ ′)2D−j−2(dθ̂Γ)
)

=
∫ π

0
dt

∫ 2D−1∑
j=0

(−1)j Tr
(
σz(dĤ ′)j∂tĤ ′(dĤ ′)2D−1−j θ̂Γ

)
)

−
2D−2∑
j=0

(−1)j Tr
(
σzĤ

′(dĤ ′)j∂tĤ ′(dĤ ′)2D−j−2(dθ̂Γ)
)
.

(51)

Because (Ĥ ′)2 = 1 we can insert it in the first term. Using the fact the anti-commutation
relations d(Ĥ ′)2 = 0 = {Ĥ ′, dĤ ′} as well as ∂t(Ĥ ′)2 = 0 = {Ĥ ′, ∂tĤ

′}, we can show that

W2D−1(Ĥ ′)/aD =
∫ π

0
dt

∫ 2D−1∑
j=0

−1
2 Tr

(
σz(dĤ ′)jĤ ′∂tĤ

′(dĤ ′)2D−1−j [θ̂Γ, Ĥ
′]
)
)

−
2D−2∑
j=0

Tr
(
σz(dĤ ′)jĤ ′∂tĤ

′(dĤ ′)2D−j−2(dθ̂Γ)
) (52)

Because in this formulation we have terms with either commutator of the cut-off or differential
of it, the index is localised on the shell and we can use that Ĥ2

F = 1 in this region and so
Ĥ ′
t = − sin(t)σyĤF − σx cos t. This lead to

W2D−1(Ĥ ′)/aD = − 2i
∫ π

0
dt

∫
sin(t)2DDTr

(
ĤF (dĤF )2D−1[θ̂Γ, Ĥ

′]
)
)

+ sin(t)2D−2(2D − 1) Tr
(
ĤF (dĤF )2D−2(dθ̂Γ)

) (53)

If we now use that
∫ π

0 sin(t)2D = π (2D)!
22DD!2 and a2D−1 = D!

(2D)!(−2iπ)D we obtain that

W2D−1 =−2iπaD2D(2D)!
22DD!2

∫ (
Tr
(
ĤF (dĤF )2D−2(dθ̂Γ)

)
+ 1

2 Tr
(
ĤF (dĤF )2D−1[θ̂Γ, Ĥ

′]
))

= 2D
22DD!(−2iπ)D−1

∫ (
Tr
(
ĤF (dĤF )2D−2(dθ̂Γ)

)
+ 1

2 Tr
(
ĤF (dĤF )2D−1[θ̂Γ, Ĥ

′]
))

(54)
which is the wanted result (3.3).
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